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Algebraic & Geometric Topology 17 (2017) 645–656

Indecomposable nonorientable PD3–complexes

JONATHAN A HILLMAN

We show that the orientable double covering space of an indecomposable, nonorientable
PD3 –complex has torsion-free fundamental group.

57P10; 57N10

One of the foundational results of Wall [12] on Poincaré duality complexes was the fact
that there is a well-defined notion of connected sum for such complexes. In dimensions
n> 2 the fundamental group of a connected sum of two PDn –complexes is the free
product of the groups of the summands. This notion is of particular interest when
n D 3 for, by the well-known work of Kneser and Milnor, every closed orientable
3–manifold has an essentially unique factorization into indecomposable 3–manifolds.
(The corresponding assertion for closed nonorientable 3–manifolds is slightly more
complicated.) Moreover, such a 3–manifold is indecomposable with respect to con-
nected sum if and only if its fundamental group is indecomposable with respect to free
product. It is perhaps less widely known that Turaev [11] has shown that each of these
results extends to the context of PD3 –complexes.

Indecomposable, orientable 3–manifolds are either aspherical, have finite fundamental
group or have fundamental group Z. This is no longer true for PD3 –complexes,
although Crisp [3] has shown that (in the orientable case) the indecomposables are
either aspherical or have virtually free fundamental group. There are examples of the
latter kind with fundamental group neither finite nor Z; see Hillman [9].

Let X be an indecomposable PD3 –complex, with fundamental group � and orientation
character w . In [9] we showed that if w 6D 1 and � is virtually free then X is homotopy
equivalent to S2 z� S1 or RP2 � S1 , so � Š Z or � Š Z˚ Z=2Z. In particular,
�C D Ker.w/ is torsion-free. We shall show that this remains true if w 6D 1 and � is
not virtually free. This result is surely well-known for 3–manifolds. We give a short
proof for this case in Section 2, which uses the “projective plane theorem” of Epstein [6]
and a result from Hillman [9]. (The fact that RP2 does not bound provides a further
restriction here which is not yet known in general.) Our main result is Theorem 6 in
Section 3:

Theorem Let X be an indecomposable, nonorientable PD3 –complex such that � has
infinitely many ends. Then � Š �C Ì Z=2Z� and �C is torsion-free, but not free.
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646 Jonathan A Hillman

By passing to Sylow subgroups of the torsion in � , we may reduce potential counter-
examples to special cases, which are eliminated by Lemmas 3, 4 and 5. The arguments
are similar to those of [9].

1 Notation and major cited results

In order that this paper be reasonably self-contained we shall give here some of the
notation and results used in [9].

Let X be a PD3 –complex, with fundamental group � and orientation character w ,
and let XC be the orientable covering space, with fundamental group �C D Ker.w/.
If H � � then we shall write HC D H \ �C . It is convenient to say that such a
subgroup H is orientable if H D HC . (This usage depends upon the orientation
character w .) Let Z=2Z� denote a subgroup of order two on which w 6D 1.

If G is a group, jGj, G0 and �G shall denote the order, commutator subgroup and centre
of G , while if H � G then CG.H / and NG.H / are the centralizer and normalizer,
respectively. Let F.r/ be the free group of rank r .

If R is a ring, two finitely presentable left R–modules M and N are stably isomorphic
if M1˚Ra ŠN ˚Rb for some a, b � 0. Let ŒM � denote the stable isomorphism
class of M .

A homomorphism wW G!f˙1g defines an anti-involution of ZŒG� by xgDw.g/g�1

for all g 2 G . Tietze move considerations show that if A is any finite presentation
matrix for the augmentation ideal IG then the stable isomorphism class of the left ZŒG�–
module JG with presentation matrix the conjugate transpose Atr is well-defined [11].

A graph of groups .G; �/ consists of a graph � with origin and target functions o and t

from the set of edges E.�/ to the set of vertices V .�/, and a family G of groups Gv
for each vertex v and subgroups Ge �Go.e/ for each edge e , with monomorphisms
�eW Ge ! Gt.e/ . (We shall usually suppress the maps �e from our notation.) In
considering paths in � we shall not require that the edges be compatibly oriented.

The fundamental group of .G; �/ is the group �G with presentation

hGv; te j tegt�1
e D �e.g/8g 2Ge; te D 18e 2E.T /i;

where T is some maximal tree for � . Different choices of maximal tree give isomorphic
groups. We may assume that .G; �/ is reduced: if an edge joins distinct vertices then
the edge group is isomorphic to a proper subgroup of each of these vertex groups. The
corresponding � –tree T is incompressible in the terminology of [5], so T and G are
essentially unique, by [5, Proposition IV.7.4]. An edge e is a loop isomorphism at v if
o.e/D t.e/D v and the inclusions induce isomorphisms Ge ŠGv .

Algebraic & Geometric Topology, Volume 17 (2017)



Indecomposable nonorientable PD3 –complexes 647

Since fundamental groups of PDn –complexes are FP2 [12], � is the fundamental
group of a finite graph of groups .G; �/, where all vertex groups are finite or have one
end and all edge groups are finite. (See [5, Theorem VI.6.3].) We may assume that
� is indecomposable as a proper free product, by the splitting theorem, so .G; �/ is
indecomposable: all edge groups are nontrivial. A graph of groups .G; �/ is admissible
if it is reduced, all vertex groups are finite or one-ended groups and all edge groups are
nontrivial finite groups.

Turaev gave the following characterization of the group pairs .�;w/ which may be
realized by finite PD3 –complexes [11]:

Theorem Let � be a finitely presentable group and wW �! f˙1g a homomorphism.
Then there is a finite PD3 –complex K with �1.K/Š � and w1.K/D w if and only
if ŒI� �D ŒJ� �.

We wish to adapt the results from [9, Section 7] to the cases when � has infinitely
many ends and w 6D 1. In particular, we use the following two results to control the
possible edge groups:

(1) Crisp’s theorem [3, Theorem 17] If X is a PD3 –complex and g2�D�1.X /

has prime order p and infinite centralizer C�.g/ then p D 2, g is orientation-
reversing and C�.g/ has two ends.

(2) The normalizer condition [10, Proposition 5.4.2] A proper subgroup of a
nilpotent group is properly contained in its normalizer.

Note also that if G is a finite subgroup of � then the centralizer C�.G/ has finite
index in the normalizer N�.G/.

The main result (Theorem 6 below) involves consideration of the finite groups with
periodic cohomology, of period dividing 4. A finite group has cohomological period
2 if and only if it is cyclic, and has cohomological period 4 if and only if it is a
product B �Z=dZ with .jBj; d/D 1, where B is a generalized quaternionic group
Z=aZ Ì Q.2i/ (with a odd), an extended binary polyhedral group T �

k
(of order 23 �3k ),

O�
k

(of order 24 � 3k ) or I� D SL.2; 5/ (of order 23 � 3 � 5) or a metacyclic group
Z=aZ Ì�1 Z=2eZ (for some odd a and e � 1).

There seems to be no one reference with a complete proof of the above assertion. The
six families of finite groups with periodic cohomology are determined in [1, pages
142–150]:

(1) Z=aZ Ì Z=bZ;

(2) Z=aZ Ì .Z=bZ�Q.2i// for i � 3;

Algebraic & Geometric Topology, Volume 17 (2017)



648 Jonathan A Hillman

(3) Z=aZ Ì .Z=bZ�T �
k
/ for k � 1;

(4) Z=aZ Ì .Z=bZ�O�
k
/ for k � 1;

(5) .Z=aZ Ì Z=bZ/�SL.2;p/ for p � 5 prime;

(6) Z=aZ Ì .Z=bZ�TL.2;p// for p � 5 prime.

Here a, b and the order of the quotient by the metacyclic subgroup Z=aZ Ì Z=bZ
are relatively prime. See [1, pages 142–150] for further details on the groups TL.2;p/
(with TL.2;p/0 Š SL.2;p/, of index 2) and the actions in the semidirect products. If
such a group G contains a semidirect product Z=mZÌ� Z=nZ, where � has image of
order k , then the cohomological period of G is a multiple of 2k . (See [2, Exercise 6,
page 159].) The class of groups of period dividing 4 follows on applying this criterion
to the groups of the above list.

2 3–manifolds

The result is relatively easy (and no doubt well-known) in the case of irreducible
3–manifolds, as we may use the sphere theorem, as strengthened by Epstein [6].

Theorem 1 Let M be an indecomposable, nonorientable 3–manifold with funda-
mental group � . If � has infinitely many ends then � Š �C Ì Z=2Z� and �C is
torsion-free, but not free.

Proof Let P be a maximal set of pairwise nonparallel 2–sided projective planes
in M . Then P is nonempty, since M is indecomposable and � has infinitely many
ends. In particular, � Š �C Ì Z=2Z� , since the inclusion of a member of P splits
w D w1.M /W �! Z=2Z. Let PC be the preimage of P in MC . Then PC is a set
of disjoint 2–spheres in MC , and the components of MC nPC each double cover a
component of M nP . Each such component of M nP is indecomposable [6].

Suppose that M nP has a component Y with virtually free fundamental group. Then
the double DY is indecomposable (see [9, Lemma 2.4]), nonorientable and �1.DY /

is virtually free. Moreover, �1.DY /ŠZ˚Z=2Z� , since the inclusion of a boundary
component of Y splits w . (See [9, Theorems 7.1 and 7.4].) But then DY ŠRP2 �S1 ,
so Y Š RP2 � Œ0; 1�. This is contrary to the hypothesis that the members of P are
nonparallel. Thus the components of M nP are punctured aspherical 3–manifolds.

Let � be the graph with vertex set �0.M nP/ and edge set P , with an edge joining
contiguous components. Then �C Š G �F.s/, where G is a free product of PD3 –
groups (corresponding to the fundamental groups of the components of M nP ), and
s D ˇ1.�/. Hence �C is torsion-free.

Algebraic & Geometric Topology, Volume 17 (2017)



Indecomposable nonorientable PD3 –complexes 649

We remark also that each component Y of M nP has an even number of boundary
components, since �.@Y / is even (for any odd-dimensional manifold Y ), by Poincaré
duality. Thus the vertices of the graph � have even valence.

Example The canonical involution � of the topological group T 3 D R3=Z3 has 8

isolated fixed points (the points of order 2). Let X be the complement of an equivariant
open regular neighbourhood of the fixed point set, and let M DD.X=h�i/. Then M

is indecomposable and nonorientable, and � Š .Z3 �Z3 �F.7//Ì Z=2Z� .

3 PD3–complexes

Suppose now that X is an indecomposable PD3 –complex, with fundamental group �
and orientation character w . Then � is finitely presentable, so � Š �G , where .G; �/
is an admissible graph of groups.

Lemma 2 Let X be an indecomposable, nonorientable PD3 –complex with � D

�1.X /Š �G , where .G; �/ is an admissible graph of groups.

(1) If e is an edge with Go.e/ or Gt.e/ infinite, then Ge D Z=2Z� .

(2) If X 6' S2 z�S1 then � Š �C Ì Z=2Z� .

(3) If all finite vertex groups are 2–groups then they are nonorientable and all edge
groups are Z=2Z� .

Proof Suppose first that the vertex groups are all finite. Then X ' S2 z�S1 (if all the
vertex groups are orientation-preserving) or RP2 �S1 (otherwise), by Theorems 7.1
and 7.4 of [9], respectively, so the lemma holds. Hence we may assume that .G; �/ has
at least one infinite vertex group Gv and at least one edge e with o.e/D v or t.e/D v .
If w.g/ D 1 for some g 2 Ge of prime order then both GC

o.e/
and GC

t.e/
would be

finite, by [3, Theorem 14]. But then Gv would be finite, contrary to hypothesis. Thus
Ge D Z=2Z� , and the inclusion of Ge into � splits w , so � Š �C Ì Z=2Z� .

Suppose that all finite subgroups are 2–groups. Let f be an edge such that the vertex
groups Go.f / and Gt.f / are finite. If Gf DGo.f / (or Gt.f / ) then f must be a loop
isomorphism, since .G; �/ is reduced. But then C�.Gf / is infinite, so Gf D Z=2Z� ,
by Crisp’s theorem. Since .G; �/ is reduced, f must be the only edge, contrary
to the assumption that there is an infinite vertex group. Thus we may assume that
Go.f / and Gt.f / each properly contain Gf . Since Go.f / and Gt.f / are 2–groups
and hence nilpotent, N�.Gf / is infinite, by the normalizer condition. Since C�.Gf /

has finite index in N�.Ge/ we must have Gf DZ=2Z� , by Crisp’s theorem. Since �
is connected it follows easily that every finite vertex group is nonorientable and every
edge group is Z=2Z� .

Algebraic & Geometric Topology, Volume 17 (2017)



650 Jonathan A Hillman

The next two lemmas consider two parallel special cases, involving a prime p , which
is odd or 2, respectively.

Lemma 3 Let X be an indecomposable PD3 –complex with � D �1.X / Š � Ì W ,
where � is orientable and torsion-free, and W has order 2p for some odd prime p .
Then X is orientable.

Proof Suppose that X is not orientable. Then � and � are infinite. Since � has a
subgroup W of finite order > 2, we may assume that � Š �G , where .G; �/ is an
admissible graph of groups with r � 1 finite vertex groups and at least one edge. Let
s D ˇ1.�/.

Each finite vertex group is mapped injectively by any projection from � onto W with
kernel � . If a vertex group Gv has prime order then every edge e with one vertex
at v is a loop isomorphism, since .G; �/ is reduced. But then � has just one vertex
and � Š Gv Ì F , which contradicts the hypothesis. Hence all finite vertex groups
are isomorphic to W . If an edge e is a loop isomorphism then GCe Š Z=pZ has
infinite normalizer, contradicting Crisp’s theorem. If there is an edge e with Ge of
order p then both of the vertex groups Go.e/ and Gt.e/ are finite, by Lemma 2. But
then ŒGo.e/ W Ge �D ŒGt.e/ W Ge �D 2, so N�.Ge/ is infinite, which again contradicts
Crisp’s theorem. Since the orientation character w factors through W it follows that
every edge group is Z=2Z� and w is nontrivial on every vertex group.

Since each edge group is Z=2Z� , w is nontrivial on each vertex group, so �CD�GC is
the fundamental group of a graph of groups .GC; �/ with the same underlying graph � ,
trivial edge groups and vertex groups GCv for all v2V .�/. Hence �CŠG �F.s/�P ,
where G is a free product of orientable PD3 –groups and P is a free product of r copies
of Z=pZ. We have P Š F.t/Ì Z=pZ for some t � 0. (In fact, t D .p� 1/.r � 1/,
by a simple virtual Euler characteristic argument.)

Let a 2 � be such that a2 D 1 and w.a/ D �1, and let � Š � Ì Z=2Z� be the
subgroup generated by � and a. Then � is also the group of a PD3 –complex, since it
has finite index in � . The involution of �C induced by conjugation by a maps each
indecomposable factor which is not infinite cyclic to a conjugate of an isomorphic
factor [7]. However, its behaviour on the free factor F.s/ may be more complicated.

Let wW ZŒ��!RD ZŒhai�D ZŒa�=.a2� 1/ be the linear extension of the orientation
character. Then Ihai Š zZ D R=.aC 1/. We may factor out the action of �C on a
ZŒ��–module by tensoring with R. The derived sequence of the functor R˝w �

applied to the augmentation sequence

0! I� ! ZŒ��! Z

Algebraic & Geometric Topology, Volume 17 (2017)



Indecomposable nonorientable PD3 –complexes 651

gives an exact sequence

0!H1.� IR/D �=�
0
!R˝w I� !R! Z! 0:

The inclusion of hai into � splits the epimorphism from R˝w I� onto Ihai , so
R˝w I� Š �=�

0˚ zZ.

Let 
 be the normal subgroup of � generated by G [F.s/ and let H be the image
of 
 in �=�0 . Then similar arguments show that

R˝w I� DH ˚ .R˝w I�=
 /;

R˝w I� DH ˚ .R˝w I�=
 /:

The groups P and its normal subgroup F.t/ have presentations

P D hbi ; 1� i � r j b
p
i D 18ii

and

F.t/D hxi;j ; 1� i � r � 1; 1� j � p� 1 j i;

where xi;j has image b
j
1
b
�j
iC1

in P for 1 � i � r � 1 and 1 � j � p� 1. (If p D 2

we shall write xi instead of xi;1 for 1� i � r � 1.)

The quotient �=hhGii is the fundamental group of the (possibly unreduced) graph of
groups .G; �/ with vertex groups W (or Z=2Z� ) and edge groups Z=2Z� , obtained
by replacing each infinite vertex group Gv of .G; �/ by Gv=GCv DZ=2Z� . Thus if W

is abelian (so has an unique element of order 2) then �=hhGii Š .F.s/�P /�Z=2Z� .
Hence �=
 Š P �Z=2Z� and �=
 Š F.t/�Z=2Z� , so

R˝w I�=
 Š .R=.p; a� 1//r ˚ zZ;

R˝w I�=
 Š .R=.a� 1//t ˚ zZD Zt
˚ zZ:

The quotient ring R=pRD Fp Œa�=.a
2� 1/ is semisimple, so p–torsion R–modules

have unique factorizations as sums of simple modules. Since I� ˝w R and I�˝w R

satisfy Turaev’s criterion (and projective R–modules are Z–torsion-free), the p–torsion
submodule of R˝w I� has the same numbers of summands of types R=.p; a� 1/

and R=.p; aC 1/, and similarly for R˝w I� . Since R˝w I�=
 is p–torsion-free,
the number of summands of types R=.p; a� 1/ and R=.p; aC 1/ in H must also be
equal. On the other hand, R˝w I�=
 has r > 0 summands of type R=.p; a� 1/ and
none of type R=.p; aC1/. These conditions are inconsistent, so � is not the group of
a nonorientable PD3 –complex.

Algebraic & Geometric Topology, Volume 17 (2017)
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If W is not abelian then it has an unique conjugacy class of elements of order 2, and
�=
 Š P Ì Z=2Z� and �=
 Š F.t/Ì Z=2Z� have presentations

ha; bi ; 1� i � r j a2
D 1; b

p
i D 1; abiaD b�1

i 8ii

and

ha; xi;j ; 1� i � r � 1; 1� j � p� 1 j a2
D 1; axij aD xi;p�j 8i; j i;

respectively. (In particular, �=
 Š F.t=2/�Z=2Z�.) In this case,

R˝w I�=
 Š .R=.p; aC 1//r ˚ zZ;

R˝w I�=
 ŠRt=2
˚ zZ:

Consideration of the p–torsion submodules again shows that R˝w I� and R˝w I�
cannot both satisfy Turaev’s criterion, and hence that � is not the group of a non-
orientable PD3 –complex. Thus X must be orientable.

The case p D 2 involves slightly different calculations.

Lemma 4 Let X be an indecomposable PD3 –complex with � D �1.X /Š � Ì W ,
where � is orientable and torsion-free, and W has order 4. Then X is orientable.

Proof As in Lemma 3, we suppose that X is not orientable, so � and � are infinite,
and may assume that � Š �G , where .G; �/ is an admissible graph of groups with
r � 1 finite vertex groups and at least one edge. We continue with the notation P , 
 ,
a and R from Lemma 3.

The inclusions of the edge groups split w , by Lemma 2. In this case, W Š .Z=2Z/2D
Z=2Z˚Z=2Z� and has two orientation-reversing elements. Note that P is now a
free product of r copies of Z=2Z.

The quotient �=
 is the group of a finite graph of groups with all vertex groups W

and edge groups Z=2Z� . Since P is a free product of cyclic groups, �=
 has a
presentation

ha; bi ; 1� i � r j a2
D 1; b2

i D .awi/
2
D .awibi/

2
D 18ii;

where wi D 1 and wi 2 F.t/ for 2 � i � r . The free subgroup F.t/ has basis
fxi j 1� i � r � 1g, where xi has image b1biC1 in P , and �=
 has a presentation

ha; xi ; 1� i � r � 1 j a2
D 1; axiaD xibiC1wiC1biC1w

�1
iC1 8ii:

In this case,
R˝w I�=
 Š .R=.2; a� 1//r ˚ zZ;

R˝w I�=
 Š Zr�1
˚ zZ:

Algebraic & Geometric Topology, Volume 17 (2017)
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Since R=.2; aC 1/DR=.2; a� 1/, torsion considerations do not appear to help. If
r > 1 we may instead compare the quotients by the Z–torsion submodules, as in [9,
Lemma 7.3], since finitely generated torsion-free R–modules are direct sums of copies
of R, Z and zZ, by [4, Theorem 74.3]. We again conclude that � is not the group of a
nonorientable PD3 –complex.

The case when p D 2 and r D 1 requires a little more work. Let N be the R–module
presented by the transposed conjugate of

�
2

a�1

�
. If fe; f g is the standard basis for

R2 then N DR2=R.2eC .aC 1/f /. The Z–torsion submodule of N is generated
by the image of .a� 1/e and has order 2, but is not a direct summand. The quotient
of N by its Z–torsion submodule is generated by the images of e and f � e , and
is a direct sum Z˚ zZ. In particular, it has no free summand. It now follows easily
that H ˚ zZ˚R=.2; a� 1/ is not stably isomorphic to H ˚ zZ˚N . Therefore I�
and I� cannot both satisfy Turaev’s criterion, so � is not the group of a nonorientable
PD3 –complex. Thus X must be orientable.

Our final lemma is needed to cope with three exceptional cases.

Lemma 5 Let G D H Ì Z=2Z, where H D T �
1

, O�
1

or I� . Suppose that every
element of G divisible by 4 is in H . Then G has a subgroup W of order 6 such that
ŒW WW \H �D 2.

Proof Let g be an element of order 2 whose image generates G=H .

Suppose first that H D T �
1

, with presentation

hx; y; z j x2
D .xy/2 D y2; z3

D 1; zxz�1
D y; zyz�1

D xyi:

Then �T �
1
Dhx2i has order 2. The outer automorphism group Out.T �

1
/ is generated by

the class of the involution � which sends x , y and z to y�1 , x�1 and z2 , respectively.
(See [8, page 221].) Hence � preserves the subgroup S of order 3 generated by z .

If conjugation by g induces an inner automorphism of T �
1

, there is an h 2 T �
1

such
that gxg�1 D hxh�1 for all x 2 T �

1
. Then gh D hg and h2 is central in T �

1
, so

.h�1g/2 D h2 has order dividing 4. Therefore h�1g has order 2, by hypothesis.

Otherwise we may assume that there is an h 2 GC such that gxg�1 D h�.x/h�1

for all x 2 T �
1

, so � is conjugation by h�1g . Since � is an involution, .h�1g/2 is
central in T �

1
. We again see that h�1g has order 2. In each case, h�1g normalizes S ,

so the subgroup W generated by S and h�1g has order 6, while h�1g 62 H , so
ŒW WW \H �D 2.
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The commutator subgroup of O�
1

is T �
1

. Since this is a characteristic subgroup, it is
preserved by g . The group T �

1
is a nonnormal subgroup of I� , of index 5. Since g acts

as an involution on the set of conjugates of T �
1

, we may assume that it preserves T �
1

.
In each case the lemma follows easily from its validity for H D T �

1
.

We may now give our main result.

Theorem 6 Let X be an indecomposable, nonorientable PD3 –complex such that
� D �1.X / has infinitely many ends. Then:

(1) � Š �G , where .G; �/ is an admissible graph of groups with all vertex groups
one-ended and all edge groups Z=2Z� .

(2) � Š �C Ì Z=2Z� .

(3) �C Š G �H , where G is a nontrivial free product of PD3 –groups and H is
free. In particular, �C is torsion-free.

Proof Let � Š �G , where .G; �/ is an admissible graph of groups. At least one
vertex group is infinite, for otherwise � has two ends, by [9, Theorems 7.1 and 7.4].
Hence �C ŠG �H , where G is a nontrivial free product of PD3 –groups and H is
virtually free. Therefore �C is virtually torsion-free. Let � be the intersection of the
conjugates in � of a torsion-free subgroup of finite index in �C , and let �W �! �=�

be the canonical projection. Then � is orientable, torsion-free and of finite index, and
w factors through �=� .

If F is a finite subgroup then �jF is injective, and ��1.�.F // has finite index in � .
Hence ��1.�.F // has a graph of groups structure in which all finite vertex groups are
isomorphic to subgroups of F . In particular, if F is a nonorientable 2–group then at
least one of these vertex groups is a nonorientable 2–group, so there is a g 2 F such
that g2 D 1 and w.g/D�1, by Lemma 2(3). Hence, if, moreover, F is cyclic, then
it has order 2.

Assume that there is a nonorientable finite vertex group Gv . Then Gv has a non-
orientable Sylow 2–subgroup S.2/, so there is a g 2 S.2/ such that g2 D 1 and
w.g/ D �1. The orientable subgroup GCv has periodic cohomology, with period
dividing 4, by [9, Theorems 4.3 and 4.6]. Moreover, every element of Gv divisible
by 4 is in GCv , by the argument of the previous paragraph.

Let g be an element of order 2 whose image generates Gv=GCv . We may assume
that GCv Š B �Z=dZ, where B is either Z=aZ Ì Q.2i/ (with a odd and i � 3),
T �

k
or O�

k
(for some k � 1), I� or Z=aZ Ì�1 Z=2eZ (with a odd and e � 1), as in

the penultimate paragraph of Section 1 above. Suppose first that GCv is not a 2–group.
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Then it has a nontrivial subgroup S of order p for some odd prime p . If d > 1 we
may assume that p divides d , and then S is characteristic in GCv . This is also the
case if GCv Š Z=aZ Ì Q.8/ or Z=aZ Ì�1 Z=2eZ with a odd (so p divides a), or
GCv Š T �

k
or O�

k
with k > 1 (so p D 3). In these cases, S is normalized by g and

the subgroup H generated by S and g has order 2p . The remaining possibilities are
that GCv Š T �

1
�Z=dZ, O�

1
�Z=dZ or I� �Z=dZ. For these cases we appeal to

Lemma 5 to see that Gv has a nonorientable subgroup W of order 2p .

Since ��1�.W / has finite index in � , it is again the group of a nonorientable PD3 –
complex. This complex has an indecomposable factor whose group has W as one of its
finite vertex groups, so has fundamental group � Ì W . But this factor is nonorientable,
so contradicts Lemma 3.

Therefore we may assume that GCv is a 2–group. If S.2/C 6D 1 (ie if GCv is a
nontrivial 2–group) it is cyclic or generalized quaternionic, so has an unique central
element of order 2 (see [9, Lemma 2.1]). Hence Gv has a finite index subgroup
W Š Z=2Z�Z=2Z� . As before, passage to ��1�.W / leads to a contradiction, by
Lemma 4.

Therefore all finite vertex groups are orientable. But the graph � is connected, and any
edge connecting a finite vertex group to an infinite vertex group must be nonorientable,
as in Lemma 2. Since there is at least one infinite vertex group there can be no finite
vertex groups.

The second assertion follows from part (2) of Lemma 2, and �C D �GC is the
fundamental group of a graph of groups .GC; �/ with the same underlying graph � ,
trivial edge groups and vertex groups GCv all PD3 –groups. Hence �C is torsion-free,
but not free.

As observed at the end of Section 2, when X is a 3–manifold and .G; �/ is an
admissible graph of groups such that � D �G , all vertices of � have even valence.
Can this observation be extended to the case of PD3 –complexes? Although there are
indecomposable PD3 –complexes which are not homotopy equivalent to 3–manifolds
[9; 12], it remains possible that every indecomposable, nonorientable PD3 –complex is
homotopy equivalent to a 3–manifold.

Corollary 7.5 of [9] follows immediately from Crisp’s theorem and Theorem 6. (The
argument in [9] assumed that � is virtually free.) We restate it here:

Corollary 7 Let X be a PD3 –complex and g 2 � D �1.X / a nontrivial element of
finite order. If C�.g/ is infinite then g has order 2 and is orientation-reversing, and
C�.g/D hgi �Z.

Algebraic & Geometric Topology, Volume 17 (2017)



656 Jonathan A Hillman

Question Are there any examples other than RP2 � S1 of indecomposable PD3 –
complexes whose groups have a central element of order 2 with infinite centralizer?
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On the periodic v2–self-map of A1

PRASIT BHATTACHARYA

PHILIP EGGER

MARK MAHOWALD

The spectrum Y WDM2.1/^C� admits eight v1 -self-maps of periodicity 1 . These
eight self-maps admit four different cofibers, which we denote by A1Œij � for i; j 2

f0; 1g . We show that each of these four spectra admits a v2 -self-map of periodicity 32 .

55Q51

This paper is dedicated to the memory of Mark Mahowald (1931–2013)

1 Introduction

Convention Throughout this paper, we work in the stable homotopy category of
spectra localized at the prime 2.

Let K.n/ be the nth Morava K–theory. Let C0 be the category of 2–local finite spectra,
Cn � C0 the full subcategory of K.n�1/–acyclics and C1 the full subcategory of
contractible spectra. Hopkins and Smith [8] showed that the Cn are thick subcategories
of C0 (in fact, they are the only thick subcategories of C0 ), and they fit into a sequence

C0 � C1 � � � � � Cn � � � � � C1:

We say a finite spectrum X is of type n if X 2 Cn n CnC1 .

A self-map vW †kX !X of a finite spectrum X is called a vn –self-map if

K.n/�.v/W K.n/�.X /!K.n/�.X /

is an isomorphism. For a finite spectrum X , a self-map vW †kX ! X can also be
regarded as an element of �k.X ^DX /, where DX is the Spanier–Whitehead dual
of X .

For any ring spectrum E , let

�E�W ��._/!E�._/
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denote the E–Hurewicz natural transformation. Let k.n/ denote the connective cover
of K.n/. If vW Sk!X ^DX is a vn –self-map, then �k.n/�.v/2 k.n/�.X ^DX / has
to be the image of vm

n 2 k.n/� �D F2Œvn�, for some positive integer m, under the map

k.n/��X^DX W k.n/�! k.n/�.X ^DX /;

where �X^DX W S
0!X ^DX is the unit map. The value m is called the periodicity

of the vn –self-map v . We call v a minimal vn –self-map for X if v is a vn –self-map
with minimal periodicity. An easy consequence of [8, Theorem 9] is that the periodicity
of a minimal vn –self-map is always a power of 2.

Hopkins and Smith showed, among other things, that every type-n spectrum admits a
vn –self-map, and the cofiber of a vn –self-map is of type nC 1. However, not much is
known about the minimal periodicity of such vn –self-maps.

The sphere spectrum S0 is a type-0 spectrum with a v0 –self-map 2W S0! S0 . The
cofiber of this v0 –self-map is the type-1 spectrum M.1/. The spectrum M.1/ is
known to admit a unique minimal v1 –self-map of periodicity 4. The cofiber of this
v1 –self-map is denoted by M.1; 4/. In 2008, Behrens, Hill, Hopkins and the third
author [1] showed that the minimal v2 –self-map on M.1; 4/ has periodicity 32.

Instead of S0 , we can start with the type-0 spectrum C�, the cofiber of �W S1! S0 .
The spectrum C� admits a nonzero v0 –self-map 2^ 1C�W C�! C�, with cofiber
M.1/ ^ C� WD Y . The type-1 spectrum Y admits eight minimal v1 –self-maps of
periodicity 1. These eight maps are constructed by Davis and the third author [3] using
stunted projective spaces. The cofiber of any of the v1 –self-maps is referred to as A1 .
Though there are eight different v1 –self-maps, there are only four different homotopy
types of the cofibers A1 ; see [3, Proposition 2.1].

Let A.1/ be the subalgebra of the Steenrod algebra A generated by Sq1 and Sq2 . It
turns out that the cohomology of any homotopy type of A1 is a free A.1/–module on
one generator. However, different homotopy types of A1 have different A–module
structures, which are distinguished by the action of Sq4 . We depict the cohomologies of
the four different spectra A1 in Figure 1 where the square brackets represent an action
of Sq4 , the curved lines represent an action of Sq2 , and the straight lines represent an
action of Sq1 . The subalgebra A.1/ has four different A–module structures, each of
which corresponds to a homotopy type of A1 . Any A–module structure on A.1/ has a
nontrivial Sq4 action on the generator in degree 1 forced by the Adem relations. How-
ever, there are choices for Sq4 actions to be trivial or nontrivial on generators in degree 0

and degree 2, thus giving us four different A–module structures. We denote the differ-
ent homotopy types of A1 using the notation A1Œij � where i and j are the indicator
functions for the action of Sq4 on the generators in degree 0 and degree 2, respectively.
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Figure 1: The A–module structures of H�.A1Œ00�/ , H�.A1Œ10�/ , H�.A1Œ01�/

and H�.A1Œ11�/

Remark 1.1 (determining A–module structure on Spanier–Whitehead duals) For
every finite spectrum X , there is an isomorphism

H�DX �DDH�X;

where we have Spanier–Whitehead duality on the left hand side and A–module duality
on the right hand side. Thus, finding out the Spanier–Whitehead duality relations
between the spectra A1Œij � boils down to finding the A–module duality relations
between the A–modules depicted in Figure 1. The naïve guess is that dualizing these
A–modules is equivalent to merely “flipping them upside down”. However, this is not
the case. For an A–module M and its dual DM , there is a pairing

h�;�iW M ˝DM ! F2

which is A–bilinear. Therefore, for elements x;y 2M and a 2A, we have

hax;y�i D hx; �.a/y�i;

where �W A!A is the antipode, and hence

.ax/� D
X

fgWaxD�.a/gg

g�:

Because �.Sq1/D Sq1 and �.Sq2/D Sq2 , the naïve guess is correct when it comes
to actions of Sq1 and Sq2 . However, because we have �.Sq4/D Sq4

CSq3Sq1 , the
naïve guess breaks down when considering the actions of Sq4 . Thus we find that
H�.A1Œ00�/ is dual to H�.A1Œ11�/, while H�.A1Œ10�/ and H�.A1Œ01�/ are self-dual.
It follows that the spectra A1Œ01� and A1Œ10� are Spanier–Whitehead self-dual, whereas
A1Œ00� and A1Œ11� are Spanier–Whitehead dual to each other.
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It is worth noting that A1 is created in a way similar to M.1; 4/, where C� is analogous
to S0 , and Y is analogous to M.1/. The minimal v1 –self-map of Y has periodicity 1,
which is less than the periodicity of the minimal v1 –self-map on M.1/, which is 4.
Hence, it is natural to ask if any of the four models of A1 admit a v2 –self-map of
periodicity less than that of M.1; 4/.

In [3, Theorem 1.4(ii)], Davis and the third author claimed, incorrectly, that the peri-
odicity of the minimal v2 –self-maps on M.1; 4/ and the two self-dual models of A1 ,
namely A1Œ01� and A1Œ10�, was 8. After successfully correcting the v2 –periodicity of
M.1; 4/ in [1], the v2 –periodicity of A1 was called into question by the third author.
He conjectured that the minimal v2 –self-map of A1 should have periodicity 32, which
is also the periodicity of the minimal v2 –self-map of M.1; 4/.

The goal of this paper is to prove the following correction of [3, Theorem 1.4(ii)], as
reported in Remark 1.4 of [1]:

Main Theorem For all four models of A1 , the minimal v2 –self-map

vW †192A1!A1

has periodicity 32.

Notation 1.2 To lighten the notations, we use Exts;t
T
.X / to denote Exts;t

T
.H�.X /;F2/,

where T is a subalgebra of the Steenrod algebra A.

Notation 1.3 For any ring spectrum E , we denote the unit map by �E W S0!E . The
unit map �E induces the Hurewicz natural transformation

�E�W ��._/!E�._/

as introduced earlier. When E D A1 ^DA1 , we simply use �W S0! A1 ^DA1 to
denote the unit map. Let i W S0 ,!A1 be the map that represents the inclusion of the
bottom cell. Let j W A1^DA1!A1 denote the map 1A1

^Di . Given a map between
two spectra f W X ! Y , the unit map �E induces a map in E–homology, which we
denote by

E�.f /W E�X !E�Y;

and also a map of Adams spectral sequences, which we denote by

f E
� W Ext�;�

A
.E ^X /! Ext�;�

A
.E ^Y /:
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Outline

The proof of Main Theorem consists of two parts, namely

� the nonexistence part, where we eliminate the possibility of a v2 –self-map of A1

of periodicity lower than 32,

� the existence part, where we show that there exists a v2 –self-map of A1 of
periodicity 32.

The proof makes use of several important differentials in the Adams spectral sequence
that computes the homotopy groups of the spectrum tmf . As an A–module (see
Hopkins and the third author [7]),

H�.tmf / �DA==A.2/;

where A.2/ is the subalgebra of A generated by Sq1 , Sq2 and Sq4 . Therefore, by a
change of rings formula, the E2 page of that Adams spectral sequence simplifies to

(1.4) E
s;t
2
D Exts;t

A.2/
.S0/) �t�s.tmf /:

The E2 page is periodic with the periodicity generator b4
3;0

, which lives in bidegree
.s; t/D .8; 8C 48/. The periodicity generator b4

3;0
and its square b8

3;0
are not present

in the E1 page of the above spectral sequence. There exist differentials

(1.5) d2.b
4
3;0/D e0r and d3.b

8
3;0/D wgr

in the Adams spectral sequence computing tmf� . But in that spectral sequence, b16
3;0

is
a nonzero permanent cycle which detects the periodicity generator �8 2 �192.tmf /.
All the details mentioned above are well documented by Henriques [6].

The unit map �k.2/W S0! k.2/ factors through tmf (see [1, Remark 1.3]): ie we have

(1.6) �k.2/W S
0
�tmf
��! tmf

r
�! k.2/:

The map induced by r in homotopy

r�W tmf�! k.2/�

maps �8n 7! v32n
2

, which is why tmf can detect periodic v2 –self-maps. This can be
observed through a map of Adams spectral sequences. Since

H�.k.2// �DA==E.Q2/

(due to Lellmann [9]), by a change of rings formula, we have

E
s;t
2
D Exts;t

E.Q2/
.S0/) �t�s.k.2//:
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The E2 page is simply a polynomial algebra generated by v2 in bidegree .s; t/ D
.1; 1C 6/. The spectral sequence collapses due to sparseness, giving us the expected
result ��.k.2//DF2Œv2�. The map r W tmf!k.2/ induces a map of spectral sequences

E2 D Exts;t
A.2/

.S0/ +3

r�

��

�t�s.tmf /

r�

��

E2 D Exts;t
E.Q2/

.S0/ +3 �t�s.k.2//

which sends b4n
3;0

to v8n
2

in the E2 page, and therefore sends b16n
3;0

to v32n
2

in
the E1 page.

Next we study the commutative diagram of spectral sequences:

(1.7)

tmf�
tmf��

//

��

tmf�.A1 ^DA1/

��

Ext�;�
A.2/

.S0/

7?

�
tmf
�
//

��

Ext�;�
A.2/

.A1 ^DA1/

2:

��

k.2/�
k.2/��

// k.2/�.A1 ^DA1/

Ext�;�
E.Q2/

.S0/
�
k.2/
�

//

7?

Ext�;�
E.Q2/

.A1 ^DA1/

2:

Since A1 is a type-2 spectrum, �8 has a nonzero image under the composite

tmf�
r�
�! k.2/�

k.2/��
����! k.2/�.A1 ^DA1/:

Therefore, tmf��.�
8n/ 2 tmf�.A1^DA1/ is the lift of k.2/��.v

32n
2
/. Similarly, at the

level of E2 pages, we see that

�
tmf
� .b

4n
3;0/ 2 Ext

A.2/
.A1 ^DA1/

is the lift of �k.2/� .v8n
2
/. In Section 3, we argue that the differentials in (1.5) induce a

d2 differential and a d3 differential in the spectral sequence

Exts;t
A.2/

.A1 ^DA1/) tmf�.A1 ^DA1/;

Algebraic & Geometric Topology, Volume 17 (2017)



On the periodic v2 –self-map of A1 663

supported by �tmf
� .b

4
3;0
/ and �tmf

� .b
8
3;0
/, respectively. This means that k.2/��.v

8
2
/ and

k.2/��.v
16
2
/ do not lift to tmf�.A1 ^DA1/, thereby establishing the “nonexistence

part” of Main Theorem.

The proof of the existence part of Main Theorem can roughly be divided into two parts:

� the lifting part, where we show that

�
tmf
� .b

4n
3;0/ 2 Ext8n;48nC8n

A.2/
.A1 ^DA1/

lifts to an element ev8n
2
2 Ext8n;48nC8n

A
.A1 ^DA1/ under the map

�tmf�W Ext�;�
A
.A1 ^DA1/! Ext�;�

A.2/
.A1 ^DA1/;

� the survival part, where we show that ev32n
2

is a nonzero permanent cycle in the
Adams spectral sequence

E2 D Exts;t
A
.A1 ^DA1/) �t�s.A1 ^DA1/

for all n> 0.

To achieve the lifting part, we use a Bousfield–Kan spectral sequence

E
s;t;n
1
WD Exts�n;t

A.2/
.H�.X /˝A==A.2/˝n;F2/) Exts;t

A
.H�.X /;F2/;

which is also otherwise known as the algebraic tmf spectral sequence.

For the survival part of the argument, we show that the d2 and d3 differentials of (1.5)
lift along the zigzag of spectral sequences:

(1.8)

�t�s.A1 ^DA1/

�tmf �

��

Ext
A
.A1 ^DA1/

�tmf �

��

3;

�t�s.tmf /
�
tmf
�

// tmft�s.A1 ^DA1/

Exts;t
A.2/

.S0/
�
tmf
�

//

9A

Exts;t
A.2/

.A1 ^DA1/

3;

Since ev8
2

supports a d2 differential and ev16
2

supports a d3 differential, ev32
2

can only
support a dr differential for r � 4 by the Leibniz rule. There is another d3 differential

(1.9) d3.v
20
2 h1/D g6
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in the Adams spectral sequence for ��.tmf / which lifts along (1.8). The lifts of the
differentials in (1.5) and (1.9), along with the multiplicative structure, allow us to
deduce that there is no nonzero element in the E4 page of

Exts;t
A
.A1 ^DA1/) �t�s.A1 ^DA1/

for s � 36 and t � s D 191. As a result, ev32
2

is a nonzero permanent cycle, which
detects a 32–periodic v2 –self-map of A1 .

Notation 1.10 Let T be any subalgebra of A, for example, E.Q2/, A.2/ or A itself.
Let X be any spectrum with a map f W S0!X . Throughout the paper, we will denote
any nonzero image of a 2 Ext�;�

T
.S0/ under the map

f�W Ext�;�
T
.S0/! Ext�;�

T
.X /

using the same notation.

Use of Bruner’s Ext software

We will use Bruner’s Ext software [2] for two purposes. Given any A.2/–module M

which is finitely generated as an F2 –vector space, the program can compute the
groups Exts;t

A.2/
.M;F2/ to the extent of identifying generators in each bidegree within

a finite range, determined by the user. Since we are interested in Exts;t
A.2/

.X / for
finite spectra X , such as A1 ^DA1 , whose cohomology structures as A.2/–modules
are known, this suits our task perfectly. The second purpose is the following: As
any finite spectrum X is an S0 –module, Ext�;�

A.2/
.X / is a module over Ext�;�

A.2/
.S0/.

Given an element x 2 Exts;t
A.2/

.X /, the action of Ext�;�
A.2/

.S0/ can be computed using
the dolifts functionality of the software.

One should also be aware that Main Theorem is by no means a consequence of
the programming output. However, parts of the proof are reduced to pure algebraic
computation, which can be performed using Bruner’s program.

Organization of the paper

In Section 2, we use the May spectral sequence to compute Ext�;�
A.2/

.A1/. In particular,
we establish a vanishing line of slope 1

5
, which will be useful for subsequent use of

the algebraic tmf spectral sequence. In Section 3, we use the differentials in (1.5) to
conclude that A1 cannot admit a v2 –self-map of periodicity less than 32. We then use
the algebraic tmf spectral sequence to lift the differentials in (1.5) along the zigzag
(1.8), so that in the Adams spectral sequence

Exts;t
A
.A1 ^DA1/) �t�s.A1 ^DA1/;
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we have nonzero differentials d2.ev8
2
/ and d3.ev16

2
/. In Section 4, we use the algebraic

tmf spectral sequence to lift the differential (1.9) along the zigzag (1.8). Finally, in
Section 5, we complete the proof of Main Theorem.

In the Appendix, we provide a description of Bruner’s Ext software to familiarize the
readers with its usage. A summary of the output of the Bruner’s program that is needed
for some of the results in Section 5 is listed in the tables from the online supplement.

Acknowledgments Bhattacharya and Egger would like to thank Mark Behrens, Bob
Bruner, Paul Goerss, Mike Hill and Mike Mandell for their invaluable assistance and
encouragement throughout this project, as well as Irina Bobkova for some helpful
discussions. We are greatly indebted to the anonymous referee for pointing out sev-
eral subtle mistakes and gaps in our logical deductions, which ultimately led to the
correct proof.

2 Computation of Exts;t
A.2/

.A1/ and its vanishing line

J P May in his thesis [10] introduced a filtration of the Steenrod algebra called the
May filtration, which induces a filtration of the cobar complex C.F2;A�;F2/. This
filtration gives a trigraded spectral sequence

E
s;t;u
1
D F2Œhi;j W i � 1; j � 0�) Exts;t

A
.S0/; jhi;j j D .1; 2

j .2i
� 1/; 2i � 1/;

with differentials dr of tridegree .1; 0; 1�2r/, which converges to the E2 page of the
Adams spectral sequence

E
s;t
2
D Exts;t

A
.S0/) �t�s.S

0/:

The element hi;j corresponds to the class Œ�2j

i � in the cobar complex C.F2;A�;F2/.
We stick to the notation introduced by Tangora in his thesis [12]. For example, h1;j is
abbreviated by hj . Meanwhile, there are many elements hi;j that are not d1 –cycles
in the May spectral sequence, however, even in these cases, the Leibniz rule means
that h2

i;j will be d1 –cycles. To get around the awkwardness of talking about h2
i;j in

later pages of the May spectral sequence, where hi;j may not even exist, Tangora
uses bi;j to denote h2

i;j from the May E2 page onwards.

One can use the same May filtration on the subalgebra A.2/ of A, to obtain a filtration
on the cobar complex C.F2;A.2/�;F2/. Thus we get a May spectral sequence with
finitely many differentials

F2Œh0; h1; h2; h2;0; h2;1; h3;0�) Exts;t
A.2/

.S0/;
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all of which have been computed using techniques of [12]. The bigraded ring Exts;t
A.2/

.S0/

is the Adams E2 page for the homotopy groups of tmf .

We have obtained A1 by a series of cofibrations

S1 �
�! S0

! C�; C�
2
�! C�! Y and †2Y

v1
�! Y !A1:

The maps 2, � and v1 are detected by h0 , h1 and h2;0 , respectively, in the May
spectral sequence. Using the fact that cofiber sequences induce long exact sequences
of E1 pages of the May spectral sequence, we get that the E1 page of the May spectral
sequence converging to Exts;t

A.2/
.A1/ is

F2Œh2; h2;1; h3;0�) Exts;t
A.2/

.A1/:

Alternatively, using a change of rings formula, we see that there is a quasi-isomorphism
of cobar complexes

C.F2;A.2/�;A.1/�/ �D C.F2; .A.2/==A.1//�;F2/:

Since, C.F2; .A.2/==A.1//�;F2/ is a quotient of C.F2;A.2/�;F2/, the May filtration
on C.F2;A.2/�;F2/ induces a filtration on C.F2; .A.2/==A.1//�;F2/. As a result, we
have a May spectral sequence

(2.1) E
s;t;u
1

.A1/D F2Œh2; h2;0; h3;0�) Exts;t
A.2/

.A1/

that is a module over the May spectral sequence for S0 ,

(2.2) E
s;t;u
1

.S0/D F2Œh0; h1; h2; h2;0; h2;1; h3;0�) Exts;t
A.2/

.S0/:

The d1 differentials in (2.2) come from the coproduct on A.2/� . It is well known that
d1.h2/D0, d1.h2;1/Dh1h2 and d1.h3;0/Dh0h2;1Ch2h2;0 . Under the quotient map

F2Œh0; h1; h2; h2;0; h2;1; h3;0�� F2Œh2; h2;1; h3;0�;

all the images of the above differentials map to zero. Therefore, there are no d1

differentials in (2.1).

One can use Nakamura’s formula to compute higher May differentials. The operations
Sqi on the cobar complex of C.F2;A�;F2/, defined by Sqi.x/D x[i xC ıx[iC1 x

(see [11]), satisfy

Sq0.hi;j /D h2
i;j ; Sq0.bi;j /D b2

i;j and Sq1.hi;j /D hi;jC1;

as well as Cartan’s formulas (see [11, Propositions 4.4 and 4.5])

Sq0.xy/D Sq0.x/Sq0.y/ and Sq1.xy/D Sq1.x/Sq0.y/CSq0.x/Sq1.y/;
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whenever x and y are represented by elements in appropriate pages of the May spectral
sequence. In particular, we have

Sq1.x
2/D 0

for every x . The differential ı in the cobar complex C.F2;A�;F2/ satisfies the relation

(2.3) ıSqi D SqiC1ı

for i �0 (see [11, Lemma 4.1]), and is often called Nakamura’s formula in the literature.

Since the May spectral sequence (2.2) is obtained by filtering the cobar complex,
Nakamura’s formula (2.3) helps to find differentials in (2.2). Furthermore, because the
cobar complex C.F2; .A.2/==A.1//�;F2/ is a quotient of C.F2;A.2/�;F2/, (2.3) can
also help us to find differentials in (2.1).

Lemma 2.4 In the May spectral sequence

F2Œh2; h2;1; h3;0�) Exts;t
A.2/

.A1/;

we have the differentials

d2.b2;1/D h3
2; d3.b3;0/D h2

2h2;1 and d4.b
2
3;0/D h2b2

2;1;

and the spectral sequence collapses at E5 .

Proof In the May spectral sequence for S0 (2.2), there is a differential

d2.b2;1/D h3
2

which implies the corresponding d2 differential in the May spectral sequence for A1

(2.1). The element b3;0 is represented by the element Œ�3j�3� in the cobar complex
C.F2;A.2/�;F2/. Since b3;0DSq0h3;0 , we apply Nakamura’s formula (2.3) to obtain

Sq1.d1.h3;0//D Sq1.h0h2;1C h2h2;0/

D h2
0h2;2C h1h2

2;1C h2
2h2;1C h3h2

2;0

D h2
2h2;1

in the May spectral sequence for A1 (2.1). Therefore, it must be the case that, in the
cobar complex C.F2; .A.2/==A.1//�;F2/,

ı.Œ�3j�3�/D Œ�
4
1 j�

4
1 j�

2
2 �C elements of higher May filtration.

As a result, in (2.1), we have

d3.b3;0/D h2
2h2;1:
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Since Sq0.b3;0/D b2
3;0

, we can apply Nakamura’s formula (2.3) in a similar way to
obtain

d4.b
2
3;0/D h2b2

2;1

in the May spectral sequence for S0 (2.2) as well as A1 (2.1).

For every r , we have that E
�;�;�
r .A1/ is a differential graded module over E

�;�;�
r .S0/.

Since b4
3;0

is a permanent cycle in (2.2), multiplication by b4
3;0

commutes with differen-
tials in (2.1). The elements of E

�;�;�
5

.A1/ that are not multiples of b4
3;0

are permanent
cycles by sparseness. Therefore, the elements of E

�;�;�
5

.A1/ that are multiples of b4
3;0

are permanent cycles as well, and thus (2.1) collapses at the E5 page.

In Figure 2, the solid line of slope 1 represents multiplication by h1 , while the solid
line of slope 1

3
represents multiplication by h2 . The element b4

3;0
is the periodicity

generator of Ext�;�
A.2/

.A1/ and the solid lines in that part (right) are simply a repetition
of the earlier pattern (left). This matches the output of Bruner’s program [2] for
Exts;t

A.2/
.A1/, though different models of A1 may have different hidden extensions

some of which might not be detected in the May spectral sequence.

We have thus computed the E1 page of the May spectral sequence converging to
Exts;t

A.2/
.A1/. While Bruner’s program [2] shows that different spectra have different

hidden extensions, we are mainly interested in a vanishing line for Exts;t
A.2/

.A1/, which
will not be affected by these hidden extensions.

Lemma 2.5 The group Exts;t
A.2/

.A1/ is zero if

s > 1
5
.t � s/C 1;

and for t � s � 29, it is zero if
s > 1

5
.t � s/:

In other words, there is a vanishing line

y D 1
5
xC 1:

Proof Of the three generators of the E1 page, h2 has slope 1
3

, h2;1 has slope 1
5

and h3;0 has slope 1
6

. However, while Exts;t
A.2/

.A1/ contains infinitely large powers
of h2;1 and h3;0 , it only contains powers up to 2 of h2 . Hence, the vanishing line
of Exts;t

A.2/
.A1/ must have slope 1

5
, determined by b2

2;1
. Now, since h2b2

2;1
D 0, the

vanishing line for stems greater than 29 is y D 1
5
x and a glance at Figure 2 gives us

the y –intercept of the overall vanishing line.
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Figure 2: The E1 page of the May spectral sequence for Ext
A.2/

.A1/
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3 A d2 and a d3 differential

In this section, we first show that b4
3;0

and b8
3;0

in Exts;t
A.2/

.A1 ^ DA1/ support
a d2 and a d3 differential, respectively. Then we show that these differentials lift to
Exts;t

A
.A1 ^DA1/ under the map of spectral sequences:

Exts;t
A
.A1 ^DA1/

�tmf �

��

+3 �t�s.A1 ^DA1/

�tmf �

��

Exts;t
A.2/

.A1 ^DA1/ +3 tmft�s.A1 ^DA1/

Some of the proofs in this section as well as in the subsequent sections use Bruner’s
program [2]. We provide the Appendix to help readers familiarize themselves with
this software.

Lemma 3.1 In the Adams spectral sequence

E
s;t
2
D Exts;t

A.2/
.A1 ^DA1/) tmft�s.A1 ^DA1/;

we have d2.b
4
3;0
/D e0r and d3.b

8
3;0
/D wgr .

Proof Recall the well known differentials (1.5) in the Adams spectral sequence

E
s;t
2
D Exts;t

A.2/
.S0/) tmft�s:

Using Bruner’s program, we see that e0r and wgr both have nonzero images in
Exts;t

A.2/
.A1 ^DA1/. Hence, in the map of Adams spectral sequences

E
s;t
2
D Exts;t

A.2/
.S0/

��

+3 tmft�s

��

E
s;t
2
D Exts;t

A.2/
.A1 ^DA1/ +3 tmft�s.A1 ^DA1/

we have established that in the (abusive) Notation 1.3, we have

Exts;t
A.2/

.S0/
�
tmf
�
��! Exts;t

A.2/
.A1 ^DA1/;

b4
3;0 7! b4

3;0;

b8
3;0 7! b8

3;0;

e0r 7! e0r;

wgr 7! wgr:
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Therefore, the d2 differential of (1.5) forces a d2 differential

d2.b
4
3;0/D e0r

in the Adams spectral sequence for tmf�.A1^DA1/. By the Leibniz rule, d2.b
8
3;0
/D 0

and hence b8
3;0

is nonzero in the E3 page. The d3 differential in (1.5) will force a
nonzero d3 differential

d3.b
8
3;0/D wgr

in the Adams spectral sequence for tmf�.A1 ^DA1/ as claimed, provided the image
of wgr is nonzero in the E3 page. Thus we have to show that there does not exist a
differential of the form d2.x/D wgr .

Using Bruner’s program [2], we check that wgr 2 Ext19;95C19
A.2/

.S0/ maps nontrivially
to Ext19;95C19

A.2/
.A1/. Therefore if we have d2.x/D wgr in

Exts;t
A.2/

.A1 ^DA1/) tmft�s.A1 ^DA1/;

then x must map to a nonzero element, say x0 , under the map

j�W Ext17;96C17
A.2/

.A1 ^DA1/! Ext17;96C17
A.2/

.A1/;

and we will have d2.x
0/D wgr in

Exts;t
A.2/

.A1/) tmft�s.A1/:

There is exactly one generator of Ext17;96C17
A.2/

.A1/, and that generator is b4
3;0
�y under

the pairing

Ext8;48C8
A.2/

.S0/˝Ext9;48C9
A.2/

.A1/! Ext17;96C17
A.2/

.A1/:

It is clear that d2.y/ D 0 as Ext11;47C11
A.2/

.A1/ D 0; see Figure 2. Thus using the
Leibniz rule, we see that

d2.b
4
3;0y/D e0r �y:

Using [2], we check that e0r �y D 0. Therefore, wgr is nonzero in the E3 page of the
spectral sequence

Exts;t
A.2/

.A1 ^DA1/) tmft�s.A1 ^DA1/;

and therefore
d3.b

8
3;0/D wgr

in this spectral sequence.
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The fact that v16
2
2 k.2/�.A1 ^DA1/ does not lift to tmf�.A1 ^DA1/ implies that

v2k

2
2k.2/�.A1^DA1/ for 1�k�4 does not lift to tmf�.A1^DA1/. Indeed, suppose

that for k D 0; 1; 2 or 3 the element v2k

2
2 k.2/�.A1 ^DA1/ lifts to an element

x 2 tmf�.A1 ^DA1/;

then x24�k

would be a lift of v16
2

as A1 ^ DA1 is a ring spectrum. This would
contradict Lemma 3.1. Since the unit map for k.2/ factors through the unit map of tmf
(1.6), Lemma 3.1 implies the following:

Theorem 3.2 The spectrum A1 cannot admit a v2 –self-map of periodicity 16 or less.

Next we describe an algebraic resolution which will allow us to lift the d2 differential
and the d3 differential of Lemma 3.1 to the Adams spectral sequence

E
s;t
2
D Exts;t

A
.A1 ^DA1/) �t�s.A1 ^DA1/:

We will briefly recall the resolution described in [1, Section 5], and how it is used to
lift elements of Ext groups over A.2/ to Ext groups over A. Consider the A–module

A==A.2/ WDA˝A.2/ F2;

and denote by A==A.2/ the kernel of the augmentation map

A==A.2/! F2:

When we consider the triangulated structure of the derived category of A–modules,
we get maps

A==A.2/! F2!A==A.2/Œ1�

and a resulting diagram

F2
// A==A.2/Œ1� // A==A.2/˝2Œ2� // � � �

A==A.2/

OO

A==A.2/˝A==A.2/Œ1�

OO

A==A.2/˝A==A.2/˝2Œ2�

OO

to which we shall apply the functor Exts;t
A
.H�.X /˝�;F2/ to get a spectral sequence,

which we shall refer to as the algebraic tmf spectral sequence to reflect the fact
that A==A.2/ is the cohomology of tmf . This spectral sequence will be trigraded,
with E1 page

E
s;t;n
1
D Exts;t

A
.H�.X /˝A==A.2/˝A==A.2/˝nŒn�;F2/

�D Exts�n;t
A.2/

.H�.X /˝A==A.2/˝n;F2/;
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which converges to
Exts;t

A
.H�.X /;F2/:

For any element in the algebraic tmf spectral sequence in tridegree .s; t; n/, we will
refer to s as its Adams filtration, t as the internal degree and n as the algebraic tmf
filtration. The differential dr has tridegree .1; 0; r/. It is shown in [4] that

A==A.2/ �D
M
i�0

H�.†8iboi/;

where boi denotes the i th bo–Brown–Gitler spectrum of [5]. As a result the E1 page
of the algebraic tmf spectral sequence simplifies to

E
s;t;n
1
D

M
i1;:::;in�1

Exts�n;t�8.i1C���Cin/
A.2/

.X ^ boi1
^ � � � ^ boin

/) Exts;t
A
.X /:

We will attempt to exploit the relative sparseness of the E1 page, especially its vanishing
line properties, in the case when X DA1 ^DA1 .

Remark 3.3 (the cellular structure of bo–Brown–Gitler spectra) The spectrum bo0

is the sphere spectrum. The cohomology of the spectrum bo1 as a module over the
Steenrod algebra can be described through the following picture, with the generators
labeled by cohomological degree:

�

0
�

4
�

6
�

7

where the straight line, curved line and square bracket describe the actions of Sq1, Sq2

and Sq4, respectively. Note that the 4–skeleton of bo1 is C� . Indeed, the boi fit
together to form the following cofiber sequence

boi�1! boi!†4iB.i/;

where B.i/ is the i th integral Brown–Gitler spectrum as described in [5]. Therefore
for every i � 1, the 7–skeleton of boi is bo1 and the 4–skeleton of boi is C� .

One can compute Exts;t
A.2/

.A1 ^ DA1 ^ boi/ from Exts;t
A.2/

.A1 ^ DA1/ using the
Atiyah–Hirzebruch spectral sequence or with Bruner’s program [2].

Lemma 3.4 The group

Exts;t
A.2/

.A1 ^DA1 ^ boi1
^ � � � ^ boin

/

is zero if s > 1
5
..t � s/C 6/.
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Proof We showed in Lemma 2.5 that Exts;t
A.2/.A1/ has a vanishing line s D 1

5
.t � s/

for t � s � 30 and a vanishing line of s D 1
5
.t � s/C 1 overall. The only generator

of Exts;t
A.2/

.A1/ with a slope greater than 1
5

is h2 , so if we kill off h2 by considering
Exts;t

A.2/
.A1 ^C�/ then the vanishing line is precisely s D 1

5
.t � s/.

As we mentioned in Remark 3.3, the 4–skeleton of any boi is C� and the next cell is
in dimension 6. So we can build boi by attaching finitely many cells of dimension at
least 6 to C� . Hence by using the Atiyah–Hirzebruch spectral sequence and the fact
that 1

5
.x�6/C1< 1

5
x , one can see that the vanishing line of A1^boi is sD 1

5
.t�s/.

One can build A1^boi1
^� � �^boin

from A1^boi1
, iteratively using cofiber sequences,

which depend on the cell structure of boi2
^� � �^boin

. Since we have already established
that Exts;t

A.2/
.A1^ boi1

/ has vanishing line s D 1
5
.t � s/ and that boi2

^ � � � ^ boin
is a

connected spectrum, we conclude, using the Atiyah–Hirzebruch spectral sequence, that
the vanishing line for Exts;t

A.2/
.A1 ^ boi1

^ � � � ^ boin
/ is s D 1

5
.t � s/.

However, DA1 has cells in negative dimension, in fact the bottom cell is in dimen-
sion �6. Again by using the Atiyah–Hirzebruch spectral sequence, one concludes that
the vanishing line for Exts;t

A.2/
.A1 ^DA1 ^ boi1

^ � � � ^ boin
/ is

s D 1
5
.t � sC 6/

for any ik � 1, completing the proof.

Corollary 3.5 The group Exts;t
A
.A1 ^DA1/ is zero if

s > 1
5
.t � s/C 11

5
;

and for t � s � 23, it is zero if

s > 1
5
.t � s/C 6

5
:

The result is a straightforward consequence of Lemma 2.5, Lemma 3.4 and the algebraic
tmf spectral sequence.

Lemma 3.6 The element

b4
3;0 2 Ext8;48C8

A.2/
.A1 ^DA1/

lifts to an element ev8
2

under the map

�tmf�W Ext8;48C8
A

.A1 ^DA1/! Ext8;48C8
A.2/

.A1 ^DA1/:
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Proof Consider the algebraic tmf spectral sequence:

E
s;t;n
1
D

M
i1�1;:::;in�1

Exts�n;t�8.i1C���Cin/
A.2/

.A1 ^DA1 ^ boi1
^ : : : boin

/

��

Exts;t
A
.A1 ^DA1/

The element b4
3;0

has tridegree .s; t; n/ D .8; 48 C 8; 0/ D .8; 56; 0/ in the above
spectral sequence. The element dn.b

4
3;0
/ has tridegree .9; 56; n/ and hence belongs to

Ext9�n;56�8.i1C���Cin/
A.2/

.A1 ^DA1 ^ boi1
^ � � � ^ boin

/

for some .i1; : : : ; in/ where ik � 1. We will show that the above group is zero for all
n� 1 and for all tuples .i1; : : : ; in/ where ik � 1.

By Lemma 3.4 the above group is zero if

(3.7) 1
5
.56� 8.i1C � � �C in/� 9C nC 6/ < 9� n;

which is trivially satisfied for n> 4.

For nD 1, (3.7) becomes
1
5
.54� 8i1/ < 8;

thus i1 > 1; so it suffices to verify that

Ext8;48
A.2/

.A1 ^DA1 ^ bo1/D 0:

For nD 2, (3.7) becomes
1
5
.55� 8.i1C i2// < 7;

thus i1C i2 > 2; so it suffices to verify that

Ext7;40
A.2/

.A1 ^DA1 ^ bo1 ^ bo1/D 0:

For nD 3, (3.7) becomes

1
5
.56� 8.i1C i2C i3// < 6;

thus i1C i2C i3 > 3; so it suffices to verify that

Ext6;32
A.2/

.A1 ^DA1 ^ bo1 ^ bo1 ^ bo1/D 0:

For nD 4, (3.7) becomes

1
5
.57� 8.i1C i2C i3C i4// < 5;
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thus i1C i2C i3C i4 > 4; so it suffices to verify that

Ext5;24
A.2/

.A1 ^DA1 ^ bo1 ^ bo1 ^ bo1 ^ bo1/D 0:

For all four models of A1 , Bruner’s program [2] shows that all the groups we expected
to be zero are in fact zero.

Corollary 3.8 For all n 2N , the elements b4n
3;0
2 Ext8n;48nC8n

A.2/
.A1^DA1/ lift to an

element ev8n
2
2 Ext8n;48nC8n

A
.A1 ^DA1/ under the map �tmf� .

Proof Since A1 ^DA1 is a ring spectrum, it follows that the map

�tmf�W Exts;t
A
.A1 ^DA1/! Exts;t

A.2/
.A1 ^DA1/

is a map of algebras. By Lemma 3.6, b4
3;0

lifts and thus b4n
3;0

lifts for every n 2N .

Remark 3.9 The lift of ev8n
2

in Corollary 3.8 may not be unique. The indeterminacy
in the choice of ev8n

2
consists of elements of higher algebraic tmf filtration.

Lemma 3.10 In the Adams spectral sequence

E
s;t
2
D Exts;t

A
.A1 ^DA1/) �t�s.A1 ^DA1/;

there is a d2 –differential
d2.ev8

2
/D e0r CR

and a d3 –differential
d3.ev16

2
/D wgrCS

for some R and S in algebraic tmf filtration greater than zero.

Proof Recall that e0r and wgr are elements in Ext�;�
A
.S0/ (see [12]), which maps

nontrivially (see Lemma 3.1) under the composite

Ext�;�
A
.S0/! Ext�;�

A.2/
.S0/! Ext�;�

A.2/
.A1 ^DA1/:

Therefore, by inspecting the commutative diagram

(3.11)

Ext�;�
A
.S0/

�tmf �

��

��
// Ext�;�

A
.A1 ^DA1/

�tmf �

��

Ext�;�
A.2/

.S0/
�
tmf
�
// Ext�;�

A.2/
.A1 ^DA1/

we see that e0r and wgr are nonzero image in Ext�;�
A
.A1^DA1/. Since ev8

2
and ev16

2

are lifts of b4
3;0

and b8
3;0

, respectively, the differentials of Lemma 3.1 force the differ-
entials as claimed.
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4 Another d3 differential

The goal of this section is to lift the d3 differential (1.9) in the spectral sequence for
tmf� to a d3 differential

d3.Av20
2

h1 /D g6

in the Adams spectral sequence

E
s;t
2
D Exts;t

A
.A1 ^DA1/) ��.A1 ^DA1/

along the zigzag (1.8).

The element g 2 Ext4;20C4
A

.S0/ is Tangora’s name [12] for the element detected
by b2

2;1
in the May spectral sequence

F2Œhi;j W i > 0; j � 0�) Exts;t
A
.S0/:

In the literature, the same name is adopted for its image in Ext4;20C4
A.2/

.S0/.

Lemma 4.1 In the Adams spectral sequence

E
s;t
2
D Exts;t

A.2/
.A1 ^DA1/) tmft�s.A1 ^DA1/;

the element g6 is hit by a d3 differential

d3.v
20
2 h1/D g6:

Proof From the calculation in Lemma 2.4, it is clear that g6 D b12
2;1

has a nonzero
image in Ext24;120C24

A.2/
.A1/. Since we have a factorization of maps

Ext24;120C24
A.2/

.S0/! Ext24;120C24
A.2/

.A1 ^DA1/! Ext24;120C24
A.2/

.A1/;

we have that g6 must also be nonzero in the Adams E2 page for tmf�.A1 ^DA1/.

To show that it is also nonzero in the Adams E3 page, we must exclude the possibility
that g6 2 Ext24;120C24

A.2/
.A1 ^DA1/ might be hit by a d2 differential

d2.yx/D g6

for some elements yx 2 Ext22;121C22
A.2/

.A1 ^DA1/. In such a case, yx would have to
map to a nonzero element x 2 Ext22;121C22

A.2/
.A1/ and there would exist a differential

(4.2) d2.x/D g6
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in the Adams spectral sequence

E
s;t
2
D Exts;t

A.2/
.A1/) tmft�s.A1/

as g6 ¤ 0 2 Ext24;120C24
A.2/

.A1/. From the calculations of Lemma 2.4, there is exactly
one possible nonzero x 2 Ext22;121C22

A.2/
.A1/. Using Bruner’s program [2] (see (A.2))

we see that this x is a multiple of gb4
3;0

under the pairing

Ext12;68C12
A.2/

.S0/˝Ext10;53C10
A.2/

.A1/! Ext22;121C22
A.2/

.A1/; gb4
3;0˝ xx 7! x:

Clearly d2.xx/D 0 as Ext12;52C12
A.2/

.A1/D 0, and hence by the Leibniz rule, we get

d2.x/D ge0r � xx:

However, ge0r D 0 in Ext14;67C14
A.2/

.S0/, therefore d2.x/D 0. It follows that the d2

differential in (4.2) cannot exist and g6 is a nonzero element in the E3 page of the
spectral sequence

Exts;t
A.2/

.A1 ^DA1/) tmft�s.A1 ^DA1/:

Thus the d3 differential of (1.9) in Adams spectral sequence

Exts;t
A.2/

.S0/) tmft�s

forces the d3 differential
d3.v

20
2 h1/D g6

in the Adams spectral sequence for tmf�.A1 ^DA1/ as claimed.

Our next goal is to lift this d3 differential to the Adams spectral sequence

Exts;t
A
.A1 ^DA1/) �t�s.A1 ^DA1/:

The main tool at our disposal is the algebraic tmf spectral sequence, described in
Section 3.

Lemma 4.3 The elements g6 and v20
2

h1 lift to Exts;t
A
.A1 ^DA1/ under the map

�tmf�W Exts;t
A
.A1 ^DA1/! Exts;t

A.2/
.A1 ^DA1/:

Proof In the proof of Lemma 4.1, we showed that g6 is a nonzero element if
Ext24;120C24

A.2/
.A1 ^DA1/. Since g6 is an element of Ext24;120C24

A
.S0/, from the
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commutative diagram

Ext�;�
A
.S0/

��
//

�tmf �

��

Ext�;�
A
.A1 ^DA1/

�tmf �

��

Ext�;�
A.2/

.S0/
�
tmf
�
// Ext�;�

A.2/
.A1 ^DA1/

it easily follows that g6 lifts to Ext24;120C24
A

.A1 ^DA1/ under the map �tmf� .

It is known that v20
2

h1 D b8
3;0
� v4

2
h1 under the pairing

Ext16;96C16
A.2/

.S0/˝Ext5;25C5
A.2/

.S0/! Ext21;121C21
A.2/

.S0/; b8
3;0˝ v

4
2h1 7! v20

2 h1:

Therefore the same relation v20
2

h1D b8
3;0
�v4

2
h1 is true in Ext21;121C21

A.2/
.A1^DA1/ as

�
tmf
� W Exts;t

A.2/
.S0/! Exts;t

A.2/
.A1 ^DA1/

is a map of algebras. From Corollary 3.8, we already know that b8
3;0

lifts to

ev16
2
2 Ext16;96C16

A
.A1 ^DA1/:

Using the algebraic tmf spectral sequence

E
s;t;n
1
D

M
i1�1;:::;in�1

Exts�n;t�8.i1C���Cin/
A.2/

.A1 ^DA1 ^ boi1
^ � � � ^ boin

/

��

Exts;t
A
.A1 ^DA1/

and the vanishing lines established in Lemma 3.4, we see v4
2
h1 2Ext5;25C5

A.2/
.A1^DA1/

also has a lift
ev4
2h1 2 Ext5;25C5

A
.A1 ^DA1/:

Therefore,
ev16

2
� ev4

2h1 2 Ext21;121C21
A

.A1 ^DA1/

is a lift of v20
2

h1 , as

�tmf�W Exts;t
A
.A1 ^DA1/! Exts;t

A.2/
.A1 ^DA1/

is a map of algebras.
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We will denote any lift of v20
2 h1 by Av20

2
h1 2 Ext21;121C21

A
.A1 ^DA1/. One should

be aware that the choice of Av20
2

h1 is not unique. The indeterminacy in the choice of
Av20
2

h1 consists of elements of higher algebraic tmf filtration. This does not cause
problems later in the paper because of the following technical lemma.

Lemma 4.4 Suppose that we have a nontrivial differential dr .x/D y in the Adams
spectral sequence for a spectrum X ,

E
s;t
2
D Exts;t

A
.X /) �t�s.X /:

If x has algebraic tmf filtration greater than zero, then so does y .

Proof If the algebraic tmf filtration of x is greater than zero then the map of spectral
sequences

Exts;t
A
.X / +3

�tmf �

��

�t�s.X /

�tmf �

��

Exts;t
A.2/

.X / +3 tmft�s.X /

sends x to 0. Therefore,
�tmf�.y/D �tmf�.dr .x//

D dr .�tmf�.x//

D 0;

which means that the algebraic tmf filtration of y is greater than zero.

Lemma 4.5 In the Adams spectral sequence

Exts;t
A
.A1 ^DA1/) �t�s.A1 ^DA1/;

there exists a d3 differential
d3.Av20

2
h1 /D g6:

Proof It is easy to check that Lemma 4.1, along with the map of Adams spectral
sequences

E
s;t
2
D Exts;t

A
.A1 ^DA1/ +3

��

�t�s.A1 ^DA1/

��

E
s;t
2
D Exts;t

A.2/
.A1 ^DA1/ +3 tmft�s.A1 ^DA1/

induced by �tmf , forces a d3 differential (also see Remark 4.7)

(4.6) d3.Av20
2

h1 /D g6
CR;
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where R is an element of algebraic tmf filtration greater than zero. Studying the
algebraic tmf spectral sequence for A1^DA1 , using the vanishing lines of Lemma 3.4
and using the fact that (checked using Bruner’s program)

Ext23;113C23
A.2/

.A1^DA1^bo1/D 0 and Ext22;106C22
A.2/

.A1^DA1^bo1^bo1/D 0;

we conclude that R is in fact zero.

Remark 4.7 Lemma 4.4 in particular eliminates the possibility of a differential of the
form

dr .S/D g6;

where S is in the higher algebraic tmf filtration. This is needed for the conclusion of
(4.6).

5 Proof of Main Theorem

Recall from Corollary 3.8 that there are candidates in the E2 page of the Adams
spectral sequence

(5.1) E
s;t
2
D Exts;t

A
.A1 ^DA1/) �t�s.A1 ^DA1/;

denoted by ev8n
2

, that can detect an 8n–periodic v2 –self-map. Since ev8
2

supports
a d2 differential and ev16

2
supports a d3 differential (see Lemma 3.10), by the Leibniz

formula ev32
2

is a nonzero d3 –cycle. The only way ev32
2

can fail to detect a 32–periodic
v2 –self-map is by supporting a nonzero dr differential for r � 4 in the Adams spectral
sequence (5.1). So we look for candidates in the E2 page of (5.1) that can potentially
be the target of a nonzero dr differential supported by ev32

2
for r � 4. Such elements

will live in Exts;t
A
.A1 ^DA1/ with t � s D 191 and Adams filtration s � 36. We use

the algebraic tmf spectral sequence to detect such candidates. The goal of this section
is to argue that any such candidate is either zero or not present in the E4 page of the
spectral sequence (5.1).

From Section 3, we recall the algebraic tmf spectral sequence:

E
s;t;n
1
D

M
i1;:::;in�1

Exts�n;t�8.i1C���Cin/
A.2/

.boi1
^ � � � ^ boin

^A1 ^DA1/

��

Exts;t
A
.A1 ^DA1/

An easy consequence of the vanishing line established in Lemma 3.4 is the following.
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Lemma 5.2 The only potential contributors to Exts;t
A
.A1^DA1/ for t � sD 191 and

s � 36 come from the following summands of the algebraic tmf E1 page:

Exts;t
A.2/

.A1 ^DA1/˚
M

1�i�3

Exts�1;t�8i
A.2/

.A1 ^DA1 ^ boi/

˚

M
1�i�2

Exts�2;t�8�8i
A.2/

.A1 ^DA1 ^ bo1 ^ boi/

˚Exts�3;t�24
A.2/

.A1 ^DA1 ^ bo1 ^ bo1 ^ bo1/:

While the result holds for all models of A1 , the computations will be slightly different
for different models, and so we will treat these models separately. Since A1Œ00� and
A1Œ11� are Spanier–Whitehead dual to each other, we can treat the cases of A1Œ00� and
A1Œ11� as one case. We will then have to treat the cases of the self-dual spectra A1Œ01�

and A1Œ10� separately. The completeness of the tables in this section will be justified
by the more detailed tables in the online supplement.

Notation 5.3 The elements of E
s;t;n
1

, the E1 page of the algebraic tmf spectral
sequence for A1 ^DA1 , which are nonzero permanent cycles, will detect nonzero
elements of Exts;t

A
.A1^DA1/. Therefore we place an element x 2E

s;t;n
1

in bidegree
.t � s � n; s C n/. Thus the elements that may contribute to the same bidegree of
Exts;t

A
.A1 ^DA1/ are placed together. With this arrangement any differential in the

algebraic tmf spectral sequence will look like Adams d1 differential. The generators of

E
s;t;n
1
D

M
i1;:::;in�1

Exts�n;t�8.i1C���Cin/
A.2/

.A1 ^DA1 ^ boi1
^ � � � ^ boin

/

will be denoted by dots in the following manner (recall that bo0 D S0 ):

� elements with nD 0 are denoted by a � ,

� elements with nD 1; i1 D 1 are denoted by a ı1 ,

� elements with nD 1; i1 D 2 are denoted by a ı2 ,

� elements with nD 2; i1 D 1; i2 D 1 are denoted by a ˇ,

� and N/A stands for “not applicable,” ie coordinates of the table which are
irrelevant to our arguments.

5.1 The case A1 D A1Œ00� or A1 D A1Œ11�

We begin by laying out, in Table 1, the elements of the E1 page of the algebraic
tmf spectral sequence, in Notation 5.3. The table makes it clear that all elements
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s n t � s 189 190 191

40 0 0 0

39 0 h��i WD Y 0
39

h� � �i WDX 0
39

38 N/A h� � � � �i WD Y 0
38

h� � �i WDX 0
38

37 N/A
h� � � � �i h� � � � �i WDX 0

37

hı1 ı1 ı1 ı1 ı1ı1i hı1 ı1 ı1 ı1 ı1 ı1 ı1ı1i WDX 1
37

h� � �i WDX 0
36

36 N/A N/A hı1ı1i WDX 1
36

hˇˇˇˇˇˇi WDX 1;1
36

Table 1: E1 page of the algebraic tmf spectral sequence for Exts;t
A
.A1 ^DA1/ ,

where A1 DA1Œ00� or A1 DA1Œ11� , stem 189–191 .

s n t � s 70 71

15 h��i D g�6Y 0
39

h� � �i D g�6X 0
39

14 h� � � � �i D g�6Y 0
38 h� � ��i D g�6X 0

38

13
h� � � � �i h� � � � � � �i D g�6X 0

37

hı1 ı1 ı1 ı1 ı1ı1i hı1 ı1 ı1 ı1 ı1 ı1 ı1ı1i D g�6X 1
37

12 N/A
hı1 ı1 ı1 ı1 ı1ı1i D g�6X 1

36

hˇˇˇˇˇˇi D g�6X 1;1
36

Table 2: E1 page of the algebraic tmf spectral sequence for Exts;t
A
.A1 ^DA1/ ,

where A1 DA1Œ00� or A1 DA1Œ11� , stem 70–71 .

with t � s D 191, with the possible exception of those in X 0
36

, are permanent cycles in
the algebraic tmf spectral sequence. Our goal is to show that every linear combination
of elements in X

i1;:::;in
s is either absent or zero in the E4 page of the Adams spectral

sequence. Using Bruner’s program (for details see Tables 1–4 from the online supple-
ment), we observe that a lot of these elements are multiples of g6 in the E1 page of
the algebraic tmf spectral sequence, which we record in Table 2.

Lemma 5.4 Every element of

X 0
39˚X 0

38˚X 0
37˚X 1

37˚X 1
36˚X 1;1

36

is present in the Adams E2 page, but is either zero or absent in the Adams E4 page.
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Proof Tables 1–4 of the online supplement make clear that multiplication by g6

surjects onto X 0
39
˚X 0

38
˚X 0

37
˚X 1

37
˚X 1

36
˚X 1;1

36
. Notice that for any

x D g6
�y 2X 0

39˚X 0
38˚X 0

37˚X 1
37˚X 1

36˚X 1;1
36 ;

both x and y are nonzero permanent cycles in the algebraic tmf spectral sequence.
Indeed, the target of any differential supported by y , must have algebraic tmf filtration
greater than y and from Table 2 it is clear no such element is present in the appropriate
bidegree. Hence y is present in the Adams E2 page. The same argument holds for x .

Case 1 When x D g6 � y 2 X 0
39
˚X 0

38
˚X 1

37
˚X 1

36
˚X 1;1

36
, then both x and y

are permanent cycles in the algebraic tmf spectral sequence as the differentials must
increase algebraic tmf filtration. In fact these elements are permanent cycles in the
Adams spectral sequence for either degree reasons or by Lemma 4.4. If y is a target of
a differential in the algebraic tmf spectral sequence or an Adams d2 differential, then
y is zero in the E3 page. Consequently, x D g6 �y is zero in the E3 page as well. If
y is not a target of such differentials, then we have

d3.Av20
2

h1 �y/D Av20
2

h1 � d3.y/C d3.Av20
2

h1 / �y D g6
�y D x:

In either case, x is zero in the E4 page.

Case 2 When x D g6 � y 2 X 0
37

and y is a permanent cycle, then we can argue
x D g6 �y is zero in the E4 page as we did in the previous cases. If

d2.y/D y0;

then y0 must belong to g�6Y 0
39

. Since multiplication by g6 is a bijection between
g�6Y 0

39
and Y 0

39
, we get

d2.x/D d2.g
6
�y/D g6

� d2.y/C d2.g
6/ �y D g6

�y0 ¤ 0:

Therefore, x is absent in the E4 page.

Thus we are left with the case when x 2X 0
36

.

Lemma 5.5 Every element of X 0
36

is either zero or absent in the Adams E4 page.

Proof X 0
36

is spanned by three generators fs1; t1; t2g. Using Bruner’s program, we
explore the following relations in the E1 page of the algebraic tmf spectral sequence:

s1 D b4
3;0 �x1;

t1 D b4
3;0 �y1 D b8

3;0 � z1;

t2 D b4
3;0 �y2 D b8

3;0 � z2;

Y 0
38 3 e0r �x1 ¤ 0;

e0r �y1 D 0;

e0r �y2 D 0;

Y 0
39 3 wgr � z1 ¤ 0;

Y 0
39 3 wgr � z2 ¤ 0;
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s# t�s! 94 95 s# t�s! 142 143

23 0 0 30 0 0

22 0 0 29 h� � � � �i h� � � � �i

21 0 0 28 N/A
h�Dx1;�Dy1;�Dy2iWDZ28

hı1ı1i

20 N/A h�Dz1;�Dz2iWDZ20

Table 3: E1 page of the algebraic tmf spectral sequence for Exts;t
A
.A1 ^DA1/ ,

where A1 DA1Œ00� or A1 DA1Œ11� .

and wgr � z1 and wgr � z2 are linearly independent. In Bruner’s notation, s1 D 3664 ,
t1 D 3665 , t2 D 3666 , x1 D 2832 , e0r �x1 D 3825 , y1 D 2833 , y2 D 2834 , z1 D 201 ,
wgr � z1 D 391 , z2 D 202 and wgr � z2 D 392 ; see Table 5 from the online supplement.

From Table 3, it is clear that any element in Z20 and Z28 are permanent cycles.

Case 1 If x D �1s1C ı1t1C ı2t2 ¤ 0 in the Adams E2 page with �1 ¤ 0, then

d2.x/D �1d2.ev8
2
�x1/D �1.e0r �x1/¤ 0:

Thus x is not present in the E4 page.

Case 2 If x D ı1t1C ı2t2 ¤ 0, then

d2.x/D 0:

If x ¤ 0 in the Adams E3 page, then

d3.x/D ı1d3.ev16
2
� z1/C ı2d3.ev16

2
� z2/D wgr � .ı1z1C ı2z2/¤ 0:

Thus x is not present in the E4 page.

This proves Main Theorem in the cases A1 DA1Œ00� or A1 DA1Œ11�.

5.2 The case A1 D A1Œ01� or A1 D A1Œ10�

A priori, A1Œ01� and A1Œ10� are two different spectra and we must therefore give
two different proofs of Main Theorem. However, it turns out that Tables 4 and 5 are
identical for A1Œ01� and A1Œ10�, and therefore the exact same arguments will apply to
both spectra. For A1Œ01�, refer to Tables 6–9 of the online supplement, and for A1Œ10�,
refer to Tables 10–13 of the online supplement, to observe that most of the elements in
Table 4 are multiples by g6 of elements in Table 5.
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snt � s 190 191

39 0 h�i WDX 0
39

38 h� � ��i WD Y 0
38

h�i WDX 0
38

37
h� � ��i h� � � � �i WDX 0

37

hı1 ı1 ı1 ı1 ı1ı1i hı1 ı1 ı1 ı1 ı1 ı1 ı1ı1i WDX 1
37

36 N/A hˇˇi WDX 1;1
36

Table 4: E1 page of the algebraic tmf spectral sequence for Exts;t
A
.A1 ^DA1/ ,

where A1 DA1Œ01� , stem 190–191 .

snt � s 70 71

15 0 h�i D g�6X 0
39

14 h� � ��i D g�6Y 0
38

h��i D g�6X 0
38

13
h� � � � �i h� � � � � � �i D g�6X 0

37

hı1 ı1 ı1 ı1 ı1ı1i hı1 ı1 ı1 ı1 ı1 ı1 ı1ı1i D g�6X 1
37

12 N/A
hı1 ı1 ı1 ı1 ı1ı1i

hˇˇi D g�6X 1;1
36

Table 5: E1 page of the algebraic tmf spectral sequence for Exts;t
A
.A1 ^DA1/ ,

where A1 DA1Œ01� , stem 70–71 .

Lemma 5.6 All elements of

(5.7) X 0
39˚X 0

38˚X 0
37˚X 1

37˚X 1;1
36

are present in the Adams E2 page, but are zero in the Adams E4 page.

Proof Differentials in the algebraic tmf spectral sequence increase algebraic tmf
filtration. Therefore, as Tables 4 and 5 make clear, all elements of (5.7) are permanent
cycles in the algebraic tmf spectral sequence and are therefore present in the Adams E2

page. Furthermore, all these elements are permanent cycles in the Adams spectral
sequence, either for degree reasons or by Lemma 4.4.

Tables 6–13 of the online supplement make clear that multiplication by g6 is surjective
onto (5.7). Therefore, any element xDg6 �y in (5.7) which is not zero in the Adams E3

page is a target of a d3 differential

d3.Av20
2

h1 �y/D d3.Av20
2

h1 / �yC Av20
2

h1 � d3.y/D g6
�y D x;

hence zero in the E4 page.
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Appendix: General remarks on the use of Bruner’s program

Since many of our proofs relied on the output of Bruner’s program, we append some
facts about the program to justify our claims.

The program takes as input a graded module M over A (or A.2/) that is a finite
dimensional F2 –vector space and computes Exts;t

A
.M;F2/ (or Exts;t

A.2/
.M;F2/) for t

in a user-defined range, and 0� s� MAXFILT, where one has MAXFILTD 40 by default.
The structure of M as an A–module is encoded in a text file named M, placed in the
directory A/samples in the way we will now describe.

The first line of the text file M consists of a positive integer n, the dimension of M as
an F2 –vector space, whose basis elements we will call g0; : : : ;gn�1 . The second line
consists of an ordered list of integers d0; : : : ; dn�1 , which are the respective degrees of
the gi . Every subsequent line in the text file describes a nontrivial action of some Sqk

on some generator gi . For instance, if we have

Sqk.gi/D gj1C � � �Cgjl ;

we would encode this fact by writing the line

i k l j1 ...jl

followed by a new line. Every action not encoded by such a line is assumed to be
trivial. To ensure that such a text file in fact represents an honest A–module, we must
run the newconsistency script, which will alert us if:

� the text file contains a line

i k l j1 ...jl

and it turns out that one of the dj is not equal to di C k , or

� the module taken as a whole fails to satisfy a particular Adem relation.

Example A.1 Consider the A–module given by Figure 3, where generators are de-
picted by dots and actions of Sq1 , Sq2 and Sq4 are depicted by straight lines, curved
lines and square brackets, respectively.

Based on this picture, we get the text file in Figure 4, which we call A1-00_def. We
go to the directory A2 and run:

./newmodule A1-00 ../A/samples/A1-00_def

cd A1-00

Algebraic & Geometric Topology, Volume 17 (2017)
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� g0

� g1

� g2

� g3

� g7

� g6

�g5

�g4

Figure 3: H�A1Œ00� as an A–module

Now we are ready to compute. Running the script

./dims 0 250

will compute Exts;t
A.2/

.A1Œ00�/ for 0� s � MAXFILTD 40 and 0� t � 250. To see the
Ext group, one runs

./report summary

./vsumm A1-00 > A1-00.tex
pdflatex A1-00.tex

to produce a pdf document A1-00.pdf as in the online supplement.

As this file makes apparent, the generators of the Ext group (as an F2 vector space)
are stored in the computer with names such as sg , where s is the Adams filtration of
the generator, and g is some way of ordering all generators of filtration s . It should
be emphasized that g is not the stem of the generator. In A1-00.pdf from the online
supplement, for instance, the generator 12 is the second generator of filtration 1, but it
is in stem 6. This file also tells us the action of the Hopf elements h0 through h3 , so
that in our example, h2 multiplied by the generator 12 equals the generator 22 .

By running

./display 0 A1-00_

to produce single-page pdf documents A1-00_1.pdf, A1-00_2.pdf, : : : , it is also
possible to see the Ext group in the visually more appealing form of a chart, as shown
in A1-00_1.pdf from the online supplement.

The program is also capable of computing dual modules via the dualizeDef script, and
tensor products via the tensorDef script. Both executables are conveniently located in
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8

0 1 2 3 3 4 5 6

0 1 1 1
0 2 1 2
0 3 1 3
0 6 1 7
1 2 1 4
1 3 1 5
1 4 1 6
1 5 1 7
2 1 1 3
2 2 1 5
3 2 1 6
3 3 1 7
4 1 1 5
5 2 1 7
6 1 1 7

Figure 4: The text file A/samples/A1-00_def

the A/samples directory where we put our module definition text files. Thus, running

./dualizeDef A1-00_def DA1-00_def

./tensorDef A1-00_def DA1-00_def ADA1-00_def

produces the text file ADA1-00_def, with which we proceed in the same way as earlier
with A1-00_def.

While ADA1-00.pdf only shows the action of the Hopf elements h0 through h3 , the
scripts cocycle and dolifts enable the user to input a specific generator and find
the action of much of Exts;t

A.2/
.S0/ on that specific generator. Let us do this with the

generator 06 2 Ext0;0
A.2/

.A1Œ00�^DA1Œ00�/ by going to directory A2 and running

./cocycle ADA1-00 0 6

which will create a subdirectory A2/ADA1-00/0_6. To find the action of all elements
of Exts;t

A.2/
.S0/ with 0� s � 20 on 06 , we go back to directory A2/ADA1-00 and run:

./dolifts 0 20 maps

Algebraic & Geometric Topology, Volume 17 (2017)



690 Prasit Bhattacharya, Philip Egger and Mark Mahowald

Now ADA1-00/0_6 will contain several text files, among them brackets.sym (which
contains information about Massey products) and Map.aug (which contains information
about the action of Exts;t

A.2/
.S0/ on 06 ).

The generators of Exts;t
A.2/

.S0/ are stored in the computer in the format sg . Here we
include a list of important elements of Exts;t

A.2/
.S0/ and their sg representations:

g D 48 2 Ext4;20C4
A.2/

.S0/

b4
3;0 D 819 2 Ext8;48C8

A.2/
.S0/

e0r D 1018 2 Ext10;47C10
A.2/

.S0/

b8
3;0 D 1654 2 Ext16;96C16

A.2/
.S0/

wgrD 1956 2 Ext19;95C19
A.2/

.S0/

v20
2 h1 D 2185 2 Ext21;121C21

A.2/
.S0/

g6
D 2490 2 Ext24;120C24

A.2/
.S0/

We’d like to know what sg.06/ 2 Ext
A.2/

.A1Œ00� ^DA1Œ00�/ is in the notation of
ADA1-00.pdf. Of course, sg.06/ is in filtration s , so we only need to specify which
of the generators in filtration s make up sg.06/. If, for instance, we have

sg.06/D sg1C � � �C sgn;

then ADA1-00/0_6/Map.aug will contain the lines:

s g1 g

s g2 g
:::

s gn g

Now, in the Adams spectral sequence

Exts;t
A.2/

.S0/) tmft�s;

we have

d2.b
4
3;0/De0rD10182Ext10;47C10

A.2/
.S0/ and d3.b

8
3;0/D19562Ext19;95C19

A.2/
.S0/:

It follows that if
1018.06/D 10x 2 Ext8;8C47

A.2/
.A1 ^DA1/

and
1956.06/D 19y 2 Ext19;19C95

A.2/
.A1 ^DA1/;
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then b4
3;0
2 Ext8;48C8

A.2/
.A1 ^DA1/ and b8

3;0
2 Ext16;96C16

A.2/
.A1 ^DA1/ support a d2

differential and a d3 differential, respectively. By doing the above steps for all four
versions of A1 , and checking the respective Map.aug files, each contain lines

10 x 18

19 y 56

justifying the claim in Lemma 3.1.

Using the tools we have so far described, it is easy to verify the claim from the proof
of Lemma 4.1, that for all four models of A1 we have

(A.2) gb4
3;0 � 103 D 227:

It is similarly easy to verify that if A1 DA1Œ00� or A1 DA1Œ11�, we have

ge0r � 103 D 0;

while if A1 DA1Œ01� or A1 DA1Œ10�, we have

ge0r � 103 D 240 D g6:

Finally, in order to run the algebraic tmf spectral sequence, we will also need do
computations involving the bo–Brown–Gitler spectra. We give the A.2/–module
definitions for the cohomologies of bo1 and bo2 in bo1_def and bo2_def from the
online supplement.
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THH and base-change for Galois extensions of ring spectra

AKHIL MATHEW

We treat the question of base-change in THH for faithful Galois extensions of ring
spectra in the sense of Rognes. Given a faithful Galois extension A! B of ring
spectra, we consider whether the map THH.A/˝A B! THH.B/ is an equivalence.
We reprove and extend positive results of Weibel and Geller, and McCarthy and
Minasian, and offer new examples of Galois extensions for which base-change holds.
We also provide a counterexample where base-change fails.

55P43; 13D03, 55P42

1 Introduction

Let R be an E1 –ring spectrum. The topological Hochschild homology THH.R/ of R

is a spectrum constructed as the geometric realization of a certain cyclic object built
from R, a homotopy-theoretic version of the Hochschild complex of an associative
ring. Topological Hochschild homology has been studied in particular because of its
connections with algebraic K–theory via the theory of trace maps. More generally, if
R is an E1 –algebra in A–modules for an E1–ring A, then one can define a relative
version THHA.R/.

Weibel and Geller [15] showed that Hochschild homology for commutative rings
satisfies an étale base-change result. Equivalently, if k is a commutative ring and if
A! B is an étale morphism of commutative k –algebras with A flat over k , then
there is a natural equivalence

B˝A THHk.A/' THHk.B/:

Weibel and Geller’s result also applies in the nonflat case, although it cannot be stated
in this manner.

One can hope to generalize the Weibel–Geller result to the setting of ring spectra. This
leads to the following general question:

Question Let A! B be a morphism of E1–ring spectra. When is the map

(1) THH.A/˝A B! THH.B/

an equivalence?

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.693

http://msp.org
http://www.ams.org/mathscinet/search/mscdoc.html?code=55P43, 13D03, 55P42
http://dx.doi.org/10.2140/agt.2017.17.693


694 Akhil Mathew

Following Lurie, we will use the following definition of étaleness:

Definition 1.1 A morphism A! B of E1–ring spectra is étale if �0.A/! �0.B/

is étale and the natural map ��.A/˝�0.A/ �0.B/! ��.B/ is an isomorphism.

McCarthy and Minasian [11] consider this question for an étale morphism1 of connec-
tive E1–rings and prove the analog of the Weibel–Geller theorem, ie that (1) is an
equivalence (see [11, Lemma 5.7]). In fact, they prove the result more generally for
any THH–étale morphism of connective E1–rings.

In the setting of structured ring spectra, however, there are additional morphisms of
nonconnective ring spectra that have formal properties similar to those of étale mor-
phisms, though they are not étale on homotopy groups. The faithful Galois extensions
of Rognes [14] are key examples here.

This note is primarily concerned with the following analog of the Weibel–Geller and
McCarthy–Minasian question:

Question Let A! B be a G–Galois extension of E1–ring spectra, with G finite.
When is the comparison map (1) an equivalence?

We make two main observations here. Our first observation uses the fact that THH, like
algebraic K–theory, is an invariant not only of ring spectra but of stable 1–categories.
We refer, for example, to Blumberg and Mandell [3] and Blumberg, Gepner and
Tabuada [2] for a treatment of THH in this context. Using Galois descent, we observe
that the map (1) is an equivalence if and only if the map THH.A/! THH.B/hG is
an equivalence. These maps are the comparison maps for the Galois descent problem
in THH. Consequently, the results of Clausen, Mathew, Naumann and Noel [4] provide
numerous examples in chromatic homotopy theory where (1) is an equivalence.

Our second observation is to reinterpret the base-change question for THH in terms of
the formulation THH.R/' S1˝R for E1–rings, due to McClure, Schwänzl and
Vogt [12].

As a result, we obtain an example where (1) is not an equivalence.

Theorem 1.2 There is a faithful G–Galois extension A! B of E1–ring spectra
such that (1) is not an equivalence.

1We note that McCarthy and Minasian use the word “étale” differently in their paper.
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Our counterexample is very simple; it is the map C �.S1IFp/! C �.S1IFp/ induced
by the degree-p cover S1! S1 .

We in fact pinpoint exactly what goes wrong from a categorical perspective, and why
this phenomenon cannot happen in the étale setting, thus proving a variant of the
Weibel–Geller–McCarthy–Minasian theorem in the nonconnective setting:

Theorem 1.3 Let R be an E1–ring, and let A!B be an étale morphism of E1–R–
algebras (possibly nonconnective). Then the natural map THHR.A/˝AB!THHR.B/

is an equivalence.

The use of categorical interpretation of THH in proving such base-change theorems is
not new; McCarthy and Minasian [11] use this interpretation in a different manner.

Acknowledgments I would like to thank John Rognes and the referee for several
helpful comments. The author is supported by the NSF Graduate Research Fellowship
under grant DGE-110640.

2 Categorical generalities

Let C be a cocomplete 1–category, and let x 2 C . Given x 2 C , we can [5, Section
4.4.4] construct an object S1˝x .

Choose a basepoint � 2 S1 . Then we have a diagram:

(2)

x

��

// y

��

S1˝x // S1˝y

As a result of this diagram, we have a natural map in C ,

(3) .S1
˝x/tx y! S1

˝y:

In order for (3) to be an equivalence, for any object z 2 C , the square of spaces

(4)

Hom.S1;HomC.y; z//

��

// HomC.y; z/

��

Hom.S1;HomC.x; z// // HomC.x; z/

must be homotopy cartesian. This happens only in very special situations.
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Proposition 2.1 Let f WX ! Y be a map of spaces. Then the diagram

(5)

Hom.S1;X /

��

// X

��

Hom.S1;Y / // Y

is homotopy cartesian if and only if, for every point p 2X , the map from the connected
component of X containing p to that of Y containing f .p/ is a homotopy equivalence.

Proof Without loss of generality, we may assume that X and Y are connected spaces.
In this case, choosing compatible basepoints in X and Y , we get equivalences

�X ' fib.Hom.S1;X /!X /; �Y ' fib.Hom.S1;Y /! Y /;

and the fact that (5) is homotopy cartesian now implies that �X !�Y is a homotopy
equivalence. Since X and Y are connected, this implies that X ! Y is a homotopy
equivalence.

Definition 2.2 We will say that a map of spaces X ! Y is a split covering space
if the equivalent conditions of Proposition 2.1 are met. In particular, X ! Y is a
covering space that is trivial on each connected component of Y .

Observe that the base-change of a split covering space is still a split covering space.

Corollary 2.3 Suppose x! y is a morphism in C as above. Then the natural map
.S1˝x/tx y! S1˝y is an equivalence if and only if, for every object z 2 C , the
induced map of spaces HomC.y; z/! HomC.x; z/ is a split cover.

Proof Our map is an equivalence if and only if (4) is homotopy cartesian for each z2C .
By Proposition 2.1, we get the desired claim.

We now give this class of morphisms a name.

Definition 2.4 A morphism x ! y in an 1–category C is said to be strongly 0–
cotruncated if, for every z 2 C , the map HomC.y; z/!HomC.x; z/ is a split covering
space.

Corollary 2.3 states that x! y has the property that .S1˝x/tx y! S1˝y is an
equivalence if and only if the map is strongly 0–cotruncated.

For passage to a relative setting, we will find the following useful:
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Proposition 2.5 Let C be a cocomplete 1–category, let a 2 C , and let x! y be a
morphism in Ca= . If x! y is strongly 0–cotruncated when regarded as a morphism
in C , then it is strongly 0–cotruncated when regarded as a morphism in Ca= .

Proof Suppose a! z is an object of Ca= . Then we have

HomCa=
.y; z/D fib.HomC.y; z/! HomC.a; z//;

HomCa=
.x; z/D fib.HomC.x; z/! HomC.a; z//:

Since HomC.y; z/! HomC.x; z/ is a split cover, it follows easily that the same holds
after taking homotopy fibers over the basepoint in HomC.a; z/. In fact, we can assume
without loss of generality that HomC.x; z/ is connected, in which case HomC.y; z/ is
a disjoint union

F
S HomC.x;y/. Taking fibers over the map to HomC.a; z/ preserves

the disjoint union as desired, so the map on fibers is a split cover.

3 E1–ring spectra

We let CAlg denote the 1–category of E1–ring spectra. The construction THH in
this case can be interpreted (by [12]) as tensoring with S1 ; that is, we have

THH.A/' S1
˝A; A 2 CAlg:

If one works in a relative setting, under an E1–ring R, then THHR.A/' S1˝A,
where the tensor product is computed in CAlgR= .

Given a morphism in CAlgR= , A! B , we can use the setup of the previous section
and obtain a morphism

THHR.A/˝A B! THHR.B/;

which is a special case of (3). The base-change problem for THH asks when this is an
equivalence.

By Corollary 2.3, this is equivalent to the condition that the morphism A! B in
CAlgR= should be strongly 0–cotruncated. We can now prove Theorem 1.3 from the
introduction, which we restate for convenience.

Theorem Let R be an E1–ring and let A ! B be an étale morphism (as in
Definition 1.1) in CAlgR= . Then the natural morphism THHR.A/˝A B! THHR.B/

is an equivalence.
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This is closely related to [15, Theorem 0.1] and includes it in the case of a flat extension
R!A of discrete E1–rings. For connective E1–rings, this result is [11, Lemma 5.7]
(who treat more generally the case of a THH–étale morphism).

Proof Given an étale morphism A ! B in CAlgR= , we need to argue that it is
strongly 0–cotruncated. By Proposition 2.5, we may reduce to the case where RD S0 .
Given C 2 CAlg, we have a homotopy cartesian square

HomCAlg.B;C /

��

// HomRing.�0B; �0C /

��

HomCAlg.A;C / // HomRing.�0A; �0C /

by eg [8, Section 7.5]. Here Ring is the category of rings. Since the right verti-
cal map is a map of discrete spaces and therefore a split covering, it follows that
HomCAlg.B;C /! HomCAlg.A;C / is a split covering, as desired.

We also note in passing that the étale descent theorem has a partial converse in the setting
of connective E1–rings. We note that this rules out nonalgebraic Galois extensions.

Corollary 3.1 Let A! B be a morphism of connective E1–rings which is almost
of finite presentation [8, Section 7.2.4]. Suppose the map THH.A/˝A B! THH.B/
is an equivalence. Then A! B is étale.

Proof Indeed, B defines a 0–cotruncated object (Definition 5.1) of CAlgA= and it is
well known that this, combined with the fact that B is almost of finite presentation,
implies that B is étale. We reproduce the argument for the convenience of the reader.

In fact, since B is 0–cotruncated, one finds that for any B –module M , the space of
maps2 HomCAlgA==B

.B;B˚M / is homotopy discrete, where the E1–ring B˚M

is given the square-zero multiplication. Replacing M by †M , it follows that

HomCAlgA==B
.B;B˚M /'�HomCAlgA==B

.B;B˚†M /

is actually contractible. Thus the cotangent complex LB=A vanishes, which implies
that B is étale over A by [6, Lemma 8.9]. The connectivity is used in this last step.

The above argument also appears in [14, Section 9.4], where it is shown that a map
A ! B which is 0–cotruncated as in Definition 5.1 below (which Rognes calls

2For an 1–category C and a morphism x! y , we let Cx==y denote .Cx=/=y , where y 2 Cx= via the
given morphism.
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formally symmetrically étale, and which has been called THH–étale in [11]) has to
have vanishing cotangent complex (which is called TAQ–étale); see [14, Lemma 9.4.4].
The key point is that in the connective setting, TAQ–étaleness plus a weak finiteness
condition is enough to imply étaleness. This entirely breaks down when one works
with nonconnective E1–ring spectra.

4 Connection with descent

In this section, we will show that the question of base-change in THH is equivalent to a
descent-theoretic question. We will then use some of the descent results of [4] to obtain
examples where base-change for THH holds. Let A! B be a faithful G–Galois
extension of E1–rings for G a finite group.

To begin with, we will need to recall a fact about Galois descent.

Proposition 4.1 (see [13, Chapter 6], [1, Theorem 2.8] or [10, Theorem 9.4], for
example) If A! B is a faithful G –Galois extension, then we have an equivalence of
symmetric monoidal 1–categories

Mod.A/'Mod.B/hG ;

where the left adjoint is extension of scalars along A!B and the right adjoint is given
by taking homotopy fixed points.

We can restate the above equivalence in the following manner:

Corollary 4.2 Let Fun.BG;Sp/ be the symmetric monoidal 1–category of G–
spectra equipped with a G –action. Then we have a natural equivalence

ModFun.BG;Sp/.B/'ModSp.A/

given by taking homotopy fixed points.

Proof This follows from Proposition 4.1 using the fact that the construction of forming
modules in a symmetric monoidal 1–category is compatible with homotopy limits of
symmetric monoidal 1–categories.

Let C D Fun.BG;CAlg/ be the 1–category of E1–algebras equipped with a G–
action, so that B defines an object of C . We have therefore have natural equivalences
of 1–categories

(6) CB= ' CAlg.Fun.BG;Sp//B= ' CAlg.ModFun.BG;Sp/.B//' CAlg.Mod.A//;

where the last equivalence is given by taking homotopy fixed points. We now obtain:
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Proposition 4.3 For a faithful G–Galois extension A! B , the following two state-
ments are equivalent:

� THH.A/˝A B! THH.B/ is an equivalence.

� THH.A/! THH.B/ is a faithful G –Galois extension.

� The map THH.A/' .THH.A/˝A B/hG! THH.B/hG is an equivalence.

Proof In this case, the maps B ! THH.A/˝A B ! THH.B/ that we obtain are
G–equivariant, as they are natural in the E1 -A–algebra B . Therefore, the map
THH.A/˝A B! THH.B/ is naturally a morphism in CAlg.Fun.BG;Sp//B= . By (6),
the map is an equivalence if and only if it induces an equivalence on homotopy fixed
points.

Finally, if the map THH.A/˝A B! THH.B/ is an equivalence, then the morphism
THH.A/! THH.B/ is a base-change of the faithful G –Galois extension A!B and
is thus a faithful G–Galois extension itself. Conversely, if THH.A/! THH.B/ is
a faithful G–Galois extension, then the descent map THH.A/! THH.B/hG is an
equivalence.

In particular, the map A! B is strongly 0–cotruncated if and only if one has Galois
descent for THH along the map A!B . In [4], we give a general criterion for proving
descent in telescopically localized THH.

Theorem 4.4 [4] Suppose A ! B is a G–Galois extension such that the map
K0.B/˝Q ! K0.A/˝Q induced by restriction of scalars is surjective. Fix an
implicit prime p and a height n. Fix a weakly additive (see [4, Definition 3.11])
invariant E of �–compact small idempotent-complete A–linear 1–categories taking
values in a presentable stable 1–category. Then the natural morphisms

Lfn E.Perf.A//!Lfn E.Perf.B//hG
! .Lfn E.Perf.B///hG

are equivalences, where L
f
n denotes finitary Ln –localization. In particular, one can

take E DK , THH or T C .

As a result, we can prove that the base-change map is an equivalence in a large class of
“chromatic” examples of Galois extensions.

Theorem 4.5 Suppose A!B is a faithful G –Galois extension of E1–rings. Assume
that for every prime p , the localization A.p/ is L

f
n –local for some nD n.p/. Suppose

the map K0.B/˝Q!K0.A/˝Q is surjective (or equivalently has image containing
the unit). Then the base-change map THH.A/˝A B! THH.B/ is an equivalence.
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Proof To check that the map THH.A/˝A B! THH.B/ is an equivalence, it suffices
to localize at p , so we may assume A and B are p–local, and therefore L

f
n –local.

Since L
f
n is a smashing localization, it follows that all THH terms in sight are auto-

matically L
f
n –localized. In this case, the result follows by combining Proposition 4.3

and Theorem 4.4.

Example 4.6 Most classes of examples of faithful Galois extensions in chromatic
homotopy theory satisfy the conditions of Theorem 4.4. We refer to [4, Section 5] for
a detailed treatment. For example:

(1) The C2 –Galois extension KO! KU or the Cp�1 –Galois extension L! �KUp .

(2) The G –Galois extension EhG
n !En if G is a finite subgroup of the extended

Morava stabilizer group (see [4, Appendix B] by Meier, Naumann and Noel).

(3) Any Galois extension of TMFŒ1=n�, Tmf0.n/ or related spectra.

It follows that the comparison map in THH is an equivalence for these Galois extensions.

5 A counterexample

In this section, we will give an example over Fp where the comparison (or equivalently
descent) map for THH is not an equivalence. We begin with a useful weakening of
Definition 2.4.

Definition 5.1 A morphism x!y in an1–category C is said to be 0–cotruncated if,
for every z 2 C , the map HomC.y; z/!HomC.x; z/ is a covering space (ie has discrete
homotopy fibers over any basepoint). An object x 2 C is said to be 0–cotruncated if
HomC.x; z/ is discrete for any z 2 C .

The condition that x! y should be cotruncated is equivalent to the statement that
y2Cx= should define a 0–cotruncated object. Note that an object x2C is 0–cotruncated
if and only if the natural map x! S1˝x is an equivalence.

In the setting of E1–ring spectra, étale morphisms are far from the only examples of
0–cotruncated morphisms. For example, any faithful G –Galois extension in the sense
of Rognes [14] is 0–cotruncated. This is essentially [14, Lemma 9.2.6]. However, we
show that faithful Galois extensions need not be strongly 0–cotruncated. Equivalently,
base-change for THH can fail for them.
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Proof of Theorem 1.2 Consider the degree-p map S1!S1 , which is a Z=p–torsor.
Let k be a separably closed field of characteristic p . For a space X , we let C �.X I k/D

F.XCI k/ denote the E1–rings of k –valued cochains on X . The induced map of
E1–rings �WC �.S1I k/! C �.S1I k/ is a faithful Z=p–Galois extension of E1–
ring spectra. This follows from [14, Proposition 5.6.3(a)] together with the criterion
for the faithfulness via vanishing of the Tate construction [14, Proposition 6.3.3]. See
also [10, Theorem 7.13].

We will show, nonetheless, that � does not satisfy base-change for THH, or equivalently
that it is not strongly 0–cotruncated. It suffices to show this in CAlgk= in view of
Proposition 2.5.

By p–adic homotopy theory [9] (see also [7], which does not assume k D Fp ), the
natural map

S1
! HomCAlgk=

.C �.S1
I k/; k/

exhibits HomCAlgk=
.C �.S1I k/; k/ as the p–adic completion of S1 . In particular,

HomCAlgk=
.C �.S1I k/; k/'K.Zp; 1/ and the map given by precomposition with �

HomCAlgk=
.C �.S1

I k/; k/
��

��! HomCAlgk=
.C �.S1

I k/; k/;

is identified with the multiplication by p map K.Zp; 1/!K.Zp; 1/. In particular,
while this is a covering map, it is not a split covering map, so that � is not strongly
0–cotruncated.

The use of cochain algebras in providing such counterexamples goes back to an idea
of Mandell [11, Example 3.5], who gives an example of a morphism of E1–ring
spectra with trivial cotangent complex (ie is TAQ–étale) which is not THH–étale.
Namely, Mandell shows that if n > 1 then the map C �.K.Z=p; n/IFp/! Fp has
trivial cotangent complex.

We close by observing that it is the fundamental group that it is at the root of these
problems.

Proposition 5.2 Let X be a simply connected, pointed space and let A! B be a
faithful G –Galois extension of E1–rings. In this case, the map of E1–rings

.X ˝A/˝A B!X ˝B

is an equivalence.

In particular, one does have base-change for higher topological Hochschild homology
(ie where X D Sn with n> 1).
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Proof Following the earlier reasoning, it suffices to show that whenever C 2 CAlg,
the square

Hom.X;HomCAlg.B;C //

��

// HomCAlg.B;C /

��

Hom.X;HomCAlg.A;C // // HomCAlg.A;C /

is homotopy cartesian. However, this follows since HomCAlg.B;C /!HomCAlg.A;C /

is a covering space, and X is simply connected.
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Thickness, relative hyperbolicity, and randomness
in Coxeter groups
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APPENDIX WRITTEN JOINTLY WITH PIERRE-EMMANUEL CAPRACE

For right-angled Coxeter groups W� , we obtain a condition on � that is necessary and
sufficient to ensure that W� is thick and thus not relatively hyperbolic. We show that
Coxeter groups which are not thick all admit canonical minimal relatively hyperbolic
structures; further, we show that in such a structure, the peripheral subgroups are
both parabolic (in the Coxeter group-theoretic sense) and strongly algebraically thick.
We exhibit a polynomial-time algorithm that decides whether a right-angled Coxeter
group is thick or relatively hyperbolic. We analyze random graphs in the Erdős–Rényi
model and establish the asymptotic probability that a random right-angled Coxeter
group is thick.

In the joint appendix, we study Coxeter groups in full generality, and we also obtain
a dichotomy whereby any such group is either strongly algebraically thick or admits
a minimal relatively hyperbolic structure. In this study, we also introduce a notion
we call intrinsic horosphericity, which provides a dynamical obstruction to relative
hyperbolicity which generalizes thickness.

05C80, 20F55, 20F65

Introduction

The notion of relative hyperbolicity was introduced by Gromov [38], then developed
by Farb [35]. This notion is both sufficiently general to include many important classes
of groups, including all (uniform and nonuniform) lattices in rank-one semisimple Lie
groups, yet is sufficiently restrictive that it allows for powerful geometric, algebraic and
algorithmic results to be proven; see Arzhantseva, Minasyan and Osin [1], Drut,u [27],
Drut,u and Sapir [30] and Farb [35]. Further, relatively hyperbolicity admits numerous
geometric, topological and dynamical formulations which are all equivalent; see eg
Bowditch [12], Dahmani [21], Drut,u and Sapir [29], Osin [44], Sisto [45; 46] and
Yaman [48].
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Let G be a finitely generated group and P a finite collection of proper subgroups
of G . The group G is hyperbolic relative to the subgroups P if collapsing the left
cosets of P to finite-diameter sets, in any (hence every) word metric on G , yields a
ı–hyperbolic space, and if the collection P satisfies the bounded coset property which,
roughly speaking, requires that in the ı–hyperbolic metric space obtained as above, any
pair of quasigeodesics with the same endpoints travels through the collapsed cosets in
approximately the same manner. The subgroups in P are called peripheral subgroups.
We say a group is relatively hyperbolic when there is some collection of subgroups for
which this holds. A collection P of peripheral subgroups of the relatively hyperbolic
group G is minimal if, for any other relatively hyperbolic structure .G;Q/ on G , each
P 2 P is conjugate into some Q 2 Q. Relatively hyperbolic groups do not always
admit minimal structures; see Behrstock, Drut,u and Mosher [5, Theorem 6.3]. We
will follow the convention of requiring the subgroups to be proper, which rules out
the trivial case of G being hyperbolic relative to itself. Note also that a group G is
hyperbolic relative to hyperbolic subgroups if and only if G is hyperbolic.

We will also be interested in the notion of thickness which was introduced by Behrstock,
Drut,u and Mosher [5] as a powerful geometric obstruction to relative hyperbolicity
which holds in many interesting cases, including most mapping class groups, right-
angled Artin groups, lattices in higher-rank semisimple Lie groups, and elsewhere.
Thickness is defined inductively: At the base level, thick of order 0, it is characterized
by linear divergence. Roughly, a group is thick of order n if it is a “network of left cosets
of subgroups” which are thick of lower orders. This essentially means that the union
of these cosets is the entire space, and any two points in the space can be connected by
a sequence of these cosets which successively intersect along infinite-diameter subsets;
the precise definition appears in Section 1.2. Thickness has proven to be an important
invariant for obtaining upper bounds on divergence, and we shall utilize this below; cf
Behrstock and Charney [3], Behrstock and Drut,u [4], Behrstock and Hagen [7], Brock
and Masur [13] and Sultan [47]. In a relatively hyperbolic group, any thick subgroup
must be contained inside a peripheral subgroup; see [5, Corollary 7.9, Theorem 4.1].
This fact yields the useful application that any relatively hyperbolic structure in which
the peripheral subgroups are thick is a minimal relatively hyperbolic structure; see [29,
Theorem 1.8] and [5, Corollary 4.7].

In this paper, we study thickness and relative hyperbolicity in the setting of Coxeter
groups. One reason to do so is that Coxeter groups have many interesting properties,
making them a standard testing ground in geometric group theory. For example, these
groups are known to act properly on CAT.0/ cube complexes (see Niblo and Reeves
[43]), which allows them to be studied using the tools of CAT.0/ geometry. In particular,
this connects them to the study of thickness of cubulated groups initiated in [7].
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We first specialize to the case of right-angled Coxeter groups, the class of which is
diverse; for instance, each right-angled Artin group is a finite-index subgroup of a right-
angled Coxeter group; see Davis and Januszkiewicz [24]. The right-angled Coxeter
group W� is generated by involutions indexed by vertices of the finite simplicial
graph � ; the relations are commutation relations corresponding to edges. We prove
that, for every right-angled Coxeter group, either it is thick or it admits a canonical
relatively hyperbolic structure in which the peripheral subgroups are thick:

Theorem I (right-angled Coxeter groups are thick or relatively hyperbolic) Let T
be the class consisting of the finite simplicial graphs ƒ such that Wƒ is strongly
algebraically thick. Then for any finite simplicial graph � , either � 2 T or there exists
a collection J of induced subgraphs of � such that J � T , W� is hyperbolic relative
to the collection fWJ W J 2 Jg, and this relatively hyperbolic structure is minimal.

One application of this theorem is to the quasi-isometric classification of Coxeter
groups. As thickness is a quasi-isometric invariant, this provides a way to distinguish
the thick Coxeter groups from many other groups. A more refined classification also
follows from this result using the theorem which states that the quasi-isometric image
of a group which is hyperbolic relative to thick peripheral subgroups is also hyperbolic
relative to thick peripheral subgroups, each of which is quasi-isometric to one of the
peripherals in the source; see [5, Corollary 4.8] and [27]. Prior to this application of
Theorem I, major methods of classifying right-angled Coxeter groups included using
classification theorems in right-angled Artin groups (ie Behrstock and Neumann [9],
Behrstock, Januszkiewicz and Neumann [8] and Bestvina, Kleiner and Sageev [10])
in conjunction with results about commensurability between right-angled Artin and
Coxeter groups (for instance, results in Davis and Januszkiewicz [24]) and, for some
hyperbolic right-angled Coxeter groups, applying a result in Crisp and Paoluzzi [20].

Additionally, Theorem I provides an effective classification theorem because T can be
characterized combinatorially as follows:

Theorem II (combinatorial characterization of thick right-angled Coxeter groups)
Let T be the class of finite simplicial graphs whose corresponding right-angled Coxeter
groups are strongly algebraically thick. Then T is the smallest class of graphs satisfying
the following conditions:

(1) K2;2 2 T , where K2;2 is the complete bipartite graph on two sets of two
elements, ie a 4–cycle.

(2) Let � 2 T and let ƒ� � be an induced subgraph which is not a clique. Then
the graph obtained from � by coning off ƒ is in T .
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Figure 1: A graph in T (left) and a graph not in T (right)

(3) Let �1; �2 2 T , and suppose there exists a graph � which is not a clique and
which arises as a subgraph of each of the �i . Then the union ƒ of �1 and �2

along � is in T , and so is any graph obtained from ƒ by adding any collection
of edges joining vertices in �1�� to vertices of �2�� .

Theorems I and II together imply that any thick right-angled Coxeter group is strongly
algebraically thick. A special case of this is that W� is thick of order 0 if and only
if it is the product of two infinite right-angled Coxeter groups; see Proposition 2.11,
which generalizes a result of Dani and Thomas [22, Theorem 4.1].

Figure 1 illustrates examples of graphs in and not in T . See also Remark 2.8. The
right-angled Coxeter groups with polynomial divergence constructed by Dani and
Thomas [22] are strongly algebraically thick; this was shown in [loc. cit.] and can also
be verified either by observing that the corresponding graphs are in T , or by combining
the fact that they have subexponential divergence with Theorem I and the exponential
divergence of any relatively hyperbolic group.

An important consequence of the above characterization of the class T is that it allows
thickness/relative hyperbolicity to be detected algorithmically:

Theorem III (polynomial algorithm for relative hyperbolicity; Theorem 4.1) There
exists a polynomial-time algorithm to decide if a given graph is in T , and hence
whether a given right-angled Coxeter group is (strongly algebraically) thick or relatively
hyperbolic.

Random graphs

We consider right-angled Coxeter groups on random graphs in the Erdős–Rényi model
[31]: G.n;p.n// is the class of graphs on n vertices with the probability measure
corresponding to independently declaring each pair of vertices to be adjacent with
probability p.n/. The results of this section are summarized in Figure 2.
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Figure 2: The results of Section 3 illustrated on the same spectrum of densities
as addressed conjecturally in Figure 4. Each listed property occurs aas at the
given density, unless the specific asymptotic probability is stated.

An important result of Erdős and Rényi states that a random graph is asymptotically
almost surely (aas) connected when p.n/ grows more quickly that .log n/=n, and is aas
disconnected when p.n/D o..log n/=n/. This implies that for slowly growing p.n/,
when � 2 G.n;p.n//, the right-angled Coxeter group W� is aas a nontrivial free
product, and hence relatively hyperbolic. In light of Theorem I, it is natural to wonder if
there are densities at which a random right-angled Coxeter group is relatively hyperbolic
but not a free product. The following gives a positive answer to this question; the
technical terms in this theorem will be defined in Section 3.

Theorem IV (low density, Theorem 3.4) Suppose p.n/n!1 and p.n/6n5! 0.
For � 2G.n;p.n//, the group W� is aas hyperbolic relative to a nonempty collection
of D1�D1 subgroups; the same holds for W� 0 , where � 0�� is the giant component
of � .

Intuitively, the probability of thickness should increase with the growth rate of p.n/,
up to the point where � is aas sufficiently dense that W� is either finite or virtually
cyclic. The following result confirms this intuition.

Theorem V (high density, Theorem 3.9) Suppose that .1�p.n//n2! ˛ 2 Œ0;1/.
Then for � 2G.n;p.n//, the group W� is

(1) finite with probability tending to ˇ D e�˛=2,

(2) virtually Z with probability tending to 
 D 1
2
˛e�˛=2,

(3) virtually Zk for k � 2, and thus thick of order 0, with probability tending to
1� .ˇC 
 /.

The following describes the situation at a natural choice of “intermediate” p.n/:

Theorem VI (intermediate density) For � 2G
�
n; 1

2

�
, the group W� is aas thick.
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We conjecture that for all p 2 .0; 1/, the group W� is aas thick for � 2G.n;p/.1 This
conjecture is strongly supported by computer experiments; for example, for nD 200

and for each of several values of p , we tested 50 random graphs and found all to
correspond to thick right-angled Coxeter groups. For any given p 2 .0; 1/, we expect
the strategy used in the proof of Theorem VI will work. However, there are two serious
complications to implementing this strategy for any particular p : first, combinatorially,
the requisite set-up may be more intricate, and second, establishing the base case of
the induction is likely to be computationally prohibitive for some values of p , since it
involves checking all graphs of a size depending on p for membership in T .

One of our motivations for our study of random Coxeter groups was the results of
Charney and Farber [18] on hyperbolicity of random right-angled Coxeter groups.
More recently, results have been obtained about cohomological properties of such
random groups by Davis and Kahle [25]. Together with our results, this represents the
beginning of a systematic study of random Coxeter groups.

General Coxeter groups

In the appendix, we generalize Theorems I and II to all Coxeter groups. Accordingly,
we recommend reading the first part of the appendix, Section A.1, concurrently with
Section 2 in order to see how the results on thickness versus relative hyperbolicity for
right-angled Coxeter groups generalize to arbitrary Coxeter groups, as well as the limi-
tations of the generalization. In the latter vein, as shown by the example in Remark 2.9,
there is no characterization of strongly algebraically thick Coxeter groups that are not
right-angled purely in terms of the underlying graph of the free Coxeter diagram.

Theorem I generalizes as follows:

Theorem VII (minimal relatively hyperbolic structures for Coxeter groups) Let
.W;S/ be a Coxeter system. Then there is a (possibly empty) collection J of subsets
of S enjoying the following properties:

(i) The parabolic subgroup WJ is strongly algebraically thick for every J 2 J .

(ii) W is relatively hyperbolic with respect to P D fWJ j J 2 J g.

In particular, P is a minimal relatively hyperbolic structure for W .

Theorem II takes the following form for general Coxeter groups. Note that thickness is
now described using a class of labeled graphs instead of a class of graphs.

1While this paper was circulating as a preprint, a resolution of a strong form of this conjecture was
obtained by Behrstock, Falgas-Ravry, Hagen and Susse [6].
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Theorem VIII (classification of thick Coxeter groups) The class T of Coxeter sys-
tems .W;S/ for which W is strongly algebraically thick is the smallest class satisfying:

(1) T contains the class T0 of all irreducible affine Coxeter systems .W;S/ with S

of cardinality at least 3, as well as all Coxeter systems of the form .W;S1[S2/

with WS1
and WS2

irreducible nonspherical and ŒWS1
;WS2

�D 1.

(2) Suppose .W;S [ s/ has the properties that s? is nonspherical and .WS ;S/

belongs to T . Then .W;S [ s/ belongs to T .

(3) Suppose .W;S/ has the property that there exist S1;S2 � S with S1[S2D S ,
.WS1

;S1/; .WS2
;S2/ 2 T and WS1\S2

nonspherical. Then .W;S/ 2 T .

We also introduce the notion, which we feel will be of independent interest, of an
intrinsically horospherical group, ie one for which every proper isometric action of �
on a proper hyperbolic geodesic metric space fixes a unique point at infinity. Any
group G admits a collection of maximal intrinsically horospherical subgroups, and any
relatively hyperbolic structure on G has the property that every maximal intrinsically
horospherical subgroup is conjugate into a peripheral subgroup. We show that any
thick group is intrinsically horospherical. In the case of Coxeter groups, we say more:

Corollary IX Let .W;S/ be a Coxeter system. Then the following conditions are
equivalent:

(I) .W;S/ is in T .

(II) W is strongly algebraically thick.

(III) W is intrinsically horospherical.

(IV) W is not relatively hyperbolic with respect to any family of proper subgroups.

(V) W is not relatively hyperbolic with respect to any family of proper Coxeter-
parabolic subgroups.

Outline

In Section 1, we discuss background on Coxeter groups, thickness and divergence.
Sections 2, 3 and 4 are devoted to right-angled Coxeter groups: In the second section,
we treat Theorems I and II. In the third section, we study right-angled Coxeter groups
presented by random graphs, dealing in particular with Theorems IV, V and VI. In
the fourth section, we produce an algorithm for testing whether a given graph is in T .
We also include source code containing an implementation of a refined version of this
algorithm; this program is needed for a computation in the proof of Theorem VI. (This
source code is available from the authors’ web pages and on the arXiv.) In the appendix,
we study arbitrary Coxeter groups and introduce the notion of intrinsic horosphericity;
in particular, we prove Theorems VII and VIII and Corollary IX.
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1 Preliminaries

In this section, we review definitions and facts related to Coxeter groups, divergence
and thick metric spaces. A comprehensive discussion of Coxeter groups can be found
in [23]. The notion of divergence used here is due to Gersten [36]. Our consideration
of divergence in the setting of Coxeter groups was motivated largely by the discussion
in [22] and, to some extent, by questions about divergence in cubulated groups (of
which Coxeter groups are examples) raised in [7]. Thick spaces and groups were
introduced in [5], and we also refer to results of [4].

1.1 Background on Coxeter groups

Throughout this paper, we confine our discussion to finitely generated Coxeter groups.
A Coxeter group is a group of the form

hS j .st/mst W s; t 2 Si;

where each mssD1, and for s¤ t , either mst �2 or there is no relation between s and t

of this form. Also, mst Dmts for each s; t 2 S . The pair .W;S/ is a Coxeter system.

The Coxeter group W is reducible if there are nonempty sets S1;S2 � S such that
S D S1 tS2 , and for all s1 2 S2; s2 2 S2 , we have ms1s2

D 2. If W is not reducible,
then it is irreducible. The Coxeter system .W;S/ is said to be (ir-)reducible if W has
the corresponding property.

To the Coxeter system .W;S/, we associate a bilinear form h�;�i on RŒS � defined
by hs; ti D � cos.�=mst / when there is a relation .st/mst , and hs; ti D �1 otherwise.
It is well known that this bilinear form is positive definite if and only if W is finite, in
which case the Coxeter system .W;S/ is spherical. Otherwise, .W;S/ is nonspherical
(or aspherical). If the bilinear form is positive semidefinite and .W;S/ is irreducible,
then there is a short exact sequence Zn!W !W0 , where nC 1D jS j and W0 is a
finite Coxeter group. In this case, the Coxeter system .W;S/ is (irreducible) affine.
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For any J �S , the subgroup WJ WD hJ i�W is a parabolic subgroup. Evidently, WJ

is again a Coxeter group and .WJ ;J / a Coxeter system. The subset J is spherical,
irreducible, affine, etc. if the Coxeter system .WJ ;J / has the same property.

Right-angled Coxeter groups If each relation in the above presentation has the form
.st/2 , then W is a right-angled Coxeter group. In this case, let � be the graph with
vertex set S and with an edge joining s; t 2 S if and only if .st/2 D 1, ie if and only
if the involutions s and t commute. Then W decomposes as a graph product: the
underlying graph is � , and the vertex groups are the subgroups hsi Š Z2 and s 2 S .

Conversely, given a finite simplicial graph � with vertex set S and edge set E , there
is a right-angled Coxeter group

W� WD hS j s
2; .st/2 W s; t 2 S; .s; t/ 2 Ei:

For example, if � is disconnected, then W� is isomorphic to the free product of the
parabolic subgroups generated by the vertex sets of the various components, while
if � decomposes as a nontrivial join, then W� is isomorphic to the product of the
parabolic subgroups generated by the factors of the join. For J � S , the parabolic
subgroup WJ �W� is isomorphic to the right-angled Coxeter group Wƒ , where ƒ is
the subgraph of � induced by J .

Finally, we remark that if W� is a right-angled Coxeter group, then there exists a
CAT.0/ cube complex zX� on which W� acts properly discontinuously and cocom-
pactly. This CAT.0/ cube complex is the Davis complex X� , which is obtained from
the universal cover of the presentation complex of W� by collapsing bigons to edges,
noting that each remaining 2–cell is a 2–cube, and then iteratively attaching a k –cube
whenever its vertex set is contained in the .k�1/–skeleton, for k � 3; see [23] for
details. We will make use of the existence of such a CAT.0/ cube complex in the proof
of Proposition 2.11.

1.2 Background on divergence and thickness

Given functions f;gW RC ! RC , we write f 4 g if for some K � 1, we have
f .s/�Kg.KsCK/CKsCK for all s 2RC , and f � g if f 4 g and g 4 f .

Definition 1.1 (divergence) Let .M; d/ be a geodesic metric space, let ı 2 .0; 1/
and 
 � 0, and let f W RC ! RC be given by f .r/ D ır � 
 . Given a; b; c 2M

with d.c; fa; bg/D r > 0, let divf .a; bI c/D inffjP jg, where P varies over all paths
in M joining a to b and avoiding the ball of radius f .r/ about c . If no such path
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exists, divf .a; bI c/D1. The divergence function DivM
f W RC!RC of M is then

defined by
DivM

f .s/D supfdivf .a; bI c/ W d.a; b/� sg:

Note that M has finite divergence if and only if M has one end.

Given a function gW RC!RC , we say that M has divergence of order at most g if
for some f as above, DivM

f .s/4 g.s/. Much of the interest in divergence comes from
the fact that the divergence function of M is a quasi-isometry invariant in the following
sense: if M1 and M2 are quasi-isometric geodesic metric spaces and DivM1

f � g , then
DivM2

f 0 � g for some f 0 . In particular, the divergence of a finitely generated group is
well defined up to the relation �. A group has linear divergence if and only if it does
not have cut-points in any asymptotic cone. Such spaces are called wide; see [2; 28].

One family of metric spaces which are particularly amenable to divergence computations
is the family of thick spaces, as introduced in [5]. Thickness is a quasi-isometrically
invariant notion, and this family of spaces is partitioned into quasi-isometrically invariant
subclasses by their order of thickness, which is a nonnegative integer. In the present
paper, we work with a refinement of the notion of thickness which is tuned for the
study of finitely generated groups:

Definition 1.2 (strongly algebraically thick [4]) A finitely generated group G is
said to be strongly algebraically thick of order 0 if it is wide. For n� 1, the finitely
generated group G is strongly algebraically thick of order at most n if there exists a
finite collection H of subgroups such that:

(1) Each H 2H is strongly algebraically thick of order at most n� 1.

(2) h
S

H2H H i has finite index in G .

(3) There exists C � 0 such that for all H;H 0 2 H , there is a sequence H D

H1; : : : ;Hk D H 0 with each Hi 2 H such that for all i � k , the intersection
Hi \HiC1 is infinite and the C–neighborhood of Hi \HiC1 (with respect to
some fixed word metric on G ) is path-connected.

(4) For all H 2H , any two points in H can be connected in the C–neighborhood
of H by a .C;C /–quasigeodesic.

G is strongly algebraically thick of order n if G is strongly algebraically thick of order
at most n but is not strongly algebraically thick of order at most n� 1.

As shown in [4], if G is strongly algebraically thick of order n, then G , with any
word metric, is a (strongly) thick metric space. In the present paper, we are particularly
interested in the following consequences of strong algebraic thickness:
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Proposition 1.3 (upper bound on divergence [4, Corollary 4.17]) Let G be a finitely
generated group that is strongly algebraically thick of order n. Then the divergence
function of G is of order at most snC1 .

Proposition 1.4 (nonrelative hyperbolicity [5, Corollary 7.9]) Let G be strongly alge-
braically thick. Then G is not hyperbolic relative to any collection of proper subgroups.

Note that the above establishes that the divergence function of thick groups is qual-
itatively different from that of relatively hyperbolic groups, as the latter class has
divergence functions which are at least exponential; cf [45, Theorem 1.3].

2 Hyperbolicity relative to thick subgroups:
the right-angled case

In this section, � will denote a finite simplicial graph and W� will denote the associated
right-angled Coxeter group. We will postpone proofs of most of the results of this section
to the appendix, where we will consider them in the context of arbitrary Coxeter groups.
We focus on the right-angled case here, both for the benefit of readers specifically
interested in the right-angled case and because these groups are cocompactly cubulated,
which allow for more refined results, such as those in Proposition 2.11 and in Section 3.

We will adopt the following:

Convention 2.1 When we say graph, we will always mean a finite simplicial graph
(ie no multiedges or monogons). Graphs will often be denoted by Greek letters. When
we say ƒ is a subgraph of � , or when we write ƒ� � , we will mean the full induced
subgraph; ie a pair of vertices of ƒ spans an edge in ƒ if and only if they span one in � .

We begin by defining the class of graphs T that we discussed briefly in the introduction.

Definition 2.2 (new graphs from old) If � is a graph and ƒ�� , then we say that the
graph � 0 is obtained by coning off ƒ if the graph � 0 can be obtained from � by adding
one new vertex along with edges between that vertex and each vertex of ƒ. Given
two graphs �1 and �2 with isomorphic subgraphs � , we say the union of �1 and �2

along � is the graph obtained by taking the disjoint union of the graphs �1 and �2

and identifying the corresponding � subgraphs of �i by the given isomorphism taking
one of the � subgraphs to the other. Given two graphs �1 and �2 with isomorphic
subgraphs � , we say that a graph � 0 is a generalized union of �1 and �2 along � if
� 0 can be obtained from the associated union by adding a collection of edges between
vertices of �1 n� and vertices of �2 n� .
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Definition 2.3 (thick graphs) The set of thick graphs, T , is the smallest set of graphs
satisfying the following conditions:

(1) K2;2 2 T .

(2) If � 2 T and ƒ� � is any induced subgraph of diameter greater than one, then
the graph obtained by coning off ƒ is in T .

(3) Let �1; �2 2 T with both �i containing an isomorphic subgraph, � , which is
not a clique. Then any generalized union of the �i along � is in T .

When W is a right-angled Coxeter group, there are no irreducible affine Coxeter
systems .W;S/ with S of cardinality at least 3. In particular, it is straightforward
to check that a right-angled Coxeter group is defined by a graph in T if and only if
the group is in the class of right-angled Coxeter groups T which is defined at the
beginning of Section A.1. The next result is thus a consequence of Proposition A.2.

Theorem 2.4 For each � 2 T , the right-angled Coxeter group W� is strongly alge-
braically thick.

The main result of this section is the following, which provides an effective classification
theorem with our explicit description of T .

Theorem 2.5 Let � be a graph. The right-angled Coxeter group W� satisfies exactly
one of the following:

� it is strongly algebraically thick and � 2 T , or

� it is hyperbolic relative to a (possibly empty) minimal collection A of parabolic
subgroups for which each Wƒ 2A is strongly algebraically thick and with each
such ƒ 2 T .

If a group is hyperbolic relative to the empty collection of subgroups, then it is hyper-
bolic; hence if A is empty, then W� is hyperbolic.

Theorem 2.5 can now be proven considering the collection of all maximal subgraphs
of � that belong to T and checking that conditions (RH1)–(RH3) of [15, Theorem A0 ]
hold. We postpone the proof of this to the appendix.

Remark 2.6 An alternative way to prove Theorem 2.5 is to define T to be the set
of finite graphs whose corresponding right-angled Coxeter groups are thick. It would
then suffice to establish the following statements about induced subgraphs J1;J2 of �
belonging to T :
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1 4 2 5 3

Figure 3: A length-6 geodesic in � shows that � 2 F .

(1) If J1\J2 is aspherical, then the subgraph induced by J1[J2 belongs to T .

(2) If v 2 � � J1 and the link of v in J1 is nonempty and aspherical, then
J1[fvg 2 T .

(3) Joins of aspherical subgraphs belong to T .

Our explicit definition of T allows us to characterize thick right-angled Coxeter groups,
as we do now.

Corollary 2.7 W� is strongly algebraically thick if and only if � 2 T .

Proof If W� is strongly algebraically thick, then � is not relatively hyperbolic by [5,
Corollary 7.9]. Thus by Theorem 2.5, we must have W� 2 T . In the other direction:
by Theorem 2.4, if � 2 T , then W� is strongly algebraically thick.

Remark 2.8 From Corollary 2.7, we know that all right-angled Coxeter groups which
are wide have corresponding graphs in T . As we shall see in Proposition 2.11, these
graphs all decompose as nontrivial joins, and thus in particular, the number of squares
in these graphs is linear in the number of vertices. In the case of right-angled Coxeter
groups which are thick of order 1, it was proven in [22] that each vertex in the
corresponding graph is contained in a square; hence in that case as well, the number of
squares is at least linear in the number of vertices.

Accordingly, it is natural to expect that a graph in T contains “many” squares relative
to the number of vertices it contains. However, this is not the case in general. Indeed,
for all sufficiently large N 2N , the set of graphs in T containing at most N squares
is infinite. We define a class of graphs F consisting of graphs � such that � 2 T
and � contains vertices v1; : : : ; v5 for which d.vi ; viC1/ � 3 for each i . If � 2 F ,
then the graph obtained by joining vi and viC1 by a path of length 2 is also in F , and
it has the same number of squares as � and strictly more vertices. Any element of T
of diameter at least 6 is in F , since it has an induced subgraph which is in F , namely,
the path of length 6 (as shown in Figure 3).

The claim now follows for some N since T contains graphs of arbitrarily large diameter,
as we shall now show. Begin with a graph �0 2 T of diameter d � 3 with the additional
property that some vertex v0 of �0 lies at distance d from nonadjacent vertices u0

and w0 (for example, the graph in Figure 1 (left)). Form �1 from �0 by adding two
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new vertices u1 and w1 , each joined by an edge to u0 and w0 . By Theorem 2.4,
�1 2 T . By construction, the distance in �1 from each of u1 and w1 to v0 is dC1, so
the diameter has increased. Finally, the triple v0;u1; w1 shows that �1 has the property
needed to repeat this procedure. Hence, the existence of graphs in T of arbitrarily
large diameter follows by induction.

Remark 2.9 (Theorem 2.4 does not hold for general Coxeter groups) Given a (not
necessarily right-angled) Coxeter system .W;S/, there is a naturally associated labeled
graph � , the free Coxeter diagram, with vertex set S and an edge labeled n� 2 joining
vertices s and t that satisfy a relation .st/nD 1. Note that since mss D 1 for all s 2S ,
this graph is simplicial. Furthermore, if .W;S/ is right angled, then all labels are 2,
and � is the graph considered above.

If the Coxeter group W is not right-angled, the thickness of W cannot be characterized
by a purely graph-theoretic property of the free Coxeter diagram. Indeed, there exists a
hyperbolic Coxeter group W whose free Coxeter diagram is a 4–cycle: Consider the
Coxeter system determined by the presentation

W D hs; t;u; v j s2; t2;u2; v2; .st/n; .su/2; .uv/2; .tv/2i;

with n� 3. The labeled graph � is a 4–cycle, with the edge joining s; t labeled n� 3

and all other edges labeled 2. However, the group W is a Fuchsian group, being
generated by reflections in the sides of a 4–gon in H2 with angles �

2
, �

2
, �

2
and �

n
.

Being hyperbolic, W cannot be thick.

Combining the upper bound on divergence of strongly thick spaces given in [4, Corol-
lary 4.17], the fact that relatively hyperbolic groups have exponential divergence (see
eg [45, Theorem 1.3]) and Theorem 2.5, we obtain:

Corollary 2.10 Let � be a connected graph. Then the divergence function of W� is
either exponential or bounded above by a polynomial.

2.1 Characterizing thickness of order 0

As it turns out, the class T0 of graphs � for which W� is wide admits a simple
description as we shall see below. The triangle-free case of this result was previously
established using different techniques in [22, Theorem 4.1]. We note that since there
exist wide Coxeter groups which are not products (for instance the 3–3–3 triangle
group), the following result does not generalize beyond the right-angled case.

Proposition 2.11 T0 is the set of graphs of the form .�1 ?�2/?K , where �1 and �2

are aspherical and K is a (possibly empty) clique.
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Proof If � decomposes as in the statement of the proposition, then W� decomposes
as the product of infinite subgroups .W�1

�W�2
/ � ZjK j

2
, whence W� has linear

divergence and is therefore wide, ie � 2 T0 . Conversely, suppose that W� has linear
divergence, and let zX� be the Davis complex (see [23]). Then zX� is a CAT.0/
cube complex on which W� acts properly and cocompactly by isometries. Each
hyperplane H of zX� is regarded as being labeled by a pair .v;g/ 2 �.0/�W� , where
gvg�1 acts as an inversion in the hyperplane H .

Recall that W� acts essentially, in the sense of [17], on zX� if for each hyperplane H ,
the two components of zX� �H each contain points in some W� –orbit which are
arbitrarily far from H . A hyperplane without this property is called inessential.

Suppose that the action of W� on zX� is essential. Then since W� is wide, it contains
no rank-one isometry of zX� , and hence the rank-rigidity theorem of [17] implies that
there exist unbounded convex subcomplexes zY and zY 0 such that zX� D zY � zY 0 . It
follows that the link of the vertex in zX� decomposes as the join of aspherical subgraphs.
But this link is exactly � , and hence � has the desired form.

Now we may assume W� is not acting essentially on zX� . Thus, by definition, there
exists an inessential hyperplane H.v;1/ , and it is easy to see that every generator
must commute with v . Indeed, if H.w;1/ and H.v;1/ are disjoint hyperplanes, then
hv;wifH.w;1/g contains hyperplanes arbitrarily far from H.v;1/ in each of its half-
spaces. Let K be the clique in � whose vertices label such inessential hyperplanes.
Then � D � 0 ? K , where � 0 is an aspherical set whose vertices label essential
hyperplanes of zX� . This provides the desired decomposition of � 0 as the join of
aspherical subsets.

3 Random right-angled Coxeter groups

We now consider the right-angled Coxeter group W� , where � is a random graph in
the following sense. Let pW N! Œ0; 1� be a function such that p.n/

�
n
2

�
has a limit in

R[f1g as n!1. A random graph on n vertices is formed by declaring each pair
of vertices to span an edge, independently of other pairs, with probability p D p.n/.
In other words, we define G.n;p/ to be the probability space consisting of simplicial
graphs with n vertices where, for each graph � on n vertices, P .�/DpE.1�p/.

n
2/�E ,

where E is the number of edges in � . This model of random graphs was introduced by
Gilbert in [37], and is both contemporaneous with and very similar to the Erdős–Rényi
model of random graphs first studied in [31; 32]. For a survey of more recent results
on random graphs, see [19].
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Figure 4: Prevalence of thickness along the “spectrum” of densities p.n/ ,
if the answer to Question is positive; bold intervals are where, conjecturally,
W� is aas thick of a specified order.

Since the assignment � 7!W� of a finite simplicial graph to the corresponding right-
angled Coxeter group is bijective [42], it is sensible to define “generic” properties of
right-angled Coxeter groups with reference to the above model of random graphs. More
precisely, if P is some property of right-angled Coxeter groups and G is a class of
finite simplicial graphs such that W� has the property P if and only if � 2 G , then we
say that W� satisfies P asymptotically almost surely (aas) if P .� 2 G\G.n;p//! 1

as n!1. We emphasize that the notion of asymptotically almost surely depends
on the choice of probability function p even though it is customary to not explicitly
mention p in the notation.

The following question describes the authors’ best guess regarding the behavior of
thickness and relative hyperbolicity for random right-angled Coxeter groups. In this
section, we will provide both theorems and computations that motivate this picture, but
we lead with it to contextualize the theorems that follow.

Question Let Tm be the set of graphs � for which W� is thick of order m� 0, and
denote by T1 the set of graphs for which W� is hyperbolic relative to proper subgroups.
Do there exist functions f �m ; f

C
m W N ! Œ0; 1�, for m � 0; such that f �m D o.f Cm /,

f Cm DO.f �
m�1

/ and

lim
n!1

P
�
� 2Tm j� 2G.n;p.n//

�
D

�
0 if p.n/=f �m .n/! 0;

1 if p.n/=f �m .n/!1 and p.n/=f Cm .n/! 0;

for all m� 0? Similarly, does there exist f1 such that W� is asymptotically almost
surely relatively hyperbolic when � 2G.n;p.n// and p D o.f1/?

The situation that would occur in the event of a positive answer to Question is illustrated
heuristically in Figure 4. Given p1;p2W N! Œ0; 1�, we place p1 to the left of p2 in the
picture of Œ0; 1� if and only if p1 D o.p2/. Compare also Figure 2, which summarizes
the results of this section.

In the interval where W� is aas relatively hyperbolic, it is interesting to speculate
whether the order of thickness of the peripheral subgroups might be determined by p.n/,
especially in view of Theorem 3.4, which we will see below. In other words, one could
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a n Prop. thick

1.95 2000 0.53
1.95 2100 0.515
1.95 4000 0

2 2000 0.8
2 2500 0.46
2 3000 0.19
2 4000 0.025

2.5 2500 1
2.5 3000 0.53
2.5 4000 0

a n Prop. thick

3 4000 0.5
3 5000 0

4 4000 1
4 10000 1
5 4000 1
5 10000 1

10 4000 1
10 10000 1

Table 1: Experimental proportion of � 2 G.n; .a log n/=n/ that are thick.
For each a , this proportion tends to 0 as n!1 by Theorem 3.4 but, as
illustrated, may do so quite slowly.

sensibly ask if there are functions g˙m such that W� is aas hyperbolic relative to groups
that are thick of order n for p between g�m and gCm , and if there is a function g1
such that W� is aas hyperbolic — ie hyperbolic relative to hyperbolic subgroups —
when p D o.g1/. In fact, Charney and Farber have established that we can take
g1.n/D n�1 : when np.n/! 0, the group W� is aas hyperbolic, and if p.n/! 0

and p.n/n ! 1, then aas W� is not hyperbolic [18]. However, identifying the
functions gm appears to be an open question.

The results in this section are summarized in Figure 2. These results are consistent
with a positive answer to Question, but there are significant “gaps” in the spectrum
about which nothing is presently known.

Remark 3.1 (thickness and connectivity) If � is disconnected, then W� splits as a
nontrivial free product and is therefore not thick. Hence the function f1 from Question,
if it exists, must satisfy log n=.nf1/! 0, by Theorem 3.4 (as shown in Figure 2),
since .log6 n/=n! 0. In other words, there are densities at which � is aas connected
but W� is not aas thick. However, the convergence to 0 of the proportion of random
graphs at density O..log n/=n/ is quite slow. This is illustrated in Table 1, which
shows data selected from the output of many computer experiments;2 for correctly
chosen a> 0, even at nD 10000 it is not yet clear that W� is not aas thick at density
.a log n/=n.

2Source code available from the authors and at arXiv.

Algebraic & Geometric Topology, Volume 17 (2017)



722 Jason Behrstock, Mark F Hagen and Alessandro Sisto

3.1 Behavior at low densities

In the next theorem, we collect a few facts about random right-angled Coxeter groups.
Recall from [23, Theorem 8.7.4] that W� is one-ended provided � has no separat-
ing clique.

Theorem 3.2 W� asymptotically almost surely decomposes as a nontrivial free prod-
uct if and only if there exists � > 0 such that p.n/ < ..1 � �/ log n/=n. Hence, if
p.n/ < ..1� �/ log n/=n, then the divergence of W� is aas infinite.

If there exists � > 0 such that p.n/> ..1C�/ log n/=n, and there exists k 2N such that
nkp.n/k

2
! 0, then aas � has no separating clique, and hence W� is aas one-ended

and has finite-divergence function.

Proof W� admits a nontrivial free product decomposition if and only if � is discon-
nected, and log n=n is the threshold for p.n/ above which connectedness occurs aas
and below which disconnectedness occurs aas; see [32].

Let KnDKn.�/ equal 1 or 0 according to whether � is disconnected. For 0� j � n,
let Kj

n .�/ D
P
ƒKn�j .� �ƒ/, where ƒ varies over the size-j subgraphs of � .

Then E.Kj
n / D

�
n
j

�
E.Kn�j /p.

j
2/ is an upper bound for the expected number of

separating j –simplices, and the expected number of separating simplices in � is
therefore bounded by

n�2X
jD0

� n

j

�
E.Kn�j /p

.j
2/:

Now, for p.n/ > .1C �/.log.n//=n and p D o.1/, Theorem 1 of [31] implies thatP
j�k

�
n
j

�
E.Kn�j /p.

j
2/ tends to 0 for any fixed k . If p.n/ is sufficiently small to

ensure that aas all cliques in � have size O.1/, ie if there exists k such that
�

n
k

�
p.

k
2/!0,

then the preceding sum bounds the limiting expected number of separating cliques of
any size, and the proof is complete.

Because of the hypothesis that nkp.n/k
2

! 0 for some k 2N , the second assertion
of Theorem 3.2 says nothing about how many ends W� aas has when � 2 G.n;p/

and p ¤ o.1/. This should be expected in light of Theorem 3.9 below, which shows
that if p.n/ ! 1 sufficiently quickly, the random right-angled Coxeter group W�

will have 2 or 0 ends with positive probability. However, it is likely possible to
improve the second assertion to show that W� is aas one-ended for a wider range
of p , provided we still have p 6! 1 as n!1, using the fact that aas all cliques
in � have size in O.log n/ provided p 6! 1, by an application of Markov’s inequality.
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Indeed, under the assumptions that p.n/ � 5.log.n//=n and p 6! 1, it is proven in
[34, Lemma 4.1] that linearly many edges must be removed to disconnect � ; thus
the bound on the size of cliques, as noted above, implies that there are no separating
cliques. It would be interesting to know if this last comment can be improved to hold
when p.n/� .1C �/.log.n//=n and p 6! 1.

Theorem 3.3 If for some � > 0, we have 1�p.n/ � .1C �/.log n/=n, then W� is
not thick of order 0, and hence has at least quadratic divergence, aas.

Proof Let � 0 be the complement of � , ie the graph with the same vertex set as � , but
with each pair of vertices adjacent if and only if they are nonadjacent in � . Observe
that � decomposes as a nontrivial join if and only if � 0 is disconnected. Moreover, note
that if � 2 G.n;p/, then � 0 2 G.n; 1�p/. Hence if 1�p.n/� .1C �/.log.n//=n for
some � > 0, then � 0 is asymptotically almost surely connected; ie � is asymptotically
almost surely not a nontrivial join for such p.n/. In this case, we thus have that W� is
not thick of order 0 and hence has superlinear divergence. By [17, Corollary B], since
W� acts cocompactly on its Davis complex, it contains a periodic rank-one geodesic,
and thus by [40, Proposition 3.3], the divergence of W� is at least quadratic.

Theorem 3.4 If p.n/n!1 and p.n/6n5! 0, then the following holds asymptoti-
cally almost surely: � has a component � 0 such that W� 0 is hyperbolic relative to a
nonempty collection of proper subgroups each isomorphic to D1 �D1 . Hence W�

is aas hyperbolic relative to a nonempty collection of proper D1 �D1 subgroups, at
least one of which is not a proper free factor of W� .

Remark 3.5 Of greatest interest are densities p.n/ growing faster than .log n/=n

but slower than n�1=6 . At such densities, Theorem 3.2 and Theorem 3.4 together
ensure that W� is asymptotically almost surely one-ended and hyperbolic relative to
D1 �D1 subgroups.

Proof of Theorem 3.4 Since pn ! 1, [33] together with [11, Theorem 2.2(ii)]
implies that aas � has a giant component � 0 containing a positive proportion ˛ 2 .0; 1/
of the vertices, and every other component �i has no more than O.log n/ vertices. It
suffices to show that, a.a.s, � 0 contains K2;2 as an induced proper subgraph and �
does not contain K2;3 . Indeed, the second assertion together with Lemma 3.8 implies
that every element of T arising as an induced subgraph of � 0 is isomorphic to K2;2 .
The first assertion, together with Theorem 2.5, will then complete the proof.

K2 ;3 is aas absent Since p.n/6n5! 0 as n!1 by hypothesis, Corollary 5 of [32]
implies that, aas, � , and therefore � 0 , does not contain K2;3 .
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An induced K2 ;2 aas appears in � 0 Let v1; : : : ; v4 be distinct vertices in the random
size-n graph � , and let the random variable I.v1; : : : ; v4/ take the value 1 or 0

according to whether or not fv1; : : : ; v4g is the vertex set of an induced K2;2 in � .
The random variable Sn D

P
v1;v2;v3;v4

I.v1; : : : ; v4/ counts each induced K2;2 in �
24 times, reflecting the eight automorphisms of K2;2 and the three ways of choosing
which pairs of vertices in K2;2 will be nonadjacent. Since there are

�
n
4

�
such quadruples,

and each forms an induced copy of K2;2 exactly when there is some permutation
� W f1; 2; 3; 4g ! f1; 2; 3; 4g such that v�.i/ is adjacent to v�.i/C1 for each i , and the
remaining two possible edges are absent, we have E.S4/D 24

�
n
4

�
p4.1�p/2 .

Let N 2N and let � 2 .0; 1/. The preceding discussion shows that since p.n/n!1,
there exists N1 2N such that E.Sn/�N=� for all n�N1 . The proof of Theorem 4.1
of [18] shows that since pn!1 and .1�p/n2!1,

E.Sn/
2

E.S2
n /
! 1;

so there exists N2 2N such that

E.Sn/
2

E.S2
n /

> 1� �

for n�N2 . The Paley–Zygmund inequality implies that for all n�maxfN1;N2g,

P .Sn �N /� P .Sn � �E.Sn//

� .1� �/2
E.Sn/

2

E.S2
n /

> .1� �/3:

This implies that for each N 2N , we have limn P .Sn <N /D 0. Lemma 3.7 below
states that aas, every component of � is either a tree or equal to � 0 , so it suffices to
find squares in � . We have shown that P .Sn< 48/! 0 as n!1, so � 0 aas contains
at least two induced copies of K2;2 .

Remark 3.6 The fact that W� is hyperbolic relative to D1�D1 subgroups that are
not free factors can be seen slightly more easily as follows. First we produce induced
K2;2 subgraphs in � and verify that � aas does not contain K2;3 , as in the proof of
Theorem 3.4. Then we observe that by Theorem 5.16 of [11], � aas has no component
which is a 4–cycle. Theorem 3.4 is, of course, a stronger conclusion since it rules out
the possibility that W� 0 is hyperbolic and every 4–cycle lies in a unicyclic component
that is not a 4–cycle.

Lemma 3.7 Let � 2G.n;p.n//, with p.n/ satisfying the hypotheses of Theorem 3.4.
Asymptotically almost surely, each component of � is either the giant component or
a tree.
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Proof of Lemma 3.7 This follows immediately from [11, Theorem 6.10(iii)] and [11,
Theorem 2.2(ii)].

Lemma 3.8 If ƒ 2 T , then either ƒŠK2;2 or ƒ contains K2;3 .

Proof Since ƒ must contain the join of two subgraphs of diameter at least 2, we have
that jƒ0j � 4 and either ƒŠK2;2 or jƒj � 5. In the latter case, suppose that each
maximal join in ƒ is isomorphic to K2;2 and let ƒ0 �ƒ be such a join. Then no two
nonadjacent vertices in ƒ0 have a common adjacent vertex, since otherwise ƒ0 would
extend to a copy of K2;3 . Hence ƒŠK2;2 , a contradiction.

3.2 Behavior at high densities

Charney–Farber showed in [18] that a random right-angled Coxeter group on n vertices
is aas finite when .1�p.n//n2! 0 as n!1. The following description of random
right-angled Coxeter groups for rapidly growing p.n/ generalizes this result.

Theorem 3.9 Suppose .1� p.n//n2! ˛ as n!1 for some ˛ 2 Œ0;1/, and let
the random variable Mn count the number of “missing edges” in � 2 G.n;p/, ie the
number of pairs of distinct vertices that are not joined by an edge. Then Mn DO.1/

aas, and the following hold:

(1) With probability tending to e�˛=2 , Mn D 0 and the group W� is finite.

(2) With probability tending to 1
2
˛e�˛=2 , Mn D 1 and the group W� is virtually Z

and thus hyperbolic.

(3) With probability tending to 1� .1C 1
2
˛/e�˛=2 , Mn � 2 and the group W� is

virtually ZMn , and is thus thick of order 0 and has linear divergence.

Proof Finite and virtually Z If MnD 0, then � is a complete graph, so W� ŠZn
2

is finite. Conversely, if W� is finite, then since any two nonadjacent vertices together
generate a subgroup isomorphic to D1 , we see that Mn D 0. Similarly, W� is
virtually Z if and only if Mn D 1.

For k � 0, we have

P .Mn D k/D

��n
2

�
k

�
.1�p.n//kp.

n
2/�k ;

and
p.n/.

n
2/�k
� e�˛=2:

Hence P .Mn D 0/! e�˛=2 , while P .Mn D 1/ �
�
n
2

�
.˛=n2/e�˛=2! 1

2
� ˛e�˛=2 .

This establishes the first two assertions.
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Thick of order 0 For each vertex v2� , let Iv be 1 or 0 according to whether or not v
belongs to exactly one missing edge, so that P .IvD 1/DE.Iv/Dn.1�p.n//p.n/n�2 .
Let En D

P
v Iv count the number of vertices belonging to exactly one missing edge,

and observe that E.En/D n2.1�p.n//p.n/n�2 � ˛ .

Similarly, let Jv be 1 or 0 according to whether or not v belongs to at least one missing
edge, and let Fn D

P
v Jv count the vertices appearing in at least one missing edge.

Note that P .Jv D 1/D E.Jv/D 1�p.n/n�1 . Hence

E.Fn/D n.1�p.n/n�1/

D n
h
1�

�
1�

˛

n2

�n�1i
D
˛n.n� 1/

n2
C o.1/� ˛:

Since Fn �En , and E.Fn�En/! 0, aas Fn DEn . In other words, aas every vertex
occurs in at most one missing edge. Therefore, aas there are pairwise-distinct vertices
v1; : : : ; vk ; w1; : : : ; wk such that vi and wi are not adjacent for all i , and every other
pair of vertices spans an edge. This implies that W� is virtually the product of k copies
of D1 .

The above argument shows that aas MnD
1
2
En . For distinct vertices v and w , we have

P .IvIw D 1/D .n� 1/2p2n�5.1�p/2Cp2n�4.1�p/;

from which a computation shows that E.Mn/!
1
8
˛.˛C1/. It follows from Markov’s

inequality that Mn DO.1/ aas.

3.3 Constant-density behavior

In this section, we prove:

Theorem 3.10 For � 2G
�
n; 1

2

�
, the group W� is aas thick.

The following lemma isolates the most crucial estimates we will use in the proof of the
theorem.

Lemma 3.11 Let �n D P
�
� 62 T j � 2G

�
n; 1

2

��
. Then the following hold:

(1) �2n � �
2
n Cf .n/, where f .n/D 2n

Pn
iD0

�
n
i

�
2�n�.i

2/ .

(2) �2n � �
2
nC2�n.1��n/.nc.n/=2nt.n//C .1��n/

2 , where c.n/ is the number
of cliques in the disjoint union of all T –graphs on n vertices (with the 0–clique
counted once), and t.n/ is the total number of T –graphs on n vertices.

(3) �nC1 � �nCf .n/.
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Proof Let � 2G
�
2n; 1

2

�
and let AtB be a partition of �.0/ into sets of size n. For

v 2 B , we denote by LinkA.v/ the set of vertices in A adjacent to v . Note that if
� 62 T , then one of the following holds:

(i) The subgraphs generated by A and B are not in T .

(ii) There exists v 2 B [or v 2A] such that LinkA.v/ [or LinkB.v/] is a (possibly
empty) clique.

To establish this dichotomy, first we assume (i) does not hold, and hence without loss
of generality, we may assume the subgraph generated by A is in T . If additionally,
(ii) does not hold, we show this yields � 2 T , which is a contradiction. Condition (ii)
implies that for each vertex v of B , the set LinkA.v/ is nonempty and has diameter
exceeding 1. Now, for each v 2 B we have that the subgraph �v of � generated
by A[fvg is in T since it is obtained by coning off a set of diameter at least 2 and
applying Definition 2.3(2). Also, for each v; v0 2 B , since the graphs �v and �v0 are
both thick and their intersection is the thick graph generated by A, we see that the
graph generated by A[fv; v0g, which is the generalized union of �v and �v0 , is thus
thick by Definition 2.3(3). Thus, by adding one vertex from B at a time in the above
way we see that � 2 T .

Next, we claim that P ..i//D �2
n . Indeed, since in the construction of � , edges joining

pairs of vertices in A are added independently of those joining vertices in B , the events
“A generates a subgraph in T ” and “B generates a subgraph in T ” are independent.
Moreover, the subgraphs of � generated by A and B are in G

�
n; 1

2

�
. It follows that

(i) occurs with probability �2
n , whence

�2n � �
2
n CP ..ii//:

We finally show that P ..ii// � f .n/. To this end, let V be the number of vertices
of B whose links in A are (possibly empty) cliques. Then P ..ii//� 2 P .V > 0/ and
P .V > 0/ � E.V/. The initial factor of 2 reflects the fact that we are assuming that
A 2 T and counting vertices in B whose links in A are cliques; (ii) could just as easily
occur with the roles of A and B reversed.

For each v 2 B , if LinkA.v/ has k vertices, then it is generated by one of
�

n
k

�
subsets of A. Each such subset is a clique with probability 2�.

k
2/ , and such a subset

generates LinkA.v/ with probability 2�k2k�n D 2�n , reflecting the fact that the k

vertices of the putative link must be adjacent to v , and the n� k remaining vertices
of A must not. Summing over k yields the probability that LinkA.v/ is a clique, so
E.V/D n

Pn
kD0

�
n
k

�
2�n�.k

2/ , and (1) follows.

To establish (2), write �.0/DAtB as above. If � 62T , then one of the following holds:
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(a) The subgraphs generated by A and B are both not in T . This event occurs with
probability �2

n .

(b) Exactly one of the subgraphs generated by A and B belongs to T . In this case,
suppose that A generates a subgraph in T . This subgraph is among the t.n/

graphs of its size in T , and as above, B must contain a vertex v whose link in A

generates one of the c.n/ possible cliques. There are n choices for this vertex,
and each has a given clique as its link with probability at most 2�n . Hence this
situation occurs with probability at most 2�n.1��n/nc.n/2�nt.n/�1 .

(c) The subgraphs generated by A and B both belong to T . In this case, it must be
true that some vertex in A has link in B a clique (or vice versa), but we do not
use this fact; we just note that the probability of this event is certainly at most
.1��n/

2 .

Finally, to establish (3), regard the size-.nC1/ graph � as the subgraph of � generated
by At fvg, with v a vertex. If � 62 T , then either A 62 T or the link of v is a clique.
The claim now follows by arguing as in the proof of (1). Note that in this case, since
the two parts are not symmetric and we are looking at the link of only one point rather
than n, this removes a factor of 2n from the second term in the sum, and actually
establishes the stronger fact that �nC1 � �nCf .n/=2n.

Remark 3.12 The relation between the first two parts of the above lemma are as
follows. In the language of conditional probability, to prove Lemma 3.11(1), we use
the fact that

�2n � P ŒA;B 62 T �CP Œ.ii/�:

Whereas, for Lemma 3.11(2) we exploited the following:

�2n � P ŒA;B 62 T �C 2 P ŒA 2 T ;B 62 T � �P Œ.ii/B jA 2 T ;B 62 T �CP ŒA;B 2 T �;

where .ii/B is the same as (ii) except that we require only the condition on links of
vertices of B . We then sum over these probabilities to yield Lemma 3.11(2).

We will make use of the following estimate:

Lemma 3.13 Let Xn be a binomial random variable with mean 1
2
�n and variance 1

4
�n.

Then for all M � 1
2
n, we have

P .Xn �M /� exp
�
�

n

2
C 2M �

2M 2

n

�
:
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Proof Viewing Xn as the sum of n Bernoulli trials, this follows from Hoeffding’s
inequality [39].

Lemma 3.14 The function f of Lemma 3.11 has the following properties:

(1) f .n/
n
�! 0 exponentially, and in particular,

P
n�0 f .n/ <1.

(2) f .n/ < 0:03760 for all n� 18.

Proof Let M D bna=bc for natural numbers a< b , and define (I) and (II) by writing

f .n/D 2n

� MX
iD0

�n

i

�
2�n�.i

2/

„ ƒ‚ …
(I)

C

nX
iDMC1

�n

i

�
2�n�.i

2/

„ ƒ‚ …
(II)

�
:

For each n,

.I/� 2�n
MX

iD0

� n

i

�
D P .Xn �M /;

where Xn is a binomial random variable with mean n � 1
2

. From Lemma 3.13, we have,
for M � n=2,

.I/� exp
h
�

n

2
C 2M �

2M 2

n

i
� e�n=2e2bna=bce�2bna=bc2=n

WD g.n;M /:

We also have

.II/� 2�n�.M
2 /

nX
iDMC1

�n

i

�

� 2�n�.M
2 /
�
2n
�

MX
iD0

�n

i

��
� 2�.

M
2 / � 2�na=b.na=b�1/=2:

Suppose now that a and b also satisfy 2a=b > 1. Then the lemma follows from
summing the above estimates: f .n/ decays exponentially and is hence summable. This
establishes the first assertion.

The second assertion requires a refinement of one of the above bounds. Let aD 2 and
b D 3, and let M D bna=bc, Xn and the expressions .I/ and .II/ be as above. As
before, we have

.II/� 2�n2=3.n2=3�1/=2:
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We need to estimate .I/ more carefully when n� 18. We thus write

.I/� 2�n

� 5X
iD0

�n

i

�
2�.

i
2/
�
C 2�.

6
2/ P .Xn � bn

2=3
c/

� 2�n

� 5X
iD0

�n

i

�
2�.

i
2/
�
C 2�.

6
2/g.n; bn2=3

c/ WD h.n/:

The second inequality is an application of Lemma 3.13, justified by the fact that
n2=3 < n=2 for n� 18. Hence

f .n/� 2n � h.n/C 2n � 2�n2=3.n2=3�1/=2:

The second term is strictly decreasing for n� 8, as can be seen by differentiating, and
takes a value less than 3:09 �10�5 at nD 18. Next, a straightforward computation gives

g.n; bn2=3
c/� exp

�
�

n

2
C 2n2=3

� 2n1=3
C 4n�1=3

�
2

n

�
;

which is decreasing for n� 12 and, for nD 18, yields

2n � 2�.
6
2/ �g.n; bn2=3

c/� 0:00273:

The remaining term can be shown by direct differentiation to decrease for n � 5,
and takes the value 0:3484 at n D 18. Combining the above shows that f .n/ �
3:09 � 10�5C 0:00273C 0:03484D 0:03760 for n� 18.

Remark 3.15 As we will see in the proof of Theorem 3.10, any bound sharper than
around f .18/� 0:06045 is sufficient.

Proof of Theorem 3.10 The idea of the proof is to use Lemma 3.11(1) and the fact
that f is small to get convergence to 0 of a subsequence of .�n/. We then use this
in order to show that .�n/ converges to 0, and then we apply Lemma 3.11(3) and the
summability of f .

Accumulation at 0 implies convergence to 0 For each n and k , Lemma 3.11(3)
yields

�nCk � �nC

k�1X
iD0

f .i C n/ < �nC

1X
iDn

f .i/:

Suppose that 0 is an accumulation point of .�n/. Then for each � > 0, we can choose n

so that �n <
1
2
� and

P1
iDn f .n/ <

1
2
� . The latter inequality follows from summability

of f , ie from Lemma 3.14(1). Hence for all k , we have �nCk < � , ie �n
n
�! 0.
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Nonaccumulation at 0 implies convergence to 1 Suppose now that the subsequence
.�k�2m/m2N does not have 0 as an accumulation point for some k 2 N . Then we
claim that .�k�2m/ converges to 1. Indeed, consider the smallest accumulation point �
of the sequence, and suppose that it is the limit of the subsequence .�k�2mi /i2N . We
have to show � D 1. By Lemma 3.11(1) and the fact that f converges to 0, we get that
any accumulation point � 0 of .�k�2mi C1/ satisfies � 0 � �2 . As we also have � � � 0 ,
we get � � �2 , so that � D 1.

A subsequence bounded away from 1 It is thus sufficient to show that the subse-
quence .�k�2m/m2N is bounded away from 1 for some k 2N . In fact, if this is the case,
then .�k�2m/m2N does not converge to 1, hence it must have 0 as an accumulation point,
and hence .�n/ converges to 0 as required. Suppose that for some k , we have m0 2N
and constants ˛; ˇ 2 Œ0; 1/ such that f .k � 2m/� ˇ for all m�m0 , and �k�2m0 � ˛ .
Suppose, moreover, that ˛2Cˇ < ˛ . Then �k�2m0C1 < ˛ by Lemma 3.11(1), and by
induction and the same lemma, we have �k�2m < ˛ for all m�m0 .

Let k D 9 and m0 D 1. The computer program in the online supplement returned the
following data:

� t.9/D 14853635863,

� c.9/D 683846354560,

� �9 D 1� t.9/=2.
9
2/ � 0:78385.

Together with Lemma 3.11(2), this implies

�18 � ˛ WD
�
1�

t.9/

236

�2
C

�
t.9/

236

�2
C 2

�
1�

t.9/

236

�
�

t.9/

236
�

9�c.9/

512�t.9/
� 0:93537:

Lemma 3.14(2) gives f .n/ � ˇ D 0:03760 for all n � 18. The above discussion,
together with the fact that these values satisfy ˛2C ˇ < ˛ , implies that .�9�2m/ is
bounded away from 1, whence �n

n
�! 0; ie � is aas in T .

4 Detecting thickness algorithmically

In this section, we exhibit a polynomial-time algorithm for deciding whether a finite
graph is in T . The construction of the algorithm presented in this section prioritized
simplicity over speed. We also provide a C++ implementation of a simple algorithm
to compute the constants needed in the proof of Theorem 3.10. The main part of
this computer program implements the algorithm for deciding if a given right-angled
Coxeter group is thick.
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Theorem 4.1 There exists an algorithm which decides, in polynomial time, whether a
graph � is in T . Hence the problem of deciding whether a right-angled Coxeter group
admits a relatively hyperbolic structure is soluble in polynomial time.

Proof The second assertion follows from the first by Theorem 2.5. The algorithm
takes as input the finite simplicial graph � on n vertices and decides whether � 2 T .
For ease of exposition, we provide an algorithm which admits an easy description, but
we note that there are more efficient algorithms; in particular, the code in the online
supplement contains an implementation of a more efficient algorithm for the same task.
The steps are:

(1) Make a list M of all induced K2;2 subgraphs of � . The running time is in
O.n4/ and jMj is in O.n4/.

(2) Make a list N of pairs of nonadjacent vertices. The running time is in O.n2/

and jN j is in O.n2/.

(3) Perform a union subroutine; ie for each pair M;M 0 2M, determine whether
M \M 0 contains some .v; v0/ 2N . If so, modify M by removing M and M 0,
and adding the subgraph induced by M [M 0 . The running time of a union
subroutine is in O.n11/.

(4) Perform a coning subroutine; ie for each M 2M and each vertex v , determine
whether there exists .w;w0/ 2 N such that w;w0 2M and both are adjacent
to v . If so, replace M by the subgraph generated by M [ fvg. The running
time of a coning subroutine is in O.n7/.

(5) If M did not change during the coning and union subroutines, then we are
finished: the graph is thick if and only if jMj D 1, and the unique element of M
is � .

(6) If M changed, then return to step (2).

The number of union subroutines that modify M is in O.n4/ since each such union
subroutine decreases jMj. The number of coning subroutines that modify M is in
O.n5/ since each such subroutine increases the size of some subgraph in M. Hence
the total running time is in O.n15/.

4.1 Computing t.9/ and c.9/

To obtain the values used in the proof of Theorem 3.10, one can use the C++ program
in the online supplement, which takes a single command line argument, namely the
number n of vertices. We have also checked the computations by hand up to nD 6

Algebraic & Geometric Topology, Volume 17 (2017)

http://msp.org/agt/2017/17-2/agt-v17-n2-x04-computation.cpp
http://msp.org/agt/2017/17-2/agt-v17-n2-x04-computation.cpp
http://msp.org/agt/2017/17-2/agt-v17-n2-x04-computation.cpp


Thickness, relative hyperbolicity, and randomness in Coxeter groups 733

beyond which they become infeasible. The reader seeking to reproduce our computer
computation for nD 9 should be aware that the program requires being run for several
days with typical 2013 hardware.

The efficiency of the program can be significantly improved. However, we decided
to keep the code as simple as possible. Source code for a much more efficient, albeit
more complex, version of this program can be obtained from the authors.

Appendix: Generalizing to all Coxeter groups
by J Behrstock, P-E Caprace, M F Hagen and A Sisto

All Coxeter groups considered here are assumed finitely generated. In this appendix,
we generalize Theorems I and II to Coxeter groups which are not necessarily right
angled. Further considerations are contained in Section A.3.

We can summarize the main result in this appendix as follows.

Theorem A.1 (minimal relatively hyperbolic structures) Let .W;S/ be a Coxeter
system. Then there is a (possibly empty) collection J of subsets of S enjoying the
following properties:

(i) The parabolic subgroup WJ is strongly algebraically thick for every J 2 J .

(ii) If J ¤ S for all J 2 J , then W is hyperbolic relative to P D fWJ j J 2 J g.

In particular, P is a minimal relatively hyperbolic structure for W .

A.1 Thick Coxeter groups

We consider the class T of Coxeter systems .W;S/ defined as follows.

(1) T contains the class T0 of all irreducible affine Coxeter systems .W;S/ with S

of cardinality at least 3, as well as all Coxeter systems of the form .W;S1[S2/

with WS1
and WS2

irreducible nonspherical and ŒWS1
;WS2

�D 1.

(2) Suppose that .W;S [ s/ is such that s? is nonspherical and .WS ;S/ belongs
to T . Then .W;S [ s/ belongs to T .

(3) Suppose that .W;S/ is such that there exist S1;S2 � S with S1[S2 D S ,
.WS1

;S1/; .WS2
;S2/ 2 T and WS1\S2

nonspherical. Then .W;S/ 2 T .

Proposition A.2 For .W;S/2T , the Coxeter group W is strongly algebraically thick.

The proof requires the following subsidiary fact.
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Lemma A.3 Let .W;S/ be a Coxeter system. Let s 2 S and set K D S n fsg. Then
the group hWK [ sWK si has index at most 2 in W .

Proof The group hWK [ sWK si is a reflection subgroup whose fundamental domain
for its action on the Cayley graph of .W;S/ contains at most two chambers, namely
the base vertex 1 and the unique vertex s–adjacent to it, see [26].

Proof of Proposition A.2 If .W;S/ is in T0 then the group W is either virtually
abelian of rank at least 2 or a direct product of two infinite (Coxeter) groups. In
particular, W is wide and, hence, strongly algebraically thick of order 0.

Let .W;S[fsg/ be of the form described in item (2) of the definition of T . Lemma A.3
then implies that W contains the group hWS [sWSsi with index at most 2. Therefore
W is strongly algebraically thick, being an algebraic network with respect to the pair
of strongly thick groups fWS ; sWSsg.

Finally, let .W;S/ be as in item (3) of the definition of T . Then W is strongly
algebraically thick, being an algebraic network with respect to the pair of strongly thick
groups fWS1

;WS2
g.

A.2 Proof of minimal relatively hyperbolic structures theorem

We will use the following criterion for relative hyperbolicity of Coxeter groups, which
corrects [14, Theorem A], where a hypothesis on the peripheral subgroups was missing.

Theorem A.4 [15, Theorem A0 ] Let .W;S/ be a Coxeter system and J a collection
of proper subsets of S . Then W is hyperbolic relative to fWJ j J 2 J g if and only if
the following conditions hold:

(RH1) For each irreducible affine subset K � S of cardinality at least 3, there exists
J 2 J such that K � J . Similarly, given any pair of irreducible nonspherical subsets
K1;K2 � S with ŒK1;K2�D 1, there exists J 2 J such that K1[K2 � J .

(RH2) For all J1;J2 2 J with J1 ¤ J2 , the intersection J1\J2 is spherical.

(RH3) For each J 2 J and each irreducible nonspherical K � J , we have K? � J .

We are now ready to prove Theorem A.1. We will give an explicit description of J :

Theorem A.5 Let .W;S/ be a Coxeter system and let J be the (possibly empty)
collection of all maximal subsets J � S such that .WJ ;J / 2 T . Then we have:

(i) The parabolic subgroup WJ is strongly algebraically thick for every J 2 J .

(ii) If J ¤ fSg, then W is hyperbolic relative to P D fWJ j J 2 J g.

In particular, P is a minimal relatively hyperbolic structure for W .
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Proof By Moussong’s characterization of hyperbolic Coxeter groups [41, Theo-
rem 17.1] (and the fact that S is finite), J is not empty if and only if W is not
hyperbolic, which we assume from now on.

By Proposition A.2, (i) holds.

We are now left to show that J satisfies the three conditions (RH1)–(RH3) from
Theorem A.4.

It is clear that J satisfies (RH1).

If J1;J22J are distinct, then WJ1\J2
must be spherical. In fact, if it was nonspherical,

then we would have J1 [ J2 2 J , contradicting the maximality of either J1 or J2 .
So J satisfies (RH2).

Let K be a nonspherical subgraph of some J 2 J . We have to show that K? is
contained in J as well. Indeed, if there was an element s 2K?nJ , then J [fsg would
be in T , contradicting the maximality of J .

We have now shown the peripherals are in T and hence thick by Proposition A.2. Thus,
as noted in the introduction, minimality now follows from [5, Corollary 4.7].

A.3 Intrinsic horosphericity and further corollaries

We say that a discrete group � is (intrinsically) horospherical if every proper isometric
action of � on a proper hyperbolic geodesic metric space fixes a unique point at infinity.
In particular, the group � cannot be virtually cyclic, and every element of infinite order
acts as a parabolic isometry in any such � –action. As one may expect, thickness and
horosphericity are related properties (compare Theorem 4.1 from [5]):

Proposition A.6 Every strongly algebraically thick group is intrinsically horospherical.

The proof requires the following result, which follows from the exact same arguments
as the proof of Lemma 3.25 in [28].

Lemma A.7 Let H be a finitely generated group (endowed with its word metric with
respect to a finite generating set), .X; d/ a metric space and qWH !X a map which
is Lipschitz up to an additive constant. Given h 2H , if the map Z!X; n 7! q.hn/ is
a Morse quasigeodesic in X , then h is a Morse element in H .

Lemma A.8 Let H be a group acting properly by isometries on a proper Gromov
hyperbolic metric space X . Assume that H has a unique fixed point � at infinity of X .
Then every infinite subgroup of H has � as its unique fixed point at infinity.
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Proof The hypotheses imply that H does not contain any hyperbolic isometry. From
Proposition 5.5 in [16], it follows that every subgroup of H either has a bounded orbit
or has a unique fixed point at infinity of X . The desired conclusion follows since the
H –action on X is proper.

Proof of Proposition A.6 We argue by induction on the order of thickness. In the base
case, let H be a finitely generated group which is wide. Suppose that H acts properly
by isometries on a proper Gromov hyperbolic metric space X . H can not contain a
hyperbolic isometry since otherwise, Lemma A.7 implies that some asymptotic cone
of H has cut-points, which would contradict the assumption that H is wide. Since H

is infinite and the H –action on X is proper, it follows from [16, Proposition 5.5]
that H fixes a unique point at infinity of X . This proves that strongly algebraically
thick groups of order 0 are intrinsically horospherical.

The inductive step is given by the following observation. Let G be an infinite group
which is an M –algebraic network with respect to a finite collection H of subgroups.
If each subgroup in H is intrinsically horospherical, then so is G .

Indeed, let G act properly by isometries on a proper Gromov hyperbolic metric space X .
Then each group H 2H has a unique fixed point �H at infinity of X . Given H;H 02H ,
there is a sequence H DH1; : : : ;HN DH 0 in H in which any two consecutive groups
have an infinite intersection; see Definition 5.2 in [5]. From Lemma A.8, we deduce
that �H D �H1

D � � � D �Hn
D �H 0 . Hence all groups in H have the same fixed point

at infinity, say � . By the definition of an algebraic network, this point � must be fixed
by a finite-index subgroup of G . Thus the G –orbit of � is finite.

If this orbit has exactly one point, then G fixes � (and no other point at infinity of X ),
and we are done. If this orbit contains exactly two points, then G is virtually cyclic
and hence does not contain any intrinsically horospherical subgroups, which is absurd.
If jG�j � 3, then it follows from [38, Proposition-Definition 8.2.L] that G has bounded
orbits in X , contradicting the assumption that G is infinite and acts properly.

Notice that the converse to Proposition A.6 does not hold in general: indeed, horo-
spherical groups include all amenable groups that are not virtually cyclic. In particular,
infinite locally finite groups are examples of horospherical groups that are not strongly
algebraically thick. By Zorn’s lemma, every intrinsically horospherical subgroup of �
is contained in a maximal one. It is thus a natural question to determine all the maximal
intrinsically horospherical subgroups. Theorem A.1 yields the answer to this question
when � is a Coxeter group.
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Corollary A.9 Let W be a Coxeter group. Then the maximal intrinsically horospheri-
cal subgroups of W are parabolic subgroups (in the sense of Coxeter group theory)
with respect to any Coxeter generating set. Those parabolic subgroups are precisely the
conjugates of the elements of the set P afforded by Theorem A.1.

Proof Every strongly algebraically thick group is intrinsically horospherical by
Proposition A.6. Moreover, a subgroup of W properly containing a conjugate of
an element of P cannot be intrinsically horospherical by Theorem A.1. Thus the
elements of P are indeed maximal horospherical subgroups. Since W is relatively
hyperbolic with respect to P , every intrinsically horospherical subgroup is conjugate
to a subgroup of an element of P .

Corollary A.10 Let .W;S/ be a Coxeter system. Then the following conditions are
equivalent:

(i) .W;S/ is in T .

(ii) W is strongly algebraically thick.

(iii) W is intrinsically horospherical.

(iv) W is not relatively hyperbolic with respect to any family of proper subgroups.

(v) W is not relatively hyperbolic with respect to any family of proper Coxeter-
parabolic subgroups.

(vi) For every collection J of subsets of S satisfying (RH1)–(RH3), we have S 2J .

Proof The implication (i) D) (ii) is the content of Proposition A.2. The implication
(ii) D) (iii) follows from Proposition A.6. The implication (iii) D) (iv) is straight-
forward. Property (iv) trivially implies (v). That (v) is equivalent to (vi) follows from
Theorem A.4. Applying Theorem A.5, we get that (v) implies (i).

References
[1] G Arzhantseva, A Minasyan, D Osin, The SQ-universality and residual properties of

relatively hyperbolic groups, J. Algebra 315 (2007) 165–177 MR

[2] J A Behrstock, Asymptotic geometry of the mapping class group and Teichmüller
space, Geom. Topol. 10 (2006) 1523–1578 MR

[3] J Behrstock, R Charney, Divergence and quasimorphisms of right-angled Artin
groups, Math. Ann. 352 (2012) 339–356 MR

[4] J Behrstock, C Drut,u, Divergence, thick groups, and short conjugators, Illinois J.
Math. 58 (2014) 939–980 MR

Algebraic & Geometric Topology, Volume 17 (2017)

http://dx.doi.org/10.1016/j.jalgebra.2007.04.029
http://dx.doi.org/10.1016/j.jalgebra.2007.04.029
http://msp.org/idx/mr/2344339
http://dx.doi.org/10.2140/gt.2006.10.1523
http://dx.doi.org/10.2140/gt.2006.10.1523
http://msp.org/idx/mr/2255505
http://dx.doi.org/10.1007/s00208-011-0641-8
http://dx.doi.org/10.1007/s00208-011-0641-8
http://msp.org/idx/mr/2874959
http://projecteuclid.org/euclid.ijm/1446819294
http://msp.org/idx/mr/3421592


738 Jason Behrstock, Mark F Hagen and Alessandro Sisto

[5] J Behrstock, C Drut,u, L Mosher, Thick metric spaces, relative hyperbolicity, and
quasi-isometric rigidity, Math. Ann. 344 (2009) 543–595 MR

[6] J Behrstock, V Falgas-Ravry, M F Hagen, T Susse, Global structural properties of
random graphs, Int. Math. Res. Not. (online publication December 2016)

[7] J Behrstock, M F Hagen, Cubulated groups: thickness, relative hyperbolicity, and
simplicial boundaries, Groups Geom. Dyn. 10 (2016) 649–707 MR

[8] J A Behrstock, T Januszkiewicz, W D Neumann, Quasi-isometric classification of
some high dimensional right-angled Artin groups, Groups Geom. Dyn. 4 (2010) 681–
692 MR

[9] J A Behrstock, W D Neumann, Quasi-isometric classification of graph manifold
groups, Duke Math. J. 141 (2008) 217–240 MR

[10] M Bestvina, B Kleiner, M Sageev, The asymptotic geometry of right-angled Artin
groups, I, Geom. Topol. 12 (2008) 1653–1699 MR

[11] B Bollobás, Random graphs, 2nd edition, Cambridge Studies in Advanced Mathematics
73, Cambridge University Press (2001) MR

[12] B H Bowditch, Relatively hyperbolic groups, Internat. J. Algebra Comput. 22 (2012)
1250016, 1–66 MR

[13] J Brock, H Masur, Coarse and synthetic Weil–Petersson geometry: quasi-flats,
geodesics and relative hyperbolicity, Geom. Topol. 12 (2008) 2453–2495 MR

[14] P-E Caprace, Buildings with isolated subspaces and relatively hyperbolic Coxeter
groups, Innov. Incidence Geom. 10 (2009) 15–31 MR

[15] P-E Caprace, Erratum to [14], Innov. Incidence Geom. 14 (2015) 77–79 MR

[16] P-E Caprace, K Fujiwara, Rank-one isometries of buildings and quasi-morphisms of
Kac–Moody groups, Geom. Funct. Anal. 19 (2010) 1296–1319 MR

[17] P-E Caprace, M Sageev, Rank rigidity for CAT.0/ cube complexes, Geom. Funct.
Anal. 21 (2011) 851–891 MR

[18] R Charney, M Farber, Random groups arising as graph products, Algebr. Geom.
Topol. 12 (2012) 979–995 MR

[19] F Chung, Random graphs, a whirlwind tour of , from “Computational complexity:
Theory, techniques, and applications” (R A Meyers, editor), Springer, New York (2012)
2536–2548 MR

[20] J Crisp, L Paoluzzi, Commensurability classification of a family of right-angled
Coxeter groups, Proc. Amer. Math. Soc. 136 (2008) 2343–2349 MR

[21] F Dahmani, Les groupes relativement hyperboliques et leurs bords, PhD thesis, Uni-
versité Louis Pasteur (2003) MR

[22] P Dani, A Thomas, Divergence in right-angled Coxeter groups, Trans. Amer. Math.
Soc. 367 (2015) 3549–3577 MR

Algebraic & Geometric Topology, Volume 17 (2017)

http://dx.doi.org/10.1007/s00208-008-0317-1
http://dx.doi.org/10.1007/s00208-008-0317-1
http://msp.org/idx/mr/2501302
http://dx.doi.org/10.1093/imrn/rnw287
http://dx.doi.org/10.1093/imrn/rnw287
http://dx.doi.org/10.4171/GGD/360
http://dx.doi.org/10.4171/GGD/360
http://msp.org/idx/mr/3513112
http://dx.doi.org/10.4171/GGD/100
http://dx.doi.org/10.4171/GGD/100
http://msp.org/idx/mr/2727658
http://dx.doi.org/10.1215/S0012-7094-08-14121-3
http://dx.doi.org/10.1215/S0012-7094-08-14121-3
http://msp.org/idx/mr/2376814
http://dx.doi.org/10.2140/gt.2008.12.1653
http://dx.doi.org/10.2140/gt.2008.12.1653
http://msp.org/idx/mr/2421136
http://dx.doi.org/10.1017/CBO9780511814068
http://msp.org/idx/mr/1864966
http://dx.doi.org/10.1142/S0218196712500166
http://msp.org/idx/mr/2922380
http://dx.doi.org/10.2140/gt.2008.12.2453
http://dx.doi.org/10.2140/gt.2008.12.2453
http://msp.org/idx/mr/2443970
http://iig.ugent.be/online/volume-10.php
http://iig.ugent.be/online/volume-10.php
http://msp.org/idx/mr/2665193
http://iig.ugent.be/online/volume-14.php
http://msp.org/idx/mr/3450952
http://dx.doi.org/10.1007/s00039-009-0042-2
http://dx.doi.org/10.1007/s00039-009-0042-2
http://msp.org/idx/mr/2585575
http://dx.doi.org/10.1007/s00039-011-0126-7
http://msp.org/idx/mr/2827012
http://dx.doi.org/10.2140/agt.2012.12.979
http://msp.org/idx/mr/2928902
http://dx.doi.org/10.1007/978-1-4614-1800-9_155
http://msp.org/idx/mr/3074630
http://dx.doi.org/10.1090/S0002-9939-08-09213-7
http://dx.doi.org/10.1090/S0002-9939-08-09213-7
http://msp.org/idx/mr/2390500
http://msp.org/idx/mr/2105643
http://dx.doi.org/10.1090/S0002-9947-2014-06218-1
http://msp.org/idx/mr/3314816


Thickness, relative hyperbolicity, and randomness in Coxeter groups 739

[23] M W Davis, The geometry and topology of Coxeter groups, London Math. Soc. Monogr.
Ser. 32, Princeton University Press (2008) MR

[24] M W Davis, T Januszkiewicz, Right-angled Artin groups are commensurable with
right-angled Coxeter groups, J. Pure Appl. Algebra 153 (2000) 229–235 MR

[25] M W Davis, M Kahle, Random graph products of finite groups are rational duality
groups, J. Topol. 7 (2014) 589–606 MR

[26] V V Deodhar, A note on subgroups generated by reflections in Coxeter groups, Arch.
Math. (Basel) 53 (1989) 543–546 MR

[27] C Drut,u, Relatively hyperbolic groups: geometry and quasi-isometric invariance,
Comment. Math. Helv. 84 (2009) 503–546 MR

[28] C Drut,u, S Mozes, M Sapir, Divergence in lattices in semisimple Lie groups and
graphs of groups, Trans. Amer. Math. Soc. 362 (2010) 2451–2505 MR

[29] C Drut,u, M Sapir, Tree-graded spaces and asymptotic cones of groups, Topology 44
(2005) 959–1058 MR

[30] C Drut,u, M V Sapir, Groups acting on tree-graded spaces and splittings of relatively
hyperbolic groups, Adv. Math. 217 (2008) 1313–1367 MR
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On RO.G/–graded equivariant “ordinary” cohomology
where G is a power of Z=2

JOHN HOLLER

IGOR KRIZ

We compute the complete RO.G/–graded coefficients of “ordinary” cohomology
with coefficients in Z=2 for G D .Z=2/n . As an important intermediate step, we
identify the ring of coefficients of the corresponding geometric fixed point spectrum,
revealing some interesting algebra. This is a first computation of its kind for groups
which are not cyclic p–groups.

55N91

1 Introduction

The notion of a cohomology theory graded by elements of the real representation ring
(RO.G/–graded cohomology) is a key concept of equivariant stable homotopy theory
of a finite or compact Lie group G . Like much of stable homotopy theory, perhaps one
of the first known examples was K-theory. Atiyah and Singer [4] introduced equivariant
K-theory of a compact Lie group G and proved that it is naturally RO.G/–graded. In
fact, Bott periodicity identifies many of the “dimensions” in RO.G/, and relates others
to “twistings” (see Karoubi [7] and, for a more recent treatment, Freed, Hopkins and
Teleman [9]). Pioneered by Adams and Greenlees [10], the general RO.G/–graded
stable homotopy theory found firm foundations in the fundamental book of Lewis, May
and Steinberger [22].

Despite the clear importance of the concept, beyond K-theory, calculations of RO.G/–
graded cohomology are few and far in between. Perhaps the most striking case is “or-
dinary” RO.G/–graded cohomology. Bredon [5] discovered Z–graded G–equivariant
cohomology associated with a coefficient system which is “ordinary” in the sense that
the cohomology of a point is concentrated in a single dimension. It was later discovered
(Lewis, May and McClure [20]) that such a theory becomes RO.G/–graded when
the coefficient system enjoys the structure of a Mackey functor (see Dress [8]), which
means that it allows building in an appropriate concept of transfer. Strikingly, the
RO.G/–graded coefficients were not known in any single nontrivial case.
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742 John Holler and Igor Kriz

Complete calculations of RO.Z=2/–graded coefficients, however, are important in
Real-oriented stable homotopy theory, because they exhibit the analogy with the
complex-oriented case. Real orientation was, once again, discovered first by Atiyah [3]
in the case of K-theory, and was subsequently extended to cobordism by Landweber [19].
RO.Z=2/–graded cohomology with coefficients in the Burnside ring Mackey functor
was calculated by Stong [21]. A systematic pursuit of real-oriented homotopy theory
was started by Araki [2], and developed further by Hu and Kriz [13] with many
calculations, including a complete calculation of the RO.G/–graded coefficients of
Landweber’s Real cobordism spectrum. In the process, Hu and Kriz [13] also calculated
the RO.Z=2/–graded ordinary cohomology of the “constant” Mackey functors Z
and Z=2 (ie the Mackey functors uniquely extending the constant coefficient systems).
A major development was the work of Hill, Hopkins and Ravenel [12], who partially
extended the calculations of [13] to Z=.2k/ (with special interest in kD 3), and applied
this to solving the Kervaire–Milnor problem by showing the nonexistence of manifolds
of Kervaire invariant 1 in dimensions > 126. A still more complete calculation of
RO.G/–graded ordinary equivariant cohomology of the constant Mackey functors
for G D Z=.2k/ was more recently given in Hu and Kriz [14].

Still, no calculations of RO.G/–graded cohomology beyond K-theory were known for
groups other than where G is a primary cyclic group. In a spin-off of their joint solution
with Ormsby [16] of Thomason’s homotopy limit problem for Hermitian K-theory,
Hu and Kriz [15] computed the RO.G/–graded coefficients of topological Hermitian
cobordism, which has G D Z=2�Z=2. However, this is a rather special case, where
many periodicities occur.

The purpose of the present paper is to calculate the RO.G/–graded coefficients of
the ordinary equivariant cohomology of the “constant” Z=2 Mackey functor for
G D .Z=2/n . There are several reasons to focus on this case. The group .Z=2/n

has an exceptionally simply described real representation ring, thus eliminating the
need to handle representation-theoretical exceptions such as distinguishing between
real and complex (let alone, quaternionic) representations. The coefficients Z=2 are
more convenient than Z, since they eliminate the need to consider extensions. Despite
all this, the complete answer is complicated, however, and in general, we are only able
to present it in the form of the cohomology of an n–stage chain complex.

Our method is based on isotropy separation, a term coined by Greenlees and May [11],
to mean considering separately the contributions of subgroups of G . An isotropy
separation spectral sequence was developed in Abram and Kriz [1], but we use a
different spectral sequence here. The reason is that in [1], we are not concerned
with RO.G/–graded coefficients, but rather with computing the complete Z–graded
coefficients of equivariant complex cobordism of a finite abelian group G as a ring.

Algebraic & Geometric Topology, Volume 17 (2017)
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Based on generalizing the method of Kriz [17] in the case of G D Z=p , in the case
of Z–graded equivariant complex cobordism, one can set up a spectral sequence of
rings which collapses to E2 in a single filtration degree. This means that the complete
ring structure can be recovered, which is a special property of complex cobordism. It
is worth mentioning that the spectral sequence of [1] contains many “completed” (for
example, uncountable) terms.

The case of ordinary RO.G/–graded equivariant cohomology is quite different, however,
in that the spectral sequence fails to collapse to a single degree. Even for G D Z=p ,
we observe that a part of the coefficients are in filtration degree 0 and a part in
filtration degree �1 (graded homologically). This caused us to give up, at least for
now, calculating the complete ring structure, and use a spectral sequence which is more
amenable to calculations instead.

Another key ingredient in our computation is the concept of geometric fixed points
of an RO.G/–graded equivariant cohomology theory. This concept was introduced
(using a different terminology) by tom Dieck [6], who calculated the geometric fixed
points of equivariant complex cobordism. As far as we know, the term geometric fixed
points was coined by Greenlees and May, and is recorded in Lewis, May, Steinberger
and McClure [22]. Unlike actual fixed points, the geometric fixed point coefficients
are periodic with respect to all nontrivial irreducible real representations of G . Thus,
instead of RO.G/–graded, the geometric fixed points are, again, only Z–graded. This
is a big advantage in expressing the answer. Note that the ring RO..Z=2/n/ is huge: it
is the free abelian group on 2n generators! On the downside, the term “geometric” fails
to carry the expected implications in the case of ordinary equivariant cohomology: we
know of no geometry that would help calculating them. Still, in the case G D .Z=2/n ,
a complete calculation of the geometric fixed point ring of HZ=2 is possible using
spectral sequence methods. This is our Theorem 2.

The main method of this paper is, basically, setting up another spectral sequence which
enables the calculation of the coefficients of HZ=2.Z=2/n by investigating how they
differ from the coefficients of the geometric fixed points. There results a spectral
sequence, which, in a fairly substantial range of RO.G/–graded dimensions, collapses
to E2 in degree 0. More precisely, the range is, graded homologically, suspensions by
elements of RO.G/ where summands of nontrivial irreducible representations occur
with nonpositive coefficients. Alternately, graded cohomologically, this is the range
of suspensions by actual representations, possibly minus a trivial representation. (As it
turns out, however, in this case, when the trivial representation has a negative coefficient,
the cohomology group is 0.) In this case, we can both recover the complete ring struc-
ture, since the ring embeds into the ring of geometric fixed points tensored with RO.G/.
We also have a nice concise formula for the Poincaré series in this case (Theorem 5).

Algebraic & Geometric Topology, Volume 17 (2017)
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In the case of completely general RO.G/–dimension with G D .Z=2/n , we are only
able to give a spectral sequence in n filtration degrees, which collapses to E2 and calcu-
lates the RO.G/–graded coefficient group of HZ=2G . Thus, this gives an algebraically
defined chain complex whose homology are the desired groups (Theorem 7). We give
an example of a complete calculation of the Poincaré series of the RO.G/–graded
coefficients of HZ=2Z=2�Z=2 (the case nD 2), which clearly shows that the answer
gets complicated, and additional complications arise for n� 3.

The present paper is organized as follows: In Section 2, we introduce the necessary con-
ventions and notation. In Section 3, we compute the geometric fixed points. In Section 4,
we compute the coefficients in dimensions involving elements of RO.G/ where non-
trivial irreducible representations have nonpositive coefficients (graded homologically).
In Section 5, we calculate the chain complex computing the complete RO.G/–graded
coefficients of HZ=2G for G D .Z=2/n . In Section 6, we treat the example of nD 2.
The authors apologize to the readers for not stating their theorems in the introduction.
Even in the prettiest cases, the theorems involve quite a lot of notation and technical
prerequisites. We prefer to state them properly in the text.

Recent developments: odd primes, and hyperplane arrangements While this pa-
per was under review, several developments took place. A generalization of the present
result to .Z=p/n for p an odd prime was found by Holler. The authors also found out
that the ring described in Theorem 2 is a previously known object in algebraic geometry,
related to a certain compactification of complements of hyperplane arrangements
referred to as the reciprocal plane.

More concretely, for a set S D fz˛g of equations of hyperplanes through 0 in an affine
space Spec.F Œu1; : : : ; un�/ of a field F , one considers the subring RS of

(1)
� Y
˛2S

z˛

��1
F Œu1; : : : ; un�

generated by the elements z�1˛ (which correspond to our elements x˛ ). The ring
was first described by Terao [24], and a particularly nice presentation was found
by Proudfoot and Speyer [23]. In the case of an odd prime p , one deals analogously
with the subring „S of

(2)
� Y
˛2S

z˛

��1
F Œu1; : : : ; un�˝F ƒ.du1; : : : ; dun/

generated by z�1˛ and d log.z˛/, which are topologically in dimensions 2 and 1,
respectively. The analogues of the constructions of [23; 24] in this graded-commutative
case, and the reciprocal plane compactification, were recently worked out by S Kriz [18].

Algebraic & Geometric Topology, Volume 17 (2017)
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Our emphasis is quite different form the authors of [23; 24], who, doing classical alge-
braic geometry, were mostly interested in characteristic 0. Their arguments, however,
work in general. The ring described in Theorem 2 (and its Z=p analogue discovered by
Holler, ie the geometric fixed point ring of HZ=pG where G D .Z=p/n ) is related to
the hyperplane arrangement of all hyperplanes through 0 in the n–dimensional affine
space over Z=p . It follows, however, from the descriptions of [23; 24; 18] that for a
subset S 0 of a hyperplane arrangement S , the ring RS 0 (resp. „S 0 ) is a subring of RS
(resp. „S ). It follows in turn that for every hyperplane arrangement in G D .Z=p/n ,
the Z–graded part of the coefficient ring of the spectrumV

˛2S
S1˛ ^HZ=pG

is RS for p D 2, and „S for any odd prime p .

2 Conventions and notation

Throughout this paper, let G D .Z=2/n . Then the real representation ring of G is
canonically identified as

RO.G/D ZŒG��;

where G� D Hom.G;Z=2/. Recall [22] that for H � G , we have the family F ŒH �
consisting of all subgroups K �G with H ªK . (In the case of H DG , we see that
F ŒG� is simply the family P of proper subgroups of G .) Recall further that for any
family F (a set of subgroups of G closed under subconjugation, which is the same as
closed under subgroups, as G is commutative), we have a cofibration sequence

EFC! S0!eEF ;

where EF is a G–CW-complex whose K–fixed point set is contractible when K 2 F
and empty otherwise. For our choice of G , we may then choose a model

(3) BEF ŒH � D
V

˛2G�

˛jH¤0

S1˛:

Here S1˛ is the direct limit of Sn˛ with respect to the inclusions

(4) S0! S˛

given by sending the non-basepoint to 0. The other construction we use is the fam-
ily F.H/ of all subgroups of a subgroup H �G . We will write simply

EG=H DEF.H/:

Algebraic & Geometric Topology, Volume 17 (2017)
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The cardinality of a finite set S will be denoted by jS j. We will also adopt a convention
from [13] where, for an RO.G/–graded spectrum E , the Z–indexed coefficients
(D homotopy groups) of E are denoted by E� , while the RO.G/–indexed coefficients
will be denoted by E? . As is customary, we will also denote by S.V / the unit sphere
of a representation V , while by SV we denote the 1–point compactification of V . The
RO.G/–graded dimension of a homogeneous element x 2E? will be denoted by jxj.

3 The geometric fixed points

In this section, we compute the coefficients of the geometric fixed point spectrum
ˆGHZ=2. We have

(5) ˆGHZ=2D .BEF ŒG� ^HZ=2/G :

By (3), suspension of HZ=2 by any nontrivial irreducible real representation of G
gives an isomorphism on coefficients, so the coefficients

�
ˆG†‹HZ=2

�
�

are only
Z–graded, not RO.G/–graded. More specifically, we have a cofibration sequence

(6) EG=Ker.˛/C! S0! S1˛;

so smashing over all nontrivial 1–dimensional representations ˛ , using (3), we may
represent

BEF ŒG� ^HZ=2

as the iterated cofiber of a .2n�1/–dimensional cube of the form

(7) HZ=2^
V

0¤˛2G�
.EG=Ker.˛/C! S0/:

Taking coefficients in (7) then gives a spectral sequence converging to ˆGHZ=2� .
Now also note that

(8) EG=H1 � � � � �EG=Hk 'EG=.H1\ � � � \Hk/:

From this, we can calculate the spectral sequence associated with the iterated cofiber
of the cube (7). Let us grade the spectral sequence homologically, so the term HZ=2� ,
which equals Z=2, is in E10;0 . The rest of the E1–term is then given as

(9) E1p;� D
M
S2Sp

SymZ=2

��
G=
T
fKer.˛/ j ˛ 2 Sg

���
�yS ;

where Sp is the set of all subsets of G� X f0g of cardinality p . (The last factor yS
of (9) is only a generator written to distinguish the summands.) Now the E2–term can
also be calculated using the following:

Algebraic & Geometric Topology, Volume 17 (2017)
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Lemma 1 Consider the differential @ on

Qn D Z=2fyS j S � .Z=2/
n
X f0gg

given by

(10) @.yS /D
X
s2S

hSXfsgiDhSi

ySXfsg:

Then the homology is the Z=2–vector space (freely) generated by a set Fn described
inductively as follows:

F1 D fy∅; yf.1/gg;

Fn D Fn�1[fyS[fxg j S 2 Fn�1; x 2 .Z=2/
n�1
� f1gg:

In other words, Fn consists of the basis elements yS where S are all the Z=2–linearly
independent (in G� ) subsets in (not necessarily reduced) row echelon form with respect
to reversed order of columns (so the first pivot is in the last possible column etc).

Proof Consider a differential on Qn given by

(11) d.yS /D
X
s2S

ySXfsg:

Then the homology is 0 for n > 0 and Z=2 for nD 0. Now consider an increasing
filtration on Qn by making the filtration degree 
.S/ of a basis element yS equal to
rankhSi, the rank of the Z=2–vector space generated by S . Then the E1–term is what
we are trying to calculate.

On the other hand, in the answer C D Z=2.Fn/ suggested in the statement of the
lemma (which, note, consists of elements of E1 ), the formula for d1 is the same as
the formula (11) for d . We claim that

(12) H�.C; d/D 0:

To see this, note that for any fixed nonempty set S in row echelon form, the subcomplex
CS generated by yS 0 subsets of S 0 � S is just a tensor product of copies of

(13) Z=2 Š�!Z=2;

and hence satisfies
H�.CS ; d /D 0:

On the other hand, C for n > 0 is a sum of the complexes CS where S ranges over
maximal linearly independent subsets of .Z=2/n in row echelon form (ie those which
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have exactly n elements), while the intersection of any subset of those complexes

CS1\���\Sk D CS1 \ � � � \CSk

has zero homology because

.1; 0; : : : ; 0/ 2 S1\ � � � \Sk

and hence S1\ � � � \Sk ¤∅. This implies (12).

Now the statement follows by induction on n using comparison theorems for spectral
sequences. More concretely, if we denote by C 0 � C the subcomplex generated by
linearly independent subsets S with jS j< n, and Q0 �Qn the subcomplex generated
by sets S which span a subspace of dimension < n, then the induction hypothesis
(given that an intersection of vector subspaces is a vector subspace), shows that the
embedding C �Qn restricts to a quasi-isomorphism

(14) C 0 �Q0:

Since the homologies of both C and Qn are 0, we see that the homomorphism on
degree n subcomplexes must induce an isomorphism on homology, thus implying that
the degree n part of the E1–term of our spectral sequence for Qn is just the degree n
part of C (which is, of course, isomorphic to Z=2).

Now by Lemma 1, the E2–term of the spectral sequence of the cube (7) is

(15) E2 D
M
S2Fn

SymZ=2

��
G=

T
fKer.˛/ j ˛ 2 Sg

���
�yS

(where we make the identification G� Š .Z=2/n ).

Now consider, for 0¤ ˛W G! Z=2, the map

(16) f˛W ˆ
G=Ker.˛/HZ=2� Dˆ

G=Ker.˛/.HZ=2/Ker.˛/
� !ˆGHZ=2�:

It is fairly obvious that for n D 1 the spectral sequence associated with the (1–
dimensional) cube (7) collapses to E1 and that in fact

(17) ˆG=Ker˛HZ=2� D Z=2Œx˛�;

where in the spectral sequence, the element x˛ is filtration degree 1 and is represented
by the set f.1/g if we make the identification G=Ker.˛/Š Z=2. We will also denote
the image under (16)

f˛.x˛/ 2ˆ
GHZ=2

by x˛ .
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Theorem 2 We have

(18) ˆG�HZ=2DZ=2Œx˛ j ˛ 2G
�
Xf0g� =.x˛xˇ Cx˛x
Cxˇx
 j ˛CˇC
 D 0/;

where the classes x˛ are in dimension 1.

Before proving the theorem, it is useful to record the following algebraic fact:

Proposition 3 Let f˛1; : : : ; ˛kg be a minimal Z=2–linearly dependent subset of
G� X f0g, where k � 3. Then the ring Rn on the right-hand side of (18) satisfies

(19) �k�1.x˛1 ; : : : ; x˛k /D 0:

(Here �i denotes the i th elementary symmetric polynomial.)

Proof We will proceed by induction on k . For k D 3, this is by definition. Suppose
k > 3 and suppose the statement is true with k replaced by k � 1. Compute in Rn ,
where we denote ˇ D ˛k�1C˛k :

(20) �k�1.x˛1 ; : : : ;x˛k /

D.x˛kCx˛k�1/.x˛1� � �x˛k�2/Cx˛kx˛k�1�k�3.x˛1 ; : : : ;x˛k�2/

D.x˛kCx˛k�1/.x˛1� � �x˛k�2/C.x˛kCx˛k�1/xˇ�k�3.x˛1 ; : : : ;x˛k�2/

D.x˛kCx˛k�1/�k�2.xˇ ;x˛1 ; : : : ;x˛k�2/:

Now fˇ; ˛1; : : : ; ˛k�2g is also a minimal linearly dependent set (note that minimal-
ity is equivalent to the statement that ˛1; : : : ; ˛k�1 are linearly independent and
˛1C � � �C˛k D 0). Therefore, the right-hand side of (20) is 0 in Rn by the induction
hypothesis.

Proof of Theorem 2 We know that ˆG�HZ=2 is a ring, since ˆGHZ=2 is an
E1–ring spectrum. By (16), we know that the elements x˛ represent elements of
ˆG�HZ=2, and hence polynomials in the elements x˛ do as well. Now it is important
to note that (15) is not a spectral sequence of rings. However, there are maps arising
from smashing n cubes (7) (over HZ=2) for nD 1, and from this, it is not difficult to
deduce that for S linearly independent, a monomial of the form

(21)
Y
s2S

xrss where rs � 1

is represented in (15) by

(22) S �
Y
s2S

xrs�1s :

(Note that by Lemma 1, for S not linearly independent, (22) does not survive to E2 .)
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By Lemma 1, we know that such elements generate the E2–term as a Z=2–module, so
we have already proved that the spectral sequence associated with the cube (7) collapses
to E2 .

Now counting basis elements in filtration degree 2 shows that ˆG�HZ=2 must have a
quadratic relation among the elements x˛ , xˇ , x
 when

˛CˇC 
 D 0:

(It suffices to consider nD 2.) The relation must be symmetric and homogeneous for
reasons of dimensions, so the possible candidates for the relation are

(23) x˛xˇ C x˛x
 C xˇx
 D 0

or

(24) x˛xˇ C x˛x
 C xˇx
 C x
2
˛C x

2
ˇ C x

2

 D 0:

We will prove the theorem by finding a basis of the monomials (21) of the ring on the
right-hand side of (18) and matching them, in the form (22), with the E2–term (15).

Before determining which of the relations (23), (24) is correct, we observe (by induction)
that the ring Rn given by relation (23) satisfies (with the identification G� Š .Z=2/n )

(25) Rn DRn�1˝Z=2Œx.0;:::;0;1/�C
X

˛2..Z=2/n�1Xf0g/�f1g

Rn�1˝ x˛ �Z=2Œx˛�

and that the ring R0n obtained from the relations (24) satisfies a completely analogous
statement with Ri replaced by R0i . By the identification between (21) and (22), we
see that we obtain a Z=2–module of the same rank as the E2–term of the spectral
sequence of (7) in each dimension if and only if the sum (25) for each n is a direct sum
(and similarly for the case of R0n ). Since we already know that the spectral sequence
collapses to E2 , we know that this direct sum must occur for whichever relation (23)
or (24) is correct, and also that the “winning” relation (23) (resp. (24)), ranging over
all applicable choices of ˛ , ˇ and 
 generates all the relations in ˆG�HZ=2.

We will complete the proof by showing that (24) generates a spurious relation, and
hence is eliminated. This cannot be done for n D 2, as we actually have R2 Š R02
via the (nonfunctorial isomorphism) replacing the generators x˛ , xˇ and x
 with
x˛C xˇ , x˛C x
 and xˇ C x
 .

We therefore must resort to nD 3. Let ˛1 D .1; 0; 0/, ˛2 D .0; 1; 0/, ˛3 D .0; 0; 1/,
˛4D .1; 1; 1/. Applying the computation (20) in the proof of Proposition 3 to compute
�3.x˛1 ; x˛2 ; x˛3 ; x˛4/ in the ring R03 , we obtain

�3.x˛1 ; x˛2 ; x˛3 ; x˛4/D .x˛1Cx˛2/.x
2
˛3
Cx2˛4Cx

2
ˇ /C.x˛3Cx˛4/.x

2
˛1
Cx2˛2Cx

2
ˇ /:
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As this is clearly not symmetrical in x˛1 , x˛2 , x˛3 , x˛4 , by permuting (say, using a
4–cycle) and adding both relations, we obtain a spurious relation in dimension 3 and
filtration degree 2, which shows that the analogue of (25) with Ri replaced by R0i fails
to be a direct sum for nD 3, thereby excluding the relation (24), and completing the
proof.

From the fact that (25) is a direct sum, we obtain the following:

Corollary 4 The Poincaré series of the ring Rn is

1

.1� x/n

nY
iD1

.1C .2i�1� 1/x/:

4 The coefficients of HZ=2 suspended by a G–representation

In this section, we will compute explicitly the coefficients of HZ=2 suspended by

(26) V D
X

˛2G�Xf0g

m˛˛

with m˛ � 0.

Theorem 5 (i) For m˛�0 and G�Š .Z=2/n , recalling (26), the Poincaré series of

†VHZ=2�
is

(27) 1

.1�x/n

� X
.Z=2/kŠH�G�

.�1/k
� n�kY
iD1

.1C .2i�1� 1/x/

�
xl
�

where
l D kC

X
˛2HXf0g

m˛:

(ii) For m˛ � 0, the canonical map

†VHZ=2! BEF ŒG� ^HZ=2

(given by the smash product of the inclusions Sm˛˛!S1˛ ) induces an injective
map on Z–graded homotopy groups.

We need the following purely combinatorial result. Leth n
k

i
D
.2n� 1/ � .2n�1� 1/ � � � .2n�kC1� 1/

.2k � 1/ � .2k�1� 1/ � � � .21� 1/
:
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Note that this is the number of k–dimensional Z=2–vector subspaces of .Z=2/n . The
following statement amounts to part (i) of Theorem 5 for m˛ D 0.

Lemma 6 We have

nX
kD0

.�1/k
h n
k

i
xk

n�kY
iD1

.1C .2i�1� 1/x/D .1� x/n:

Proof Induction on n. We haveh n
k

i
D

h n�1
k

i
C 2n�k

h n�1
k�1

i
;

so by the induction hypothesis,

nX
kD0

.�1/k
hn
k

i
xk

n�kY
iD1

.1C .2i�1� 1/x/

D

nX
kD0

.�1/k
�hn�1

k

i
C 2n�k

hn�1
k�1

i�
xk

n�kY
iD1

.1C .2i�1� 1/x/:

Splitting the right-hand side into two sums, we get

n�1X
kD0

.�1/k
hn�1
k

i
xk

n�kY
iD1

.1C .2i�1� 1/x/

C

nX
kD1

.�1/k2n�k
hn�1
k�1

i
xk

n�kY
iD1

.1C .2i�1� 1/x/

D .1� x/nC

n�1X
kD0

.�1/k
hn�1
k

i
xk

n�k�1Y
iD1

.1C .2i�1� 1/x/2n�k�1

C

nX
kD1

.�1/k2n�k
hn�1
k�1

i
xk

n�kY
iD1

.1C .2i�1� 1/x/

D .1� x/n:

Proof of Theorem 5 We will proceed by induction on n. Assume (i) and (ii) are true
for lower values of n. Then, for the given n, we proceed by induction on

`D jf˛ 2G� jm˛ > 0gj:
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For `D0, (i) follows from Lemma 6 and (ii) is obvious (by ring structure of ˆGHZ=2).
Suppose `� 1 and (i), (ii) are true for lower values of `. Setting

(28) V` D
X̀
iD1

m˛i˛i ;

we will study the effect on coefficients .‹/� of the cofibration sequence

(29) S.m`˛`/C ^†
V`�1HZ=2 // †V`�1HZ=2 // †V`HZ=2:

First, we observed that the first map factors through the top row of the diagram:

(30)

.EG=Ker˛`/C ^†V`�1HZ=2 //

��

†V`�1HZ=2

��

.EG=Ker˛`/C ^BEF ŒG�^HZ=2 // BEF ŒG�^HZ=2

Next, the right column of (30) is injective on .‹/� by (ii) for `� 1, and hence the top
row, and hence also the first map (29), is 0 on .‹/� .

Now the Poincaré series of

(31) .S.m`˛`/C ^†
V`�1HZ=2/G�

is
1�xm`

1�x
times the Poincaré series of

(32) .†V`�1HZ=2/Ker˛`
� ;

which, when multiplied by x and added to the Poincaré series of

.†V`�1HZ=2/G� ;

is (27) by the induction hypothesis. This proves (i).

To prove (ii), we observe that the elements of (31) are generated by powers of x˛`
multiplied by elements of (32), so again, we are done by the induction hypothesis.

5 The complex calculating RO.G/–graded coefficients

To calculate the RO.G/–graded coefficients of HZ=2G in dimensions given by virtual
representations, we introduce another spectral sequence. In fact, we will again use the
cofibration sequence (6), but we will rewrite it as

(33) S0! S1˛!†EG=Ker.˛/C:
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We will smash the second maps of (33) over all ˛ 2G� X f0g, to obtain a cube

(34)
V

˛2G�Xf0g
.S1˛!†EG=Ker.˛/C/

whose iterated fiber is S0 . Our method is to smash with HZ=2G and take RO.G/–
graded coefficients to obtain

(35)
� V
˛2G�Xf0g

.S1˛!†EG=Ker.˛/C/^HZ=2
�
?
;

thus yielding a spectral sequence calculating HZ=2? .

However, there is a key point to notice which drastically simplifies this calculation.
Namely, smashing (6) with EG=Ker.˛/C , the first morphism becomes an equivalence,
thus showing that

(36) EG=Ker.˛/C ^S
1˛
' �:

Together with (8), this shows that the only vertices of the cube (34) which are nonzero
are actually those of the form where all the elements ˛ for which we take the term
S1˛ in (34) are those not vanishing on some subgroup A�G , while those elements ˛
for which we take the term †EG=Ker.˛/C are those nonzero elements of G� which
do vanish on A, ie nonzero elements of .G=A/� . The corresponding vertex of (34) is
then a suspension of

(37) grA.S
0/DEG=AC ^BEF ŒA�:

We also put
grA.HZ=2/D grA.S

0/^HZ=2:

Because of the high number of zero terms, the spectral sequence may be regraded
by rankZ=2.A/, thus having only n, instead of 2n � 1, filtration degrees. (Note that
the cube (34) may be reinterpreted as a “filtration” of the spectrum S0 ; from this point
of view, we have simply observed that many of the filtered parts coincide.)

It is now important, however, to discuss the grading seriously. Since we index coef-
ficients homologically, we will write the spectral sequence in homological indexing.
Additionally, we want the term grG.S

0/ be in filtration degree 0 (since that is where
the unit is). Thus, the (homologically indexed) filtration degree of (37) is

p D rank.A/�n

(a nonpositive number). Thus,

�k

�XP
˛2G�Xf0gm˛˛grA.HZ=2/

�
�E1rank.A/�n;kCn�rank.A/;

Algebraic & Geometric Topology, Volume 17 (2017)



On RO.G/–graded equivariant “ordinary” cohomology where G is a power of Z=2 755

or, put differently, for a given choice of the elements m˛ ,

(38) E1p;q D
M

rank.A/DnCp

�qCp�
P
m˛˛ grA.HZ=2/ for p D�n; : : : ; 0:

We will next describe explicitly the differential

(39) d1W E1p;q!E1p�1;q:

Let us first introduce some notation. To this end, we need to start out by describing the
E1–term more explicitly.

In effect, we can calculate grA.HZ=2/? by taking first the A–fixed points using
Theorem 2 with G replaced by A, and then applying the Borel homology spectral
sequence for G=A. This spectral sequence collapses because there exists a splitting:

(40)
A

�
//

D
��

G

r
��

A

However, the splitting is not canonical, and this is reflected by the choice of generators
we observe. More explicitly, the splitting determines for each representation

0¤ ˇW A! Z=2

an extension
žW G! Z=2:

One difficulty with describing Borel homology is that it does not naturally form a ring.
Because of that, it is more convenient to describe first the coefficients of

(41) 
A.HZ=2/ WD F.EG=AC;BEF ŒA�/^HZ=2:

This is an (E1–) ring spectrum, and its ring of coefficients is given by

(42) 
A.HZ=2/? DMŒ.y˛u
�1
˛ /˙1�ŒŒy˛ j ˛ 2 .G=A/

�
X f0g��=.y˛C˛0 �y˛ �y˛0/

where

M D Z=2Œx ž; u
˙1
ž
; u˙1
žC˛
j ˇ 2 A� X f0g; ˛ 2 .G=A/� X f0g�

=.xz̨x žC xz̨xz
 C x žxz
 j ˛CˇC 
 D 0/

and the RO.G/–graded dimensions of the generators are

ju
 j D �
; jx
 j D 1 and jy
 j D �1:
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We may then describe grA.HZ=2/? as the .dimZ=2.G=A//
th (D only nontrivial) local

cohomology module of the ring 
A.HZ=2/ with respect to the ideal generated by the
elements y˛ . Note that after taking A–fixed points first, this is the usual computation of
G=A–Borel homology from the corresponding Borel cohomology. Recall that H�I .R/
for a finitely generated ideal I of a commutative ring R is obtained by choosing finitely
many generators y1; : : : ; y` of I , tensoring, over R , the cochain complexes

R! y�1i R

(with R in degree 0) and taking cohomology. It is, canonically, independent of the
choice of generators. In the present case, we are simply dealing with the power series
ring R in dimZ=2.G=A/ generators over a Z=2–algebra, and the augmentation ideal.
Taking the defining generators of the power series ring, we see immediately that only
the top local cohomology group survives.

We note that the basic philosophy of our notation is

(43) “y˛ D x�1˛ ”:

As a first demonstration of this philosophy, let us investigate the effect of a change of
the splitting (40). Writing metaphorically

(44) x žC˛x žC x žC˛x˛C x žx˛ D 0;

we get

(45) x žC˛x žy˛C x žC˛C x ž D 0;

from which we calculate

(46) x žC˛ D x ž.1C x žy˛/
�1
D

1X
kD0

xkC1
ž

yk˛ :

This formula is correct in 
A.HZ=2/? and hence can also be used in the module
grA.HZ=2/? .

Next, we will describe the differential d1 of (38). These connecting maps will be the
sums of maps of degree �1 of the form

(47) dAB W grA.HZ=2/?! grB.HZ=2/?;

where B �A is a subgroup with quotient isomorphic to Z=2. Let ˇW A!Z=2 be the
unique nontrivial representation which vanishes when restricted to A. The key point is
to observe that the canonical map

(48) EG=AC ^BEF ŒB� ^S1ž �!� EG=AC ^BEF ŒA�
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is an equivalence, and hence (47) can be calculated by smashing with HZ=2 the
connecting map

(49) EG=AC ^BEF ŒB� ^S1ž!†EG=BC ^BEF ŒB�:

Consequently, (47) is a homomorphism of 
AHZ=2?–modules, and is computed, just
like in dimension 1, by making the replacement

x ž 7! y�1
ž

and multiplying by y ž . (Note that independence of the splitting ž at this point follows
from topology; it is a nontrivial fact to verify purely algebraically.)

We have thereby finished describing the differential d1 of the spectral sequence (38).
The main result of the present section is the following:

Theorem 7 The spectral sequence (38) collapses to E2 .

We will first prove some auxiliary results.

Lemma 8 The Borel homology spectral sequence of any cell HZ=2G –module with
cells

(50) †‹GC ^HZ=2

collapses to E2 .

Proof Taking G–fixed points, we obtain a cell HZ=2–module with one cell for each
cell (50). Now the homotopy category of HZ=2–modules is equivalent to the derived
category of F2–vector spaces, and a chain complex of F2–modules is isomorphic to a
sum of an acyclic module and suspensions of F2 .

Lemma 9 Let G and H be finite groups, let X be an G–cell spectrum, and let Y be
an H –cell spectrum (all indexed over the complete universe). Then

.HZ=2G�H ^ i]X ^ j]Y /
G�H

' .HZ=2G ^X/
G
^HZ=2 .HZ=2H ^Y /

H :

Here on the left-hand side, i] is the functor introducing trivial H –action on a G–
spectrum and pushing forward to the complete universe, while j] is the functor
introducing trivial G–action on an H –spectrum and pushing forward to the complete
universe.
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Proof First consider Y D S0 . Then we have the forgetful map

.i]X ^HZ=2/G�H ! .X ^HZ=2/G

which is an equivalence because it is true on cells.

In general, we have a map

Z� ^T � ! .Z ^T /� ;

so take the composition

.X ^HZ=2/G ^ .Y ^HZ=2/H D .i]X ^HZ=2/G�H ^ .j]Y ^HZ=2/G�H

! .i]HZ=2^ j]Y ^HZ=2/G�H

! .i]X ^ j]Y /
G�H

(the last map coming from the ring structure on HZ=2). Then again this map is an
equivalence on cells, and hence an equivalence.

Lemma 10 Recalling again the notation (26), we have:

(a) The spectral sequence (35) for

(51) ��†
VHZ=2

with all m˛ � 0 collapses to the E2–term in filtration degree 0.

(b) Let m˛ � 0 for all ˛ and let

S D f˛ 2G� X f0g jm˛ ¤ 0g:

Suppose the subgroup of G� spanned by S has rank m. Then the spectral
sequence (35) for (51) collapses to E2 in filtration degree �m.

Proof Recall the notation (28). Let G�Xf0gD f˛1; : : : ; ˛2n�1g. When ˛k is linearly
independent of ˛1; : : : ; ˛k�1 , we have

(52) ��†
VkHZ=2Š ��.†

Vk�1HZ=2/G˝��.†
m˛k
HZ=2/Z=2;

where 
 is the sign representation of Z=2 by Lemma 9. Note that in the case (b), we
may, without loss of generality, assume mD n (ie that S spans G� ) and that what we
just said occurs for k D 1; : : : ; n and additionally that m˛i < 0 for i D 1; : : : ; n.

When ˛k is a linear combination of ˛1; : : : ; ˛k�1 , and m˛k ¤ 0, we use the cofibration
sequence

(53) S.m˛k˛k/C ^†
Vk�1HZ=2!†Vk�1HZ=2!†VkHZ=2
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in the case (a) and

(54) †VkHZ=2!†Vk�1HZ=2!DS.�m˛k˛k/C ^†
Vk�1HZ=2

in the case (b). If we denote each of these cofibration sequences symbolically as

A! B! C;

then in the case (a), (53) gives a short exact sequence of the form

(55) 0!E1A!E1B!E1C ! 0

of the spectral sequence of (35) where in the A–term, we replace G by Ker.˛k/ and
HZ=2 by S.mk˛k/C ^HZ=2. By the induction hypothesis, however, the homology
of E1A is concentrated in the top filtration degree, which is �1 from the point of view
of G , and the homology of E1B is concentrated in filtration degree 0, so the long
exact sequence in homology gives

(56) 0!E2!E2C !†E2A! 0;

which is all in filtration degree 0, so our statement follows.

In the case (b), by our assumptions, we have k > n. Additionally, (54) gives a short
exact sequence

(57) 0!†�1E1C !E1A!E1B! 0;

but by the induction hypothesis (using the fact that a set of generators of G� projects
to a set of generators of the factor group Ker.˛k/� ), the homology of the first and last
term is concentrated in filtration degree �n, so (57) translates to the same short exact
sequence with E1 replaced by E2 , which is entirely in filtration degree �n, and the
statement follows.

To continue the proof of Theorem 7, let again

G� X f0g D f˛1; : : : ; ˛2n�1g:

Consider

(58) †V2n�1HZ=2;

and let, this time, without loss of generality,

m˛1 ; : : : ; m˛q < 0 and m˛qC1 ; : : : ; m˛2n�1 � 0:

Let A D Ker.˛1/ \ � � � \ Ker.˛q/. We will consider the sequence of cofibrations
(53) with q � k < 2n� 1. Resolving this recursively, we may consider this as a cell
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object construction in the category of HZ=2G –modules, with “cells” of the form of
suspensions (by an integer) of

(59) G=.Ker. j̨1/\� � �\Ker. j̨p //C ^†
VqHZ=2 where q<j1< � � �<jp�2n�1:

By the degree of a cell c , we shall mean the number

deg.c/D n� rank.Ker. j̨1/\ � � � \Ker. j̨p //;

and by the A–relative degree of c , we shall mean

degA.c/D rank.G=A/�rank
�
Ker. j̨1/\� � �\Ker. j̨p / =Ker. j̨1/\� � �\Ker. j̨p /\A

�
:

We see easily from the construction that cells of a given degree are attached to cells of
strictly lower degree, and that cells of a given A–relative degree are attached to cells of
lesser or equal A–relative degree. (Roughly speaking, “more free” cells are attached to
“less free” ones.)

Lemma 11 The spectral sequence arising from the cube (35) with HZ=2 replaced by
the complex formed by our “cells” of A–relative degree d collapses to E2 concentrated
in filtration degree d � rank.G=A/.

Proof Within a given A–relative degree d , attaching cells of each consecutive degree
results in a short exact sequence of the form (55) where the first two terms collapse
to E2 in filtration degree d � rank.G=A/� 1 and d � rank.G=A/, respectively. Thus,
there results a short exact sequence of the form (56) in filtration degree d � rank.G=A/,
as claimed.

(The rest of) the proof of Theorem 7 Filtering cells of (58) by A–relative degree,
we obtain a spectral sequence E converging to E2 of the spectral sequence of the
cube (35) for (58). By Lemma 11, all the terms will be of the same (35)-filtration
degree � rank.G=A/, which is the complementary degree of E . (Note that in this
discussion, we completely ignore the original topological degree.) Thus, being con-
centrated in one complementary degree, E collapses to E2 in that complementary
degree.

However, by precisely the same arguments, we can write a variant zE of the spectral
sequence E in homotopy groups (rather than (35) E1–terms) of the filtered pieces
of (58) by A–relative degree. By Lemma 11, zE 1 Š E1 , and d1

zE
, d1E have the same

rank (since they are computed by the same formula). It follows that zE 2 Š E2 , both
collapsing to a single complementary degree. Therefore, it follows that E2 (of the
spectral sequence associated with (35) for (58)) is isomorphic to the homotopy of (58),
and hence the spectral sequence collapses to E2 by a counting argument.
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6 Example: n D 2

In the case n D 2, there are only three sign representations ˛ , ˇ , 
 which play a
symmetrical role and satisfy

(60) ˛CˇC 
 D 0 2G�;

which means that the Poincaré series of the homotopy

(61) ��.†
k˛C`ˇCm
HZ=2/

can be written down explicitly.

First recall that by Theorem 5, for k; `;m� 0, the Poincaré series is

(62) 1

.1�x/2
.1C x� x1Ck � x1C`� x1CmC x2CkC`Cm/:

If k; ` < 0 and m� 0, by the proof of Lemma 10, the formula (62) is still valid when
multiplied by x�2 (since all the homotopy classes are in filtration degree �2).

If k; `<0 and m>0, in the proof of Theorem 7, AD0, so the A–relative degree and the
degree coincide. Further, by (60) and our formula for the differential d1 of the spectral
sequence of (35), the differential d1E has maximal possible rank (ie “everything that
can cancel dimensionwise will”). We conclude that the E2 is concentrated in filtration
degrees �1 and �2. By the cancellation principle we just mentioned, the Poincaré
series can still be recovered from the formula (62). If we write the expression (62) as

(63) PC.x/�P�.x/;

where PC.x/ (resp. �P�.x/) is the sum of monomial summands with a positive
coefficient (resp. with a negative coefficient) then the correct Poincaré series in this
case is

x�2PC.x/C x
�1P�.x/;

the two summands of which represent classes in filtration degree �2 and �1, respec-
tively.

Similarly, one shows that if k; `� 0 and m< 0, the E2 collapses to filtration degrees
0 and �1, and the Poincaré series in this case is

PC.x/C x
�1P�.x/:

All other cases are related to these by a symmetry of .Z=2/2 .

Remark It might seem natural to conjecture that the classes of different filtration
degrees in E2 may be of different dimensions, with a gap between them (evoking the

Algebraic & Geometric Topology, Volume 17 (2017)



762 John Holler and Igor Kriz

“gap condition” which was proved for Z=2 in [13], and made famous for the group Z=8
by the Hill, Hopkins and Ravenel [12] work on the Kervaire invariant 1 problem).
However, one easily sees that for n � 3, classes of different filtration degrees may
occur in the same dimension. For example, by Lemma 9 and by what we just proved,
such a situation always occurs for ��†4˛C4ˇ�2
C4ıHZ=2 where ˛ , ˇ , 
 are the
three sign representations of Z=2�Z=2�Z=2 factoring through the projections to
the first two copies of Z=2, and ı is the sign representation which factors through the
projection onto the last Z=2.
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Homotopy theory of cocomplete quasicategories

KAROL SZUMIŁO

We prove that the homotopy theory of cocomplete quasicategories is equivalent to
the homotopy theory of cofibration categories. This is achieved by presenting both
theories as fibration categories and constructing an explicit exact equivalence between
them.

55U35; 18G55

Introduction

There are a few notions that formalize the concept of a cocomplete homotopy theory,
but it is not clear how they compare to each other. We consider two of them: cofibration
categories and cocomplete quasicategories and prove that they are indeed equivalent.
More precisely, our main result (Theorems 1.10, 2.14 and 4.9) is as follows.

Theorem Both the category of cofibration categories and the category of cocomplete
quasicategories carry structures of fibration categories and these two fibration categories
are equivalent.

These two models of cocomplete homotopy theories exemplify two different approaches
to abstract homotopy theory: homotopical algebra and higher category theory. Homo-
topical algebra refers broadly to the theory of categories with equivalences and some
further structure which provides tools for constructing derived functors. It was started
by Quillen when he introduced model categories [17], but there are other notions of
a similar flavor, eg (co)fibration categories, first defined by K Brown [6], which are
crucial in the present paper. Higher category theory refers, in this context, to various
models of .1; 1/–categories which provide the language to express homotopy coherent
universal properties. Examples of such models include quasicategories introduced
by Boardman and Vogt [5] and studied in detail by Joyal [14] and Lurie [16], Segal
categories introduced by Dwyer, Kan and Smith [9] and developed by Hirschowitz and
Simpson [12], and complete Segal spaces introduced by Rezk [18].

These (and other) notions of an .1; 1/–category are known to be equivalent to each
other by the results of Bergner [4] and Joyal and Tierney [15]. An abstract axiomatiza-
tion was also developed by Toën [25] and Barwick and Schommer-Pries [3]. Moreover,
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766 Karol Szumiło

Barwick and Kan [2; 1] established that these concepts are also equivalent to the notion
of a relative category, ie a category equipped with a class of weak equivalences and no
further structure.

Our main theorem can be seen as a structured version of the latter result that concerns
cocomplete homotopy theories as opposed to arbitrary ones. In particular, the compari-
son between cofibration categories and cocomplete quasicategories includes a direct
translation between homotopy colimits computed as derived functors of cofibration
categories and colimits in quasicategories characterized by homotopy coherent universal
properties. The result can be seen as an answer to a version of [13, Problem 8.2] which
asks for a comparison between the theories of model categories and complete Segal
spaces.

This paper is the last in the series of three that summarize the results of the author’s
thesis [21; 22] and relies heavily on the techniques of the previous two. The main
result of the first one [24] was existence of a fibration category of cofibration categories.
In the second one [23] we introduced the quasicategory of frames which is a new
construction of the .1; 1/–category associated to a cofibration category. In the present
paper we construct a fibration category of cocomplete quasicategories and prove that
the quasicategory of frames functor is an equivalence of fibration categories.

Section 2 contains the basic theory of quasicategories, which is mostly cited from
Joyal [14] and Dugger and Spivak [8]. In particular, we establish fibration categories of
quasicategories and of cocomplete quasicategories. This section contains no new results,
except possibly for the existence of the latter fibration category. (The completeness of
the homotopy theory of cocomplete quasicategories is discussed in Lurie [16], but it is
not stated in terms of fibration categories.)

In Section 4 we prove that Nf is a weak equivalence of fibration categories. To this
end we associate with every cocomplete quasicategory D a cofibration category DgD
called the category of diagrams in D. This yields a functor Dg which is not exact but
is an inverse to Nf up to weak equivalence. This suffices to conclude that Nf is an
equivalence of homotopy theories.

The results are parametrized by a regular cardinal number � and concern �–cocomplete
cofibration categories and �–cocomplete quasicategories. In Section 4 the arguments
split into two cases. First, we consider the easier case of � > @0 and then point out the
modifications necessary for the proof when � D @0 .

Acknowledgments This paper is based on a part of my thesis [21], which was written
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and, more specifically, Graduiertenkolleg 1150 “Homotopy and Cohomology” and
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is partially based upon work supported by the National Science Foundation under
Grant No. 0932078 000 while the author was in residence at the Mathematical Sciences
Research Institute in Berkeley, California, during the Spring 2014 semester.

I want to thank Clark Barwick, Bill Dwyer, André Joyal, Chris Kapulkin, Lennart Meier,
Thomas Nikolaus, Chris Schommer-Pries, Peter Teichner and Marek Zawadowski for
conversations on various topics which were very beneficial to my research.

I am especially grateful to Viktoriya Ozornova and Irakli Patchkoria for reading an
early draft of my thesis. Their feedback helped me make many improvements and
avoid numerous errors.

Above all, I want to express my gratitude to my supervisor Stefan Schwede whose
expertise was always invaluable and without whose support this thesis could not have
been written.

1 Review of cofibration categories

Our results are based on the techniques of [24; 23] and we start by summarizing the
contents of the first of these papers. The central notion is that of cofibration categories
which are slightly modified duals of Brown’s categories of fibrant objects [6].

Definition 1.1 [24, Definition 1.1] A cofibration category is a category C equipped
with two subcategories: the subcategory of weak equivalences (denoted by !� ) and
the subcategory of cofibrations (denoted by �) such that the following axioms are
satisfied. (Here, an acyclic cofibration is a morphism that is both a weak equivalence
and a cofibration.)

(C0) Weak equivalences satisfy the 2-out-of-6 property, ie if

W X Y Z
f g h

are morphisms of C such that both gf and hg are weak equivalences, then
so are f , g and h (and thus also hgf ).

(C1) Every isomorphism of C is an acyclic cofibration.

(C2) An initial object exists in C .

(C3) Every object X of C is cofibrant, ie if 0 is the initial object of C , then the
unique morphism 0!X is a cofibration.
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(C4) Cofibrations are stable under pushouts along arbitrary morphisms of C (in
particular these pushouts exist in C ). Acyclic cofibrations are stable under
pushouts along arbitrary morphisms of C .

(C5) Every morphism of C factors as a composite of a cofibration followed by a
weak equivalence.

(C6) Cofibrations are stable under sequential colimits, ie given a sequence of
cofibrations

A0 A1 A2 � � �

its colimit A1 exists and the induced morphism A0!A1 is a cofibration.
Acyclic cofibrations are stable under sequential colimits.

(C7-� ) Coproducts of �–small families of objects exist. Cofibrations and acyclic
cofibrations are stable under �–small coproducts.

The last two axioms are optional. If we drop them, then cofibration categories can be
considered as models of finitely cocomplete homotopy theories. If we include (C6)
and (C7-� ) for a fixed regular cardinal � > @0 , we obtain models of �–cocomplete
homotopy theories; we call them (homotopy) �–cocomplete cofibration categories.
For � D @0 the name (homotopy) @0 –cocomplete cofibration category will refer to a
cofibration category satisfying the axioms (C0)–(C5). The definition readily dualizes
to yield fibration categories which are models of finitely complete homotopy theories
or �–complete homotopy theories depending on the choice of axioms.

First, we recall some classical results about cofibration categories, mostly following [20].
We fix a cofibration category C .

Definition 1.2 (1) A cylinder of an object X is a factorization of the codiagonal
morphism X qX !X as X qX � IX !� X .

(2) A left homotopy between morphisms f;gW X ! Y via a cylinder X qX �
IX !� X is a commutative square of the form

X qX Y

IX Z

Œf;g�

�

(3) Morphisms f;gW X ! Y are left homotopic (notation: f 'l g ) if there exists a
left homotopy between them via some cylinder on X .
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The definition of left homotopies differs from the standard definition as usually given
in the context of model categories where the morphism Y

�� Z is required to be
the identity. This modification is dictated by the lack of fibrant objects in cofibration
categories and makes the definition well-behaved for arbitrary Y while the standard
definition in a model category is only well-behaved for a fibrant Y .

We denote the homotopy category of C (ie its localization with respect to weak equiv-
alences) by Ho C and for a morphism f of C we write Œf � for its image under the
localization functor C ! Ho C . The homotopy category can be constructed in two
steps: first dividing out left homotopies and then applying the calculus of fractions.

Proposition 1.3 The relation of left homotopy is a congruence on C . Moreover, every
morphism of C that becomes an isomorphism in C ='l is a weak equivalence. Thus
left homotopic morphisms become equal in Ho C and C ='l comes equipped with a
canonical functor C ='l ! Ho C .

Proof The first statement is [20, Theorem 6.3.3(1)]. The remaining ones follow by
straightforward 2-out-of-3 arguments.

The next theorem is a crucial tool in the theory of cofibration categories and can be
used to verify many of their fundamental properties. It says that up to left homotopy all
cofibration categories satisfy the left calculus of fractions in the sense of Gabriel and
Zisman [10, Chapter I]. This fact was first proven by Brown [6, Proposition I.2]. In
general, constructing Ho C may involve using arbitrarily long zig-zags of morphisms
in Ho C and identifying them via arbitrarily long chains of relations. However, the
previous proposition implies that C ='l ! Ho C is also a localization functor and in
that case Theorem 1.4 says that it suffices to consider two-step zig-zags (called left
fractions) up to a much simplified equivalence relation.

Theorem 1.4 A cofibration category C satisfies the left calculus of fractions up to left
homotopy, ie

(1) Every morphism ' 2Ho C.X;Y / can be written as a left fraction Œs��1Œf �, where
f W X ! zY and sW Y !� zY are morphisms of C .

(2) Two fractions Œs��1Œf � and Œt ��1Œg� are equal in Ho C.X;Y / if and only if there
exist weak equivalences u and v such that

us 'l vt and uf 'l vg.

(3) If ' 2 Ho C.X;Y / and  2 Ho C.Y;Z/ can be written as Œs��1Œf � and Œt ��1Œg�

respectively and a square
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Y zZ

zY yZ

g

h

s � u �

commutes up to homotopy, then  ' can be written as Œut ��1Œhf �.

Proof Parts (1) and (2) follow from [20, Theorem 6.4.4(1)], and (3) follows from the
proof of [20, Theorem 6.4.1].

We will need the following technical lemma. Even though cofibrations in a cofibration
category do not necessarily satisfy any lifting property, they can still be shown to have
a version of the “homotopy extension property” with respect to left homotopies.

Lemma 1.5 Let i W A� B be a cofibration in C . Let f W A!X and gW B!X be
morphisms such that gi is left homotopic to f . Then there exist a weak equivalence
sW X ! yX and a morphism zgW B ! yX such that zg is left homotopic to sg and
zgi D sf .

Proof Pick compatible cylinders on A and B , ie a diagram

AqA IA A

BqB IB B

�

�

i q i i

such that the induced morphism IAq.AqA/ .BqB/! IB is a cofibration. Let ı0
and ı1 denote the two structure morphisms A� IA.

Pick a left homotopy

AqA X

IA zX

Œf;gi �

Œı0; ı1�

H

�j

between f and gi . Then we have in particular jgi D H ı1 and thus there is an
induced morphism ŒH; jg�W IAqA B! zX so we can take a pushout:
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IAqA B zX

IB yX

ŒH; jg�

�

zH

�zj

Set sD zj j and zgD zH . We have sf D zgi , and zH and id yX constitute a left homotopy
between zg and sg .

The main result of [24] establishes the homotopy theory of cofibration categories in
the form of a fibration category. We recall the prerequisite definitions before stating
the theorem.

Definition 1.6 A functor F W C! D between cofibration categories is exact if it pre-
serves cofibrations, acyclic cofibrations, initial objects and pushouts along cofibrations.

If C and D are �–cocomplete, then F is �–cocontinuous if, in addition, it preserves
colimits of sequences of cofibrations and �–small coproducts.

The category of (small) �–cocomplete cofibration categories and �–cocontinuous
functors will be denoted by CofCat� . It is equipped with classes of weak equivalences
and fibrations as defined below.

Definition 1.7 An exact functor F W C ! D is a weak equivalence if it induces an
equivalence Ho C! HoD .

A typical way of proving that an exact functor is a weak equivalence is by using the
approximation properties of the following proposition. They were originally introduced
by Waldhausen [27, Section 1.6] in his work on algebraic K–theory and later adapted
to the context of cofibration categories by Cisinski.

Proposition 1.8 [7, Théorème 3.19] An exact functor F W C! D is a weak equiva-
lence if and only if it satisfies the following properties:

(App1) F reflects weak equivalences.
(App2) Given a morphism f W FA! Y in D , there exists a morphism i W A! B in

C and a commutative diagram

FA Y

FB Z

f

Fi

�

�

in D .
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Definition 1.9 [24, Definition 2.3] Let P W E! D be an exact functor of cofibration
categories.

(1) P is an isofibration if for every object A 2 E and an isomorphism gW PA! Y

there is an isomorphism f W A! B such that Pf D g .

(2) It is said to satisfy the lifting property for factorizations if for any morphism
f W A! B of E and a factorization

PA PB

X

Pf

j t

�

there exists a factorization

A B

C

f

i s

�

such that Pi D j and Ps D t (in particular, PC DX ).

(3) It has the lifting property for pseudofactorizations if for any morphism f W A!B

of E and a diagram

PA PB

X Y

Pf

j

t

�

v�

there exists a diagram

A B

C D

f

i

s

�

u�

such that Pi D j , Ps D t and PuD v (in particular, PC DX and PD D Y ).

(4) We say that P is a fibration if it is an isofibration and satisfies the lifting
properties for factorizations and pseudofactorizations.

Theorem 1.10 [24, Theorem 2.9] The category CofCat� of small �–cocomplete
cofibration categories with weak equivalences and fibrations as above is a fibration
category.
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The goal of the paper is to prove that this fibration category is equivalent to the
corresponding fibration category of �–cocomplete quasicategories.

2 Cocomplete quasicategories

We will start with a concise summary of the theory of quasicategories. It is well covered
in [14] and [16] so we do not go into much detail. Our main goal is to establish a
fibration category of finitely cocomplete quasicategories in Theorem 2.14. We refer to
[24] for background on fibration categories. We cite [14] for the proof that the fibration
category of all quasicategories can be obtained without constructing the entire Joyal
model structure (Theorem 2.4) which makes the proof rather elementary. (A more
streamlined exposition of the same results can be found in the appendices to [8].) Then
we briefly introduce colimits in quasicategories and state their basic properties used in
the proof of Theorem 2.14.

We will denote the groupoid freely generated by an isomorphism 0! 1 by E.1/ and
its nerve by EŒ1�. Quasicategories are defined as certain special simplicial sets and
are to be thought of as models of .1; 1/–categories where vertices are objects, edges
are morphisms and higher simplices are higher morphisms (or higher homotopies).
Functors between quasicategories are just simplicial maps. In particular, maps out of
EŒ1� are equivalences in quasicategories and EŒ1�–homotopies are natural equivalences
between functors. The account of the homotopy theory of quasicategories below closely
follows the classical approach to simplicial homotopy theory (see eg [11, Chapter I])
with Kan complexes replaced by quasicategories and usual simplicial homotopies
replaced by EŒ1�–homotopies.

Definition 2.1 (1) Let f;gW K!L be simplicial maps. An EŒ1�–homotopy from
f to g is a simplicial map K �EŒ1�!L extending Œf;g�W K � @�Œ1�!L.

(2) Two simplicial maps f;gW K!L are EŒ1�–homotopic if there exists a zig-zag
of EŒ1�–homotopies connecting f to g . (It suffices to consider sequences
instead of zig-zags since EŒ1� has an automorphism that exchanges the vertices.)

(3) A simplicial map f W K ! L is an EŒ1�–homotopy equivalence if there is a
simplicial map gW L!K such that fg is EŒ1�–homotopic to idL and gf is
EŒ1�–homotopic to idK .

Definition 2.2 (1) A simplicial map is an inner fibration if it has the right lifting
property with respect to the inner horn inclusions.

(2) A simplicial map is an inner isofibration if it is an inner fibration and has the
right lifting property with respect to �Œ0� ,!EŒ1�.
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(3) A simplicial map is an acyclic Kan fibration if it has the right lifting property
with respect to @�Œm� ,!�Œm� for all m.

(4) A simplicial set C is a quasicategory if the unique map C!�Œ0� is an inner
fibration.

We will refer to EŒ1�–equivalences between quasicategories as categorical equivalences
and use them to introduce the homotopy theory of quasicategories. (It is also possible
to extend this notion to maps of general simplicial sets, but we have no need to do it.) If
K is any simplicial set and C is a quasicategory, then the relation of “being connected
by a single EŒ1�–homotopy” is already an equivalence relation on the set of simplicial
maps K ! C by [8, Proposition 2.3]. This simplifies the definition of categorical
equivalences since it is always sufficient to consider one-step EŒ1�–homotopies. The
following lemma provides a useful criterion for verifying that a functor between
quasicategories is a categorical equivalence.

Lemma 2.3 [26] A functor F W C ! D between quasicategories is a categorical
equivalence provided that for every commutative square of the form

@�Œm� C

�Œm� D

F

u

v

there exists a map wW �Œm�! C such that wj@�Œm�D u and Fw is EŒ1�–homotopic
to v relative to @�Œm�.

Theorem 2.4 The category of small quasicategories with simplicial maps as mor-
phisms, categorical equivalences as weak equivalences and inner isofibrations as
fibrations is a fibration category.

Proof Only two of the axioms require nontrivial proofs: stability of acyclic fibrations
under pullbacks, which follows from the fact that acyclic (inner iso-) fibrations coincide
with acyclic Kan fibrations by [14, Theorem 5.15], and the factorization axiom which
is verified in [14, Proposition 5.16].

This fibration category is a part of the Joyal model structure on simplicial sets established
in [14, Theorem 6.12]. Indeed, the theorem above is an intermediate step in the
construction of this model category.

Quasicategories are models for homotopy theories and as such they have homotopy
categories. Two morphisms f;gW x! y of a quasicategory D are homotopic if there
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exists a simplex H W �Œ2�!D such that H ı0 D y�0 , H ı1 D g and H ı2 D f . The
homotopy category of D is the category HoD with the same objects as D, homotopy
classes of morphisms of D as morphisms and the composition induced by filling horns.

If f is a morphism of a quasicategory C, then we say that f is an equivalence if
the simplicial map f W �Œ1�! C extends to EŒ1�! C. (By [14, Proposition 4.22] a
morphism is an equivalence if and only if it becomes an isomorphism in the homotopy
category.) Two objects of C are equivalent if they are connected by an equivalence.

We proceed to the discussion of colimits in quasicategories. Such colimits are homotopy
invariant by design and they serve as models for homotopy colimits. However, in
quasicategories there is no corresponding notion of a “strict” colimit and thus it is
customary to refer to “homotopy colimits” in quasicategories simply as colimits. The
general theory of colimits is explored in depth in [16, Chapter 4]; here we only discuss
its most basic aspects.

The quasicategorical notion of colimit is defined using the join construction for sim-
plicial sets. As a functor ?W ���! � it is defined by concatenation: Œm�; Œn� 7!
ŒmC 1C n�. Then the general join is defined as the unique functor sSet� sSet! sSet

which agrees with the above on the representable simplicial sets and such that for
each K the resulting functor K ?�W sSet!K # sSet preserves colimits. As such, the
functor K ?� has a right adjoint which we will denote by .X W K!M / 7!X nM .
(X nM is called the slice of M under X .)

Lemma 2.5 Let P W C�D be a inner isofibration of quasicategories and X W K! C

a diagram. Then the induced map X nC!PX nD is an inner isofibration. In particular,
X nC is a quasicategory.

Proof This follows from [14, Theorem 3.19(i) and Proposition 4.10].

For any simplicial set K we define the under-cone on K as KB DK ?�Œ0�. We also
fix a regular cardinal number � .

Definition 2.6 Let C be a quasicategory and let X W K! C be any simplicial map
(which we consider as a K–indexed diagram in C).

(1) A cone under X is a diagram S W KB! C such that S jK DX .

(2) A cone S under X is universal or a colimit of X if for any m > 0 and any
diagram of solid arrows
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K ? @�Œm� C

K ?�Œm�

U

where U jKB D S , there exists a dashed arrow making the diagram commute.

(3) An initial object of C is a colimit of the unique empty diagram in C.

(4) A simplicial map f W K!L is cofinal if for every quasicategory C and every
universal cone S W LB! C the induced cone Sf B is also universal.

(5) The quasicategory C is �–cocomplete if for every �–small simplicial set K

every diagram K! C has a colimit.

(6) A functor F W C!D between finitely cocomplete quasicategories is said to be
�–cocontinuous if for every �–small simplicial set K and every universal cone
S W KB! C the cone FS is also universal.

Lemma 2.7 A cone S under X is universal if and only if it is an initial object of
X nC.

Proof This follows directly from the fact that the slice functor is a right adjoint of the
join functor.

We will now discuss the counterparts of a few classical statements of category theory
saying that colimits are essentially unique and invariant under equivalences. For a
quasicategory C and a diagram X W K! C we let .X n C/univ denote the simplicial
subset of X nC consisting of those simplices whose vertices are all universal.

Lemma 2.8 The simplicial set .X nC/univ is empty or a contractible Kan complex.

Proof A simplicial set is empty or a contractible Kan complex if and only if it has the
right lifting property with respect to the boundary inclusions @�Œm� ,!�Œm� for all
m> 0. For .X nC/univ such lifting problems are equivalent to the lifting problems

K ? @�Œm� C

K ?�Œm�

U

with U j.K ? fig/ universal for each i 2 Œm�, which have solutions by the definition of
universal cones.
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Corollary 2.9 If X W K! C is a diagram in a quasicategory and S and T are two
universal cones under X , then they are equivalent under X , ie as objects of X nC.

Proof The simplicial set .X nC/univ is nonempty and thus a contractible Kan complex
by the previous lemma. Hence it has the right lifting property with respect to the
inclusion @�Œ1� ,!EŒ1�, which translates to the lifting property

K ? @�Œ1� C

K ?EŒ1�

ŒS;T �

which yields an equivalence of S and T .

Lemma 2.10 If C is a quasicategory and X and Y are equivalent objects of C, then
X is initial if and only if Y is.

Proof Assume that X is initial and let U W @�Œm�! C be such that U j�Œ0�D Y . We
can consider an equivalence from X to Y as a diagram f W �Œ0� ?�Œ0�! C. Then by
the universal property of X there is a diagram �Œ0� ? @�Œm� extending both f and U .
(We can iteratively choose extensions over �Œ0� ?�Œk� for all faces �Œk� ,! @�Œm�.)
This diagram is a special outer horn (under the isomorphism �Œ0�?@�Œm�Šƒ0ŒmC1�)
and thus has a filler by [14, Theorem 3.14]. Therefore U extends over �Œm� and hence
Y is initial.

Our goal is to compare cofibration categories to quasicategories, but we expect �–
cocomplete cofibration categories to correspond to �–cocomplete quasicategories,
not to arbitrary ones. In the remainder of this section we will restrict the fibration
structure of Theorem 2.4 to the subcategory of �–cocomplete quasicategories and
�–cocontinuous functors.

First, we need two lemmas about lifting colimits along inner isofibrations.

Lemma 2.11 Consider a pullback square of quasicategories

P E

C D

G

Q

F

P

where P is an inner isofibration, and let S W KB! P be a cone. If all GS , QS and
PGS D FQS are universal, then so is S .
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Proof Under these assumptions the square

X nP GX nE

QX nC PGX nD

G

Q

F

P

(where X D S jK ) is also a pullback along an inner isofibration by Lemma 2.5. Hence
it suffices to verify the conclusion for initial objects.

Thus assume that KD¿ and let m> 0 and U W @�Œm�!P be such that U j�Œ0�D S .
Then we have

GU j�Œ0�DGS and QU j�Œ0�DQS

and since both GS and QS are initial we can find VE 2 Em and VC 2 Cm such that
VEj@�Œm�DGU and VCj@�Œm�DQU . Next, define zV W @�ŒmC1�!D by replacing
the 1st face of PVE�1j@�ŒmC 1� with FVC and zW W ƒ1ŒmC 1�! E by setting it to
VE�1jƒ

1ŒmC 1�.

By the assumption PGS is initial and zV j�Œ0�D PGS so zV extends to V 2DmC1 .
Then we have a commutative square

ƒ1ŒmC 1� E

�ŒmC 1� D

zW

V

P

which admits a lift W since P is an inner isofibration and 0< 1<mC 1. We have
FVC D PW ı1 and thus .VC;W ı1/ is an m–simplex of P whose boundary is U .
Hence S is initial.

Lemma 2.12 Let P W C� D be an inner isofibration, X W K ! C a diagram and
T W KB!D a colimit of PX . If X has a colimit in C which is preserved by P , then
there exists a colimit S W KB! C of X such that PS D T .

Proof Let zS W KB! C be some colimit of X . Since both T and P zS are universal,
we have a simplicial map U W K ?EŒ1�!D such that U j.K ? @�Œ1�/D ŒT;P zS � by
Corollary 2.9. The conclusion now follows from Lemmas 2.5 and 2.10.

The homotopical content of the next proposition is the same as that of [16, Lemma
5.4.5.5]. However, we need a stricter point-set level statement. See also [19, Sections 3
and 4] for a systematic approach to results of this type.
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Proposition 2.13 Let F W C!D and P W E�D be �–cocontinuous functors between
�–cocomplete quasicategories with P an inner isofibration. Then a pullback of P

along F exists in the category of �–cocomplete quasicategories and �–cocontinuous
functors.

Proof Form a pullback of P along F in the category of quasicategories:

P E

C D

G

Q

F

P

We will check that this square is also a pullback in the category of �–cocomplete
quasicategories and �–cocontinuous functors.

First, we verify that P has �–small colimits. Let X W K! P be a diagram with K

�–small. Let S W KB!C be a colimit of QX , then FS is a colimit of FQX DPGX

in D. Lemma 2.12 implies that we can choose a colimit T of GX in E so that
PT DFS . Then it follows by Lemma 2.11 that .S;T / is a colimit of X D .QX;GX /

in P.

It remains to see that given a square

F E

C D
F

P

of �–cocomplete quasicategories and �–cocontinuous functors, the induced functor
F! P preserves �–small colimits. Indeed, this follows directly from Lemma 2.11.

Theorem 2.14 The category QCat� of small �–cocomplete quasicategories with �–
cocontinuous functors as morphisms, categorical equivalences as weak equivalences
and (�–cocontinuous) inner isofibrations as fibrations is a fibration category.

Proof By Theorem 2.4 it suffices to observe:

(1) A terminal quasicategory is also a terminal �–cocomplete quasicategory (which
is clear).

(2) A pullback (in the category of all quasicategories) of �–cocomplete quasicate-
gories and �–cocontinuous functors one of which is an inner isofibration is also
a pullback in the category of �–cocomplete quasicategories, which follows by
(the proof of) Proposition 2.13.
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(3) For a �–cocomplete quasicategory C, the functor CEŒ1� ! C � C is a �–
cocontinuous functor between �–cocomplete quasicategories. Indeed, CEŒ1� is
�–cocomplete since it is categorically equivalent to C (by Lemmas 2.7 and 2.10)
and C�C is �–cocomplete by (2). Finally, CEŒ1�! C�C preserves �–small
colimits by (2) since both projections CEŒ1�! C do.

3 The quasicategory of frames

In [23] we introduced a functor NfW CofCat� ! QCat� . Let us briefly recall the
construction. For each m let DŒm� be the category of elements of �Œm� with the
face operators as morphisms. It comes equipped with a functor pŒm�W DŒm�! Œm�

that evaluates a map Œk�! Œm� at m. We consider DŒm� as a homotopical category
with weak equivalences created by pŒm� (from the isomorphisms of Œm�). Then for
a cofibration category C we define a simplicial set Nf C (called the quasicategory of
frames in C ) whose m–simplices are homotopical, Reedy cofibrant diagrams DŒm�!C .
See [23, Section 2] for full details.

Theorem 3.1 For a �–cocomplete cofibration category C , the simplicial set Nf C is a
�–cocomplete quasicategory and NfW CofCat�!QCat� is an exact functor of fibration
categories.

Proof By [23, Theorem 2.3] Nf C is a �–cocomplete quasicategory. Moreover, [23,
Propositions 3.5, 3.8 and 3.9] imply that Nf is indeed exact.

The results of the last section heavily depend on the methods of [24; 23] which in turn
involve a lot of notation useful in expressing properties of Nf C in terms of various
diagrams in C . In this section, we recall some of that notation and prove a few auxiliary
lemmas.

First of all, the categories DŒm� introduced above generalize to homotopical categories
DK for all simplicial sets K . The underlying category of DK has all simplices of K

as objects and face operators between them as morphisms. The weak equivalences
in DK are induced from degenerate simplices of K in a manner described in [23,
Section 2]. The following fact is a fundamental tool for translating between properties
of C and Nf C .

Proposition 3.2 [23, Proposition 2.6] Let C be a cofibration category and K a
simplicial set. There is a natural bijection between

� the set of homotopical Reedy cofibrant diagrams DK! C , and
� the set of simplicial maps K! Nf C .
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Moreover, this construction admits useful variations most conveniently described in
terms of marked simplicial complexes. A marked simplicial complex is a simplicial
set K equipped with an embedding K ,!NP , where P is a homotopical poset. In this
case DK stands for the same category as above but with (possibly) richer homotopical
structure, ie one created by the composite DK ,! DP ! P . Here, DP stands for
DNP and the latter functor evaluates an object Œk�! P at k . Sd K stands for the
homotopical poset defined as the full homotopical subcategory of DK spanned by
the nondegenerate simplices of K . Diagrams over Sd K have the same homotopical
content as diagrams over DK , as made precise by the following lemma.

Lemma 3.3 [23, Lemma 3.12] Let K ,! L be an injective map of finite marked
simplicial complexes (which means that it covers an injective homotopical map of the
underlying homotopical posets). Then for every cofibration category C the inclusion
DK[Sd L ,!DL induces an acyclic fibration CDL

R ! CDK[Sd L
R .

This lemma will be useful in various ways, for example in constructing EŒ1�–homotopies
between maps into Nf C . An EŒ1�–homotopy K�EŒ1�!Nf C corresponds to a homo-
topical Reedy cofibrant diagram D.K�EŒ1�/! C . Moreover, [23, Corollary 3.7] says
that in order to specify such a homotopy it is enough to give a diagram D.K� yŒ1�/! C .
(Here, yŒ1� stands for the poset Œ1� with all morphisms as weak equivalences.) These
observations allow us to state and prove the following lemma.

Lemma 3.4 Let K ,!L be an inclusion of marked simplicial complexes, X and Y

homotopical Reedy cofibrant diagrams DL! C , and f W X jSd L! Y jSd L a natural
weak equivalence such that f jSd K is an identity transformation. Then X and Y are
EŒ1�–homotopic relative to K as diagrams in Nf C .

Proof By [23, Corollary 3.7] it suffices to construct a homotopical Reedy cofibrant
diagram D.L� yŒ1�/! C that restricts to ŒX;Y � on D.L� @�Œ1�/ and to the identity
on D.K � yŒ1�/, ie to a degenerate edge of .Nf C/K .

First, observe that we have a homotopical diagram Œf; id�W .Sd L[DK/ � yŒ1�! C
which is Reedy cofibrant when seen as a diagram Sd L [DK ! C yŒ1� . Hence by
Lemma 3.3 it extends to a Reedy cofibrant diagram DL! C yŒ1� . We consider it as
a diagram DL� yŒ1�! C and pull it back to D.L� yŒ1�/! C . It restricts to ŒX;Y �
on D.L� @�Œ1�/ and to the identity on D.K � yŒ1�/. Thus it can be replaced Reedy
cofibrantly relative to D.L� @�Œ1�[K � yŒ1�/ by [23, Lemma 1.9], which finishes the
proof.

Another lemma that we will need says that up to equivalence all frames are Reedy
cofibrant replacements of constant diagrams.
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Lemma 3.5 Any object of X 2Nf C is equivalent to a Reedy cofibrant replacement of
p�
Œ0�

X0 .

Proof By [23, Lemma 3.2] there are homotopical functors f W Œ0� ! DŒ0� and
sW DŒ0�!DŒ0� such that pŒ0�f D idŒ0� and there are weak equivalences

id s fpŒ0�.
� �

These equivalences evaluated at X form a diagram DŒ0��Sd yŒ1�! C which we can
pull back along D yŒ1�! DŒ0�� Sd yŒ1� and then replace Reedy cofibrantly to obtain
a homotopical Reedy cofibrant diagram Y W D yŒ1� ! C such that Y ı1 D X by [23,
Lemma 1.9]. By [23, Corollary 3.7] Y is an equivalence and by the construction Y ı0
is a Reedy cofibrant replacement of p�

Œ0�
X0 .

Perhaps the most useful result of [23] characterizes universal cones KB! Nf C in
terms of the corresponding diagram D.KB/! C . It comes in two versions depending
on whether � > @0 or � D @0 . First, we state it in the case of � > @0 .

Theorem 3.6 [23, Theorem 4.6] Let C be a �–cocomplete cofibration category, K a
�–small simplicial set and S W KB! Nf C . Then S is universal as a cone under S jK

if and only if the induced morphism

colimDK S ! colimD.K B/ S

is a weak equivalence (with S seen, by Proposition 3.2, as a homotopical Reedy
cofibrant diagram D.KB/! C ).

Observe that the assumption � > @0 is necessary for the colimits in the statement
of the theorem to exist. If � D @0 , then K is a finite simplicial set, but DK is still
infinite (unless K is empty). This problem makes both the statement and the proof
more technical in the case of � D @0 .

We filter the category DK by finite subcategories

D.0/K ,!D.1/K ,!D.2/K ,! � � �

as described in detail in [23, Section 5]. Then given a homotopical Reedy cofibrant
diagram X W DK! C the colimits of its restrictions to all D.k/K exist. The homotopy
type of these colimits stabilizes for k sufficiently large and this stable value is the
homotopy colimit of X . This allows us to state the remaining case of the theorem.
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Theorem 3.7 [23, Theorem 5.12] Let C be a cofibration category and K a finite
simplicial set. A cone S W KB! Nf C is universal if and only if the induced morphism

colimD.k/K S ! colimD.k/.K B/ S

is a weak equivalence for k sufficiently large (where S is seen as a homotopical Reedy
cofibrant diagram D.KB/! C by Proposition 3.2).

Both these theorems will be instrumental in the proof of our main result.

4 Cofibration categories of diagrams in quasicategories

In this section we will prove our main result, ie that Nf is a weak equivalence of fibration
categories. This will be achieved by defining a functor Dg� from the category of �–
cocomplete quasicategories to the category of �–cocomplete cofibration categories.
The functor Dg� fails to be exact (eg it does not preserve the terminal object), but it
will be verified to induce an inverse to Nf on the level of homotopy categories which
is sufficient to complete the proof.

Definition 4.1 Let sSet� denote the category of �–small simplicial sets. If C is a
�–cocomplete quasicategory we consider the slice category sSet� #C, we denote it by
Dg� C and call it the category of �–small diagrams in C. Then we define a morphism

K L

C

f

X Y

to be

� a weak equivalence if the induced morphism colimK X ! colimL Y is an
equivalence in C (more precisely, if for any universal cone S W LB! C under
Y the induced cone Sf B is universal under X ),

� a cofibration if f is injective.

In particular, a morphism of Dg� C as above is a weak equivalence whenever f is
cofinal, but there are of course many weak equivalences with f not cofinal. We will
make use of the class of right anodyne maps, which is generated by the right horn
inclusions ƒi Œm� ,!�Œm� (ie the ones with 0 < i �m) under coproducts, pushouts
along arbitrary maps, sequential colimits and retracts.
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Proposition 4.2 With weak equivalences and cofibrations as defined above Dg� C is
a �–cocomplete cofibration category.

Proof (C0) Weak equivalences satisfy 2-out-of-6 since equivalences in C do.

(C1) Isomorphisms are weak equivalences since isomorphisms of simplicial sets are
cofinal.

(C2)–(C3) The empty diagram is an initial object and hence every object is cofibrant.

(C4) Pushouts are created by the forgetful functor Dg� C! sSet� , thus pushouts along
cofibrations exist and cofibrations are stable under pushouts. By [20, Lemma 1.4.3(1)] it
suffices to verify that the gluing lemma holds, which follows by [16, Proposition 4.4.2.2].

(C5) It will suffice to verify that in the usual mapping cylinder factorization

K!Mf !L

the second map is cofinal. Indeed, we have a diagram

K ��Œ0� L

K ��Œ1� Mf

L

f

K � ı0 j

idL

where the square is a pushout. The map K�ı0 is right anodyne by [14, Theorem 2.17]
and thus so is j . Hence it is cofinal by [16, Proposition 4.1.1.3(4)].

(C6)–(C7-� ) The proof is similar to that of (C4). (But there is no analogue of [16,
Proposition 4.4.2.2] for sequential colimits explicitly stated in [16]. Instead, it follows
from the more general [16, Proposition 4.2.3.10 and Remark 4.2.3.9].)

Lemma 4.3 A �–cocontinuous functor F W C!D induces a �–cocontinuous functor
Dg� F D Dg� C! Dg� D and thus we obtain a functor Dg� W QCat�! CofCat� .

Proof Colimits in both Dg� C and Dg� D are created in sSet� and thus are preserved
by Dg� F . Cofibrations are clearly preserved and so are weak equivalences since F

preserves �–small colimits.

For the moment, we focus on the case of � > @0 . The case of � D @0 will be dealt
with later.
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Definition 4.4 For a �–cocomplete cofibration category C we define a functor

ˆC W Dg� Nf C! C

by sending a diagram X W K! Nf C to colimDK X .

Observe that DK is �–small since K is and � > @0 , so the colimit used in this
definition exists in C . It is clear that ˆC is a functor. While we may not be able to
choose colimits so that ˆC is natural in C , it is pseudonatural, ie natural up to coherent
natural isomorphism.

Lemma 4.5 The functor ˆC is �–cocontinuous and a weak equivalence.

Proof Preservation of cofibrations follows by [20, Theorem 9.4.1(1a)] since if K ,!L

is an injective map of simplicial sets, then the induced functor DK ,!DL is a sieve.
Colimits in C are compatible with colimits of indexing categories and thus ˆC is �–
cocontinuous. (Preservation of weak equivalences follows from the argument below.)

To see that it is a weak equivalence, it is enough to verify the approximation properties
of Proposition 1.8. Lemma 4.1 of [23] and Theorem 3.6 imply that a morphism f in
Dg� Nf C is a weak equivalence if and only if ˆCf is. Therefore ˆC preserves weak
equivalences and satisfies (App1). It remains to check (App2), but it follows directly
from [23, Lemma 4.2].

Next, we need a functor D! Nf Dg� D for every �–cocomplete quasicategory D.
Let’s start with unraveling the definition of Nf Dg� D.

An m–simplex of Nf Dg� D consists of a Reedy cofibrant diagram KW DŒm�! sSet�
and for each ' 2DŒm� a diagram X' W K'!D. These diagrams are compatible with
each other in the sense that they form a cone under K with the vertex D. Moreover, the
entire structure is homotopical as a diagram in Dg� D, ie if '; 2DŒm� and �W '! 

is a weak equivalence, then the induced morphism colimK' X'! colimK X is an
equivalence in D.

If �W Œn�! Œm�, then .K;X /�D .K�;X�/ is defined simply by .K�/' DK�' and
.X�/' DX�' .

We can now define a functor ‰DW D! Nf Dg� D as follows.

Definition 4.6 For x 2 Dm we set the underlying simplicial diagram of ‰Dx to
' 7!�Œk�, where 'W Œk�! Œm�, and the corresponding diagram in D to x'W �Œk�!D.
Then ‰Dx is homotopical as a diagram DŒm�! Dg� D since any weak equivalence
in DŒm� induces a right anodyne (and hence cofinal by [16, Proposition 4.1.1.3(4)])
map of simplices.
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Clearly, ‰D is a functor and is natural in D. We check that it is also a categorical
equivalence.

Proposition 4.7 For every �–cocomplete quasicategory D the functor ‰D is a cate-
gorical equivalence.

Proof Consider a square as follows:

@�Œm� D

�Œm� Nf Dg� D

‰D

x

Y

By Lemma 2.3 it will be enough to extend x to a simplex yxW �Œm�!D and construct
an EŒ1�–homotopy from ‰Dyx to Y relative to @�Œm�.

Let’s start by finding yx . Consider YŒm�W AŒm�!D. Since Y agrees with ‰Dx over
@�Œm� the Œm�th latching object of Y is xW @�Œm�!D, ie we have an induced injective
map @�Œm� ,!AŒm� and YŒm�j@�Œm�D x . Choose a universal cone

zYŒm�W A
B

Œm�
!D

under YŒm� and consider zYŒm�j@�Œm�B . We have

@�Œm�B ŠƒmC1ŒmC 1�

which is an outer horn. However, zYŒm�j@�Œm�B is special since ‰Dx is homotopical,
and thus extends to zW �Œm�B!D by [14, Theorem 4.13]. We set yx D zj�Œm�.

By Proposition 3.2, finding an EŒ1�–homotopy from ‰Dyx to Y translates into con-
structing a homotopical Reedy cofibrant diagram D.Œm��E.1//! Dg� D restricting
to Œ‰Dyx;Y � on D.�Œm� � @�Œ1�/. By [23, Corollary 3.7] it will be sufficient to
construct such a diagram on D.Œm�� yŒ1�/ and by Lemma 3.3 it will suffice to define it
on Sd.Œm�� yŒ1�/.

We form a pushout on the left in Dg� D:

zY j@�Œm�B zY @�Œm� AŒm�

z Z �Œm� B

Its underlying square of simplicial sets is .�/B applied to the square on the right.
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This yields the following sequence of morphisms of Dg� D (with morphisms of the
underlying simplicial sets displayed below):

yx z Z zYŒm� YŒm�

�Œm� �Œm�B BB AB

Œm�
AŒm�

The first morphism is a weak equivalence since z is a filler of a special horn. So are
the middle two since the underlying maps of simplicial sets preserve the cone points.
The last one is also a weak equivalence since zYŒm� is universal. All these morphisms
are maps of cones under Y jSd @�Œm� D ‰DxjSd @�Œm� and hence can be seen as
transformations of diagrams over SdŒm� which restrict to identities over Sd @�Œm�.
The conclusion follows by Lemma 3.4.

Before we can prove the main theorem we need to know the following:

Lemma 4.8 The functor Dg� is homotopical.

Proof We begin by constructing a natural equivalence ‚C W Ho Nf C ! Ho C for
every cofibration category C . We send an object X W DŒ0�! C to X0 and a morphism
Y W DŒ1�!C to the composite Œ�1�

�1Œ�0�, where �0 and �1 are the structure morphisms

Y0 Y01 Y1.
�0 �1

�

This assignment is well-defined and functorial since C has homotopy calculus of
fractions, see Theorem 1.4.

We check that ‚C is an equivalence. It is surjective and full since both SdŒ0� ,!DŒ0�

and D@�Œ1�[ SdŒ1� ,! DŒ1� have the Reedy left lifting property with respect to all
cofibration categories by Lemma 3.3. For faithfulness, consider X; zX W DŒ1�! C such
that X jD@�Œ1�D zX jD@�Œ1� and ‚C.X /D‚C. zX /. Since we have already verified
that ‚C is essentially surjective, Lemma 3.5 allows us to assume that X ı0 is a Reedy
cofibrant replacement of p�

Œ0�
X1 so that the structure morphisms of X fit into a cylinder

X1qX1�X11!
� X1.

By Theorem 1.4(2) we have a diagram

X01

X0 Y X1

zX01

�

�

�

z�

' �

z' �
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where both squares commute up to left homotopy. By Lemma 1.5 we can assume that
the left square commutes strictly. Let

X1qX1 Y

X11
yY

Œ'�; z' z� �

Œı0; ı1�

�

� 

be a left homotopy. Then we can form a diagram

X1

X0 X1

X01 X11

zX01

yY

�

�

�

�

�

z�

�

 ' �

�

� z'

which is a homotopical diagram on SdŒ2� and Reedy cofibrant over Sd @�Œ2�. Thus it can
be replaced Reedy cofibrantly without modifying it over Sd @�Œ2� by [23, Lemma 1.9].
Then X , zX and X ı0�0 provide an extension over D@�Œ2�. We know that the inclusion
D@�Œ2�[SdŒ2� ,!DŒ2� has the Reedy left lifting property with respect to all cofibration
categories by Lemma 3.3, so we can find an extension to DŒ2� which is a homotopy
between X and zX in Nf C .

Since equivalences of quasicategories induce equivalences of homotopy categories, it
follows that Nf reflects equivalences. Thus Dg� is homotopical by Proposition 4.7.

Finally, we are ready to prove the main theorem.

Theorem 4.9 The functor NfW CofCat� ! QCat� is a weak equivalence of fibration
categories.

Proof (for � > @0 ) The functor Dg� is homotopical by Lemma 4.8 and thus
induces a functor on the homotopy categories. Since ‰ is a natural categorical
equivalence by Proposition 4.7 the induced transformation Ho‰ is a natural iso-
morphism id! .Ho Nf/.Ho Dg�/. The transformation ˆ is merely pseudonatural, but
natural isomorphisms of exact functors induce right homotopies in CofCat� (by the
construction of path objects in the proof of [24, Theorem 2.8]). Therefore Hoˆ is a
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natural transformation and by Lemma 4.5 it is an isomorphism .Ho Dg�/.Ho Nf/! id.
Hence Ho Nf is an equivalence.

The only part of the argument above that does not work for � D @0 is the construction
of a natural weak equivalence ˆC W Dg� Nf C ! C for every cofibration category C .
Indeed, ˆC was defined using colimits over categories DK which are infinite even
for finite simplicial sets K . Instead, we will define a zig-zag of (pseudonatural) weak
equivalences connecting Dg@0

Nf C to C , namely,

Dg@0
Nf C C zNR C yNR C.

ˆ
.�/
C ev0

Here, yN is the homotopical poset of natural numbers with all morphisms as weak
equivalences so that C yNR is the cofibration category of Reedy cofibrant homotopically
constant sequences. Similarly, C zNR stands for the cofibration category of Reedy cofibrant
eventually homotopically constant sequences; see [23, Section 5] for details.

It was verified in [23, Lemma 5.9] that C yNR ,! C zNR is a weak equivalence. Moreover,
ev0W C

yN
R ! C is induced by a homotopy equivalence Œ0� ! yN hence it is a weak

equivalence, too.

It remains to define ˆ.�/C and prove that it is also a weak equivalence. For each k and
an object X W DK! Nf C we set ˆ.k/C X D colimD.k/K X . This colimit exists since
D.k/K is finite if K is finite.

Lemma 4.10 For a cofibration category C the formula above defines an exact functor
ˆ
.�/
C W Dg@0

Nf C! C zNR . Moreover, it is a weak equivalence.

Proof First, we need to verify that ˆ.�/C X is an eventually constant sequence for all
.K;X / 2 Dg@0

Nf C . Consider X as a diagram in Nf C and choose a universal cone
S W KB! Nf C . Then [23, Lemma 4.8] implies that ˆ.�/C S is eventually constant and
Theorem 3.7 implies that the induced morphism ˆ

.�/
C S !ˆ

.�/
C S is an eventual weak

equivalence. Thus ˆ.�/C S is eventually constant.

Preservation of cofibrations follows by [20, Theorem 9.4.1(1a)] since if K ,!L is an
injective map of simplicial sets, then the induced functors D.k/K[D.k�1/L!D.k/L

are sieves. Colimits in C are compatible with colimits of indexing categories and thus
ˆ
.�/
C is exact. (Preservation of weak equivalences follows from the argument below.)

To see that it is a weak equivalence, it is enough to verify the approximation properties
of Proposition 1.8. Theorem 3.7 and [23, Lemma 5.8] imply that a morphism f in
Dg@0

Nf C is a weak equivalence if and only if ˆ.�/C f is an eventual weak equivalence.
Therefore ˆ.�/C preserves weak equivalences and satisfies (App1). It remains to check
(App2), but it follows directly from [23, Lemma 5.10].
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790 Karol Szumiło

This yields the proof of Theorem 4.9 in the remaining case of � D @0 since the three
weak equivalences described above induce a natural isomorphism

.Ho Dg�/.Ho Nf/! id

and the rest of the argument applies verbatim.
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Turaev genus and alternating decompositions

CODY W ARMOND

ADAM M LOWRANCE

We prove that the genus of the Turaev surface of a link diagram is determined by
a graph whose vertices correspond to the boundary components of the maximal
alternating regions of the link diagram. Furthermore, we use these graphs to classify
link diagrams whose Turaev surface has genus one or two, and we prove that similar
classification theorems exist for all genera.

57M25; 57M27

1 Introduction

The discovery of the Jones polynomial [17] led to the resolution of the famous Tait
conjectures. In particular, Kauffman [18], Murasugi [26], and Thistlethwaite [31] use
the Jones polynomial to prove that an alternating diagram of a link with no nugatory
crossings has the fewest possible number of crossings. In Turaev’s [32] alternate proof
of this result, he associates a closed oriented surface to each link diagram D , now
known as the Turaev surface of D . Let D be a diagram of a nonsplit link L with
c.D/ crossings, let VL.t/ be the Jones polynomial of L, and let gT .D/ be the genus
of the Turaev surface of D . Turaev shows that

(1-1) span VL.t/CgT .D/� c.D/:

In recent years, the Turaev surface has been shown to have further connections to the
Jones polynomial (see Dasbach et al [11; 12]), Khovanov homology (Champanerkar,
Kofman and Stoltzfus [10], Dasbach and Lowrance [14]), and knot Floer homology
(Lowrance [23], Dasbach and Lowrance [13]).

Thistlethwaite [31] uses a decomposition of a link diagram into maximal alternating
pieces to compute a lower bound on crossing number similar to inequality (1-1).
Consider a link diagram D as a 4–valent plane graph with over/under decorations at
the vertices. An edge or face of D should be understood to refer to an edge or face of
the 4–valent plane graph. An edge of D is called nonalternating if both of its endpoints
are overstrands or both of its endpoints are understrands. An edge is called alternating
if one of its endpoints is an overstrand and the other is an understrand. Mark each
nonalternating edge of D with two distinct points, and in each face of D connect those
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Figure 1: Each nonalternating edge is marked with two points. Inside of each
face, draw arcs that connect marked points that are adjacent on the boundary
but do not lie on the same edge of D .

marked points with arcs as depicted in Figure 1. This process results in a collection
of pairwise disjoint simple closed curves f
1; : : : ; 
kg. The pair .D; f
1; : : : ; 
kg/ is
called the alternating decomposition of D .

Thistlethwaite associates to D a graph G , which we call the alternating decomposition
graph of D , as follows. Suppose that D is a connected link diagram, ie when D

is considered as a graph, it is a connected graph. If D is an alternating diagram,
then G is a single vertex with no edges. Otherwise, the vertices of G are in one-to-one
correspondence with the curves 
1; : : : ; 
k of the alternating decomposition of D .
The edges of G are in one-to-one correspondence with the nonalternating edges of D .
Let vi and vj be vertices of G corresponding to curves 
i and 
j respectively. An
edge of G connects vi to vj if and only if the corresponding nonalternating edge of D

intersects both 
i and 
j . If D is not a connected link diagram, then G is the disjoint
union of the alternating decomposition graphs of its connected components.

The plane embedding of D induces an embedding of each component of G onto a
sphere, as described in Section 3. Since each component of G can be embedded on a
sphere, the graph G is planar. Whenever we refer to G with the sphere embeddings of
its components induced by D , we use the notation G and call it the sphere embedding
induced by D . We also consider G as an oriented ribbon graph of genus zero. See
Section 3 for further discussion on oriented ribbon graphs. Each edge of G can be
labeled as C or � according to whether it corresponds to an overstrand edge of D

or an understrand edge of D respectively. Since the edges in each face of G rotate
between C and � edges, it follows that every face has an even number of edges in its
boundary. Therefore G is bipartite. Also, since every curve 
i encloses a tangle, it
follows that every vertex of G has even degree. Proposition 3.3 shows that a graph
is an alternating decomposition graph if and only if it is planar, bipartite, and each
vertex has even degree. See Section 3 for examples of alternating decompositions of
link diagrams and their associated alternating decomposition graphs.
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If D has alternating decomposition curves f
1; : : : ; 
kg, then an alternating region
of D is a component of S2�f
1; : : : ; 
kg that contains crossings of D . As the name
suggests, if one follows a strand inside of an alternating region of D , then the crossings
will alternate between over and under. Let ralt.D/ be the number of alternating regions
in the alternating decomposition of D , and let e.G/ be the number of edges in G .
Note that e.G/ is also the number of nonalternating edges in D . Thistlethwaite [31]
proves that if D is a connected diagram of the link L, then

(1-2) span VL.t/� ralt.D/C
1
2
e.G/C 1� c.D/:

Bae and Morton [6] use Thistlethwaite’s approach to study the extreme terms and
the coefficients of the extreme terms in the Jones polynomial. Using combinatorial
data from the planar dual of G , a graph they call the nonalternating spine of D , they
recover inequality (1-1) and show that it is a stronger bound than inequality (1-2).

In this paper, we use Thistlethwaite’s alternating decompositions to study the Turaev
surface of a link diagram. We show that the genus of the Turaev surface of a link
diagram is determined by its alternating decomposition graph. If the Turaev surface is
disconnected, then its genus refers to the sum of the genera of its connected components.

Theorem 1.1 If D1 and D2 are link diagrams with isomorphic alternating decompo-
sition graphs, then gT .D1/D gT .D2/.

Champanerkar and Kofman [8] prove a version of Theorem 1.1 in the case where the
two link diagrams are related by a rational tangle replacement. Lowrance [24] uses
this special case to compute the Turaev genus of the .3; q/–torus links and of many
other closed 3–braids; see also Abe and Kishimoto [2].

The Turaev genus of an alternating decomposition graph G , denoted gT .G/, is defined
to be gT .D/, where D is a link diagram with alternating decomposition graph G .
Corollary 3.9 gives a recursive algorithm to compute gT .G/ without any reference
to link diagrams. Theorem 1.1 coupled with our algorithm for computing gT .G/

show that the genus of the Turaev surface is determined by how the various alternating
regions of D are glued together along the nonalternating edges of D . The recursive
algorithm is at the core of our classification theorems.

A doubled path of length k in G is a subgraph of G consisting of distinct vertices
v0; : : : ; vk such that for each i D 1; : : : ; k there are two distinct edges ei;1 and ei;2

in G connecting vertices vi�1 and vi , and such that deg vi D 4 for i D 1; : : : ; k � 1.
If G is a graph with a doubled path consisting of vertices v0; : : : ; vk , then let G0 be
G=fei;1 [ ei;2g, the contraction of ei;1 and ei;2 from G for some i with 1� i � k .
Then G0 is called a doubled path contraction of G . The inverse operation of lengthening
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a doubled path inside of G is called a doubled path extension of G . Two alternating
decomposition graphs G1 and G2 are called doubled path equivalent if there is a
sequence of doubled path contractions and extensions transforming G1 into G2 .
Doubled path contraction/extension can make a graph nonbipartite (and hence not
an alternating decomposition graph), but we do not require every graph in the sequence
from G1 to G2 to be bipartite. Proposition 3.11 shows that if G1 and G2 are doubled
path equivalent, then gT .G1/D gT .G2/.

A graph is k –edge connected for some positive integer k if the graph remains con-
nected whenever fewer than k edges are removed. An alternating decomposition
graph G is called reduced if G is a single vertex or every component of G is 3–edge
connected. In Section 3, we study the behavior of alternating decomposition graphs
under connected sum. We show that for any link L, there exists a diagram D of L

with reduced alternating decomposition graph such that D minimizes Turaev genus.
The classification theorems characterize all reduced alternating decomposition graphs
of a fixed Turaev genus.

Our main theorems give classifications of all reduced alternating decomposition graphs
of Turaev genus one and two. A doubled cycle C 2

i of length i is the graph obtained
from the cycle Ci of length i by doubling every edge.

Theorem 1.2 A reduced alternating decomposition graph G is of Turaev genus one if
and only if G is doubled path equivalent to C 2

2
, that is, if and only if G is a doubled

cycle of even length.

The previous theorem implies that every Turaev genus one link has a diagram D

obtained by connecting an even number of alternating 2–tangles into a cycle, as in
Figure 2. Dasbach and Lowrance [15] use Theorem 1.2 to compute the signature of all
Turaev genus one knots and to show that either the leading or trailing coefficient of the
Jones polynomial of a Turaev genus one link has absolute value one.

A link is almost-alternating if it is nonalternating and has a diagram D that can be
transformed into an alternating diagram with a single crossing change; see Adams
et al [4]. Abe and Kishimoto’s work [2] implies that all almost-alternating links have
Turaev genus one. It is unknown whether there is a link with Turaev genus one that
is not almost-alternating; see Lowrance [25]. The following corollary shows another
relationship between almost-alternating links and Turaev genus one links.

Corollary 1.3 If L is a link of Turaev genus one, then there is an almost-alternating
link L0 such that L and L0 are mutants of one another.

Algebraic & Geometric Topology, Volume 17 (2017)



Turaev genus and alternating decompositions 797
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C

�

�

C

�

C

C

�

C

�

Figure 2: Every diagram D where gT .D/D 1 and G is reduced has alter-
nating decomposition as above. Each 2–tangle Ti is alternating. A ˙ sign
on an edge indicates that it is a nonalternating edge of D with endpoints both
over/under crossings respectively. The alternating decomposition graph G

associated to such a diagram is a doubled cycle of length 2k .

We present a similar classification theorem for reduced alternating decomposition
graphs of Turaev genus two. However, instead of only one doubled path equivalence
class, now there are five. Let G1 and G2 be two graphs. A one-sum G1˚1 G2 is
the graph obtained by identifying a vertex of G1 with a vertex of G2 . Let e1 be an
edge in G1 connecting vertices v1 and v2 , and let e2 be an edge in G2 connecting
vertices u1 and u2 . A two-sum G1˚2G2 is the graph obtained by identifying the triple
.v1; v2; e1/ with .u1;u2; e2/, and then deleting the edge corresponding to e1 and e2 .
For example the two-sum of two 3–cycles C3˚2 C3 is a four cycle C4 . Consider the
following five classes of graphs, depicted in Figure 3:

(1) Let C 2
i tC 2

j denote the disjoint union of the doubled cycles C 2
i and C 2

j .

(2) Let C 2
i ˚1C 2

j be the graph obtained identifying a vertex of the doubled cycle C 2
i

with a vertex of C 2
j .

(3) Let Ci;j ;k be the graph obtained by identifying two paths of length k in the
cycle CiCk of length i C k and the cycle CjCk of length j C k . Furthermore,
let C 2

i;j ;k
be the graph Ci;j ;k with each edge doubled.

(4) Let K4.p; q/ be the graph obtained by replacing two nonadjacent edges of the
complete graph K4 with doubled paths of lengths p and q respectively.

(5) Let K4.p/ be the graph K4 with one edge replaced by a doubled path of
length p . Let K4.p/˚2 K4.q/ be the two-sum of K4.p/ and K4.q/ taken
along the unique edge in each summand that is not contained in or adjacent to
the doubled path.

The graphs in the above families are not necessarily bipartite (depending on their
parameters). Informally, the subsequent theorem states that a reduced alternating
decomposition graph has Turaev genus two if and only if it is in one of the above five
families and is bipartite. The precise statement uses doubled path equivalence.
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C 2
2
tC 2

2
C 2

2
˚1 C 2

2
C 2

1;1;1

K4.2; 2/ K4.2/˚2 K4.2/

Figure 3: Representatives of the five doubled path equivalence classes of
reduced alternating decompositions graphs of Turaev genus two. Informally,
a Turaev genus two link diagram is obtained by inserting appropriate alter-
nating tangles inside of the vertices of these graphs. In the case of C 2

2
tC 2

2

one should insert an annular alternating region bounded by two curves that
correspond to vertices in distinct components. See Figure 9 for an example of
a connected link diagram with disconnected alternating decomposition graph.

Theorem 1.4 A reduced alternating decomposition graph G is of Turaev genus two if
and only if G is doubled path equivalent to one of the following five graphs:

C 2
2 tC 2

2 ; C 2
2 ˚1 C 2

2 ; C 2
1;1;1; K4.2; 2/; or K4.2/˚2 K4.2/:

Seungwon Kim [22] has independently proved versions of Theorem 1.2 and Theorem 1.4.
The following theorem shows that for each nonnegative integer k , there exists a similar
classification of reduced alternating decomposition graphs of Turaev genus k .

Theorem 1.5 Let k be a nonnegative integer. There are a finite number of doubled
path equivalence classes of reduced alternating decomposition graphs G with Turaev
genus k .

This paper is organized as follows. In Section 2, we review background material on the
Turaev surface and discuss its connections to other areas of knot theory. In Section 3, we
give the algorithm to compute gT .G/ and prove Theorem 1.1. In Section 4, we classify
alternating decomposition graphs of Turaev genus zero and show that all links have a
Turaev genus minimizing diagram whose alternating decomposition graph is reduced.
In Section 5, we prove the three main classification theorems (Theorems 1.2, 1.4,
and 1.5).

The authors thank Sergei Chmutov, Oliver Dasbach, Nathan Druivenga, Charles
Frohman, and Thomas Kindred for their helpful comments.
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A B

Figure 4: The A and B resolutions of a crossing

D

A A

B

B

Figure 5: In a neighborhood of each crossing of D , a saddle surface transi-
tions between the all-A and all-B states.

2 The Turaev surface

In this section, we give the construction of the Turaev surface of a link diagram D

and discuss its connections to other link invariants. For a more in depth summary, see
Champanerkar and Kofman’s recent survey [9].

Each link diagram D has an associated Turaev surface F.D/, constructed as follows.
Figure 4 shows the A and B resolutions of a crossing in D . The collection of simple
closed curves obtained by performing either an A–resolution or a B –resolution for each
crossing of D is a state of D . Performing an A–resolution for every crossing results in
the all-A state of D . Similarly, performing a B –resolution for every crossings results
in the all-B state of D . Let sA.D/ and sB.D/ denote the number of components in
the all-A and all-B states of D respectively.

To construct the Turaev surface, we take a cobordism from the all-B state of D to the
all-A state of D such that the cobordism consists of bands away from the crossings
of D and saddles in neighborhoods of the crossing, as depicted in Figure 5. Finally, to
obtain F.D/, we cap off the boundary components of the cobordism with disks. The
Turaev surface F.D/ is oriented, and we denote the genus of the Turaev surface of D

by gT .D/. If the Turaev surface (or any oriented surface) is disconnected, then when
we refer to its genus, we mean the sum of the genera of its connected components.
Let k.D/ be the number of split components of the diagram D , ie the number of graph
components of D when D is considered as a 4–valent graph whose vertices are the
crossings. Also, let c.D/ be the number of crossings of D . It can be shown that

(2-1) gT .D/D
1
2
.2k.D/C c.D/� sA.D/� sB.D//:
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Figure 6: A crossing ball shows how L is embedded near a crossing of D .

The Turaev genus gT .L/ of a link L is the minimum genus of the Turaev surface
of D , where D is any diagram of L; ie

gT .L/DminfgT .D/ jD is a diagram of Lg:

Turaev [32] constructs his surface in a slightly different, but equivalent way. Turaev’s
construction allows us to see that a diagram D of the link L can be considered as a
4–valent graph simultaneously embedded on the sphere and the Turaev surface F.D/.
First consider D as embedded on a sphere S . Then L can be embedded into S3 by
replacing crossings of D with suitably small balls where one strand passes over the
other, as in Figure 6.

We construct the Turaev surface of D by first replacing each crossing of D with the
disk that is the intersection of the associated crossing ball and S . Each alternating
edge of D is replaced with an untwisted band that lies completely in the projection
sphere S . Each nonalternating edge of D is replaced with a twisted band. One arc on
the boundary of the twisted band will be an arc in a component of the all-A state of D ,
and one arc on the boundary of the twisted band will be an arc in a component of the
all-B state of D . The band can be twisted so that the arc corresponding to the all-A
state lies in the union of S and its exterior, while the arc corresponding to the all-B
state lies in the union of S and its interior.

After replacing each crossing of D with a band, the boundary of the resulting surface
is the union of the all-A state of D and the all-B state of D . Moreover, the boundary
components corresponding to the all-A state lie in the union of S and its exterior, and
the boundary components corresponding to the all-B state lie in the union of S and
its interior. Therefore, the boundary components of this surface can be capped off
with disks embedded in S3 , and the resulting surface is the Turaev surface F.D/. By
projecting the link to S in the crossing balls, one can consider the diagram D to be
embedded on both S and the Turaev surface F.D/; see Figure 7.
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Figure 7: The disks and band associated to an alternating edge (left), and the
disks and band associated to a nonalternating edge (right)

The Turaev surface of a link diagram and the Turaev genus of a link have the following
properties; proofs of these facts can be found in [32; 11]:

(1) The Turaev surface F.D/ is a Heegaard surface in S3 , that is, S3�F.D/ is a
union of two handlebodies.

(2) The diagram D is alternating on F.D/.
(3) The Turaev surface is a sphere if and only if D is a connected sum of alternating

diagrams. Consequently, gT .L/D 0 if and only if L is alternating.
(4) The complement F.D/�D is a collection of disks.

The above conditions do not completely characterize Turaev surfaces. Let galt.L/

be the minimal genus of Heegaard surface F in S3 on which the link L has an
alternating projection such that the complement of that projection to F is a collection
of disks. Adams [3] studies knots and links where galt.L/D 1, and Balm [7] studies the
behavior of galt.L/ under connected sum. Lowrance [25] constructs a family of links
where galt.L/D 1, but the Turaev genus is arbitrarily large. Armond, Druivenga, and
Kindred [5] show how to determine whether a surface satisfying the above conditions is a
Turaev surface using Heegaard diagrams. Indeed, the Heegaard diagrams corresponding
to Turaev surfaces of genus one first inspired Theorem 1.2 and the subsequent work in
this paper.

Like many link invariants defined as minimums over all diagrams, there is no algorithm
to compute the Turaev genus of a link. Instead, our computations rely on various
bounds of Turaev genus. The first bound follows immediately from inequality (1-2).
We have

gT .L/� c.L/� span VL.t/;

where c.L/ is the minimum crossing number of L. Several other bounds on Turaev
genus come from link homologies.
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Khovanov [19] constructs a categorification Kh.L/ of the Jones polynomial, now
known as Khovanov homology. Khovanov homology is a bigraded Z–module with
homological grading i and quantum grading j , and one may write Kh.L/ as a direct
sum over its bigraded summands Kh.L/D

L
i;j Khi;j .L/. Define

ımin.Kh.L//Dminfj � 2i j Khi;j .L/¤ 0g;

ımax.Kh.L//Dmaxfj � 2i j Khi;j .L/¤ 0g:

Champanerkar, Kofman, and Stoltzfus [10] show that

(2-2) ımax.Kh.L//� ımin.Kh.L//� 2� 2gT .L/:

A link diagram D is adequate if the number of components in the all-A (respectively
all-B ) state is strictly greater than the number of components in every state containing
exactly one B –resolution (respectively exactly one A–resolution). A link is adequate
if it has an adequate diagram. Khovanov [20] studies the Khovanov homology of
adequate links, and Abe [1] proves that inequality (2-2) is tight when L is adequate.

Ozsváth and Szabó [28] and independently Rasmussen [29] construct a categorification
bHFK.K/ of the Alexander polynomial of a knot K , called knot Floer homology. Knot

Floer homology is also a bigraded Z–module with homological (or Maslov) grading m

and Alexander grading s , and one may write bHFK.K/ as a direct sum over its bigraded
summands bHFK.K/D

L
m;s

bHFKm.K; s/. Define

ımin. bHFK.K//Dminfs�m j bHFKm.K; s/¤ 0g;

ımax. bHFK.K//Dmaxfs�m j bHFKm.K; s/¤ 0g:

Lowrance [23] shows that

(2-3) ımax. bHFK.K//� ımin. bHFK.K//� gT .K/:

Let �.K/ be the signature of K , let �.K/ be the Ozsváth–Szabó � –invariant [27], and
let s.K/ be the Rasmussen s–invariant [30]. Dasbach and Lowrance [13] show thatˇ̌

�.K/C 1
2
�.K/

ˇ̌
� gT .K/;(2-4) ˇ̌

1
2
.s.K/C �.K//

ˇ̌
� gT .K/;(2-5) ˇ̌

�.K/� 1
2
s.K/

ˇ̌
� gT .K/:(2-6)

Essentially all known computations of the Turaev genus of a link rely on some inequality
among (2-2)–(2-6). Finding a new method for computing the Turaev genus remains a
challenging open question.
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D G

Figure 8: A diagram D of 942 with its alternating regions shaded and its
alternating decomposition graph G D C 2

2

3 Alternating decomposition graphs

Throughout this section, we assume that D is a link diagram, G is the alternating
decomposition graph of D , and G is the graph G with the sphere embedding induced
by D . We begin the section with some examples.

Example 3.1 Figure 8 shows a diagram D of the knot 942 from Rolfsen’s table, along
with its alternating decomposition curves f
1; 
2g. Since the alternating decomposition
of D has two curves that both intersect the same four nonalternating edges of D , it
follows that the alternating decomposition graph of D is G D C 2

2
, the graph with

two vertices and four parallel edges between them. In this example, gT .D/D 1 and
since 942 is nonalternating, it follows that gT .L/D 1.

Example 3.2 Figure 9 shows a connected link diagram D with a disconnected alter-
nating decomposition graph G . The alternating decomposition graph G is disconnected
when D has an alternating region with more than one boundary component. In this
case, the alternating decomposition graph G is C 2

2
tC 2

2
, the disjoint union of two

doubled 2–cycles. The disjoint union of two copies of the diagram from Figure 8 also
has C 2

2
tC 2

2
as its alternating decomposition graph.

The embedding of D into the plane induces an embedding of each component of the
alternating decomposition graph G onto a sphere. Each curve 
i of the alternating
decomposition of D is incident to two regions, precisely one of which contains cross-
ings of D . In the examples of Figure 8 and Figure 9, the alternating regions with
crossings are shaded, and the regions without crossings are unshaded. If 
i and 
j are
different boundary curves of the same alternating region, then their associated vertices
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D G

Figure 9: The alternating decomposition of D has an annular alternating
region. Hence its alternating decomposition graph G is disconnected.

belong to different components of G . Let 
i1
; : : : ; 
ik

be the curves of the alternating
decomposition graph associated to all of the vertices of a particular component of G .
One may consider the diagram D as being embedded on the sphere S , and thus the
curves 
i1

; : : : ; 
ik
are also embedded on S . The embedding of this component of G

onto the sphere S is obtained by considering the vertex associated to 
ij to be the
disk with boundary 
ij containing the alternating region incident to 
ij . This disk
may contain other curves from the alternating decomposition of D , but these other
curves are associated to a different component of G . The edges of this component
are the segments of the nonalternating edges of D that go between two curves of the
alternating decomposition of D . Thus each component of G has an induced embedding
onto a sphere.

Thistlethwaite [31] proved that if G is an alternating decomposition graph of some
link diagram, then G is planar, bipartite, and each vertex of G has even degree. Our
first result of this section is the converse.

Proposition 3.3 Let G be a planar, bipartite graph such that each vertex of G has
even degree. Then G is the alternating decomposition graph of some link diagram D .
Moreover, D may be chosen to be adequate.

Proof Fix a planar embedding for G . For each vertex vi in G , choose an alternating
tangle Ti with deg vi endpoints along the boundary. Each tangle Ti must contain at
least one crossing, and each face of the tangle Ti can only meet the boundary circle in
at most one arc. Assign to each endpoint the sign C or � based on whether the strand
emanating from that point is the overstrand or the understrand, respectively, of the
first crossing it meets. The signs C and � will alternate around the boundary of Ti .
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C �

T2

C

� C

�

T4
C

�

C

� C

�
T2k

Figure 10: Inserting the tangles T2i into an alternating decomposition
graph G results in an adequate link diagram D whose alternating decompo-
sition graph is G .

Since G is bipartite, the edges of G can also be assigned C or � in such a way that
the signs alternate around each vertex in the planar embedding. Replace vi with Ti in
the planar embedding of G so that each endpoint of an arc in Ti and the edge of G

which it gets connected to have the same sign. This produces a link diagram with the
property that the nonalternating arcs exactly correspond to the edges of G .

To make the link diagram adequate, appropriate tangles must be chosen for the Ti .
Choosing the tangles shown in Figure 10 will produce an adequate link diagram. This
is because the circles in the all-A and all-B resolutions come in two types: those
completely contained in one of the tangles, and those that pass through multiple tangles.
Each crossing is either between two distinct circles of the first type, or between a circle
of the first type and a circle of the second type. Specifically, each crossing is always
between two distinct circles. Thus if one crossing is changed from the A–resolution to
the B –resolution in the all-A state (or vice-versa in the all-B state), then the number
of circles will decrease by one.

Abe [1] proves that if D is adequate, D minimizes Turaev genus, ie gT .D/D gT .L/.
Consequently, we have the following corollary.

Corollary 3.4 Let G be a planar, bipartite graph such that each vertex has even degree.
Then there is a link diagram D whose alternating decomposition graph is G such that
gT .D/D gT .L/.

An oriented ribbon graph is a graph G cellularly embedded in an oriented surface †.
The genus of an oriented ribbon graph is the genus of †. We often visualize the
vertices of an oriented ribbon graph as round disks and the edges of an oriented ribbon
graph as rectangular bands attached on opposite ends to the round vertices. The sphere
embedding G of an alternating decomposition graph G is a ribbon graph embedded
on a disjoint union of spheres. From G , we construct another ribbon graph zG such
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D

G

zG

Figure 11: The link diagram D , the sphere embedding G of its alternating
decomposition graph G and the twisted embedding zG of G

that the genus of zG is equal to gT .D/. The ribbon graph zG has the same vertices and
edges as G . To obtain zG from G a half-twist is applied to each edge band of G . We
say that zG is the twisted embedding of the alternating decomposition graph G ; see
Figure 11. The operation of twisting some edges in a ribbon graph has been recently
studied by Ellis-Monaghan and Moffatt under the name partial petrials [16].

Proposition 3.5 Let zG be the twisted embedding of the alternating decomposition
graph of a link diagram D . The genus of zG is gT .D/.

Proof Each vertex in zG corresponds to a curve in the alternating decomposition of D .
Suppose a collection of curves f
i1

; : : : ; 
ij g bound an alternating region R in the
alternating decomposition of D , and let vi1

; : : : ; vij be their corresponding vertices
in zG . The region R is a surface of genus zero with j boundary components. The
vertices vi1

; : : : ; vij all lie in different components zGi1
; : : : ; zGij of zG . Consider the

vertices vi1
; : : : vij as disks. Form the connected sum zGi1

# � � � # zGij by identifying
disks inside of vertices vi1

; : : : ; vij . What was a collection of j disks is now a single
planar surface with j boundary components, just like R. Repeat this process for each
collection of curves that bound an alternating region to form the surface †.

We partially construct the Turaev surface F.D/ as follows. Consider D as embedded
on a sphere S sitting inside of S3 . Replace crossings of D with round disks, and
replace all edges of D with either flat or twisted bands according to whether the edge
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is alternating or nonalternating. The boundary components of the resulting surface
correspond to the union of the all-A and all-B states of D . If one such boundary
component lies completely in S (ie each arc in the component contained in an edge
band is contained in a flat edge band), then cap that boundary component off with
a disk as follows. If the boundary component corresponds to a component of the
all-B state, the interior of the disk should be contained inside S , and if the boundary
component corresponds to a component of the all-A state, the interior of the disk should
be contained outside S . The resulting surface is †, and so g. zG/Dg.†/DgT .D/.

Proposition 3.5 implies that the genus of the Turaev surface of D is determined by
the sphere embedding G of its alternating decomposition graph G . Hence we define
gT .G/ to be gT .D/ for any diagram D with sphere embedding G of its alternating
decomposition graph G . We give a recursive algorithm to compute gT .G/ without
referring to the link diagram D . Our recurrence depends on the following lemma.

Lemma 3.6 Let G be a sphere embedding of a connected, alternating decomposition
graph G , and suppose the number of edges in G is nonzero.

(1) Either G contains a face bounded by exactly two edges or G contains at least
four vertices of degree two.

(2) Either G contains a pair of parallel edges or G contains at least four vertices of
degree two.

Proof The degree of a face is defined to be the number of edges in its boundary.
Suppose that G has no face of degree two and three or fewer vertices of degree two.
Since every vertex in G has even degree, it follows that the other vertices of G have
degree at least four. Let v.G/, e.G/ and f .G/ denote the number of vertices, edges
and faces of G respectively. Also, let V.G/ and F.G/ be the vertex and face sets
of G . The handshaking lemma implies

4.v.G/� 3/C 6D 4v.G/� 6�
X

v2V.G/

deg v D 2e.G/:

Thus v.G/� 1
2
e.G/C 3

2
. Since G is bipartite, all of its faces have even degree, and

since G has no face of degree two, the handshaking lemma applied to the planar dual
of G implies

4f .G/�
X

f 2F.G/

degf D 2e.G/:
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Thus f .G/� 1
2
e.G/. Now since G is connected and planar, its Euler characteristic is

two. Therefore, we have

2D v.G/� e.G/Cf .G/� 1
2
e.G/C 3

2
� e.G/C 1

2
e.G/D 3

2
;

which is a contradiction. Therefore G must have at least four vertices of degree two.
The second statement follows immediately from the first.

For any graph � (or oriented ribbon graph), let k.�/ denote the number of connected
components in � . If e is an edge in � incident to vertices v1 and v2 , then the
contraction of e , denoted �=e is the graph obtained by identifying the vertices v1

and v2 and deleting the edge e . Any graph that can be obtained from � via a sequence
of edge contractions and edge or vertex deletions is called a minor of � . The sphere
embedding of a graph induces a sphere embedding on any of its minors. If � is bipartite,
then ��e is also bipartite. If � is bipartite and k.�/D k.��e/�1, then �=e is also
bipartite. In the following proposition, whenever a set of edges is deleted or contracted,
the induced sphere embedding on the subgraph is assumed. Proposition 3.7 gives a
recursive algorithm to compute gT .G/.

Proposition 3.7 Let G be a sphere embedding of an alternating decomposition
graph G .

(1) If G is a collection of isolated vertices, then gT .G/D 0.
(2) Suppose that G contains a face bounded by exactly two edges e1 and e2 . Let

G0 D G � fe1; e2g, and let G00 D G=fe1; e2g. If k.G0/ D k.G/, then G0

is a sphere embedding of an alternating decomposition graph and gT .G
0/ D

gT .G/�1. If k.G0/D k.G/C1, then both G0 and G00 are sphere embeddings
of alternating decomposition graphs and gT .G

0/D gT .G
00/D gT .G/.

(3) Suppose that G contains a vertex v of degree two, incident to edges e1 and e2 .
Let G0 DG=fe1; e2g. Then G0 is a sphere embedding of an alternating decom-
position graph, and gT .G

0/D gT .G/.

Proof (1) Let D be the disjoint union of m alternating diagrams. Then gT .D/D 0

and G is m isolated vertices. Thus gT .G/D 0.

(2) Deleting or contracting two edges from a graph embedded on a disjoint union of
spheres results in a graph embedded on a disjoint union of spheres. Moreover, since e1

and e2 bound a face, they are incident to the same two vertices. Hence all vertices of G0

and G00 have even degree. As G0 is obtained from G by deleting two edges, it follows
that G0 is bipartite. Also, since e1 and e2 are parallel, it follows that if the deletion of
e1 and e2 increases the number of components in G , then G00 is bipartite. Thus G0 is
a sphere embedding of an alternating decomposition graph, and if k.G0/D k.G/C 1,
then G00 is a sphere embedding of an alternating decomposition graph.
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Let zG , zG0 and zG00 be the twisted embeddings of G , G0 and G00 respectively. Define
f . zG/ to be the number of components of †� zG , where † is the surface on which G
is embedded. Note that f . zG/ is also the number of boundary components of zG .
Similarly define f . zG0/ and f . zG00/.

We have v. zG0/D v. zG/, e. zG0/D e. zG/� 2 and f . zG0/D f . zG/. If H is an oriented
ribbon graph, then its genus is

g.H/D 1
2
.2k.H/� v.H/C e.H/�f .H//:

Both G and zG have the same underlying graph G , and so they have the same number
of components. A similar statement holds for G0 and zG0 . If k.G0/D k.G/C 1, then

gT .G
0/D g. zG0/D g. zG/D gT .G/;

and if k.G0/D k.G/, then

gT .G
0/D g. zG0/D g. zG/� 1D gT .G/� 1:

Also, if k.G0/D k.G/C 1, then zG00 can be obtained from zG0 by taking a connected
sum along the two vertices incident with e1 and e2 in zG . Hence gT .G

00/D gT .G
0/.

(3) As in the previous case, contracting two edges from a graph embedded on a disjoint
union of spheres leads to a graph embedded on a disjoint union of spheres. Let v1

and v2 be the two vertices adjacent to v , and let v12 be the vertex in G0 corresponding
to vertices v1 and v2 in G . If v1 ¤ v2 , then the degree of v12 is deg v1C deg v2� 2,
which is even. If v1 D v2 , then deg v12 D deg v1 � 2, which is also even. All other
vertices in G0 have the same degree as their corresponding vertices in G . Also, the
bipartition of the vertices of G induces a bipartition of the vertices of G0 . Thus G0 is
a sphere embedding of an alternating decomposition graph.

Let zG and zG0 be the twisted embeddings associated to G and G0 , respectively.
Then k. zG0/ D k. zG/ and e. zG0/ D e. zG/ � 2. If v1 ¤ v2 , then v. zG0/ D v. zG/ � 2

andf . zG0/D f . zG/, and if v1 D v2 , then v. zG0/D v. zG/� 1 and f . zG0/D f . zG/� 1.
Hence gT .G

0/D gT .G/.

As the following theorem shows, the Turaev genus of the sphere embedding G of the
alternating decomposition graph G does not depend on its embedding at all.

Theorem 3.8 Let G1 and G2 be sphere embeddings of the same alternating decom-
position graph G . Then gT .G1/D gT .G2/.

Proof We proceed by induction on the number of edges in G . If G has no edges, then
both G1 and G2 are embeddings of a disjoint union of vertices. Hence gT .G1/ D

gT .G2/D 0.
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Suppose that G has n edges and that any two embeddings of an alternating decomposi-
tion graph with fewer than n edges have the same Turaev genus. Suppose that G1 has a
vertex v of degree two incident to edges e1 and e2 . Since G2 has the same underlying
graph G as G1 , the same statement holds for G2 , that is, the vertex v in G2 has degree
two and is incident to edges e1 and e2 . Set G0

1
D G1=fe1; e2g, G0

2
D G0

2
=fe1; e2g

and G0 D G=fe1; e2g. By Proposition 3.7, we have that gT .G
0
1
/ D gT .G1/ and

gT .G
0
2
/DgT .G2/. Since G0

1
and G0

2
are sphere embeddings of the same graph G0 , the

inductive hypothesis implies that gT .G
0
1
/D gT .G

0
2
/. Therefore gT .G1/D gT .G2/.

Now suppose that G1 does not have a vertex of degree two. By Lemma 3.6, G1 has
a face bounded by exactly two edges, say e1 and e2 . Let G0

1
DG1�fe1; e2g. Then

Proposition 3.7 implies that if k.G0
1
/ D k.G1/, then gT .G1/ D gT .G

0
1
/C 1, and

if k.G0
1
/ D k.G1/C 1, then gT .G1/ D gT .G

0
1
/. Since G1 and G2 have the same

underlying graph G , the edges e1 and e2 are parallel in G2 , but do not necessarily
bound a face of degree two. Let G0

2
DG2�fe1; e2g.

The twisted embedding zG2 is obtained from zG0
2

by adding the two twisted edges
corresponding to e1 and e2 . The twisted edges e1 and e2 contain four boundary
arcs that are pieces of boundary components of zG2 . Fix one of the boundary arcs
and fix an endpoint of that boundary arc. As one travels along the boundary of zG2

starting from the fixed endpoint, one of the other seven endpoints of boundary arcs
of e1 and e2 must be encountered first. The planarity of G2 lets us rule out four
of those endpoints. Furthermore, each edge in G2 corresponds to a nonalternating
edge in some link diagram D . The two boundary arcs of that edge correspond to a
segment in a component of the all-A state of D and a segment in a component of
the all-B state of D . In particular, two boundary arcs of the same edge must belong
to different components of the boundary of the twisted embedding of the associated
alternating decomposition graph. This rules out one more of the endpoints as being the
next endpoint encountered. There are two remaining cases, each depicted in Figure 12.

The four boundary arcs of e1 and e2 lie in exactly two components of the boundary
of zG2 . Moreover, if the twisted edges e1 and e2 are removed, then the two boundary
components containing boundary arcs of e1 and e2 are transformed into two boundary
components of the twisted embedding zG0

2
. Since no other boundary components

of zG2 are changed by deleting e1 and e2 , it follows that f . zG0
2
/ D f . zG2/. Since

v. zG0
2
/ D v. zG2/ and e. zG0

2
/ D e. zG2/ � 2, it follows that if k.G0

2
/ D k.G2/, then

gT .G2/ D gT .G
0
2
/C 1, and if k.G0

2
/ D k.G2/C 1, then gT .G2/ D gT .G

0
2
/. The

embedded graphs G0
1

and G0
2

have the same underlying graph, and hence the inductive
hypothesis implies that gT .G

0
1
/DgT .G

0
2
/. Deleting e1 and e2 from G1 increases the

number of components if and only if deleting e1 and e2 from G2 increases the number
of components. Therefore gT .G1/D gT .G2/, and the desired result is proven.

Algebraic & Geometric Topology, Volume 17 (2017)



Turaev genus and alternating decompositions 811

Figure 12: The two figures on the left show the boundary components of zG2

that contain the boundary arcs of e1 and e2 , and the two figures on the right
show the corresponding boundary components of zG0

2
. Other vertices and

edges of the graph lie inside the two shaded areas.

Proof of Theorem 1.1 Let D1 and D2 be two link diagrams with the same alternating
decomposition graph G . Let G1 be the sphere embedding of G induced by D1 , and
let G2 be the sphere embedding of G induced by D2 . Theorem 3.8 implies that
gT .D1/D gT .G1/D gT .G2/D gT .D2/, as desired.

Since the Turaev genus of an alternating decomposition graph G does not depend
on the sphere embedding of G , we can define gT .G/ to be gT .D/, where D is any
link diagram with alternating decomposition graph G . The recursive algorithm in
Proposition 3.7 can be restated without reference to embedding.

Corollary 3.9 Let G be an alternating decomposition graph.

(1) If G is a collection of isolated vertices, then gT .G/D 0.

(2) Suppose that G contains a set of parallel edges fe1; e2g. Let G0 DG �fe1; e2g

and let G00 DG=fe1; e2g. If k.G/D k.G0/, then gT .G
0/D gT .G/� 1, and if

k.G0/D k.G/C 1, then gT .G
0/D gT .G

00/D gT .G/.

(3) Suppose that G contains a vertex v of degree two, incident to edges e1 and e2 .
Let G0 DG=fe1; e2g. Then gT .G

0/D gT .G/.
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G G0 G00

Figure 13: The graph G is transformed into C 2
2

via the algorithm of
Corollary 3.9. The first step decreases Turaev genus by four, while the
second and third steps do not change Turaev genus. Since gT .C

2
2 /D 1 , it

follows that gT .G/D 5 .

Example 3.10 Let G be the alternating decomposition graph on the top left of
Figure 13. One can apply the algorithm of Corollary 3.9 to G as follows. First, delete
four pairs of parallel edges as shown to obtain the graph G0 . Since k.G/D k.G0/, it
follows that gT .G/DgT .G

0/C4. Second, contract the remaining four pairs of parallel
edges to obtain G00 , and note that gT .G

00/D gT .G
0/. Finally, apply operation (3) of

Corollary 3.9 to four degree-two vertices of G00 to obtain C 2
2

. Since gT .C
2
2
/ D 1,

it follows that gT .G/D 5. This example shows that it is not always possible to find
gT .G/ pairs of parallel edges in G whose deletion does not increase the number of
components.

Proposition 3.11 Suppose that G1 and G2 are doubled path equivalent alternating
decomposition graphs. Then gT .G1/D gT .G2/.

Proof Let G be an alternating decomposition graph with sphere embedding G and
twisted embedding zG . A doubled path extension adds one vertex, two edges and one
face to zG , and a doubled path contraction removes one vertex, two edges and one face
from zG . Therefore the Euler characteristic of zG is unchanged by either doubled path
extensions or doubled path contractions. If G1 and G2 are doubled path equivalent
alternating decomposition graphs with twisted embeddings zG1 and zG2 , then the Euler
characteristics (and hence genera) of zG1 and zG2 agree. Thus gT .G1/D gT .G2/.

We remind the reader that doubled path extensions and contractions can transform an
alternating decomposition graph into a nonbipartite graph whose associated twisted
embedding is nonorientable. However, the Euler characteristic argument in the proof
of Proposition 3.11 applies in both the orientable or nonorientable cases. We also warn
the reader that doubled path extensions and contractions only change the length of
existing doubled paths. Creating new doubled paths or entirely destroying doubled
paths will change the Turaev genus of the graph.
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zDi DiC1F1 F3

F2

zDi DiC1

Figure 14: On the left is the disjoint union of zDi and DiC1 , and on the right
is a connected sum of zDi and DiC1 . The diagram DiC1 is alternating. For
k D 1 , 2 and 3 , let Fk denote the indicated face of zDk tDkC1 .

4 Alternating decomposition graphs of Turaev genus zero

Turaev [32] showed that the genus of the Turaev surface of a link diagram D is zero
if and only if D is a connected sum of alternating diagrams. In this section, we use
Turaev’s result to give a classification of alternating decomposition graphs of Turaev
genus zero. In order to accomplish this, we will study the behavior of the alternating
decomposition graph under certain types of connected sums.

Suppose that D is a link diagram with gT .D/ D 0. Hence D D D1 # � � � # Dk is
a connected sum of alternating diagrams D1; : : : ;Dk . Let zDi D D1 # � � � # Di for
i D 1; : : : ; k . Then D D zDk and zDiC1 D

zDi # DiC1 . Thus to classify connected
sums of alternating diagrams, it suffices to examine the connected sum of a (possibly
nonalternating) diagram zDi and an alternating diagram DiC1 ; see Figure 14.

Let zGi be the alternating decomposition graph of zDi , for each iD1; : : : ; k . Since DiC1

is alternating, its alternating decomposition graph is a single vertex. We examine
how zGiC1 is obtained from zGi . A face of a link diagram is said to be alternating if
every edge in the boundary of that face is alternating. Otherwise, the face is said to
be nonalternating. Let ei be the edge of zDi and let eiC1 be the edge of DiC1 along
which we are taking the connected sum. The edge eiC1 is necessarily alternating,
but ei can be either alternating or nonalternating. Figure 15 shows the alternating
decomposition curves in the seven relevant cases, which we describe in detail below.

Case 1 Suppose that ei is nonalternating. Figure 15 shows the endpoints of ei passing
under the crossing, but the case where the endpoints pass over the crossing is exactly
the same. Taking the connected sum merges the curve in the alternating decomposition
of DiC1 with one of the curves in the alternating decomposition of zDi . Therefore
zGiC1 D

zGi .

Case 2 Suppose that ei is alternating and the connected sum is taken as in Figure 15.
Also, suppose that both F1 and F2 are alternating faces of zDi . Then there are no
alternating decomposition curves of zDi in either F1 or F2 . Hence zGiC1 D

zGi tC2 ,
where C2 is a 2–cycle.
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Case 1

Case 2

Case 3

Case 4

Case 5

Case 6

Case 7

Figure 15: Taking the connected sum of zDiDD1#� � �#Di and the alternating
diagram DiC1

Case 3 Suppose that ei is alternating and the connected sum is taken as in Figure 15.
Also, suppose that F1 is an alternating face of zDi , while F2 is a nonalternating face
of zDi . Let 
 be the alternating decomposition curve in F2 that runs along ei . After
performing the connected sum, the curve 
 transforms into a curve that runs along
the same portion of the boundary of F2 and also along all of F1 . Thus the connected
sum attaches the alternating decomposition curve of DiC1 to 
 by two edges. Hence
zGiC1 D

zGi ˚1 C2 . The transformation G 7! G ˚1 C2 is called a doubled pendant
move and is depicted in Figure 16.
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::: v1

G G˚1 C2

::: v1 v2

Figure 16: A doubled pendant move on G results in the graph G˚1 C2 .

Case 4 Suppose that ei is alternating and the connected sum is taken as in Figure 15.
Also, suppose that F1 is a nonalternating face of zDi , while F2 is an alternating face
of zDi . Let 
 be the alternating decomposition curve in F1 that runs along ei . After
performing the connected sum, the curve 
 transforms into a curve that runs along
the same portion of the boundary of F1 and also along all of F2 . Thus the connected
sum attaches the alternating decomposition curve of DiC1 to 
 by two edges. Hence
zGiC1 D

zGi ˚1 C2 .

Case 5 Suppose that ei is alternating and the connected sum is taken as in Figure 15.
Also, suppose that both F1 and F2 are nonalternating faces of zDi and that the alter-
nating decomposition curves 
1 and 
2 that run along ei are distinct curves. Since
the region bounded by 
1 and 
2 contains crossings of zDi , it follows that the vertices
of zGi corresponding to 
1 and 
2 lie in different components of zGi . Performing the
connected sum operation merges 
1 and 
2 , and connects the alternating decomposition
curve of DiC1 to the newly merged 
1 and 
2 with two edges. Therefore, zGiC1 is
obtained from zGi by taking a one-sum along two vertices in separate components
of zGi and then an additional one-sum with C2 .

Case 6 Suppose that ei is alternating and the connected sum is taken as in Figure 15.
Also, suppose that both F1 and F2 are nonalternating faces of zDi and that there
is a single alternating decomposition curve that runs along ei in both F1 and F2 .
Performing a connected sum operation splits this alternating decomposition curve into
two curves, each of which has a single edge attached to the alternating decomposition
curve of DiC1 . Thus the graph zGiC1 is obtained from zGi by

(1) picking a vertex v of zGi ,

(2) partitioning the edges incident to v into two sets A and B each of odd order,

(3) splitting the vertex v into two new vertices v1 and v2 where, the edge set A is
incident to v1 and the edge set B is incident to v2 , and

(4) creating a new vertex v3 of degree two adjacent to both v1 and v2 .

See Figure 17 for a depiction of this operation, which we call a two-path extension.

Case 7 Suppose that ei is alternating and the connected sum is taken as in Figure 15.
Note that this connected sum is different than Cases 2–6. In this case, it does not matter
whether either, neither, or both of F1 and F2 are alternating or nonalternating. In each
case, we have zGiC1 D

zGi .
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A Bv A Bv1 v3 v2

Figure 17: A two-path extension. The edge sets A and B must each be of odd order.

Theorem 4.1 Let G be an alternating decomposition graph with gT .G/D 0. Then G

can be obtained from a collection of isolated vertices via a sequence of doubled pendant
moves, two-path extensions and one-sums along vertices in different components.

Proof Suppose D is a link diagram with alternating decomposition graph G . Then
gT .D/DgT .G/D0, and hence DDD1#� � �#Dk is a connected sum of alternating dia-
grams D1; : : : ;Dk . Let zDiDD1#� � �#Di , and let zGi be the alternating decomposition
graph of zGi . Our analysis above shows that there is a sequence zG1; zG2; : : : ; zGk DG

of alternating decomposition graphs such that zG1 is a collection of isolated vertices
and zGiC1 can be obtained from zGi by either doing nothing, a doubled pendant move,
a two-path extension, a disjoint union with C2 , or the multistep operation of Case 5
(which stipulated that we glue together two components of zGi along a vertex, and then
perform a doubled pendant move to the same vertex).

We modify the sequence zG1; : : : ; zGkDG so that it still begins in a collection of isolated
vertices, still ends in G , and each graph can be obtained from the previous one via a
doubled pendant move, a two-path extension, or by identifying two vertices in different
components. For each i where zGiC1 is obtained from zGi via a disjoint union with C2 ,
we modify zGj for j � i by adding an isolated vertex v . Since GtC2DGtfvg˚1C2 ,
we have changed adding a disjoint union of C2 into doubled pendant move.

For each i where zGiC1 is obtained from zGi via the operation in Case 5, we note
that zGiC1 is obtained from zGi by taking a one-sum of vertices in different components
and then performing a doubled pendant move. In order to satisfy the conditions in the
theorem, these two operations must be completed in separate steps. Thus we modify
the sequence by increasing the index of each zGj by one, with j � i C 1. Then we
set zGiC1 to be the graph obtained from zGi by taking the prescribed one-sum of vertices
in different components, and then zGiC2 can be obtained from zGiC1 by a doubled
pendant move.

Recall that an alternating decomposition graph G is reduced if it is a single vertex or if
each component of G is 3–edge connected. In the following proposition, we prove that
there exists a Turaev genus minimizing diagram of every nonsplit link with reduced
alternating decomposition graph.

Proposition 4.2 Every nonsplit link L has a diagram D with alternating decomposi-
tion graph G such that G is reduced and gT .G/D gT .L/.
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Proof Equation (2-1) implies that for any choice of edge along which to take a
connected sum of D1 and D2 , we have gT .D1 # D2/ D gT .D1/C gT .D2/. Let
D0 be a diagram of L that minimizes Turaev genus, ie such that gT .D

0/D gT .L/.
Suppose that D0 can be written as a connected sum D1 # � � � # Dk where each Di

cannot be realized as a connected sum. Let Gi be the alternating decomposition graph
of Di .

Since each Di cannot be realized as a connected sum, there is no circle in the plane
that intersects Di exactly twice such that the two 1–tangles formed are nontrivial.
Therefore, there is no circle in the plane that intersects the alternating decomposition
graph of Di exactly twice in two distinct edges. Hence the alternating decomposition
graph Gi is reduced.

However, the alternating decomposition graph G0 of D0 is not necessarily reduced. We
construct another diagram D of L such that gT .D/DgT .D

0/DgT .L/, and such that
the alternating decomposition graph G of D is reduced. Suppose the connected sum of
two diagrams zD1 and zD2 is formed in the same manner as Case 7 of Figure 15. Let e1

and e2 be the edges along which the connected sum is being taken, and let F1 , F2

and F3 be the three faces with e1 and e2 in their boundary, as in Figure 14. If at least
two of F1 , F2 and F3 are alternating faces, then the alternating decomposition graph
of zD1 # zD2 is either the one-sum or disjoint union of the alternating decomposition
graphs of zD1 and zD2 . Therefore, if the alternating decomposition graphs of zD1

and zD2 are reduced, then the alternating decomposition graph of zD1 # zD2 is reduced.

For each summand D1; : : : ;Dk in DDD1 # � � �#Dk , insert a small twist into the edge
on which a connected sum occurs, as in Figure 18. Inserting the twist does not change
the alternating decomposition graph of each Di , and thus does not change the genus of
the associated Turaev surface. Each new twisted edge is an alternating edge, and the face
bounded by that single alternating edge is an alternating face. Therefore, if all of the
connected sums are taken along these twisted edges, then the alternating decomposition
graph G of the resulting diagram D will be reduced. Moreover, since adding the twists
does not change the genus of the Turaev surface, gT .D/D gT .D

0/D gT .L/.

5 Turaev genus classification results

In this section, we classify all reduced alternating decomposition graphs of Turaev
genus one and two. We also show that for any nonnegative integer k , there are a finite
number doubled path equivalence classes of alternating decomposition graphs of Turaev
genus k . Hence there exists a classification of all reduced alternating decomposition
graphs of Turaev genus k for any nonnegative integer k .
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Figure 18: Inserting twists into edges where a connected sum is taken makes
the resulting diagram have reduced alternating decomposition graph.

C4.1; 1; 1; 1/ zK4.1; 1/˚2
zK4.1; 1/

Figure 19: The graphs C4.1; 1; 1; 1/ and zK4.1; 1/˚2
zK4.1; 1/

A graph G is called a doubled forest if it is obtained from a forest by doubling every
edge. A doubled tree is a doubled forest with one component. Let C4.p; q; r; s/ be
the graph obtained by attaching doubled paths of lengths p , q , r and s to the vertices
of a four cycle. Also, let zK4.p; q/ be the graph obtained by removing an edge of the
complete graph on four vertices K4 and then attaching doubled paths of lengths p

and q to the vertices incident to the removed edge. Let zK4.p; q/˚2
zK4.r; s/ be the

two-sum of zK4.p; q/ and zK4.r; s/ taken along the unique edge in each summand that
is not contained in nor adjacent to a doubled path; see Figure 19.

Lemma 5.1 Let H be an alternating decomposition graph without isolated vertices
such that gT .H /D 0 and H has at most four vertices of degree two. Then H is either

(1) a disjoint union of two doubled paths,

(2) a doubled tree with two, three or four leaves,

(3) C4.p; q; r; s/ for nonnegative integers p , q , r and s , or

(4) zK4.p; q/˚2
zK4.r; s/ for nonnegative integers p , q , r and s .
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Proof Each of the above graphs clearly has four or fewer vertices of degree two, and
the algorithm of Corollary 3.9 implies that each of the above graphs is indeed Turaev
genus zero. It remains to show that the above list is exhaustive.

Theorem 4.1 states that every Turaev genus zero alternating decomposition graph can
be obtained from a collection of isolated vertices via a sequence of doubled pendant
moves, two-path extensions and one-sums of vertices in distinct components. If H

is obtained from a collection of isolated vertices via a sequence of doubled pendant
moves and one-sums from distinct components, then H is a doubled forest. Since H

has four or fewer vertices of degree two and no isolated vertices, H is either a disjoint
union of two doubled paths or a doubled tree with two, three, or four leaves.

If a doubled tree H has a vertex of degree 2d for some positive integer d , then H

contains at least d vertices of degree two. A two-path extension always increases the
number of degree-two vertices in the graph. Therefore, we can only apply a two-path
extension to a vertex of degree two, four, or six. Let H 0 be obtained from the doubled
tree H via a two-path extension applied at a vertex v where the set of edges incident
to v is partitioned into sets A and B of odd order, as in Figure 17. Without loss of
generality, assume jAj � jBj.

If the degree of v is two, then jAj D jBj D 1. Therefore, a two-path extension will
add two new vertices of degree two. Hence H must be a doubled path, and H 0 is
C4.p; 0; 0; 0/ for some p . If the degree of v is four, then jAj D 3 and jBj D 1. A
two-path extension will again add two vertices of degree two, and hence H must be a
doubled path. Thus H 0 is C4.p; q; 0; 0/ for some p and q .

If the degree of v is six, then H already has at least three vertices of degree two. If
jAjD 5 and jBjD 1, then a two-path extension would create two new vertices of degree
two, resulting in at least five vertices of degree two. Therefore jAj D 3 and jBj D 3,
and H is a doubled tree with three degree-two vertices. Let N .A/ (respectively N .B/)
be the set of vertices adjacent to v and incident to an edge in A (respectively B ). There
are two cases: either jN .A/j D jN .B/j D 2 or jN .A/j D jN .B/j D 3. In the former
case, H 0 D C4.p; 0; r; 0/ for some p and r . In the latter, H 0 D zK4.p; 0/˚2

zK4.r; s/

for some p , r and s .

In each of the above instances, H 0 already has four vertices of degree two. Thus the
only allowable operation is a doubled pendant move applied to a vertex that is already
of degree two. Alternately, one could take a one-sum between H 0 and a doubled
path that identifies two degree-two vertices. However, this is the same as a doubled
pendant move applied to a vertex of degree two. The only effect this has is changing the
parameters in C4.p; q; r; s/ or zK4.p; q/˚2

zK4.r; s/, and hence the result holds.
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u1 u2 u3 v u1 u2 u3 v2

v3v1

u1 v u2 u3 u1 v1 u2 u3

v3 v2

u1 v u2

u3

u1 v2 u2

v1

u3

v3

u1 v u2 u3

v1

u1 v3 u2 u3

v2

Figure 20: Applying two-path extensions to doubled trees. The short red
lines denote the partition of the edges incident to v into the sets A and B .

Figure 20 shows examples of a two-path extension being applied to a doubled tree with
two or three vertices of degree two.

The previous classification of alternating decomposition graphs of Turaev genus zero
with at most four vertices of degree two leads directly to the classification reduced
alternating decomposition graphs of Turaev genus one and two.

Proof of Theorem 1.2 If G is a doubled cycle of even length, then it is reduced and
Corollary 3.9 implies that gT .G/D 1.

Let G be a reduced alternating decomposition graph with gT .G/ D 1. Lemma 3.6
implies G contains a pair of parallel edges fe1; e2g. Let G0 DG �fe1; e2g. Since G

is reduced k.G0/D k.G/ and thus gT .G
0/D 0. Because G has no vertices of degree

two, it follows that G0 has at most two vertices of degree two. Lemma 5.1 implies
that G0 is a doubled path. Therefore G is a doubled cycle of even length.

Suppose L is a link containing a 2–tangle T inside the ball B . A mutation of L is a
link L0 obtained by removing the ball B , rotating it 180ı about any of its principle
axes, and gluing B back into the link. Two links that are related by a sequence of
mutations are said to be mutants of one another.
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� C � C �

C � C � C

T1 T2 T3 T4

� C �

C � C

T1

T3 T2

T4

Figure 21: The 2–tangle in the upper diagram is rotated 180ı to obtain the
lower diagram. In the lower diagram, the 2–tangle containing T1 and T3 and
the 2–tangle containing T2 and T4 are alternating.

T1 T2

�
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�
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�
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T1 T2
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�

C

�
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�

C

Figure 22: A diagram with alternating decomposition graph C 2
2

is trans-
formed into an almost-alternating diagram by pulling one of the nonalternating
edges over one of the tangles. If the circled crossing is changed, then the
diagram will be alternating.

Proof of Corollary 1.3 Since L is Turaev genus one, it has a diagram D as in
Figure 2. The alternating decomposition graph of this diagram is C 2

2k
, a doubled cycle

of length 2k . Let T be a the tangle consisting of Ti and TiC1 . Rotating the tangle T

by 180ı in the plane of the diagram results in a new diagram whose alternating
decomposition graph is C 2

2k�2
, a doubled cycle of length 2k � 2; see Figure 21.

Therefore, through a sequence of mutations, the diagram D can be transformed into a
diagram whose alternating decomposition graph is C 2

2
.

It remains to show that any diagram D0 with alternating decomposition graph C 2
2

is an almost-alternating link. We may assume that D0 consists of two alternating
2–tangles T1 and T2 connected together by four nonalternating edges. If one of those
nonalternating edges is pulled over the tangle T1 as in Figure 22, then the resulting
diagram is almost-alternating.

Many Turaev genus one links are known to be almost-alternating. Kim and Lee [21]
show that nonalternating, three-stranded pretzel links are almost-alternating. If each
tangle Ti in Figure 2 is a rational tangle, then the link L is called a Montesinos link.
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In the appendix to [2], Jong shows that nonalternating Montesinos links are almost-
alternating. Non-alternating Montesinos links include nonalternating pretzel links on
arbitrarily many strands. The manipulation of Figure 22 is a key step in Jong’s work.
All almost-alternating links are Turaev genus one, but it remains open whether all
Turaev genus one links are almost-alternating.

Proof of Theorem 1.4 Suppose that

G 2 fC 2
2 tC 2

2 ;C
2
2 ˚1 C 2

2 ;C
2
1;1;1;K4.2; 2/;K4.2/˚2 K4.2/g:

Corollary 3.9 implies that gT .G/D 2. Proposition 3.11 implies that any alternating
decomposition graph that is doubled path equivalent to G also has Turaev genus two.

Let G be a reduced alternating decomposition graph with gT .G/ D 2. Since G is
reduced and gT .G/D 2, it follows that G contains a pair of parallel edges fe1; e2g

such that gT .G
0/ D 1, where G0 D G � fe1; e2g. The graph G0 has at most two

vertices of degree two. Lemma 3.6 implies that G0 contains at least one pair of parallel
edges. If the deletion of every pair of parallel edges in G0 increased the number of
components of G0 , then every pair could be contracted to obtain the graph zG0 . Then
gT . zG

0/DgT .G
0/D 1, and the graph zG0 has at most two vertices of degree two and no

pairs of parallel edges. Hence Lemma 3.6 implies zG0 has no edges, which contradicts
gT . zG

0/D 1. Thus G0 contains a pair of parallel edges fe3; e4g such that their deletion
results in a graph with no more components.

Let G00 D G � fe1; e2; e3; e4g. Since G00 is an alternating decomposition graph of
Turaev genus zero with at most four vertices of degree two, it is one of the graphs in
Lemma 5.1. It remains to show that if G00 is one of the graphs in Lemma 5.1, G can be
obtained from G00 by adding two pairs of parallel edges, and G is a reduced alternating
decomposition graph of Turaev genus two, then G is doubled path equivalent to one of
the five graphs in the statement of the theorem.

Suppose that G00 is a disjoint union of two doubled paths. Then G00 has four vertices
v1 , v2 , v3 and v4 of degree two, and thus each pair of parallel edges added to G00

must connect two of the degree-two vertices. There are two ways to add these parallel
edges, one that results in a disjoint union of two doubled cycles and the other that
results in a single doubled cycle. However, a doubled cycle only has Turaev genus
one, and so G must be a disjoint union of two doubled cycles, ie G is doubled path
equivalent to C 2

2
tC 2

2
; see Figure 23.

Suppose that G00 is a doubled path where v1 and v2 are its degree-two vertices. If
one adds a pair of parallel edges connecting v1 and v2 , then adds a pair of parallel
edges anywhere else to obtain G , then G is doubled path equivalent to C 2

1;1;1
. If one
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v1 v2

v3 v4

v1 v2

v3 v4

Figure 23: If G00 is a disjoint union of two doubled paths, then G is a disjoint
union of two doubled cycles of even length.

v1 v2 v1 v2

v1 v2

u1

v1 v2

u1

v1 u1

u2 v2

v1 u1

u2 v2

Figure 24: If G00 is a doubled path, then G is doubled path equivalent to
either C 2

2
˚1 C 2

2
or C 2

1;1;1
.

adds a pair of parallel edges connecting v1 and some other vertex u1 and a pair of
parallel edges connecting v2 and some other vertex u2 to obtain G , then there are three
possibilities for G . If u1 is between v1 and u2 , then G is not reduced. If u1 D u2 ,
then G is doubled path equivalent to C 2

2
˚1 C 2

2
. If u2 is between v1 and u1 , then G

is doubled path equivalent to C 2
1;1;1

; see Figure 24.

Suppose that G00 is a doubled tree with three vertices v1 , v2 and v3 of degree two.
Let v be the unique vertex in G00 of degree six. Since G00 contains three vertices
of degree two, it follows that two of those vertices must be connected by a pair of
parallel edges in G . Without loss of generality, assume we add a pair of parallel edges
connecting v1 and v2 . Also, suppose that we add the other pair of parallel edges
connecting v3 and some other vertex u. If v is between u and v3 , then G is doubled
path equivalent to C 2

1;1;1
. If uD v , then G is doubled path equivalent to C 2

2
˚2 C 2

2
.

If u is between v and v3 , then G is not reduced; see Figure 25.
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v1

v2

v3u v1

v2

v3u

v1

v2

u

v3

v1

v2

u

v3

Figure 25: If G00 is a doubled tree with three vertices of degree two, then G

is doubled path equivalent to either C 2
1;1;1 or C 2

2 ˚1 C 2
2 .

v1

v2

v3

v4

v1

v2

v3

v4

v1

v2 v3

v4 v1

v2 v3

v4

Figure 26: If G00 is a doubled tree with four vertices of degree two, then G

is doubled path equivalent to either C 2
1;1;1 or C 2

2 ˚1 C 2
2 .

Suppose that G00 is a doubled tree with four vertices of degree two. Then one must
add one pair of parallel edges connecting two of the degree-two vertices and another
pair of parallel edges connecting the other two degree-two vertices. Furthermore G00

either contains two vertices of degree six or one vertex of degree eight. If G00 contains
two vertices of degree six, then G is either not reduced or doubled path equivalent
to C 2

1;1;1
. If G00 contains a vertex of degree eight, then G is doubled path equivalent

to C 2
2
˚1 C 2

2
; see Figure 26.

Suppose that G00 D C4.p; q; r; s/ for some nonnegative integers p , q , r and s .
Since G00 has four vertices of degree two, each pair of parallel edges added to G00

must connect two of the degree-two vertices. The resulting graph is K4. Qp; Qq/ for some
values of Qp and Qq . Thus G is doubled path equivalent to K4.2; 2/.

Suppose that G00D zK4.p; q/˚2
zK4.r; s/ for some nonnegative integers p , q , r and s .

Since G00 has four vertices of degree two, each pair of parallel edges added to G00 must
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connect two of the degree-two vertices. The resulting graph is K4. Qp/˚2 K4. Qq/ for
some values of Qp and Qq . Thus G is doubled path equivalent to K4.2/˚2 K4.2/.

Hence if G is a reduced alternating decomposition graph with gT .G/ D 2, then G

is doubled path equivalent to one of C 2
2
t C 2

2
, C 2

2
˚1 C 2

2
, C 2

1;1;1
, K4.2; 2/, or

K4.2/˚2 K4.2/.

Suppose G has v.G/ vertices, e.G/ edges, and k.G/ components. The nullity n.G/

of G is defined as
n.G/D e.G/� v.G/C k.G/:

One can equivalently define the nullity of G to be the nullity of the incidence matrix
of G or to be the number of edges not in a maximal spanning forest of G . The
simplification si.G/ of the graph G is the graph obtained from G by deleting loops
and replacing each set of multiple edges connecting two distinct vertices v1 and v2

with a single edge connecting v1 and v2 . As long as an alternating decomposition
graph G does not have any vertices of degree two, its Turaev genus is bounded below
by the nullity of the simplification of G in the following manner.

Proposition 5.2 Let G be an alternating decomposition graph, and let si.G/ be the
simplification of G . If G contains no vertices of degree two, then 3gT .G/� n.si.G//.

Proof Since G is assumed to have no vertices of degree two, the base case is GDC 2
2

,
a doubled cycle of length two, ie G contains two vertices with four parallel edges
between them. In this case gT .G/D 1 and n.si.G//D 0, and so the result holds.

Now suppose that the desired inequality holds for all alternating decomposition graphs
with no vertices of degree two that have fewer edges than G . Since G does not
contain any vertices of degree two, Lemma 3.6 implies that G contains a pair of
parallel edges e1 and e2 . Let G0 D G � fe1; e2g, and let e12 be the edge in si.G/
corresponding to e1 and e2 .

Suppose that k.G0/D k.G/C 1. Then gT .G
0/D gT .G/. The edge e12 is a bridge

in si.G/, and thus n.si.G0// D n.si.G//. By induction, 3gT .G
0/ � n.si.G0//, and

hence 3gT .G/� n.si.G//.

Suppose that k.G0/Dk.G/. Then gT .G/DgT .G
0/C1 and n.si.G//�n.si.G0//C1.

Let v1 and v2 be the two vertices incident to e1 and e2 in G . For i D 1 or 2, we
consider three cases:

(1) The degree of vi is greater than two.

(2) The vertex vi has degree two and two distinct neighbors.

(3) The vertex vi has degree two and only one distinct neighbor.
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In order to apply our inductive hypothesis, we eliminate all vertices of degree two
in G0 as follows. If deg vi > 2, then nothing needs to be done. If deg vi D 2 and vi

has two distinct neighbors, then perform a two-path contraction at vi . A two-path
contraction does not change the Turaev genus of the graph but could decrease the nullity
of the simplification of the graph by one. Suppose that deg vi D 2 and vi has only
one neighbor. Let Pi be the maximal doubled path embedded in G0 with endpoints vi

and ui such that every interior vertex of Pi has exactly two neighbors. If every edge
in Pi is contracted, then both the Turaev genus and the nullity of the simplification of
the resulting graph remain unchanged.

Let G00 be the graph obtained from G0 by performing the above operations on v1

and v2 . Then G00 has no vertices of degree two. We have

gT .G
00/D gT .G

0/ and n.si.G00//C 2� n.si.G0//:

Therefore

gT .G/D gT .G
00/C 1 and n.si.G//� n.si.G00//C 3:

By the inductive hypothesis, we have n.si.G00//� 3gT .G
00/. Therefore

n.si.G//� n.si.G00//C 3� 3gT .G
00/C 3D 3gT .G/:

We use the next lemma in the proof of Theorem 1.5, which will conclude the paper.

Lemma 5.3 Let n1 and n2 be nonnegative integers. There are a finite number of
graphs G such that n.G/D n1 and such that G contains n2 vertices of degree two.

Proof Because nullity is additive with respect to disjoint union, it suffices to show the
above statement for connected graphs. Let T be a tree, and let d12.T / be the number
of degree-one or degree-two vertices in T . Suppose that T is a spanning tree of a
graph G with n.G/D n1 where G contains n2 vertices of degree two. Hence G is
obtained from T by adding n1 edges. Each of the n1 edges added to T can make at
most two of the vertices of degree one or two in T have degree larger than two in G .
Also, every degree-two vertex in G is either a degree one or a degree-two vertex in T .
Therefore d12.T /� 2n1C n2 .

Every tree can be obtained from a single vertex by repeatedly adding pendant edges.
Each pendant edge addition increases d12.T /, and for a given tree, there are only finitely
many ways to add a pendant edge. Thus the number of trees T with d12.T /� 2n1Cn2

is finite. There are only a finite number of ways to add n1 edges to such a tree, and
hence there exists a finite number of graphs G with nullity n1 that contain n2 vertices
of degree two.
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We end the paper with the proof of Theorem 1.5.

Proof of Theorem 1.5 For each doubled path equivalence class c of reduced alternat-
ing decomposition graphs G with gT .G/D k , let Gc be a representative such that
no other representative of c can be obtained from Gc via a sequence of doubled path
contractions. Let V 0 be the set of vertices v in G such that deg v D 4, each v has
exactly two distinct neighbors u and w , there are two edges incident to both u and v ,
and there are two edges incident to both w and v .

For each vertex v 2 V 0 , there are two pairs of parallel edges incident to v , say parallel
edges ev;1 and ev;2 and parallel edges ev;3 and ev;4 . Let E0 be a set of edges containing
exactly one pair of these parallel edges for each v2V 0 , that is, E0Dfev;1; ev;2 jv2V 0g.
We claim that the graph Gc �E0 , ie the graph obtained by deleting the edges set E0

from Gc , has the same number of components as Gc .

By way of contradiction, suppose that Gc �E0 has more components than Gc . Then
there exists a minimal subset E00 of E0 such that Gc �E00 has one more component
than Gc , but Gc�S has the same number of components as Gc for any proper subset S

of E00 . Note that if an edge ev;1 is in E00 , then its parallel edge ev;2 is also in E00 .
Therefore if G00c DGc=E

00 , ie the contraction of the edges in E00 from Gc , then G00c is
obtained from Gc via a sequence of doubled path contractions.

Let C 00 be a cycle in G00c . Then there is a cycle C in Gc such that C 00DC=.C \E00/.
Since Gc is bipartite, it follows that C has an even number of edges. Since adding any
single edge of E00 to Gc�E00 connects two components of Gc , it follows that C \E00

has an even number of edges. Therefore, C 00 has an even number of edges. Because
each cycle of G00c has an even number of edges, the graph G00c is bipartite. Thus G00c is
an alternating decomposition graph, which contradicts that no other representative of c

can be obtained from Gc via a sequence of doubled path contractions.

Therefore Gc�E0 has the same number of components as Gc . Hence deleting each pair
of parallel edges in E0 from Gc decreases the Turaev genus by one, which implies that
jE0j�2k and jV 0j�k . Each vertex v 2V 0 has degree two in the simplification si.Gc/.

Any other vertex of degree two in si.Gc/ arises from a vertex v in Gc with two distinct
neighbors v1 and v2 such that there are r edges between v and v1 and s edges
between v and v2 , where rC s is even and maxfr; sg> 2. For each such vertex, there
are two parallel edges whose removal decreases Turaev genus by one and does not
change the simplification si.Gc/. Because pairs of such vertices could be adjacent,
there are at most 2k in Gc .

Therefore si.Gc/ has at most 3k vertices of degree two. Moreover 3k D 3gT .Gc/�

n.si.Gc//. Because the nullity and the number of degree-two vertices are bounded,
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Lemma 5.3 implies that there are only a finite number of candidates for the graph si.Gc/.
Because adding arbitrarily many parallel edges to an alternating decomposition graph
increases its Turaev genus without bound, there are only a finite number of alternating
decomposition graphs of a fixed Turaev genus whose simplification is a given graph.
Therefore, there are only finitely many doubled path equivalence classes of alternating
decomposition graphs of Turaev genus k .
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Constructing geometrically equivalent hyperbolic orbifolds

DAVID MCREYNOLDS

JEFFREY S MEYER

MATTHEW STOVER

We construct families of nonisometric hyperbolic orbifolds that contain the same
isometry classes of nonflat totally geodesic subspaces. The main tool is a variant of the
well-known Sunada method for constructing length-isospectral Riemannian manifolds
that handles totally geodesic submanifolds of multiple codimensions simultaneously.

51M10, 58J53; 11F06

1 Introduction

Classical spectra like the eigenvalue spectrum of the Laplace–Beltrami operator or the
primitive geodesic length spectrum have played an important role in dynamics, geometry,
and representation theory. We continue the investigation of higher-dimensional spectra
that encode the geometry of the nonflat totally geodesic submanifolds of a fixed
complete, finite-volume, Riemannian manifold M . We will refer to the set of such
submanifolds, counted with multiplicity, as the geometric spectrum.

To construct our examples, we restrict ourselves to closed arithmetic locally symmetric
orbifolds, where recent work shows that the geometric spectrum, when nonempty,
carries much information. In McReynolds and Reid [3] it was shown that if M1;M2

are arithmetic hyperbolic 3–manifolds with the same geometric spectrum, provided the
geometric spectrum is nonempty, then M1 and M2 are commensurable. For higher
dimensions, Meyer [4, Theorem C] proved that if M1 and M2 are standard arithmetic
hyperbolic m–manifolds (see Section 2) with the same geometric spectrum, then M1

and M2 are commensurable. It is well-known that the geometric spectrum of a standard
arithmetic hyperbolic m–manifold is nonempty with representatives in every possible
proper codimension.

For any finite-volume, hyperbolic 3–manifold M , there exist infinitely many pairs
of nonisometric finite covers .Mj ;Nj / of M such that Mj and Nj have the same
totally geodesic surfaces [3]. This has two parts. First, there are infinitely many pairs
of finite covers .M 0

j ;N
0

j / with the same geometric spectrum. It is a feature of this
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construction that Vol.M 0
j /D Vol.N 0j /, though we know no general reason why that

must hold. Secondly, there exist infinitely many pairs fMj ;Nj g with the same set
of totally geodesic surfaces (ie without multiplicity) such that Vol.Mj /=Vol.Nj / is
unbounded.

The main result of this article is the generalization of these covering constructions to
higher-dimensional hyperbolic manifolds. We use a variant of the well-known Sunada
method for producing length-isospectral Riemannian manifolds [11] that allows one
to handle totally geodesic submanifolds of varying codimensions. The case of totally
geodesic subsurfaces of a hyperbolic 3–manifold is handled by [3], and the challenge
we overcome is to address all codimensions simultaneously.

Define the totally geodesic spectrum of a locally symmetric Riemannian orbifold M

to be the set

(1) T G.M /D

8<:
isometry classes of orientable nonflat finite-
volume totally geodesic subspaces X �M

with multiplicity mX

9=;D f.Xj ;mXj
/g:

We say that M1 and M2 are geometrically isospectral if T G.M1/D T G.M2/. The
totally geodesic set of a locally symmetric, Riemannian orbifold is

(2) TG.M /D

�
isometry classes of orientable nonflat finite-
volume totally geodesic subspaces X �M

�
D f.Xj /g:

We say that M1;M2 are geometrically equivalent if TG.M1/D TG.M2/.

Theorem 1.1 For every commensurability class C of closed arithmetic hyperbolic
m–orbifolds with m� 3, we have the following:

(a) For each M 2 C , there exist nonisometric finite covers M 0 and N 0 of M such
that T G.M 0/D T G.N 0/.

(b) For each M 2 C , there exist infinitely many pairs of nonisometric, finite covers
.Mj ;Nj / of M such that
(i) TG.Mj /D TG.Nj / for all j ;

(ii) the ratio Vol.Mj /=Vol.Nj / is unbounded.

The orientability condition in (2) is a matter of taste, as a small modification of
our methods allows for nonorientable geodesic subspaces. Our methods can produce
examples modeled on other symmetric spaces of noncompact type, but the technicalities
would obscure the basic ideas behind our construction, which is general enough to
highlight the basic procedure (see Theorem 5.3 for a generalization of Theorem 1.1).
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2 Notation and overview

In this section, we outline the construction of the covers required to prove our main
results. Before providing this outline, we briefly set some notation and terminology
that will be used throughout the article.

2.1 Preliminaries

A finite-volume hyperbolic m–manifold M is arithmetic if its fundamental group �
has a commensurator Comm.�/D fg 2 IsomC.Hm/ j �;g�g�1 are commensurableg
that is dense in IsomC.Hm/ (see [5, (16.3.3)]). The subclass that exhibits the richest
collections of totally geodesic submanifolds is the subclass of so-called standard
arithmetic manifolds, which we now describe.

Throughout this paper, k denotes a number field, Ok its ring of integers, and q a
nondegenerate quadratic form over k . For a prime ideal p of Ok , let kp denote the
localization of k at p and Op is its ring of integers. Call .k; q/ an admissible hyperbolic
pair when k is totally real and q is positive definite at all but one real place of k , at
which it has signature .m; 1/. Set GDSO.q/, fix a k –rational embedding �W G!GLd ,
and define G.Ok/D �

�1.�.G.k//\GLd .Ok//. Since the k –isomorphism class of G
is independent of the similarity class of q , we can assume that the matrix representative
�.q/ for q lies in GLd .Ok/.

An admissible hyperbolic pair gives rise to a commensurability class of m–dimensional
hyperbolic orbifolds as follows. Restriction of scalars followed by the appropriate
projection induces a map � W G.k/! PSO0.m; 1/ with finite kernel, and we call the
image �qD�.G.Ok// a principle arithmetic lattice in PSO0.m; 1/. As PSO0.m; 1/D

IsomC.Hm/, the lattice �q is also the orbifold fundamental group of the orientable
hyperbolic orbifold M�q

D �qnHm .

We call hyperbolic manifolds commensurable with M�q
standard arithmetic manifolds,

and emphasize that every even-dimensional arithmetic hyperbolic manifold is standard.
However, when m is odd, there are infinitely many commensurability classes of non-
standard arithmetic lattices. See [4] for more details on parametrizing commensurability
classes of arithmetic hyperbolic orbifolds.

For any lattice � in PSO0.m; 1/, let z� be the lift of � to SO0.m; 1/. When m is
even, the groups PSO0.m; 1/, SO0.m; 1/ are isomorphic and so z� Š � . When m is
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odd, SO0.m; 1/ is a two-fold covering of PSO0.m; 1/, and hence we have a central
exact sequence

1 �! �2 �!
z� �! � �! 1;

where �2 , the group of 2nd roots of unity, is the center of SO0.m; 1/. If this exact
sequence does not split, there is an index-two subgroup of � for which the associated
sequence does split. In other words, possibly passing to an index-two subgroup when
m is odd, we can assume that � embeds as a lattice in SO0.m; 1/.

Associated with any totally geodesic embedding f W Hn ,!Hm is an injection

f�W PS0.O.n; 1/�O.m� n// ,! PSO0.m; 1/;

and we will denote the image by Hf . Given a torsion-free lattice � in PO0.m; 1/,
proper, totally geodesic, finite-volume submanifolds of M� D �nH

m are then associ-
ated with embeddings f as above such that �\Hf is a lattice in Hf . Notice that, while
M� is an orientable manifold, a geodesic submanifold can be nonorientable. Moreover,
the submanifold is oriented if and only if .� \Hf /� f�

�
P0.SO.n; 1/�SO.m�n//

�
.

We now relate � \Hf to the fundamental group of the geodesic submanifold. Let
Nƒ D ƒnH

n be an oriented totally geodesic submanifold of M� of dimension n.
Then we have an injective homomorphism ƒ! � . Choosing a lifting of Nƒ!M�

to an embedding f W Hn ,!Hm of universal coverings, we see that ƒ is a subgroup of
� \Hf . Assuming that � lifts to SO0.m; 1/, we obtain an injective homomorphism
f?W ƒ! SO.n; 1/�SO.m�n/. The real Zariski closure of f?.ƒ/ is then of the form
SO0.n; 1/�Hƒ for some closed subgroup Hƒ of SO.m� n/.

As is well-known, an orientable finite-volume totally geodesic subspace Nƒ of M� is
also arithmetic [4, Section 3]. Associated with Nƒ is an .nC1/–dimensional quadratic
subform r of q with orthogonal complement t (ie q is k –isometric to r˚ t ) such that
the k –groups Hr D SO.r/, Ht D SO.t/ and HDHr �Ht satisfy

Hr .R/D SO.n; 1/; Ht .R/D SO.m� n/ and zƒD f?.ƒ/�H.k/:

The semisimple k –group H is naturally a k –subgroup of G. We call ƒ a totally
geodesic subgroup of either � or the lift z� of � to G.Ok/; recall from above that ƒ
is isomorphic to a subgroup of both � and z� .

2.2 Strategy of proof for geometric equivalence

We will find a finite group G , a surjective homomorphism �W �!G , and two subgroups
C1;C2 �G such that

(3) �.ƒ/\C1 D �.ƒ/\C2
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for all totally geodesic ƒ � � . It then follows from covering space theory that the
finite covers M1;M2 associated with �1 D �

�1.C1/, �2 D �
�1.C2/ contain exactly

the same totally geodesic submanifolds (see [3, Lemma 4.1]). Thus, it suffices to
find a map �W G.Ok/! G such that gcd.ŒG.OK / W ker� \G.Ok/�; jCi j/ D 1 and
such that (3) holds. Let S0 denote the set of nondyadic primes of Ok not lying over
a prime dividing the index ŒG.OK / W ker� \G.Ok/�. The candidates for G and �
are the natural reduction maps �pW G.Ok/ ! G.Ok=p/, where p is a prime ideal
of Ok . Set Fpr DOk=p, where jOk=pj D pr . For a totally geodesic subgroup ƒ, set
HpD �p.zƒ/, which sits inside of �p.G.Ok//. For our examples, C1 will be the trivial
subgroup and C` will be a cyclic group of prime order ` such that ` does not divide
the order of Hp for any totally geodesic subgroup. In that case, (3) will be satisfied
and the manifolds M1 and M` associated with the pullbacks of C1 and C` will be
geometrically equivalent. Furthermore, notice that, since our covering has odd degree,
nonorientable manifolds only lift to nonorientable manifolds, so TG.M1/, which only
contains oriented submanifolds, indeed equals TG.M`/.

Finding the desired prime ` requires two main steps:

(a) Compute j�p.G.Ok//j. This step uses structure theory of algebraic groups, basic
Galois cohomology, and strong approximation. We obtain the diagram

(4)

zG.Ok/ //

�p
����

G.Ok/

�p

��

1 // F.Fpr / // zG.Fpr / // G.Fpr / // H 1.Fpr ;F/ // 1

where zG is the simply connected cover of G and F is a finite Fpr –group.

(b) Determine all possible divisors of jHpj. This step uses Bruhat–Tits-theoretic
computations associated with the diagram

(5)

zƒ
� � //

�p

��

H.kp/\G.Op/

����

Hp
� � // H.Fpr /

where H is a certain algebraic Fpr –group associated with H. We know the right
vertical map is surjective, and hence we can realize Hp as a subgroup of H.Fpr /.
Recall that kp denotes the localization of k at p and Op is its ring of integers.

Using the calculations for the orders of the groups �p.G.Ok// and the subgroups Hp ,
we find the prime ` using Zsigmondy’s theorem [15].
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2.3 Strategy of proof for geometric isospectrality

Following [3], to produce geometrically isospectral manifolds we require two good
primes p1; p2 where we can use the same prime ` for both p1 and p2 in the above
construction. The key observation in using the two primes p1; p2 is that, since M1 is
a cyclic cover of degree ` to which every geodesic submanifold of M` has exactly `
distinct lifts, the geometric spectrum of the orbifolds satisfies

(6) T G.M1/D f.X;mX ;1/g D f.X; `mX ;`/g;

where T G.M`/D f.X;mX ;`/g. The validity of (6) follows from the argument used
in [3, page 178] to establish this for totally geodesic subsurfaces of a hyperbolic 3–
manifold. That there exists a prime ` that satisfies the necessary properties for both p1

and p2 is a straightforward application of the Chebotarev density theorem. In particular,
there is a positive-density set of primes p for which our methods apply.

3 Step (a) Computing j�p.G.Ok//j

For each p 2 S0 , let qp denote the reduction of q to Ok=qD Fpr . We will say q has a
good reduction at p if qp is nondegenerate; note that the subset S1 � S0 where q has
good reduction is cofinite. For p 2 S1 , set Gp D SO.mC 1Ipr / to be the Fpr –points
of SO.qp/. Over a finite field, orthogonal groups are always quasisplit, and hence
come in one of three types (see [7, Table 1] for the orders of these groups):

� Bn;n , the only form of Bn , arises when dim q D 2nC 1. It has order

(7) jSO.2nC 1Ipr /j D prn2
nY

jD1

.p2rj
� 1/:

� Dn;n , the split form of Dn , arises when dim q D 2n and disc q is a square
in Fpr . It has order

(8) jSOC.2nIpr /j D prn.n�1/.prn
� 1/

n�1Y
jD1

.p2rj
� 1/:

� Dn;n�1 , the nonsplit quasisplit form of Dn , arises when dim q D 2n and disc q

is not square in Fpr . It has order

(9) jSO�.2nIpr /j D prn.n�1/.prn
C 1/

n�1Y
jD1

.p2rj
� 1/:
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We have the exact sequence of algebraic k –groups (see [8, Section 2.3])

1 �! �2 �! Spin.q/ �! SO.q/ �! 1;

where �2 is the cyclic group of order two. This sequence yields the exact sequence for
Fpr –points

1 �! �2 �! Spin.q/.Fpr / �! SO.q/.Fpr / �! F�pr =.F�pr /
2
�! 1:

Strong approximation (see Lemma 1.1 and Theorem 2.3 in [10]) gives us that

�pW Spin.q/.Ok/! Spin.q/.Fpr /

is surjective, and we obtain the following commutative diagram:

Spin.q/.Ok/ //

�p
����

SO.q/.Ok/

�p

��

1 // �2
// Spin.q/.Fpr / // SO.q/.Fpr / // F�pr =.F�pr /

2 // 1

Using this commutative diagram and noting that jF�pr =.F�pr /
2j D 2, we obtain:

Proposition 3.1 The index ŒGp W �p.G.Ok//� is either one or two.

This result and the above list of group orders completes our calculation of j�p.G.Ok//j.

4 Step (b) Computing jHpj for a totally geodesic zƒ

Our goal of this section is the computations of jHpj for a generic totally geodesic
zƒ�G.Ok/. We use the notation established in Section 2. Let p2S1 and GpDG.Op/

denote the parahoric of G.kp/ with pro–p unipotent radical GCp . It follows that
Hp D H.kp/ \ Gp is a parahoric of H.kp/ containing zƒ, and HCp D GCp \ Hp is
the pro–p unipotent radical of Hp . Set H to be the Fpr –group whose Fpr –points
are Hp=HCp . We have the following commutative diagram where we know the right
two vertical arrows are surjections by [12, 3.4.4]:

zƒ
� � //

�p

��

Hp
� � //

������

Gp

����

Hp
� � // H.Fpr /

� � // SO.mC 1;pr /

Hence Hp is a subgroup of H.Fpr /, which is in turn a subgroup of SO.mC 1;pr /.
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4.1 A simplification

The group H.Fpr / fits into the exact sequence

(10) 1 �!Ru.H/.Fpr / �!H.Fpr / �!Hred.Fpr / �! 1;

where Hred is a reductive group whose Dynkin diagram can be read off of local Dynkin
diagrams. From (10) we obtain

jH.Fpr /j D jRu.H/.Fpr /j � jHred.Fpr /j:(11)

Therefore, computing jH.Fpr /j reduces to computing the size of unipotent Fpr –groups
and the size of Hred.Fpr /. We compute the former with the following proposition.

Proposition 4.1 If U is a unipotent group over a finite field Fpr , then jU.Fpr /j D ps

for some s 2 Z�0 .

Proof Since Fpr is perfect, U splits [1, Corollary 15.5(ii)]. Therefore U admits a
composition series

UD U0 � U1 � U2 � � � � � Us D f1g

of connected Fpr –groups such that Ui=UiC1 is Fpr –isomorphic to Ga . Since each
UiC1 is connected, H 1.Fpr ;UiC1/ is trivial by Lang’s theorem [8, Theorem 6.1], and
hence

1 �! UiC1.Fpr / �! Ui.Fpr / �!Ga.Fpr / �! 1

is exact. We proceed by induction on the length of the composition series. If the series
has length 0, then U Š Ga , and hence jU.Fpr /j D pr . If the statement is true for
series of length j , then the above exact sequence implies it follows for series of length
j C 1, and the result follows.

4.2 Computing jHred.Fpr /j

We are now left computing the orders of Hred.Fpr /. To do so, we use the classification
of local indices [12]. A p–adic group H is called residually split if rankkp

.H/ D
rankkun

p
.H/, where kun

p is the maximal unramified extension of kp . The classification
of local Dynkin diagrams of simple kp–groups falls into two classes: residually split
and not residually split. As we explain later, we can restrict ourselves to computing
these orders for totally geodesic groups of maximal dimension for both Hred

r .Fpr / and
Hred

t .Fpr /.
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Proposition 4.2 Continuing the notation of the earlier sections, suppose H0DSO.q0/

for some quadratic subform q0 � q of odd dimension 2n�1� 4 and let p� S1 . Then
jHred

0
.Fpr /j divides pX Y , where X 2 Z�0 and Y is one of the following:

(T1)
Qn�1

jD1.p
2rj � 1/

(T2) .p2r � 1/2
Qn�3

jD1.p
2rj � 1/

(T3) .pr.k�1/˙ 1/
�Qk�2

jD1.p
2rj � 1/

��Qn�k
jD1.p

2rj � 1/
�

for 3� k � n� 3

(T4) .p2r � 1/.pr.n�2/˙ 1/
Qn�3

jD1.p
2rj � 1/

(T5) .pr.n�1/˙ 1/
Qn�2

jD1.p
2rj � 1/

(T6)
Qn�2

jD1.p
2rj � 1/

(T7) .p2r � 1/
Qn�3

jD1.p
2rj � 1/

(T8)
�Qk�1

jD1.p
2rj � 1/

��Qn�k�1
jD1 .p2rj � 1/

�
for 3� k � n� 3

Proof Since every parahoric lies in a maximal one it suffices to compute the orders of
all possible reductions of maximal parahorics. We analyze all possible local indices
of H and remove one vertex to obtain the Dynkin diagram of Hred [12]. We then use
the orders of Section 3, [7], and Proposition 4.1 to compute the size of each possible
quotient. For each case below, we give the local diagram, where we have distinguished
the nodes associated with similar reductions. We follow the diagram with a table listing
the Killing–Cartan type and order of the reduction group associated with each class of
node.

Case 1 H is residually split of type Bn�1 :

Bn�1 i

T1 T2 T3 T4 T5

v0

v1

v2 v3 vn�3 vn�2 vn�1

The Killing–Cartan types and orders of the reduction groups are given by:

type of Hred order of Hred

T1 Bn�1 pr.n�1/2
Qn�1

jD1.p
2rj � 1/

T2 A1 �A1 �Bn�3 .pr .p2r � 1//2
�
pr.n�3/2

Qn�3
jD1.p

2rj � 1/
�

T3 Dk �Bn�k�1

�
prk.k�1/.prk ˙ 1/

Qk�1
jD1.p

2rj � 1/
�

(3� k � n� 3) �
�
pr.n�k�1/2

Qn�k�1
jD1 .p2rj � 1/

�
T4 Dn�2 �A1

�
pr.n�2/.n�3/.pr.n�2/˙ 1/

Qn�3
jD1.p

2rj � 1/
�
.pr .p2r � 1//

T5 Dn�1 pr.n�1/.n�2/.pr.n�1/˙ 1/
Qn�2

jD1.p
2rj � 1/
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Case 2 H is not residually split of type Bn�1 :

.2/Bn�1 ih

T6 T7 T8 T7 T6

v1 v2 v3 vn�3 vn�2 vn�1

The Killing–Cartan types and orders of the reduction groups are given by:

type of Hred order of Hred

T6 Bn�2 pr.n�2/2
Qn�2

jD1.p
2rj � 1/

T7 A1 �Bn�3 .pr .p2r � 1//
�
pr.n�3/2

Qn�3
jD1.p

2rj � 1/
�

T8 Bk�1 �Bn�k�1

�
pr.k�1/2

Qk�1
jD1.p

2rj � 1/
�

(3� k � n� 3) �
�
pr.n�k�1/2

Qn�k�1
jD1 .p2rj � 1/

�
This concludes the proof.

Proposition 4.3 Continuing the notation of the earlier sections, suppose H0DSO.q0/

for some quadratic subform q0 � q of even dimension 2n � 4 and let p� S1 . Then
jHred

0
.Fpr /j divides pX Y , where X 2 Z�0 and Y is one of the following:

(S1) .prn˙ 1/
Qn�1

jD1.p
2rj � 1/

(S2) .p2r � 1/2.pr.n�2/˙ 1/
Qn�3

jD1.p
2rj � 1/

(S3) .prk˙1/.pr.n�k/˙1/
�Qk�1

jD1.p
2rj�1/

��Qn�k�1
jD1 .p2rj�1/

�
for 3�k�n�3

(S4)
Qn�1

jD1.p
2rj � 1/

(S5) .p2r � 1/
Qn�2

jD1.p
2rj � 1/

(S6)
�Qk�1

jD1.p
2rj � 1/

��Qn�k
jD1.p

2rj � 1/
�

for 3� k � n� 2

or any of (T1)–(T8) listed in the previous proposition.

Proof The idea and presentation of this proof is the same as for Proposition 4.2.

Case 1 H is residually split of type Dn and in fact H splits over kp :

1D
.1/
n;n

S1 S2 S3 S2 S1

v0

v1

v2 v3 vn�3 vn�2

vn�1

vn
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The Killing–Cartan types and orders of the reduction groups are given by:

type of Hred order of Hred

S1 Dn prn.n�1/.prn˙ 1/
Qn�1

jD1.p
2rj � 1/

S2 A1 �A1 �Dn�2 .pr .p2r � 1//2
�
pr.n�2/.n�3/.pr.n�2/˙ 1/

Qn�3
jD1.p

2rj � 1/
�

S3 Dk �Dn�k

�
prk.k�1/.prk ˙ 1/

Qk�1
jD1.p

2rj � 1/
�

(3� k � n� 3) �
�
pr.n�k/.n�k�1/.pr.n�k/˙ 1/

Qn�k�1
jD1 .p2rj � 1/

�
Case 2 H is residually split of type Dn and H is nonsplit quasisplit over both kp

and kun
p :

2D
.1/
n;n�1

ih

S4 S5 S6 S5 S4

v1 v2 v3 vn�2 vn�1 vn

The Killing–Cartan types and orders of the reduction groups are given by:

type of Hred order of Hred

S4 Bn�1 pr.n�1/2
Qn�1

jD1.p
2rj � 1/

S5 A1 �Bn�2 .pr .p2r � 1//
�
pr.n�2/2

Qn�2
jD1.p

2rj � 1/
�

S6 Bk�1 �Bn�k

�
pr.k�1/2

Qk�1
jD1.p

2rj � 1/
��

pr.n�k/2
Qn�k

jD1.p
2rj � 1/

�
(3� k � n� 2)

Case 3 H is not residually split of type Dn and H is nonsplit quasisplit over kp but
splits over kun

p :

2D
.1/
n;n�1

i

T1 T2 T3 T4 T5

v0

v1

v2 v3 vn�3 vn�2 vn�1

Case 4 H is not residually split of type Dn and H is not quasisplit over kp , but splits
over kun

p :

1D
.1/
n;n�2

ih

T6 T7 T8 T7 T6

v1 v2 v3 vn�3 vn�2 vn�1

These last two diagrams are precisely the same as the diagrams analyzed in the previous
proof, and hence the corresponding Killing–Cartan types and orders are the same.
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5 Proof of Theorem 1.1

Recall that Gp D G.Ok=p/ D SO.mC 1;pr /, and in the previous two sections, we
analyzed the orders of its subgroups �p.G.Ok// and Hp . To prove Theorem 1.1, we
need the following result of Zsigmondy:

Theorem 5.1 [15] Let p be an odd prime and d be an integer greater than one.
There exists a prime divisor of pd C 1 that does not divide pj C 1 for all 0< j < d

and does not divide pj � 1 for all 0< j < 2d .

Lemma 5.2 Let .k; q/ be an admissible hyperbolic pair and S1 the set of nondyadic
primes in Ok where q has good reduction. Then for each p 2 S1 , there exists a
subgroup Cp <Gp such that Cp\Hp D f1g for any Hp .

Proof When dim.q/D2nC1, we know that pnrC1 divides jGpj for any prime p2S1

by (7). For the groups Hp , we know that jHpj divides p˛
Q

j .p
j � 1/

Q
j 0.pj 0

C 1/,
where j � 2r.n�1/ and j 0 � r.n�1/. Consequently, pnrC1 is not a divisor of jHpj

for any totally geodesic subgroup. By Theorem 5.1, there exists a prime divisor `p
of pnr C 1 that does not divide pj C 1 for 0 < j < nr or p2jr � 1 for 0 < j < n.
It follows that `p divides jGpj but not jHpj for any totally geodesic subgroup. By
Cauchy’s theorem, there exists g 2 Gp of order `p and it follows for Cp D hgi that
Cp\Hp D f1g for any totally geodesic subgroup.

When dim.q/D 2n and p 2 S1 , we must modify the argument above. If det.q/ is not
a square modulo p, then we can proceed as above since pnr C 1 divides jGpj. When
det.q/ is a square modulo p, we have Gp D SOC.2nIpr /. In this case, there exists
g 2 SOC.2nIpr / such that g has n=2 eigenvalues �pr and n=2 eigenvalues ��1

pr ,
where �pr 2 F�pr is a generator for the group of units; we can take a generator for the
diagonal subgroup of .SOC.2;pr //n . Taking ` to be an odd prime divisor of pr � 1,
which exists by Theorem 5.1, and setting aD .pr � 1/=`, we assert that Cp D hg

ai

is the desired subgroup. To see this, note that if 
 2 PSO0.2n� 2; 1/, then 
 has
an eigenvalue of ˙1 since 2n� 2 is even. As every totally geodesic m0–suborbifold
with m0 � 2 in a standard arithmetic orbifold is contained in a codimension-one totally
geodesic suborbifold (see [4]), it follows that �p.
 / has ˙1 as an eigenvalue. As no
nontrivial element of Cp has this property, Cp\Hp D f1g.

Proof of Theorem 1.1 for standard arithmetic orbifolds As Theorem 1.1 for mD 3

was proven in [3], we will assume m� 4 and so dim.q/� 5. We first prove (b). By
definition, �D�1.M / is commensurable with G.Ok/ associated with some admissible
hyperbolic pair .k; q/. Strong approximation implies that �p.�/ D �p.G.Ok// for
all but finitely many p, hence by Proposition 3.1 there is an infinite subset S2 of S1
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such that ŒGp W �p.�/� D 1 or 2 for each p 2 S2 . By Lemma 5.2, there exists a
subgroup Cp < Gp such that Cp \Hp D f1g. Since Cp is cyclic and of odd prime
order, it follows that Cp < �p.�/. The subgroups Cp; f1g satisfy (3) and so the
covers M1;MCp

corresponding to the finite-index subgroups ker �p , ��1
p .Cp/ are

geometrically equivalent.

To produce geometrically equivalent covers with unbounded volume ratio, for each
odd prime `, we set S` to be the subset of primes p 2 S2 such that Cp has order `.
We first assume that S` is infinite for some `. In that case, for each j 2N and for any
p1; : : : ; pj 2 S` , the image of �1.M / under reduction modulo

Q
i pi has index 2sj inQ

i Gpi
for some sj 2N . By our choice of `, the subgroup Cj ;` D

Q
i Cpi

of
Q

i Gpi

has trivial intersection with the image of any totally geodesic subgroup, and visibly this
property holds for any subgroup of Cj ;` . Setting Mj and Nj to be the finite covers
of M corresponding to the finite-index subgroups ��1

p1:::pj
.1/ and ��1

p1:::pj
.Cj ;`/ of � ,

respectively, we obtain a pair of geometric equivalent finite covers of M with volume
ratio Vol.Mj /=Vol.Nj /D `

j .

We now assume that jS`j is finite for all odd primes `. Since S2 is infinite and each
prime p 2 S2 is in S` for some odd prime `, there must be infinitely many odd primes
` with S` ¤∅. Fixing an infinite sequence f j̀ g of distinct odd primes with S

j̀
¤∅,

for any j and any pj 2 S
j̀

, we again have ŒGpj
W �pj

.�/�D 1 or 2. By our choice of
pj , we have a subgroup Cpj

<Gpj
that intersects the image of every totally geodesic

subgroup trivially. Setting the manifolds Mj and Nj to be the finite covers of M

corresponding to the finite-index subgroups ��1
pj
.1/ and ��1

pj
.Cpj

/ of � , respectively,
we obtain geometrically equivalent finite covers with volume ratio j̀ .

We now prove (a). As M is compact and dim.q/ � 5, we see that k ¤ Q by
Godement’s compactness criterion (see [5, Corollary 5.3.2]) and Meyer’s theorem
(see [5, Proposition 6.4.1]). Since k ¤Q, by the Chebotarev density theorem there
is a prime p with two overlying primes p1; p2 2 S2 such that Ok=p1 Š Ok=p2 .
For a pair of such primes p1; p2 we have Gp1

Š Gp2
, and can apply Lemma 5.2

to both. We obtain finite-index subgroups ��1
p1p2

.Cp1
� f1g/ and ��1

p1p2
.f1g � Cp2

/

of � . The associated finite covers M`;1 and M1;` of M have the same geometric
spectra. To see that T G.M1;`/D T G.M`;1/, we first note that the finite cover M`;`

associated with the finite-index subgroup ��1
p1p2

.Cp1
�Cp2

/ in �1.M / is geometrically
equivalent to both M`;1 and M1;` and so TG.M`;1/ D TG.M1;`/. To see that the
multiplicities are equal simply note that both manifolds are cyclic covers of M`;` of
degree ` and thus separately satisfy (6) with M`;` . That the manifolds are nonisometric
follows from an argument similar to one used in [3, page 179]. Briefly, each element

 2 �1.M1;`/ is trivial under reduction modulo p1 while there are infinitely many
elements in �1.M`;1/ with image that generates Cp1

. Consequently, these elements in
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�1.M`;1/ with order ` image under modulo p1 cannot be conjugate to any element
in �1.M1;`/ in Isom.Hm/. However, if M1;` and M`;1 are isometric, by Mostow
rigidity, �1.M1;`/ and �1.M`;1/ are conjugate in Isom.Hm/, and so M1;` and M`;1

are nonisometric.

The proof for a nonstandard arithmetic hyperbolic orbifold M D �nHm is similar.
As in the standard arithmetic setting, there is an associated number field k and an
algebraic k –group G for which � is commensurable with the group G.Ok/. There is
an infinite set of primes S 0

0
of Ok such that for each p 2 S 0

0
, the local group G.kp/ is

isomorphic to SO.Vp; qp/, where .Vp; qp/ is a quadratic space over kp . Restricting to
primes in S 0

0
, the proof then follows as in the standard arithmetic case. For (a), we

note that when M is a closed arithmetic hyperbolic m–orbifold with m� 4, the field
of definition of M is not Q (see [5, Section 6.4]).

This method can be implemented for any finite-volume, complete, hyperbolic m–
orbifold when m� 4.

Theorem 5.3 If M is a complete, orientable, finite-volume hyperbolic m–orbifold
with m� 4, then the following holds:

(a) If the field of definition of M is not Q, then there exist finite, nonisometric
covers M 0 and N 0 that are geometrically isospectral.

(b) There exists a sequence .Mj ;Nj / of pairs of nonisometric finite covers of M

such that Mj and Nj are geometrically equivalent and Vol.Mj /=Vol.Nj / is
unbounded as a function of j .

Proof Given M with � D �1.M /, there exists an injective homomorphism �W �!

PSO0.m; 1/ such that the field generated by the matrix coefficients is a number field k

(see [13] or [2, Section 4.1]); this field is the so-called field of definition. If R is
the Ok –submodule of k generated by the entries of �.�/, there is a cofinite subset
of the set of prime ideals P of Ok such that R=P Š Ok=p D Fpr for each p 2 P ,
where P D Rp. Since �.�/ < PSO0.m; 1/ is Zariski dense, we can apply Nori–
Weisfeiler strong approximation [6; 14]. When mC 1 is odd (resp. even), there exists
an infinite set of nondyadic primes S2 � P such that the image of �p.�/ contains the
commutator subgroup �.mC 1Ipr / (resp. �˙.mC 1Ipr /) of SO.mC 1Ipr / (resp.
SO˙.mC 1Ipr /) for each P 2 S2 (see [2, Theorem 5.3]). The argument now follows
as in the previous case of standard arithmetic hyperbolic m–orbifolds.

Remark Our use of Zsigmondy’s theorem was inspired by [2], where Long and
Reid proved that any lattice � < SO.n; 1/ contains hyperbolic elements with infinite-
order holonomy. In [3], the use of Zsigmondy’s theorem was replaced by a direct
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argument. Prasad and Rapinchuk [9] have general results on the existence of semisimple
elements whose Zariski closure is dense in a maximal torus. It is possible to replace
our elementary counting argument with an argument based on [9], though one must
still determine the possible images of subgroups associated with totally geodesic
submanifolds as in Section 4.
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On phantom maps into co-H–spaces

JAMES SCHWASS

We study the existence of essential phantom maps into co-H–spaces, motivated by
Iriye’s observation that every suspension space Y of finite type with Hi.Y IQ/¤ 0

for some i > 1 is the target of essential phantom maps. We show that Iriye’s
observation can be extended to the collection of nilpotent, finite-type co-H–spaces.
This work hinges on an enhanced understanding of the connections between homotopy
decompositions of looped co-H–spaces and coalgebra decompositions of tensor
algebras due to Grbic̀, Theriault and Wu.

55P45, 55S37

1 Introduction

We will work in the category Top of spaces having the homotopy type of a pointed CW
complex and pointed maps between them. We will restrict our attention throughout
to simply connected spaces, or their loop spaces. A map X ! Y is called a phantom
map if for every n the composite

Xn!X ! Y

is nullhomotopic, where Xn!X is an n–skeleton for some CW structure of X . We
offer an alternative characterization of this concept to illustrate that the choice of a CW
structure X is insignificant; according to Bousfield and Kan [4], X ! Y is phantom
if and only if X ! Y ! Y .n/ is nullhomotopic for every n, where Y .n/ denotes the
nth Postnikov approximation of Y .

From the definition and characterization given above, it is clear that a phantom map must
induce the zero map on homotopy groups, and on any homology theory, and so these
maps appear trivial upon passage to such common algebraic models for topological
spaces. On the other hand, phantom maps can be of genuine topological interest. The
theory of phantom maps has been used by Harper and Roitberg [12] and Gray [9],
among many others, to produce and study examples of distinct homotopy classes of
spaces X and Y which have the same n–type, ie X .n/' Y .n/ for all n. Roitberg [20]
has also used the theory of phantom maps to compute the homotopy automorphism
groups of particular spaces; in general the computation of homotopy automorphism
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848 James Schwass

groups is intractable. These examples serve to illustrate that phantom maps play a
significant role in Top. But, since these maps vanish under many of our favorite
functors, they prove difficult to study, or even to locate. The purpose of this work is to
locate new examples of phantom maps; the analysis of particular invariants of these
phantom maps and the structure of the collection of phantom maps will take place
elsewhere.

The constant map is an obvious example of a phantom map. Of more interest are
essential (ie homotopically nontrivial) phantom maps, which abound in Top. We offer,
as evidence of this fact, the following theorems of Iriye, and McGibbon and Møller.
We will say a space X is of finite type (over Z) if each Hn.X IZ/ and �n.X / is a
finitely generated group. We write Ph.X;Y / for the subset of ŒX;Y � consisting of
homotopy classes of phantom maps.

Theorem 1.1 [13] Suppose Y '†X is a nilpotent suspension space of finite type.
If Hi.Y IQ/¤ 0 for some i > 1 then Y is the target of essential phantom maps from
finite-type domains.

Theorem 1.2 [17] If X and Y are of finite type and Ph.X;Y / is not the one point
set, then Ph.X;Y / is uncountably large.

In many senses, the concept of a co-H–space is a mild generalization of that of a
suspension space. As such, many statements that hold true for the collection of
suspension spaces are also true for the collection of co-H–spaces. We wondered if one
could replace the suspension space Y in Theorem 1.1 with any nilpotent co-H–space
of finite type. Our main result is a positive answer to this question.

Theorem 1.3 Suppose Y is a nilpotent co-H–space with Hi.Y IQ/¤0 for some i>1.
Then Y is the target of essential phantom maps from finite-type domains.

The proof of Theorem 1.3 is comprised of several pieces. For a co-H–space whose
rational homology is “large” we develop decomposition methods in phantom map
theory and appeal to recently developed highly structured decompositions of the loop
space of a co-H–space due to Selick, Grbic̀, Theriault and Wu. For a co-H–space with
“small” rational homology we exploit strong connections between phantom map theory
and rational homotopy theory discovered by McGibbon and Roitberg.

Through the theory of Lusternik–Schnirelmann category, this work can be viewed as
providing a solution to the case nD 1 of the following question. Our exposition of
Lusternik–Schnirelmann category here will be limited to the following three obser-
vations: cat.X / is a nonnegative integer, assigned to a space X , which we think of
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as a measure of the complexity of X ; cat.X / D 0 if and only if X is contractible;
the spaces of Lusternik–Schnirelmann category one are precisely the noncontractible
co-H–spaces.

Question 1.4 Suppose Y has finite type, and cat.Y /D n<1. If Hi.Y IQ/¤ 0 for
some i > 1, is Y the target of essential phantom maps from finite-type domains?

In Section 2.1 we lay out the preliminaries on phantom map theory. In Section 2.2
we describe recently developed connections between coalgebra decompositions of
tensor algebras and homotopy decompositions of looped co-H–spaces. In Section 3 we
develop techniques to bridge the gap between the decompositions of Section 2.2 and
the theory of phantom maps. Section 4 contains the proof of Theorem 1.3. Examples
and applications are given in Section 5.

Acknowledgements We would like to thank Jeff Strom, the author’s dissertation
advisor, for many helpful conversations regarding the content and preparation of this
paper. This work grew out of the author’s doctoral dissertation at Western Michigan
University. We are indebted to Kouyemon Iriye for supplying a critical insight into the
proof of Proposition 4.5, which helped this work reach its maturity. We would also
like to thank the referee for suggesting the inclusion of additional examples.

2 Preliminaries

Localization will play a central role in what is to follow. We assume familiarity with
the rudiments of localization; a detailed reference is [15]. Since a rationally nontrivial
p–local space is not of finite type over Z, we will have a need for a p–local analog of
the notion of a finite-type space; a space X is of finite type over Z.p/ if each Hn.X IZ/
and �n.X / is a finitely generated Z.p/–module. We should note that a space of finite
type over Z.p/ is necessarily p–local. Though we will be primarily interested in
phantom maps between finite-type spaces, we will have occasion to examine phantom
maps from finite-type domains into targets having finite type over Z.p/ .

2.1 Background on phantom maps

In Section 2.1.1 we describe a critical identification of Ph.X;Y / with a particular
functor which factors through the category of towers of groups. In Section 2.1.2 we
describe connections between phantom map theory and rational homotopy theory that
are indispensable in discovering new examples of phantom maps from old, among
other things. Most of the material in this section can be found in the wonderful survey
article [16] of McGibbon.
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2.1.1 The tower perspective By a tower fGng of groups we mean a diagram

(1) � � �
pnC1
���!Gn

pn
�!� � �

p3
�!G2

p2
�!G1

in the category of groups. We mean something similar by a tower of abelian groups, or a
tower of sets, or really a tower of any sort of gadget — these are Nop –shaped diagrams
in various categories. A morphism of towers is a natural transformation of Nop shaped
diagrams. By lim Gn we mean the limit of the diagram (1) in the appropriate category.

We now set about describing the functor lim1 . On the category of towers of abelian
groups, by lim1 we mean the first derived functor of lim; more concretely, if fGng is
a tower of abelian groups, then lim Gn is the kernel and lim1Gn is the cokernel of the
map Y

Gn
id�.pn/
����!

Y
Gn

given by
.a1; a2; : : : / 7! .a1�p2.a2/; a2�p3.a3/; : : : /:

Bousfield and Kan [4, pages 254–255] extend the definition of lim1 to the category of
towers of arbitrary groups as follows: Given a tower fGng of groups let

Q
Gn act onQ

Gn by
.gn/ � .xn/D .gnxn.pnC1.gnC1/

�1//;

where GnC1
pnC1
���!Gn is the structure map in the tower fGng. Then lim1Gn is the

orbit space of this action. This is important to us because we will have occasion to
refer to lim1Gn where fGng is a tower of not necessarily abelian groups.

In particular, if X and Y have the homotopy type of CW complexes, then a CW structure
for X gives rise to a tower fŒ†Xn;Y �g of (generally nonabelian) groups; dually the
Postnikov tower for Y gives rise to a tower fŒX; �Y .n/�g of (generally nonabelian)
groups. We now arrive at a fundamental identification in phantom map theory.

Corollary 2.1 [4] For spaces X and Y there are bijections of pointed sets

lim1Œ†Xn;Y �Š Ph.X;Y /Š lim1ŒX; �Y .n/�:

The identification made in Corollary 2.1 allows for the introduction of algebraic methods
for characterizing the condition Ph.X;Y / D �. Given a tower of gadgets (groups,
sets, etc) fGng let G

.n/

k
be the image in Gk of the composite of the structure maps

Gn!Gn�1! � � � !Gk

when n�k and for n<k set G
.n/

k
D1. This defines, for each k�1 a subtower fG.n/

k
g,

indexed by n, of the tower fGng. Notice that for fixed k the sequence of images G
.n/

k
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are nested; we say the tower fGng satisfies the Mittag-Leffler condition if all of the
nested sequences G

.n/

k
satisfy a descending chain condition: explicitly, for each k

there is some N such that for all n�N one has G
.n/

k
DG

.N /

k
.

It is well known that if a tower fGng satisfies the Mittag-Leffler condition, then
lim1Gn D �. When the tower fGng is comprised of countable groups, the converse of
this statement is also true:

Theorem 2.2 [17] Suppose Gn is a tower of countable groups. Then lim1Gn D � if
and only if the tower Gn satisfies the Mittag-Leffler condition. Moreover, if lim1Gn¤�,
then lim1Gn is uncountably large.

It is worthwhile to note that, when X and Y are of finite type over Z or Z.p/ for
some prime p , for each n the groups

Œ†Xn;Y � and ŒX; �Y .n/�

are countable. Theorem 2.2 will be used to develop decomposition methods in phantom
map theory in Section 3.

2.1.2 Phantom maps and rational equivalences McGibbon and Roitberg have char-
acterized the finite-type spaces that are not the targets of essential phantom maps from
finite-type domains in terms of the existence of particular rational equivalences.

Theorem 2.3 [18] For a nilpotent, finite-type space Y , the following are equivalent:

(i) Ph.X;Y /D � for all finite-type domains X .

(ii) Ph.K.Z;m/;Y /D � for all m.

(iii) There is a rational equivalence
Q
˛ K.Z;m˛/!�Y .

We should note that the direction of the rational equivalence in Theorem 2.3(iii) is
significant; for any space Y there is a rational equivalence �Y !

Q
K.Z;mˇ/.

We will need a p–local version of the implication (i)D) (iii) of Theorem 2.3, which
we record as Proposition 2.4. This will be used to establish a lemma in Section 3
required to develop decomposition methods in phantom map theory.

We have previously observed that if X and Y are of finite type over Z or Z.p/ , then
the groups

Œ†Xn;Y � and ŒX; �Y .n/�

are countable for all n. As such, Theorem 2.2 can be used to characterize the condition
Ph.X;Y /D� in terms of the Mittag-Leffler condition. This is the main point required
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to complete the construction of the rational equivalence
Q

K.Z;mˇ/!�Y as given
by McGibbon and Roitberg, given the hypothesis Ph.X;Y / D � for all finite-type
domains X , and so we arrive at the following partial refinement of Theorem 2.3.

Proposition 2.4 Suppose Y is nilpotent and has finite type over Z.p/ . If Ph.X;Y /D�
for all finite-type domains X , then there is a rational equivalenceY

K.Z;mˇ/!�Y:

The converse of this statement could feasibly hold, but we have not yet had occasion
to check this. Indeed, if conjugacy classes in ŒX; �Y .n/� are of finite cardinality for
every n, then the converse of Proposition 2.4 can be established using the proof of
Theorem 2.3 given by McGibbon and Roitberg [18].

Theorem 2.3 only begins to hint at the connections between phantom map theory and
rational homotopy theory. The next result is another glimpse of these strong connections.
We should note that the result stated here is slightly stronger than in [18], though the
authors’ argument establishes the result in light of the observation that ŒX; �Y .n/� is
a countable group when X and Y are of finite type over Z or Z.p/ . Before stating
the result, we remark that Ph.X;Y / is a contravariant functor in X and a covariant
functor in Y .

Theorem 2.5 [18] Suppose Y and Y 0 are of finite type over Z or Z.p/ . If Y ! Y 0

induces a surjection on ��˝Q, then for every finite-type domain X the induced map

Ph.X;Y /! Ph.X;Y 0/

is surjective.

Note that for each prime p and each nilpotent space Y the p–localization Y ! Y.p/
is a rational equivalence, hence induces surjections on ��˝Q, and so we arrive at a
corollary which has been well-known in the phantom map literature, and will be one
of our primary tools for detecting essential phantom maps.

Corollary 2.6 Suppose Y is a nilpotent, finite-type space. If Y.p/ is the target of
essential phantom maps from finite-type domains, then so is Y .

2.2 Homotopy decompositions of looped co-H–spaces

Our jumping off point is the generalized Bott-Samelson theorem, due to Berstein.
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Bott–Samelson theorem [2] If Y is a simply connected co-H–space, then there is a
natural algebra isomorphism

H�.�Y /Š T .†�1 zH�.Y //;

where H�.�Y / is equipped with the Pontryagin product. (Here homology has coeffi-
cients in a PID k and zH�.Y / is a free k –module.)

For the rest of this section we fix a prime p ; the ground ring for all algebraic objects
will be Fp , the field with p elements. All homology in this section has Fp coefficients.
Many of the results of this section remain true if we replace Fp with an arbitrary field,
though we will have no need for such generality. We write T for the free graded tensor
algebra functor taking the category of vector spaces to the category of graded algebras.

In the 1980s, F Cohen, Moore and Neisendorfer developed a technique fueled by
the Bott–Samelson theorem which they use to determine the homotopy exponents of
odd-dimensional spheres; the difficulty of drawing concrete conclusions regarding
homotopy groups of spheres is well documented, and illustrates the power of this
technique. We now loosely outline one component of this program. Cohen, Moore and
Neisendorfer sought out algebraic decompositions of T .†�1 zH�.Y //, and showed that
these algebraic decompositions have geometric realizations in the form of homotopy
decompositions of �Y for Y D S2nC1 , among a few other specific spaces.

In [22], Selick and Wu begin developing functorial analogs of the ad hoc decomposition
methods of Cohen, Moore and Neisendorfer, apparently motivated by the power of these
methods, along with a conjecture of Cohen. The functorial decomposition methods
reach maturity in [11], after contributions by Grbic̀, Theriault, Selick and Wu spanning
the course of about a decade. Before describing these functorial analogs, we lay out
some nomenclature and conventions.

Of course as vector spaces T .V / D
L

n�0 V ˝n , where V ˝0 D Fp . This identifies
V as a submodule of T .V /. The algebra T .V / is equipped with a unit Fp! T .V /

and augmentation T .V /! Fp defined by inclusion of and projection onto Fp D V ˝0 ,
respectively. The tensor algebra T .V / is naturally endowed with the structure of
a Hopf algebra by declaring the elements of V to be primitive. More explicitly,
since T .V / is the free algebra on V , the linear map V ! T .V /˝ T .V / given by
v 7! 1˝ vC v˝1 extends uniquely to a map of algebras �W T .V /! T .V /˝T .V /,
giving a comultiplication on T .V /. One can check that the unit and augmentation are
morphisms of coalgebras and algebras, respectively, and so we have given T .V / the
structure of a Hopf algebra. This discussion serves to illustrate that we can think of the
tensor algebra functor T as taking its values in the categories of algebras, coalgebras
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or Hopf algebras. We will specify which category we mean to take for the target of the
functor T if there is potential for confusion.

A natural coalgebra retract of T is a functor A from vector spaces to coalgebras
equipped with natural transformations A

I
�! T and T

R
�!A such that RI is the

identity natural transformation on A. A natural coalgebra decomposition of T is a
pair of functors A;B from vector spaces to coalgebras equipped with natural coalgebra
isomorphisms T Š A˝ B . Since ˝ is the categorical product in the category of
coalgebras, which happens to be a pointed category, it follows that if T ŠA˝B is
a natural coalgebra decomposition, then both A and B are natural coalgebra retracts
of T . A natural sub-Hopf algebra of T is a subfunctor B from vector spaces to
Hopf algebras. A natural sub-Hopf algebra B of T is coalgebra split if B is a natural
coalgebra retract of T when regarded as a functor into the category of coalgebras.

We will write CoH.p/ for the category of p–local co-H–spaces and co-H–maps between
them. A natural homotopy retract of �W CoH.p/!Top is a functor AW CoH.p/!Top
equipped with natural transformations A

I
�!� and � R

�!A such that RI is naturally
homotopic to the identity natural transformation on A. Such a functor A is a geometric
realization over CoH.p/ of a natural coalgebra retract A of T if there is a natural
isomorphism of functors from Top to the category of coalgebras

H� ıAŠA ı†�1 zH�:

A natural homotopy decomposition of �W CoH.p/!Top is a pair of functors A and B

from CoH.p/! Top equipped with natural homotopy equivalences �' A�B . A
natural homotopy decomposition �'A�B is a geometric realization over CoH.p/ of
the natural coalgebra decomposition T ŠA˝B if A and B are geometric realizations
of A and B , respectively.

We are now equipped to describe the functorial analogs of the decomposition methods
of Cohen, Moore and Neisendorfer. These results give a wonderful algebraic source of
homotopy decompositions of looped co-H–spaces.

Theorem 2.7 [21] Every natural coalgebra retract of T has a geometric realization
over CoH.p/ .

Corollary 2.8 [21] Every natural coalgebra decomposition of T has a geometric
realization over CoH.p/ .

We will be interested in a particular natural coalgebra decomposition of the tensor
algebra functor known as the minimal decomposition, which we now set about describ-
ing. Beginning with Cohen, there was an interest in studying the minimal functorial
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coalgebra retract Amin of T for which V � Amin.V / for every vector space V ;
we should note that constructions of Amin are theoretical, and concrete information
regarding this functor can be difficult to come by [23]. Cohen conjectured that the
primitives of T .V /, considered as a Hopf algebra, having tensor length not a power
of p must lie in the coalgebra complement of Amin.V / in T .V /. This was confirmed
by Selick and Wu, who discovered the minimal decomposition and began studying its
structural properties in [22].

Theorem 2.9 [22] There is a natural coalgebra-split sub-Hopf algebra Bmax of T

and a natural coalgebra decomposition

(2) T ŠAmin
˝Bmax:

Moreover, Ln.V / � Bmax.V / if n is not a power of p . Here Ln.V / denotes the
submodule of homogeneous Lie elements of tensor length n in T .V /. The natural
coalgebra decomposition (2) is known as the minimal decomposition.

By Corollary 2.8, the minimal decomposition has a geometric realization as � '
Amin�Bmax over CoH.p/ . We can find more structure in this homotopy decomposition
of � by making use of the observation that Bmax is a natural sub-Hopf algebra
of T . For a Hopf algebra M , write IM for the augmentation ideal of M , and write
QM D IM=.IM/2 for the module of indecomposables of M . Suppose B is any natural
coalgebra-split sub-Hopf algebra B of T . Since B.V / is a sub-Hopf algebra of T .V /

for each vector space V , it follows that B.V / is also a tensor algebra. That is, there is
a natural isomorphism of algebras

B.V /Š T

�M
n�1

QnB.V /

�
;

where QnB.V / is the image of the submodule

Bn.V /D IB.V /\V ˝n
� T .V /

of B.V / consisting of elements of tensor length n in T .V / lying in the augmentation
ideal of B.V / under the natural map B.V /! QB.V /. The construction of each
QnB.V / is natural, so we obtain natural isomorphisms

B Š T ı
M
n�1

QnB:

Ideally one can geometrically realize this additional structure as well; this is the content
of the following theorem of Grbic̀, Theriault and Wu:
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Theorem 2.10 [11] Suppose B is a natural coalgebra-split sub-Hopf algebra of T .
There exist functors QnBW CoH.p/! Top with

(1) †�1 zH�.QnB.Y //ŠQnB.†�1 zH�.Y //,

(2) QnB.Y / is naturally a retract of an .n�1/–fold desuspension of Y ^n , the nth

smash power of Y ,

(3) B.Y /'�
�W

n�1 QnB.Y /
�
.

The statement (2) requires some justification. Theriault [24] has shown that if X and Y

are coassociative co-H–spaces then X ^Y '†Z for some co-H–space Z . Gray [10]
showed that the coassociativity requirement could be relaxed — we need only require
that one of the factors in the smash product be simply connected or a suspension space.
Inductively, it follows that an n–fold smash product of simply connected co-H–spaces
is an .n�1/–fold suspension of a co-H–space; symbolically, for simply connected
co-H–spaces Xi , i D 1; : : : ; n,

(3)
nV

iD1
Xi '†

n�1Z

for some co-H–space Z . Of course there may be many choices for the space Z . For
example, the well-known decomposition

†.X �Y /'†X _†Y _†.X ^Y /

and the failure of the identity

X �Y 'X _Y _ .X ^Y /

witnesses the failure of a cancellation property for †. This ambiguity need not worry
us, since we will only have a need to describe the homology of a space Z fitting
in †n�1Z ' Y ^n . That the space Z can be chosen to admit a co-H–structure also
illustrates that QnB.Y / can be endowed with the structure of a co-H–space, which
will be of importance in the proof of Theorem 1.3.

3 Decomposition methods in phantom map theory

In this section we develop tools which will be used to bridge the gap between the
decompositions of Section 2.2 and phantom map theory. The loop- and wedge-splitting
theorems (and their duals) have many applications outside our present scope, due
to the existence of a vast library of decompositions in the literature to which these
theorems can be applied. To substantiate this claim, we provide an application of the
loop-splitting theorem to special cases of Question 1.4 in Example 5.3.
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Theorem 3.1 (loop-splitting theorem) Suppose Y has finite type over Z or Z.p/ for
some prime p , and �Y 'A��B . If B is the target of essential phantom maps from
finite-type domains, then so is Y .

Proof Take X to be an arbitrary finite-type domain and write

Gn D ŒX; �Y .n/� and Hn D ŒX; �B.n/�:

We make use of the identification

Ph.X;Y /Š lim1Gn and Ph.X;B/Š lim1Hn:

By Theorem 2.2 if Ph.X;Y /D � then fGng is Mittag-Leffler. Since �Y 'A��B

we have a natural projection f W �Y ! �B inducing surjections fnW Gn ! Hn of
pointed sets.

If we knew each fn was a homomorphism of groups, we could conclude Ph.X;B/Š
lim1Hn D � by noting lim1f W lim1Gn! lim1Hn is surjective and lim1Gn D �. In
general, however, we cannot expect the functions fn to be homomorphisms, and so we
must work marginally harder.

Fortunately, the Mittag-Leffler condition makes no reference to the group structure of
the individual stages of a tower, and is more a property of the underlying tower of sets.
In light of Theorem 2.2, to show lim1Hn D � it suffices to show the Mittag-Leffler
condition is preserved under epimorphisms of towers of pointed sets. This is the content
of the following lemma:

Lemma 3.2 If f W fGng ! fHng is an epimorphism of towers of pointed sets, and
fGng satisfies the Mittag-Leffler condition, then so does fHng.

Proof Since fGng is Mittag-Leffler then for each k there is some N 2N so that for
n�N one has

G
.N /

k
DG

.n/

k
:

A quick diagram chase shows that the surjections fk W Gk !Hk induce surjections
f
.n/

k
W G

.n/

k
!H

.n/

k
. In other words,

H
.n/

k
D ff .x/ j x 2G

.n/

k
g:

But, for n�N we have G
.n/

k
DG

.N /

k
and so this shows H

.n/

k
DH

.N /

k
. So, the tower

fHng is Mittag-Leffler, which completes the proof of the lemma, and hence the proof
of the loop-splitting theorem.
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Theorem 3.3 (wedge-splitting theorem) Suppose Y is simply connected and has
finite type over Z or Z.p/ and Y 'A_B . If both A and B are rationally nontrivial,
then Y is the target of essential phantom maps from finite-type domains.

For the proof we will need the following variation of Iriye’s Corollary 1.5 from [13].
The proof is a simple modification of the argument there, replacing Theorem 2.1 with
our Proposition 2.4.

Lemma 3.4 Suppose Y has finite type over Z.p/ . If either

(1) there is some ˛ 2 �2nC1.Y / of infinite order whose image under the Hurewicz
map is also of infinite order, or

(2) there is some v 2H 2n.Y IZ/ of infinite order whose square v2 is also of infinite
order,

then †Y is the target of essential phantom maps from finite-type domains.

Proof of the wedge-splitting theorem We note that since Y is simply connected, so
too are A and B . In the long fiber sequence induced by the inclusion i W A_B!A�B ,

� � � !�F
�f
�!�.A_B/

�i
�!�A��B @

�!F
f
�!A_B i

�!A�B

we can identify F ' .�A/�.�B/, where X �Y denotes the join of topological spaces
X and Y , and we find that @ ' �. It follows that �i has a section, and �f has a
retraction, which gives a natural homotopy equivalence

(4) �.A_B/'�A��B ��..�A/� .�B//:

For a more complete account of this discussion we refer the reader to the work of
Porter [19]. We now proceed by cases.

Case I Suppose Y has finite type over Z. Then so do A and B . Now, if both A

and B are rationally nontrivial, then .�A/� .�B/ is a simply connected, rationally
nontrivial suspension space, hence is the target of essential phantom maps from finite-
type domains by Theorem 1.1. Applying the loop-splitting theorem to the splitting,
(4) then implies A_B is the target of essential phantom maps from finite-type domains.

Case II In case Y has finite type over Z.p/ our goal will be, as above, to show that
�A��B is the target of essential phantom maps from finite-type domains and appeal
to the loop-splitting theorem. But, since �A ��B is not of finite type over Z we
must make use of Lemma 3.4. To do so we need to discover more about �A^�B .
Suppose connQ.A/D n and connQ.B/Dm, where by connQ.X /D k � 1 we mean
�i.X / ˝ Q D 0 for i < k and �k.X / ˝ Q ¤ 0. Choose a 2 H n.�AIZ/ and
b 2H m.�BIZ/ of infinite order. We proceed by cases.
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Case A If n and m are both even, then a2 and b2 can be seen to be of infinite order,
since H�.�AIQ/ contains QŒxa� as a subalgebra, where xa is the image of a under
rationalization, and similarly QŒxb� is a subalgebra of H�.�BIQ/. Then .a˝b/2 has
infinite order in H�.�A^�BIZ/, since .xa˝ xb/2 is nonzero in H�.�A^�BIQ/
and Lemma 3.4(2) applies. Here we use the Künneth theorem to embed H�.�AIZ/˝
H�.�BIZ/ in H�.�A^�BIZ/ as a submodule.

Case B If n is even and m is odd, then connQ.�A^�B/D nCm� 1 and, by the
Hurewicz theorem, �nCm.�A^�B/!HnCm.�A^�B/ is an isomorphism, with
nCm odd, so Lemma 3.4(1) applies.

Case C Suppose n and m are both odd, and without loss of generality assume
n�m. Since connQ.�A^�B/D nCm� 1 the rational Hurewicz homomorphism
�2nCm˝Q!H2nCm.�IQ/ is an isomorphism by the rational Hurewicz theorem.
Since n and m are odd, 2nCm is odd, while �2nCm.�A^�B/˝Q¤ 0, and so
Lemma 3.4(1) applies.

4 Proof of Theorem 1.3

We begin by showing it suffices to prove Theorem 1.3 when the nilpotent co-H–space Y

in question is simply connected, so that we may appeal to the decompositions of looped
co-H–spaces described in Section 2.2. To this end, assume Y is a co-H–space with
Hi.Y IQ/¤ 0 for some i > 1. By Fox [6], zY is a co-H–space, and as a consequence
of the work of Iwase, Saito and Toshio [14] on homology of universal covers of co-
H–spaces we see that if Hi.Y IQ/ ¤ 0 then Hi. zY IQ/ ¤ 0. In light of these facts
and the upcoming Lemma 4.1 we replace Y with its universal cover for the proof of
Theorem 1.3.

Lemma 4.1 Suppose Y is a nilpotent co-H–space and let cW zY ! Y be the universal
cover. If zY is the target of essential phantom maps from finite-type domains, then so
too is Y .

Proof By Theorem 2.3 if zY is the target of essential phantom maps from finite-type
domains, then Ph.K.Z; n/; zY /¤ � for some n� 2. We argue that c induces a weak
injection Ph.K.Z; n/; zY /! Ph.K.Z; n/;Y /.

Suppose 'W K.Z; n/! zY is an essential phantom map. The map c is the fiber of the
classifying map Y ! B�1.Y /. Since Y is a co-H–space �1.Y / is a free group, and
since Y is nilpotent �1.Y / is either trivial or congruent to Z. Since the result is trivial
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in case �1.Y / D 1 we assume �1.Y / Š Z. So B�1.Y / ' S1 and we have a fiber
sequence

�S1 ı
�! zY c

�!Y:

We proceed by contradiction. Suppose c''�. Then there is a lift �W K.Z; n/!�S1

of ' through ı . But �S1 ' Z is discrete and K.Z; n/ is connected so � ' � and
' ' ı� is trivial, a contradiction. Hence c'W K.Z; n/! Y is essential.

We now derive Theorem 1.3 as a consequence of the following three propositions. We
begin with the case dimQ

zH�.Y IQ/� 2. This condition ensures the decompositions
of Section 2.2 are algebraically rich enough to detect essential phantom maps into Y

via techniques developed in Section 3.

Proposition 4.2 Suppose Y is a simply connected co-H–space with dimQ
zH�.Y IQ/

at least 2. Then Y is the target of essential phantom maps from finite-type domains.

Proof Choose a homogeneous basis of integral classes fx1;x2; : : : g for zH�.Y IQ/
with jxi j � jxiC1j for each i , where jxj denotes the homogeneous degree of x in
zH�.Y IQ/. Write

aD†�1x1 2†
�1 zHmC1.Y IQ/ and b D†�1x2 2†

�1 zHnC1.Y IQ/:

Choose a prime p � 5 such that

H�mCnC2.Y
^2
IZ/ and H�2mCnC3.Y

^3
IZ/

have no p–torsion. We identify a and b as elements of Hm.�Y IQ/ and Hn.�Y IQ/,
respectively, via that Bott–Samelson theorem. We will also write a, b 2H�.�Y IZ/
for lifts of a and b , and we will use the same notation for the mod p reductions of
these elements in H�.�Y IFp/, making the context clear by indicating coefficient rings.
We replace Y with its p–localization to avoid cumbersome notation; that is, we write
Y for Y.p/ .

To show Y is the target of essential phantom maps from finite-type domains, we
consider the geometric realization

�Y '�Amin.Y /��
� W

n�2
QnBmax.Y /

�
of the minimal decomposition from Section 2.2. We justify the indexing n�2 by noting
that Q1Bmax D 0, since V �Amin.V / for all vector spaces V . By the loop-splitting
theorem, it suffices to show that

W
n�2 QnBmax.Y / is the target of essential phantom

maps from finite-type domains. By the wedge-splitting theorem, this will follow if
QiB

max.Y / is rationally nontrivial for at least two i . We will show this is the case.
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Write V D†�1 zH�.Y IFp/ and identify

H�.�Y IFp/Š T .V /

through the Bott–Samelson theorem. By Theorem 2.9, when i is not a power of p

one has Li.V /� Bmax.V /. So, since p � 5 we see that Œa; b�, ŒŒb; a�; a� 2 Bmax.V /.
Moreover, Œa; b� is indecomposable in Bmax.V /, since the tensor length of Œa; b�
in T .V / is two and Bmax.V / contains no elements of tensor length one in T .V /

(again, since V � Amin.V /). Similarly, ŒŒb; a�; a� is indecomposable, and we have
Œa; b� 2Q2Bmax.V / and ŒŒb; a�; a� 2Q3Bmax.V /.

It follows that Œa; b� is in the image of

HnCm.�Q2Bmax.Y /IFp/!HnCm.�Y IFp/;

so HnCm.�Q2Bmax.Y /IFp/¤ 0. Finally, we note Q2Bmax.Y / is a co-H–space by
Theorem 2.10 and so, by the Bott–Samelson theorem,

H�.�Q2Bmax.Y /IFp/Š T .†�1 zH�.Q2Bmax.Y /IFp//:

Hence, we infer

(5) zH�mCnC1.Q2Bmax.Y /IFp/¤ 0:

Similarly,

(6) zH�2mCnC1.Q3Bmax.Y /IFp/¤ 0:

Now, according to Theorem 2.10 for each i the space QiB
max.Y / is a retract of

an .i�1/–fold desuspension of Y ^i . In particular, Hk.QiB
max.Y /IZ/ is a retract

of HkCi�1.Y
^i IZ/. So, if H�mCnC1.Q2Bmax.Y /IZ/ has p–torsion, then so does

H�mCnC2.Y
^2IZ/. Similarly, if H�2mCnC1.Q3Bmax.Y /IZ/ has p–torsion, so

does H�2mCnC3.Y
^3IZ/. So, since

H�mCnC2.Y
^2
IZ/ and H�2mCnC3.Y

^3
IZ/

have no p–torsion we find

zH�mCnC2.Q2Bmax.Y /IQ/ and zH�2mCnC3.Q3Bmax.Y /IQ/

are nonzero.

In case Y is a simply connected, finite-type co-H–space with dimQ
zH�.Y IQ/D 1 we

are unable to use the method of the proof of Proposition 4.2 to witness the existence of
essential phantom maps into Y from finite-type domains; we cannot expect to produce
rationally nontrivial commutators in H�.�Y IZ/, which ultimately were the driving
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force behind that argument. In this case, Y is rationally equivalent to a sphere. We
proceed by cases on the parity of the dimension of this sphere.

Proposition 4.3 Suppose Y is a nilpotent co-H–space with H 2n.Y IQ/¤ 0 for some
n� 1. Then Y is the target of essential phantom maps from finite-type domains.

Corollary 4.4 Suppose Y is a nilpotent co-H–space with Y �Q S2n for some n� 1.
Then Y is the target of essential phantom maps from finite-type domains.

Proof of Proposition 4.3 Let Y
g
�!K.Z; 2n/ represent an element of H 2n.Y IZ/

of infinite order. According to Ganea [7], since Y is a co-H–space there is a lift � in
the diagram

†K.Z; 2n� 1/

p

��

Y

�
44

g
// K.Z; 2n/

where pW †K.Z; 2n� 1/'†�K.Z; 2n/!K.Z; 2n/ is the evaluation map. Since
g induces a surjection on �2n˝Q and p induces an isomorphism on �2n we can be
sure �2n.�/˝Q is surjective. Since †K.Z; 2n� 1/ is rationally equivalent to S2n

we have an isomorphism of vector spaces

(7) ��.†K.Z; 2n� 1//˝QŠQ �˛˚Q � Œ˛; ˛�;

where ˛ 2 �2n.†K.Z; 2n � 1//˝Q is a nonzero element and Œ�;�� denotes the
Whitehead product. Since ˛ is in the image of �2n.�/, it follows from the naturality
of the Whitehead product that ��.�/˝Q is surjective.

Finally, note that by Theorem 2.5 the map �W Y !†K.Z; 2n�1/ induces surjections

Ph.X;Y /! Ph.X; †K.Z; 2n� 1//

for all finite-type spaces X . By Theorem 1.1 there is a finite-type space X for which
Ph.X; †K.Z; 2n� 1//¤ �, so Ph.X;Y /¤ �.

Proposition 4.5 If Y is a nilpotent co-H–space with Y �Q S2nC1, n� 1, then Y is
the target of essential phantom maps from finite-type domains.

Proof We first reduce to the case where Y is 2n–connected. According to Golasiński
and Klein [8], if Y is a co-H–space, then one can choose compatible co-H–structures Y

and on each skeleton Yk so that the inclusion maps Yk ,! Y are co-H–maps. Berstein
and Hilton have shown the cofiber of a co-H–map is a co-H–space [3, Theorem 3.4],
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so Y=Yk is a co-H–space. Finally, Y ! Y=Y2n is a rational equivalence, so by
Theorem 2.5 this map induces a surjection Ph.X;Y /! Ph.X;Y=Y2n/ for all finite-
type domains X . Hence, if Y=Y2n is the target of essential phantom maps from
finite-type domains, then so too is Y .

Henceforth we assume the space Y to be 2n–connected. We proceed by contradiction.
Suppose Y is not the target of essential phantom maps from finite-type domains. For
brevity, write K D K.Z; n/. Then by Theorem 2.3 there is a rational equivalence
f W K!�Y . Let uW �Y !K represent a cohomology class of infinite order, and
write F for the homotopy fiber of u. Since f and u are rational equivalences we can
localize at a large enough prime p and find that f.p/ and u.p/ induce isomorphisms
on �2n . For the rest of this section all spaces and maps will be localized at this large
prime p , though the notation will not be burdened with this assumption; we write Y

for Y.p/ .

Now uf is a self-equivalence of K by the Whitehead theorem, so K is a retract of �Y .
Thus �Y 'K �F , which gives rise to a homotopy equivalence

†�Y '†K _†F _†K ^F:

Choose a section sW Y !†�Y of the evaluation map, ensured to exist since Y is a
co-H–space. Let i W Y !K be the composite

Y s
�!†�Y '†K _†F _†K ^F !†K

and let q be the map

†K ,!†K _†F _†K ^F '†�Y ! Y;

where the last map is the evaluation map. Then qi induces an isomorphism on
�2nC1.Y /. Since Y is .2n/–connected and of finite type, it follows from the Hurewicz
theorem that

q�W H 2nC1.Y IZ/!H 2nC1.†KIZ/

is an isomorphism.

We take a generator v 2H 2nC1.†KIZ=p/ and let wD .q�/�1.v/2H 2nC1.Y IZ=p/.
Then v D†zv for zv a generator of H 2n.KIZ=p/, where

†W H 2n.K/!H 2nC1.†KIZ=p/

is the suspension isomorphism. We then consider the morphism of Bockstein spectral
sequences q�W E�.Y /! E�.†K/. Write Pn for the nth reduced pth power map.
Then zvp D Pn.zv/ survives to E1

2np
.K/, so Pn.v/ survives to E1

2npC1
.†K/. Since

Pn.v/D Pn.q�.w//D q�Pn.w/, we infer Pn.w/ survives to E12npC1.Y /. It follows
that H2npC1.Y IQ/¤ 0, contradicting the assumption Y �Q S2nC1 .
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5 Examples

In Examples 5.1 and 5.2 we describe co-H–spaces that satisfy the hypotheses of
Theorem 1.3, but not Theorem 1.1. More specifically, we construct nonsuspension
co-H–spaces whose rational homology is nontrivial. We prefer to present infinite-
dimensional examples, since Zabrodsky obtained much stronger results than we have
herein on phantom maps into finite complexes in [25].

Example 5.1 For each prime p � 3 write p̨W S
2p ! S3 for a representative of

an element of order p in �2p.S
3/. The homotopy cofibers C˛p

of these maps are
classical examples, due to Berstein and Hilton [3, page 444], of co-H–spaces that
do not have the homotopy type of suspension spaces. One key to establishing these
examples is to prove, via Berstein–Hilton–Hopf invariant techniques, that each map

p̨ is a co-H–map. By [3, Theorem 3.4], the cofiber of a co-H–map is a co-H–space.

Write ˛W
W

p�3S2p ! S3 , where the wedge is taken over all odd primes, for the
map whose restriction to each summand S2p is p̨ . Since each p̨ is a co-H–map,
so is ˛ . It follows that the homotopy cofiber C˛ of ˛ is a co-H–space. Evidently
dimQ

zH�.C˛IQ/D1.

We now argue that C˛ is not a suspension space. Assume to the contrary that C˛'†Z .
Then, by the proof of [3, Lemma 3.6], we can choose Z to be 1–connected, so that Z

has a homology decomposition, ie there is a diagram

M1

k1

��

M2

k2

��

� � � Mn

��

MnC1

��

� � �

Z1
i1

// Z2
i2

// � � � // Zn
in

// ZnC1
// � � �

in which Mi DM.HiC1.Z/; i/ for each i , Mi!Zi!ZiC1 is a cofiber sequence
and Z is the homotopy colimit of the tower along the bottom of this diagram. The
space Zi is called the i th stage of the homology decomposition. It follows that †Z

has a homology decomposition in which each stage is a suspension.

Suppose hW C˛!†Z is a homotopy equivalence. Write .C˛/k for the k th stage of
the homology decomposition for C˛ . According to Arkowitz [1, Proposition 3.4], since
Ext.Hn.C˛IZ/IHnC1.†ZIZ// D 0 for all n and †Z is 2–connected, h induces
homotopy equivalences hnW .C˛/n! .†Z/n '†.Zn/. But then .C˛/6 ' C˛3

must
be a suspension space, a contradiction.

Example 5.2 By modifying the construction from Example 5.1 we can obtain an
infinite-dimensional, nonsuspension co-H–space Y with Y �Q S3 . Replace each
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map p̨W S
2p! S3 with a map p̌W M.Z=p; 2p/! S3 representing an element of

�2p.S
3IZ=p/ of order p . The argument of Berstein and Hilton [3] shows that the

cofiber Cˇp
of each p̌ is a co-H–space which is not a suspension space, and so the

argument in Example 5.1 shows that Cˇ is a co-H–space which is not a suspension space.

Finally we present an application of the loop-splitting theorem to spaces that are not
necessarily co-H–spaces. For a space Y write Gm.Y / for the mth space of Ganea
over Y (see [5]; the reader may more readily recognize this space as Gm.Y /DBm�Y ,
where Bm is the mth stage of Milnor’s classifying space construction). The spaces
Gm.Y / can be thought of as prototypes for spaces of Lusternik–Schnirelmann category
at most m. We view this example as a test case for Question 1.4.

Example 5.3 We show that if Hi.Gm.Y /IQ/¤ 0 for some i > 1 then Gm.Y / is the
target of essential phantom maps from finite-type domains.

There is a well-known homotopy decomposition

�Gm.Y /'�Y ��..�Y /�mC1/;

where X �k denotes the k –fold join of X . Since Hi.Gm.Y /IQ/¤ 0 we must have
Hj .Y IQ/¤ 0 for some j > 1 and similarly H�..�Y /�mC1IQ/ is similarly nontrivial,
so, by Theorem 1.1, .�Y /�mC1 is the target of essential phantom maps from finite-type
domains. The loop-splitting theorem then implies Gm.Y / is the target of essential
phantom maps.
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Infinite loop spaces and nilpotent K–theory
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Using a construction derived from the descending central series of the free groups, we
produce filtrations by infinite loop spaces of the classical infinite loop spaces BSU,
BU , BSO, BO , BSp, BGL1.R/C and Q0.S0/ . We show that these infinite loop
spaces are the zero spaces of nonunital E1–ring spectra. We introduce the notion
of q–nilpotent K–theory of a CW–complex X for any q � 2 , which extends the
notion of commutative K–theory defined by Adem and Gómez, and show that it is
represented by Z�B.q;U / , where B.q;U / is the qth term of the aforementioned
filtration of BU .

For the proof we introduce an alternative way of associating an infinite loop space to
a commutative I–monoid and give criteria for when it can be identified with the plus
construction on the associated limit space. Furthermore, we introduce the notion of a
commutative I–rig and show that they give rise to nonunital E1–ring spectra.

55N15, 55R35

1 Introduction

Let G denote a locally compact, Hausdorff topological group such that 1G 2G is a
nondegenerate base point. It is well known that we can obtain a model for the classifying
space BG as the geometric realization of the classical bar construction B�G . Now
fix an integer q � 2 and let �q

n be the qth stage of the descending central series of
the free group on n letters Fn , with the convention �1

n D Fn . Consider the set of
homomorphisms Bn.q;G/ WD Hom.Fn=�

q
n ;G/. If e1; : : : ; en are generators of Fn ,

then evaluation on the classes corresponding to e1; : : : ; en provides a natural inclusion
Bn.q;G/ � Gn . Using this inclusion we can give Bn.q;G/ the subspace topology.
Therefore Bn.q;G/ is precisely the space of ordered n–tuples in G generating a
subgroup of G with nilpotence class less than q . For each fixed q � 2 the collection
fBn.q;G/gn�0 forms a simplicial space with face and degeneracy maps induced by
those in the bar construction. The geometric realization of this simplicial space is
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denoted by B.q;G/. These spaces were first introduced by Adem, Cohen and Torres
Giese [1], where many of their basic properties were established. They give rise to a
natural filtration of the classifying space

B.2;G/� B.3;G/� � � � � B.q;G/� B.qC 1;G/� � � � � BG:

For q D 2 we obtain BcomG WD B.2;G/, which is constructed by assembling the
different spaces of ordered commuting n–tuples in the group G . Adem and Gómez [2]
showed that for Lie groups this space plays the role of a classifying space for commu-
tativity. More generally B.q;G/ is a classifying space for G –bundles of transitional
nilpotency class less than q .

For the infinite unitary group U D colimn!1 U.n/, it is well known that BU is the
infinite loop space underlying a nonunital E1–ring spectrum, namely the homotopy
fiber of the Postnikov section ku!HZ. In other words, BU is a so-called nonunital
E1–ring space. A basic question is whether the above gives rise to a filtration of BU
by nonunital E1–ring spaces. The main purpose of this paper is to show that indeed
this is the case, not only for U but also for other linear groups.

Theorem 1.1 The spaces B.q;SU/, B.q;U /, B.q;SO/, B.q;O/ and B.q;Sp/ pro-
vide a filtration by nonunital E1–ring spaces of the classical infinite loop spaces BSU,
BU , BSO, BO and BSp, respectively.

The q–nilpotent K–theory of a space X is defined using isomorphism classes of bundles
on X whose transition functions generate subgroups of nilpotence class less than q .
We show that Kq–nil.X /Š ŒX;Z�B.q;U /�, from which we obtain:

Corollary 1.2 Kq–nil.�/ is the zeroth term of a generalized multiplicative cohomology
theory.

In particular we obtain a sequence of multiplicative cohomology theories

Kcom.X /DK2–nil.X /!K3–nil.X /! � � � !Kq–nil.X /! � � � !K.X /:

We also show that B.q;U /! BU splits as a map of infinite loop spaces, whence we
see that topological K–theory is a direct summand in Kq–nil .

The infinite loop space structure on B.q;G/ for G D U , SU, SO, O , Sp is obtained
by using the machinery of commutative I–monoids first introduced by Bökstedt and
developed by Schlichtkrull [19], Sagave and Schlichtkrull [18] and Lind [9]. Here I
is the category of finite sets and injections. In addition to the usual construction, we
associate an infinite loop space to a commutative I–monoid by restricting the usual
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homotopy colimit construction to the subcategory P of finite sets and isomorphisms.
This allows us to identify the homotopy type of the homotopy colimit under certain
conditions. Another addition to infinite loop space theory is the introduction of the
notion of a commutative I–rig, which we show to give rise to a bipermutative category
and hence an E1–ring spectrum.

Our main examples above all arise from commutative I–rigs where we can identify
the infinite loop space as the plus construction of the associated limit space. A more
complicated situation arises for Q0.S

0/'B†C1 and BGL1.R/C . Our methods give
rise to natural sequences of E1–ring spaces but the terms are not easy to describe.

The outline of this article is as follows. In Section 2 we use the machinery of com-
mutative I–monoids to produce two associated infinite loop spaces, one of which is a
nonunital E1–ring space when the I–monoid is an I–rig. In Section 3 we show that
these are homotopy equivalent and identify them under suitable assumptions. Then
in Section 4 we apply these results to prove Theorem 1.1 and show that the spaces
B.q;U / for q � 2 are infinite loop spaces and that BU splits off. Finally, in Section 5
we introduce the notion of q–nilpotent K–theory and show that it is represented by
the infinite loop spaces Z�B.q;U /, answering the question raised for commutative
K–theory in [2].

We would like to thank Christian Schlichtkrull for helpful conversations about commu-
tative I–monoids, Simon Gritschacher for drawing our attention to Fiedorowicz and
Ogle [6] and the referee for providing very useful comments.

Acknowledgements Adem was supported by NSERC. Gómez acknowledges the
financial support of COLCIENCIAS through grant number 121565840569 of the
Fondo Nacional de Financiamiento para la Ciencia, la Tecnología y la Inovación, Fondo
Francisco José de Caldas.

2 Commutative I–monoids and infinite loop spaces

The standard construction of the infinite loop space structure on BU from the per-
mutative category of complex vector spaces and their isomorphisms does not restrict
to give an infinite loop space structure on B.q;U /. Instead we are going to use
certain constructions on commutative I–monoids. More precisely, we will give two
constructions of permutative categories from commutative I–monoids. For the case
of interest the permutative categories are actually bipermutative and hence give rise
to E1–ring spectra. We start by setting up some notations and basic definitions
following [19; 18; 9]. We will use [5] as a reference for bipermutative categories and
the associated multiplicative infinite loop space machinery.
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2.1 The category I and its subcategories P and N

These three categories are skeletons of the category of finite sets and injections, the
category of finite sets and isomorphisms, and the translation category associated to the
monoid of natural numbers. We will use the following notation.

For every integer n � 0, let n denote the set f1; 2; : : : ; ng. When nD 0 we use the
convention 0 WD∅. Let I denote the category whose objects are the elements of the
form n for all integers n� 0 with morphisms given by all injective maps. Note that in
particular 0 is an initial object in the category I and I is a symmetric monoidal category
under the concatenation m t n WD f1; 2; : : : ;mC ng with the symmetry morphism
given by the .m; n/–shuffle map

�m;nW mtn! ntm:

It is also symmetric monoidal under the Cartesian product

m�n WD f1D .1; 1/; 2D .1; 2/; : : : ; nC 1D .2; 1/; : : : ; mnD .m; n/g

given by lexicographic ordering. By definition, 0� n D 0 D n� 0. The associated
symmetry morphism is given by a permutation

��mnW m�n! n�m:

The latter monoidal product is distributive over the former. More precisely, left dis-
tributivity

ıl
m;n;kW m�ktn�k! .mtn/�k

is given by the identity and right distributivity is given by a permutation

ır
m;n;kW m�ntm�k!m� .ntk/:

These two structures make I into a bipermutative category, as in [5, Definition 3.6].

The category I has two natural subcategories. Let P be the totally disconnected sub-
category containing all objects and all isomorphisms � W n! n but no other morphisms,
and let N denote the connected subcategory containing all objects, their identities and
only the canonical inclusions j W n! m. While P is a bipermutative subcategory,
N does not inherit any monoidal structure from I .

2.2 Definitions of commutative I–monoids and I–rigs

An I–space is a functor X W I ! Top. Every morphism in I can be factored as
a composition of a canonical inclusion j W n ,! m and a permutation � W m ! m.
Therefore an I–space X W I! Top determines a sequence of spaces X.n/ together
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with an induced action of the symmetric group †n for n � 0, and structural maps
jnW X.n/! X.nC 1/ that are equivariant in the sense that jn.� �x/D � � jn.x/ for
every � 2†n and x 2X.n/. On the right-hand side we see � as element in †nC1 via
the canonical inclusion †n ,!†nC1 . Vice versa, given such a sequence of †n –spaces
X.n/ and compatible structure maps jn , they give rise to an I–space if and only if for
m� n and any two elements � , � 0 2†m which restrict to the same permutation of n

we have �.x/D � 0.x/ for all x 2 j .X.n//. We note that this condition is not satisfied
by the sequence X.n/D†n with the left or right multiplication action, but is satisfied
by the sequence X.n/D n with the natural permutation action since nŠ I.1;n/.

We say that an I–space is an I–monoid if it comes equipped with a natural transfor-
mation

�m;nW X.m/�X.n/!X.mtn/

of functors defined on I� I and a natural transformation

�nW � !X.n/

from the constant I–space �.n/ D � to X satisfying associativity and unit axioms
for �2X.0/. We say that X is a commutative I–monoid if � is commutative, meaning
that the diagram

X.m/�X.n/
�m;n

//

�

��

X.mtn/

�m;n

��

X.n/�X.m/
�n;m

// X.ntm/

commutes, where �.x;y/D .y;x/.

An I–rig is a commutative I–monoid equipped with a natural transformation

�m;nW X.m/�X.n/!X.m�n/

of functors defined on P �P and an element 1 2X.1/ satisfying associativity and unit
axioms, as well as left distributivity, ie that the diagram

.X.m/�X.n//�X.k/
�mtn;kı.�m;n�1/

//

.1���1/ı.1�1�4/

��

X..mtn/�k/

X.m/�X.k/�X.n/�X.k/
�m�k;n�kı.�m;k��n;k/

// X.m�ktn�k/

ıl
m;n;k

OO
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commutes, and right distributivity, which is given by an analogous commutative diagram.
Here 4 is the diagonal map. We emphasize that � is only required to be natural on
the subcategory P �P of I� I .1

A commutative I–rig is an I–rig in which � is commutative in the sense that the
diagram

X.m/�X.n/

�

��

�m;n
// X.m�n/

��m;n

��

X.n/�X.m/
�n;m

// X.n�m/

commutes. A natural transformation T between two I–spaces X and Y defines a map
of commutative I–monoids (I–rigs) if it commutes with � (and � ) in the sense that
T ı�m;n D �m;n ıT �T (and T ı�m;n D �m;n ıT �T ). We have thus defined a
category of I–spaces, a category of commutative I–monoids and a category of I–rigs.

2.3 Associated (bi)permutative translation categories

We will use the following notation for translation categories. If Y W C ! Top is a
functor from a category C to the category of topological spaces, we let CËY denote the
translation category on Y . The translation category, also known as the Grothendieck
construction, is a topological category whose objects are pairs .c;x/ consisting of an
object c of C and a point x 2 Y .c/. A morphism in C Ë Y from .c;x/ to .c0;x0/ is a
morphism ˛W c! c0 in C satisfying the equation Y .˛/.x/Dx0 . For example, if CDG

is a group, thought of as a one object category, then the translation category G Ë Y

is the action groupoid for the G–space Y and its classifying space is the homotopy
orbit space B.G Ë Y / D EG �G Y . In general, the classifying space B.C Ë Y / is
homeomorphic to the homotopy colimit hocolimC Y of Y over C defined using the
bar construction.

Suppose now that X is a commutative I–monoid. Then the translation category I Ë X

is a permutative category, as we now explain. The monoidal structure ˚ is defined on
objects .m;x/ and .n;y/ by

.m;x/˚ .n;y/D .mtn; �m;n.x;y//

1In fact, we do not know of any nontrivial examples where � may be extended to a natural transforma-
tion of functors defined on I � I . The examples of I–rigs that we discuss in Section 2.5 do not satisfy
this additional naturality condition. Indeed, as we will see in the following sections, an I–rig that does
satisfy this condition and has each level X.n/ a connected space would give rise to a connected E1–ring
space hocolimI X . An E1–ring space whose multiplicative unit and additive unit lie in the same path
component is contractible, so such examples would only give rise to trivial E1–ring spectra.
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and on morphisms ˛W .m;x/! .m0;x0/ and ˇW .n;y/! .n0;y0/ by letting

˛˚ˇW .m;x/˚ .n;y/! .m0;x0/˚ .n0;y0/

be determined by the morphism

˛ tˇW mtn!m0 tn0

in the category I . Notice that X.˛tˇ/.�m;n.x;y//D�m0;n0.x
0;y0/ by the naturality

of �, so that this is well-defined. The associativity and unit conditions for X imply
that I Ë X is a strict monoidal category with strict unit object .0;�/ determined by
the unit � of the I–monoid X . The commutativity of X implies that I Ë X is a
permutative category, see for example [5, Definition 3.1]. Note that the permutative
structure on I Ë X restricts to the subcategory P Ë X .

Suppose now that X is a commutative I–rig. Then by the same reasoning as above,
there is another permutative category structure on P ËX with product ˝ induced by �
and strict unit object .1; 1/. The distributivity axioms for X translate to distributivity
axioms for bipermutative categories [5, Definition 3.6].

Furthermore, a natural transformation T between two I–spaces X and Y induces a
functor I Ë X ! I Ë Y . If X and Y are commutative I–monoids (I–rigs) and T is
a morphism of such then the induced functor of translation categories is a functor of
(bi)permutative categories.

We have thus proved the following result:

Proposition 2.1 The assignment X 7! I Ë X defines a functor from the category of
commutative I–monoids to the category of permutative categories, and the assignment
X 7! P Ë X defines a functor from the category of commutative I–monoids (I–rigs)
to the category of (bi)permutative categories.

2.4 Construction of two infinite loop spaces

Let X be a commutative I–monoid. As explained in [12], the classifying space of a
permutative category is an E1–space structured by an action of the Barratt–Eccles
operad. We have proved the next theorem.

Theorem 2.2 Suppose that X W I ! Top is a commutative I–monoid. Then the
homotopy colimit

hocolimI X D B.I Ë X /

is an E1–space.
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Without further assumptions on X , this E1–space need not be grouplike (ie the
monoid �0.hocolimI X / need not be a group). However, we can always form the
group completion �B.hocolimI X / to get the associated infinite loop space. Note that
an algebra over the Barratt–Eccles operad has an underlying monoid structure that is
always strictly associative (and homotopy commutative) so that the usual functorial
construction of the classifying space for monoids built using the bar construction can
be applied. We will always use this model for B in defining the group completion
functor �B.�/. The consistency results in [12] guarantee that the group completion
�B.hocolimI X / defines an infinite loop space weakly equivalent to that obtained
using any other delooping machine.

Schlichtkrull [19] defined a different infinite loop space associated to X , using the
language of � –spaces. Schlichtkrull’s construction is the same as May’s construction
[14] of a �–space applied to the permutative category I Ë X . By the uniqueness
result of [14], the infinite loop space �B.hocolimI X / is equivalent to that defined by
Schlichtkrull.

We now give a different construction of an infinite loop space associated to X . To start
note the decomposition of categories

P Ë X D
G
n�0

†n Ë X.n/;

where †n is seen as a category with one object. Thus P Ë X is a topological category
with classifying space

M WD hocolimP X D B.P Ë X /'
G
n�0

E†n �†n
X.n/:

As P Ë X is a permutative category, M D B.P Ë X / is an E1–space and thus its
group completion, �BM , is an infinite loop space. The reduction maps X.n/! �

define a map of permutative categories P Ë X ! P Ë� and hence a map of infinite
loop spaces

�X
W �B.hocolimP X /!�B.hocolimP �/:

In particular, the homotopy fiber hofib �X is naturally an infinite loop space.

When X is a commutative I–rig, we process the associated bipermutative category
P Ë X using the machinery of Elmendorf and Mandell. To a bipermutative category C ,
they functorially associate a commutative symmetric ring spectrum [5, Corollary 3.9
and Theorem 9.3.8]. By [5, Theorem 4.6] and the original work of Segal [22], its
underlying infinite loop space is weak homotopy equivalent to �BBC . By a theorem
due to Schwede [21] and later refined by Mandell and May [10, Section 1], the
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homotopy category of commutative symmetric ring spectra is equivalent to that of
E1–ring spectra. We write KC for the E1–ring spectrum associated to C under
this equivalence of homotopy categories. The underlying infinite loop space of an
E1–ring spectrum is an E1–ring space, as defined in [13, Chapter VI], so we may
functorially associate to each bipermutative category an E1–ring space �1KC .
Moreover, by [9, Theorem 1.2], the space �1KC is weak homotopy equivalent to the
group completion �BBC .

We now apply this machinery to the morphism P Ë X ! P Ë � of bipermutative
categories. We obtain a map of E1–ring spectra

K.P Ë X /!K.P Ë�/

which is equivalent to �X after applying �1 . The homotopy fiber of a map of E1–
ring spectra is a nonunital E1–ring spectrum. By a nonunital E1–ring space, we
mean the underlying infinite loop space of a nonunital E1–ring spectrum. Since �1

preserves homotopy fiber sequences, this means that the homotopy fiber of a map of
E1–ring spaces is a nonunital E1–ring space. We have proved the next theorem.

Theorem 2.3 For any commutative I–monoid X the homotopy fiber hofib �X of

�X
W �B.hocolimP X /!�B.hocolimP �/:

is an infinite loop space. If furthermore X is a commutative I–rig, then hofib �X is a
nonunital E1–ring space.

2.5 The main example

For any group G , conjugation by G or action by any other automorphism of G induces
a well-defined action on Bn.q;G/DHom.Fn=�

q
n ;G/ by postcomposition. The action

is also compatible with the simplicial face and degeneracy maps in the bar construction
and hence induces an action on B.q;G/.

For every q � 2 we define an I–space B.q;U.�// by setting n 7! B.q;U.n// with
morphisms induced by the natural inclusions and the action of †n on B.q;U.n// given
by conjugation through permutation matrices. Being induced by the natural action of
†n on n, it can be checked that this compatible sequence defines indeed an I–space.

We give B.q;U.�// the structure of an I–monoid by defining the unit map �nW � !

B.q;U.n// to be the inclusion of the base-point and defining the monoid structure map

�n;mW B.q;U.n//�B.q;U.m//! B.q;U.nCm//
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to be induced by the block sum of matrices. To see that �n;m is well-defined note
that block sum defines a group homomorphism U.n/�U.m/! U.nCm/. When
taking elements of the symmetric groups to permutation matrices, the disjoint union of
sets corresponds to block sum of matrices. Thus � defines a natural transformation of
functors defined on I� I . One checks compatibility with � and hence B.q;U.�// is
a commutative I–monoid.

Next we note that tensor product of matrices induces a well-defined map

�n;mW B.q;U.n//�B.q;U.m//! B.q;U.nm//:

To see this note that tensor product commutes with matrix multiplication and hence
induces a homomorphism U.n/�U.m/! U.nm/. The map is equivariant for the
symmetric group actions because the permutation matrix associated to the product of
two permutations is the same as the tensor product of the corresponding permutation
matrices. Hence � is a natural transformation of functors defined on the category P�P .
Note, however, that � is not natural for proper injections. The map � is compatible
with � and the distributivity of block sum and tensor product of matrices induces
distributivity maps for � and � . We have shown:

Theorem 2.4 B.q;U.�// is a commutative I–rig.

As a consequence, we may apply Theorems 2.2 and 2.3 to get a pair of infinite loop
spaces, the latter of which carries a nonunital E1–ring structure. In the next section,
we will show that these two infinite loop spaces are equivalent.

3 Identifying and comparing the infinite loop spaces

Let X be a commutative I–monoid. We will first identify hofib �X under certain
assumptions and then show it is homotopy equivalent as an infinite loop space to
hocolimI X .

Consider the space
X1 WD hocolimn2N X.n/:

Note that X1 ' colimn2N X.n/ if the structural maps jnW X.n/! X.nC 1/ are
cofibrations. In our applications this will always be the case. Let XC1 denote Quillen’s
plus construction applied with respect to the maximal perfect subgroup of �1.X1/

(which we take to be understood to be done in each component separately, if X1 is not
connected). Also recall that a space Z is abelian if �1.Z/ is abelian and acts trivially
on homotopy groups ��.Z/. It is well known that H –spaces are abelian.
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Theorem 3.1 Let X W I! Top be a commutative I–monoid. Assume that

� the action of †1 on H�.X1/ is trivial;

� the inclusions induce natural isomorphisms �0.X.n// ' �0.X1/ of finitely
generated abelian groups with multiplication compatible with the Pontrjagin
product and in the center of the homology Pontrjagin ring;

� the commutator subgroup of �1.X1/ is perfect (for each component) and XC1
is abelian.

Then hofib �X 'XC1 and, in particular, XC1 is an infinite loop space.

Proof Let M D hocolimP X D B.P Ë X / and m be the point corresponding to the
base point in X.1/ (in the identity component of �0.X.1//). Then

Tel.M �m
�!M

�m
�!M

�m
�!� � � /' Z� .E†1 �†1 X1/:

As P Ë X is a symmetric monoidal category, its classifying space M is a homotopy
commutative topological monoid. The hypotheses imply that �0.M / is in the center
of H�.M /. Hence H�.M /Œ�0.M /�1� can be constructed by right fractions, so that
we may apply the group completion theorem [15; 17]. Therefore there is a map

f W Z� .E†1 �†1 X1/!�BM

which induces an isomorphism on homology with all systems of local coefficients
on �BM . Furthermore, the fundamental group (of each component) of E†1�†1X1
has a perfect commutator subgroup by [17], and f extends to a homology equivalence
between abelian spaces

f CW Z� .E†1 �†1 X1/
C
!�BM;

which is thus a homotopy equivalence. This shows, in particular, that the space
Z� .E†1 �†1 X1/

C is an infinite loop space as �BM is the group completion of
an E1–space.

Consider now the fibration sequence

(1) X1!E†1 �†1 X1
p
�!B†1

and the associated map of plus constructions

pCW Z� .E†1 �†1 X1/
C
! Z�B†C1:

Since f C is a homotopy equivalence and �B.hocolimP �/ ' Z � B†C1 , we can
identify the homotopy fiber of pC with hofib �X . By assumption the action of †1 on
X1 is homologically trivial. We are also assuming that XC1 is abelian and in particular
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nilpotent. Under these conditions the fiber sequence (1) remains a fiber sequence after
passing to plus constructions; see [4, Theorem 1.1]. Thus we have a homotopy fibration

XC1! Z� .E†1 �†1 X1/
C
! Z�B†C1:

This shows that the homotopy fiber of pC is XC1 and so XC1 ' hofib �X .

Remark 3.2 For any commutative I–monoid X , the multiplication on MX WDF
n�0 X.n/ is commutative up to the action of the shuffle maps �m;n . These are

induced by the action of the symmetric group. So, assuming that these actions are
trivial in homology, it follows that the Pontrjagin product is commutative on the level
of homology. In particular �0.MX / is in the center of the Pontrjagin ring H�.MX /.
Thus by the group completion theorem [15], the map

Z�X1!�B.MX /

is a homology isomorphism. In recent work, Gritschacher [7] has shown that without
any further assumption, the commutator subgroup of �1.X1/ is always perfect and
that XC1 is always an abelian space. In other words, the assumptions in Theorem 3.1
on �1.X1/ and XC1 are actually consequences.2

In contrast, the condition that the symmetric groups act homologically trivially is
necessary. To see this consider the commutative I–space X with X.n/ WD Zn for
some pointed connected space Z . Then, by the parametrized version of the Barratt–
Priddy–Quillen theorem (see for example [12; 22]),

�B.hocolimP X /'Q.ZC/

and thus hofib �X 'hofib pC'Q.Z/ while X1'hocolimn Zn . Here QD�1†1

and ZC denotes the space Z with an additional base point.

We now turn to the question of comparing the infinite loop spaces hofib �X and
hocolimI X . Suppose that X is a commutative I–monoid. Consider the following
commutative diagram of strict functors between permutative categories:

P Ë X
˛X
//

�X

��

I Ë X

�X
1
��

P Ë� ˛�
// I Ë�

The horizontal maps are induced by the inclusion P ! I . In the above diagram � is
the terminal commutative I–monoid and the vertical maps �X and �X

1
are induced by

2As we do not know whether MX is homotopy commutative, the results of [17] cannot be applied
directly to conclude that the induced map Z�XC1!�B.MX / is a homotopy equivalence.
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the projection maps to a point. Passing to the level of classifying spaces and applying
group completion we obtain a commutative diagram of infinite loop spaces:

(2)

�B.hocolimP X /
˛X

//

�X

��

�B.hocolimI X /

�X
1
��

�B.hocolimP �/
˛�
// �B.hocolimI �/' �

Note that the empty set is an initial object for I and hence hocolimI � D BI ' �.

The above diagram induces an infinite loop map between the homotopy fibers of the
maps �X and �X

1
. By definition the homotopy fiber on the left is the space hofib �X .

Also, since hocolimI � is contractible, the homotopy fiber on the right can be identified
with �B.hocolimI X /. This shows that we have a map of infinite loop spaces

hofib �X g
�!�B.hocolimI X /:

Note that �X has a canonical splitting of permutative categories induced by the unit
�!X of the I–monoid X . Thus it follows from the following theorem that g is a
homotopy equivalence whenever the stated conditions on X are satisfied.

Theorem 3.3 Let X be a commutative I–monoid such that all maps j W X.n/!X.m/

induced by injections j W n!m are monomorphisms. Furthermore, assume that, for
all x 2X.n/ and y 2X.m/, the sum �n;m.x;y/ is in the image of a map induced by
a nonidentity order preserving injection if and only if x or y is. Then

˛X � �
X
W�B.hocolimP X /!�B.hocolimI X /��B.hocolimP �/

is a weak homotopy equivalence of infinite loop spaces which is natural for commutative
I–monoids.

Notice that, when X is a commutative I–rig, we may use the theorem to transfer
the nonunital E1–ring space structure on hofib �X along g to obtain a nonunital
E1–ring space structure on the group completion of hocolimI X .

A version of the theorem was proved by Fiedorowicz and Ogle [6] in the setting of
simplicial sets. This was revisited in Gritschacher [7, Section 4]. For convenience of
the reader we sketch a streamlined argument following [7].

Proof Given x 2 X.n/ we can write it as x D jx.xx/, where xx 2 X.xn/, jx W xn! n

is an order-preserving injection and xn is minimal. We call x reduced if x D xx . Note
that xx and jx are uniquely determined. Denote by X .n/ the set of reduced elements
in X.n/. The assignment n 7!X .n/ defines a P –diagram. By the assumption on � the
commutative I–monoid structure of X induces the structure of a permutative category
on P Ë X .
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Assume now that X is discrete. Then the assignment .n;x/ 7! .xn; xx/ on objects
extends to define a functor

RX W I Ë X ! P Ë X :

It has a right inverse given by the inclusion �X W P Ë X ! I Ë X . Furthermore, the
maps jx define a natural transformation from �X ıRX to the identity on I ËX . Hence,
RX defines a homotopy deformation retract on classifying spaces. We also note that
by our assumption on �, the functor RX is a strict symmetric monoidal functor.

The inclusions P Ë X ! P Ë X and P ! P Ë X combine via the monoidal product
functor to a functor

TX W .P Ë X /�P ! P Ë X

that maps the object ..xn; xx/;n/ to .xnC n; j .xx//, where j is the canonical inclusion
xn ,! xnCn. We claim this is a homotopy equivalence on classifying spaces. Indeed,
an analysis of the effect of permutations on reduced points shows that the functor is
bijective on automorphism groups of objects. As both source and target categories are
groupoids and every isomorphism class of the target category has a representative in
the image, this is an equivalence of categories. We note that TX is not a strict monoidal
functor (only up to conjugation by a block permutation). However, the left inverse
functor .n;x/ 7! ..xn; xx/;n� xn/ does commute strictly with the monoidal structure.
Hence, this defines a homotopy equivalence of monoids on classifying spaces, and
induces a homotopy equivalence of group completions. Compare [6, Lemma 1.7].

Consider now the map of permutative categories

˛X � �
X
W P Ë X ! .I Ë X /�P

and take the group completion of their classifying spaces

(3) ˛X � �
X
W �B.B.P Ë X //!�B.B.I Ë X //��B.BP /:

We claim that this is a weak homotopy equivalence which is natural in commutative
I–monoids. To see this precompose with the map of group completed classifying
spaces induced by TX and postcompose with the map induced by RX � Id. The
resulting composite is homotopic to the endofunctor of .P Ë X /�P given by

..xn; xx/;m/ 7! ..xn; xx/; xnCm/:

This map is the identity on the first component and an equivalence on the second
component because we are working with group-complete monoids.

Using the naturality of the weak homotopy equivalence in (3) and applying it to
boundary and face maps allows us to extend it to I–diagrams in simplicial sets. More
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precisely, for any commutative I–monoid X in simplicial sets that satisfies levelwise
the condition on �, we have a map of simplicial permutative categories which is a weak
homotopy equivalence on applying �B.B.�// to each simplicial level, and hence a
weak homotopy equivalence on total spaces:

˛X � �
X
W jn 7!�B.B.P Ë X.n///j ' jn 7!�B.B.I Ë X.n///��B.BP /j:

As � commutes with Cartesian product, and as jn 7!�Z.n/j'�jn 7!Z.n/j whenever
each Z.n/ is connected (see [11, Theorem 12.3]), we also have

˛X � �
X
W�jn 7! B.B.P Ë X.n///j '�jn 7! B.B.I Ë X.n///�B.BP /j:

Furthermore, as realizations of multisimplicial sets can be taken in any order, we deduce
that

˛X � �
X
W �B

�
B.P Ë jn 7!X.n/j/

�
'�B

�
B.I Ë jn 7!X.n/j/

�
��B.BP /:

Compare [6, Lemma 1.8]. Finally, by replacing every space by its singular simplicial
set, any I–diagram X in topological spaces gives rise to an I–diagram in simplicial
sets, taking commutative I–monoids to simplicial ones. Note that the conditions on �
are pointwise conditions and are automatically satisfied by the singular p–simplices
for each p . As a space is weakly homotopy equivalent to the realization of its singular
simplicial set, the theorem follows.

Example 3.4 Consider the commutative I–space X with X.n/ WD Zn , where Z

is a well-pointed connected space. Note that in this case †n does not act trivially
on H�.Z

n/ and hence Theorem 3.1 does not apply. As before, by the parametrized
version of the Barratt–Priddy–Quillen theorem,

�B.hocolimP X /'Q.ZC/'Q.S0/�Q.Z/

and hence hofib �X 'Q.Z/. Thus, by Theorem 3.3 we also have hocolimI X 'Q.Z/,
which is in agreement with a result of Schlichtkrull [20].

4 Constructing filtrations by infinite loop spaces

In this section we use the results obtained in the previous sections to produce filtrations
of classical infinite loop spaces by sequences of infinite loop spaces arising from the
descending central series of the free groups.

Theorem 4.1 The spaces B.q;U /, B.q;SU/, B.q;SO/ B.q;O/ and B.q;Sp/ pro-
vide a filtration by nonunital E1–ring spaces of the classical nonunital E1–ring
spaces BU , BSU, BSO, BO and BSp, respectively.
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Proof Consider first the case of BU . Recall that the spaces B.q;U / provide a filtration
of the space BU

B.2;U /� B.3;U /� � � � � B.q;U /� B.qC 1;U /� � � � � BU:

We will show that this filtration is a filtration by nonunital E1–ring spaces. For
this notice that by the main example in Section 2, each n 7! B.q;U.n// for q � 2

is a commutative I–rig. In what follows we are going to show that the conditions
of Theorem 3.1 are satisfied, and hence B.q;U / ' hofib �B.q;U.�// is a nonunital
E1–ring space by Theorem 2.3.

The conjugation action of †n on B.q;U.n// is homologically trivial because this
action factors through the conjugation action of U.n/. The conjugation action by any
element in U.n/ is trivial, up to homotopy, since the action of the identity matrix is
trivial and U.n/ is path-connected. This implies in particular that the action of †1
on B.q;U / is homologically trivial.

Note that B.q;U.n// and hence B.q;U / is path connected. Next, we argue that the
space B.q;U / is an H –space under direct sum multiplication. To be more precise,
consider the injection N tN!N defined by .1; 2; 3; 4; : : : /[ .10; 20; 30; 40; : : : / 7!
.1; 2; 10; 20; 3; 4; 30; 40; : : : /. It defines a map of vector spaces C1 �C1!C1 and
hence a continuous homomorphisms U �U ! U . The image of U.n/ in U under
right or left multiplication by the identity matrix I differs from the image under the
standard inclusion by conjugation of an even permutation. As such a permutation is in
the path-component of the identity matrix, we see that the multiplication is unital up to
homotopy.

H –spaces have abelian fundamental group and hence Theorem 3.1 applies. We
conclude that B.q;U /' hofib �B.q;U.�// for every q � 2 and is a nonunital E1–ring
space by Theorem 2.3. The very same arguments can be used to prove analogous
statements for the commutative I–rig n 7! B.q;SU.n//, and n 7! B.q;Sp.n// for
any q � 2.

In case of the commutative I–rig n 7!B.q;SO.n// we note that †n is not a subgroup
of SO.n/. Nevertheless, the alternating group An is contained in SO.n/ and by the
same argument as above acts therefore trivially on the homology of B.q;SO.n//.
Furthermore, when n is odd, any odd permutation is represented by a matrix with
determinant equal to �1. Hence it can be path-connected to the diagonal matrix
�I with constant entry �1. As �I is in the center of O.n/ it acts trivially by
conjugation on B.q;SO.n// and hence also on its homology. But then so does any
odd permutation. This proves that when n is odd the action of †n on B.q;SO.n//
is homologically trivial. This in turn implies that the action of †1 on B.q;SO/ is
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homologically trivial. We also have that B.q;SO/ is an H –space and hence abelian.
Thus B.q;SO/ ' hofib �B.q;SO.�// for every q � 2 and it is a nonunital E1–ring
space by Theorem 2.3. This line of argument can also be used to prove the analogous
statement for the commutative I–rig n 7! B.q;O.n//.

As remarked in [1, Theorem 6.3], the natural map �B.q;G/!�BG admits a splitting
up to homotopy. It is given by a factorization of the usual homotopy equivalence
G ! �BG. Indeed we have that †G D F1B.q;G/ D F1BG, where F1 denotes
the first layer in the usual filtration of the geometric realization of these simplicial
spaces. Hence, the adjoint of †G ! BG factors through �B.q;G/. Note that this
splitting does not in general admit a delooping; see [1, Section 6] for a counterexample.
Nevertheless, we have the following theorem. Here E.q;G/ denotes the pull-back of
the universal G –bundle EG over BG. It is homotopy equivalent to the homotopy fiber
of the inclusion B.q;G/! BG.

Theorem 4.2 For all q � 2, and G D U , SU, SO, O and Sp, there is a homotopy
split fibration of infinite loop spaces

E.q;G/! B.q;G/! BG:

In particular there is a splitting of spaces

B.q;G/' BG�E.q;G/:

Both are natural in the entry q , meaning that both are compatible with the filtration
maps.

In order to prove the theorem, we will need to know the fundamental group of B.q;G/

for the groups in question. We have the following general result:

Lemma 4.3 Let G be a topological group with a CW–structure. Assume �0.G/ is
abelian and that the natural homomorphism G! �0.G/ splits. Then, for all q � 2,

�1.B.q;G//D �0.G/:

Proof Consider †G D F1B.q;G/D F1BG. As the 1–skeleton of the realization of
a (good) simplicial space is contained in the first filtration [11, Proposition 11.4], any
map from S1 to B.q;G/ will factor through †G . Hence the map †G! B.q;G/ is
surjective on fundamental groups.

The fundamental group of a suspension †X for any space X has fundamental group
the free group over the set �0.X /�f1g; hence we have

�1.†G/D F
�
g j g 2 �0.G/�f1g

�
:
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The inclusion †G!BG induces the surjective map of fundamental groups �1.†G/!

�0.G/ which sends a generator g to the element g 2 �0.G/ and, more generally, the
word g1 � � � � � gk to the product of the elements g1 � � �gk . To see this geometrically,
consider �0.G/ as a subgroup of G , and note that the 2–simplex .g; h/ defines a
homotopy from the 2–letter word g � h to the product element gh.

We now note that, as �0.G/ is abelian, the 2–simplex .g; h/ is contained in B2.q;G/

for q � 2. Hence all the above relations are already satisfied in �1.B.q;G//. As the
factorization �1.†G/! �1.B.q;G//! �1.BG/ is surjective, the result follows.

Proof of Theorem 4.2 As EG1 ' �, for every q � 2 we have a homotopy fibration
sequence E.q;G1/!B.q;G1/!BG1 . As the map on the right is a map of infinite
loop spaces, the homotopy fiber E.q;G1/ is an infinite loop space. It remains to show
that it splits.

Let Gn denote one of the groups U.n/, SU.n/, SO.n/, O.n/ or Sp.n/, so that
G1 D colimn Gn denotes the group U , SU, SO, O or Sp, respectively. For each
fixed q � 2, the assignment n 7! �B.q;Gn/ defines a commutative I–rig with �
given by block sum and � given by tensor product of matrices. In the same way
the assignment n 7!�BGn also defines a commutative I–rig and the inclusion map
�B.q;Gn/!�BGn defines a morphism of commutative I–rigs.

We claim that the commutative I–rigs G� , �B.q;G�/ and �BG� satisfy the hy-
potheses of Theorem 3.1. Indeed, except in the case G DO , the group Gn '�BGn

is path-connected for every n � 0 and, as �0.�B.q;Gn//Š �1.B.q;Gn// is trivial
by Lemma 4.3, �B.q;Gn/ is also path-connected. When G DO ,

�0.�B.q;O.n///D �1B.q;O.n//D Z=2Z

for each n � 1 by Lemma 4.3. The multiplication in �0�B.q;O.n// is compatible
with direct sum and stabilization. This checks the second condition in Theorem 3.1.

Except in the cases G D SO or G D O , the action of †n is homologically trivial
as conjugation by any element in the path component of the identity is trivial, up
to homotopy, and Gn is path-connected. This implies that †1 acts homologically
trivially on G1 , �B.q;G1/ and �BG1 . The same conclusion can be obtained for
G D SO or G DO using a similar argument as in the proof of Theorem 4.1. Hence
the first condition from Theorem 3.1 holds.

To verify the third condition, observe that the commutator group of �1.�B.q;Gn//Š

�2.B.q;Gn// is trivial, as this group is abelian in all cases. Finally, �B.q;G1/ is an
abelian space since it is a loop space and hence in particular an H –space.
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By Theorem 3.1 we thus have maps of E1–spaces

G1!�B.q;G1/!�BG1

whose composition is a homotopy equivalence. Taking classifying spaces is compatible
with E1–space structures and hence the above splitting deloops to give the splitting
of the theorem.

We have concentrated so far on compact groups such as O.n/ and U.n/, although
the methods clearly extend to other linear groups. Using some results by Pettet and
Souto [16] and Bergeron [3] we can prove the following theorem:

Theorem 4.4 Suppose that G is the group of complex or real points in a reductive
linear algebraic group (defined over R in the real case). Let K � G be a maximal
compact subgroup. Then the inclusion map i W B.q;K/ ! B.q;G/ is a homotopy
equivalence for every q � 2.

Proof By [3, Theorem I] it follows that the inclusion map inW Bn.q;K/! Bn.q;G/

is a homotopy equivalence for all q � 2 and all n� 0. Thus the inclusion map induces
a simplicial map i�W B�.q;K/! B�.q;G/ that is a levelwise homotopy equivalence.
Since G is assumed to be the group of complex or real points in a reductive linear
algebraic group (defined over R in the real case), we can identify G with a Zariski
closed subgroup of SLN .C/ for some N �0. Also, for every n�0 we can see the space
Bn.q;G/ as an algebraic variety since it is defined in terms of iterated commutators
of elements in G and such equations can be defined in terms of polynomial functions.
Moreover, the subspace S1

n .q;G/� Bn.q;G/ consisting of all n–tuples in Bn.q;G/

for which at least one of the coordinates is equal to 1G is an algebraic subvariety
of Bn.q;G/. By the semialgebraic triangulation theorem (see [8, Section 1]) it follows
that Bn.q;G/ has the structure of a CW–complex in such a way that S1

n .q;G/ is a
subcomplex. In particular, it follows that the pair .Bn.q;G/;S

1
n .q;G// is a strong

NDR pair. This proves that B�.q;G/ is a proper simplicial space. The same is true
for B�.q;K/. Using the gluing lemma — for example see [12, Theorem A.4] — we
obtain the result of the theorem.

Our tools can also be used to obtain a similar filtration for the infinite loop space
defining algebraic K–theory for any discrete ring R. Indeed, suppose that R is a
discrete ring with unit and let q � 2. Consider the commutative I–rig B.q;GL�.R//
defined by n 7! B.q;GLn.R//. As before the morphisms are induced by the natural
inclusions and the conjugation action of †n on B.q;GLn.R//. The multiplication
map

�n;mW B.q;GLn.R//�B.q;GLm.R//! B.q;GLnCm.R//
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is also given by the block sum and � by tensor product of matrices. Note that
Theorem 3.3 applies to give

hocolimI B.q;GL�.R//' hofib �B.q;GL�.R//:

By Theorem 2.3, this space has the structure of a nonunital E1–ring space. This way
we obtain a filtration of nonunital E1–ring spaces:

hocolimI B.2;GL�.R//�� � ��hocolimI B.q;GL�.R//�� � ��hocolimI BGL�.R/:

As is well known, the conjugation action of †n on BGLn.R/ is homologically trivial.
It follows from Theorems 3.1 and 3.3 that we have an equivalence

BGL1.R/C ' hofib �BGL�.R/ ' hocolimI BGL�.R/:

Thus the above gives a filtration of nonunital E1–ring spaces with final space weakly
homotopy equivalent to the algebraic K–theory of R. However, unlike the case
of BGLn.R/, we do not know whether the conjugation action of †n on B.q;GLn.R//

is homologically trivial, and we expect that the natural map

B.q;GL1.R//! hocolimI B.q;GL�.R//

is not a homology isomorphism.

In a similar way we can obtain a filtration of Q.S0/. For this note that the conjugation
action of †n on B†n is homologically trivial. Therefore, by the Barratt–Priddy–
Quillen theorem, the level zero component of Q.S0/ is equivalent to the homotopy
colimit over I of the classifying spaces of the symmetric groups:

Q0.S
0/' .B†1/

C
' hofib �B†� ' hocolimI B†�:

Consider the commutative I–rig B.q; †�/ defined by n 7! B.q; †n/. The structural
maps are given by conjugation of †n and inclusions in an analogous way as above.
Then by Theorem 2.2 we have a filtration of nonunital E1–ring spaces

hocolimI B.2; †�/� � � � � hocolimI B.q; †�/� � � � � hocolimI B†� 'Q0.S
0/:

As in the case of B.q;GLn.R//, the conjugation action of †n on B.q; †n/ may fail to
be homologically trivial (for example this is the case for the conjugation action of †3

on B.2; †3/; see [1]). The conditions of Theorem 3.3 are satisfied but the homotopy
types of the spaces hocolimI B.q; †�/' hofib �B.q;†�/ remain to be determined.
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Corollary 4.5 The spaces

hocolimI B.q;GL�.R//' hofib �B.q;GL�.R//;

hocolimI B.q; †�/' hofib �B.q;†�/

provide filtrations of nonunital E1–ring spaces with final target the classical nonunital
E1–ring spaces BGL1.R/C and Q0.S

0/.

5 Transitional nilpotence, bundles and K–theory

In this section we extend the notions of transitionally commutative bundles and com-
mutative K–theory as defined in [2] to more general q–nilpotent notions for q � 2,
reflecting the filtration induced by the descending central series of the free groups. We
will show that these geometrically defined theories are represented by the infinite loop
spaces Z�B.q;U /.

Definition 5.1 For a CW–complex X a principal G–bundle � W E ! X is said to
have transitional nilpotency class at most q if there exists an open cover fUigi2I

of X such that the bundle � W E!X is trivial over each Ui and for every x 2X the
group generated by the collection f�i;j .x/gi;j is a group of nilpotency class at most q .
Here �i;j W Ui \Uj !G denotes the transition functions, and i and j run through all
indices in I for which x 2 Ui \Uj . The minimum of all such numbers q is said to be
transitional nilpotency class of � W E!X .

The principal G–bundle pqW E.q;G/ ! B.q;G/ is universal for all principal G–
bundles with transitional nilpotency class less than q .

Theorem 5.2 Assume that G is an algebraic subgroup of GLN .C/ for some N � 0,
X is a finite CW–complex and that � W E! X is a principal G –bundle over X . Then,
for any q � 2, the classifying map f W X ! BG of � factors through B.q;G/ (up to
homotopy) if and only if � has transitional nilpotency class less than q .

Proof The case q D 2 was treated in [2, Theorem 2.2] and in fact this theorem is true
for any Lie group in this case. The proof goes through verbatim also for q > 2 using
the fact that when G is an algebraic subgroup of GLN .C/, then the simplicial space
B�.q;G/ is proper, as was pointed out in the proof of Theorem 4.4.

As Œ†X;BG�D ŒX; �BG� and the canonical map �B.q;G/!�BG always admits a
splitting up to homotopy, any principal G –bundle on a suspension †X has transitional
nilpotency class less than q for all q . However, the nilpotency structure is not unique
in general, not even up to isomorphism in the sense of the following definition:
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Definition 5.3 Let �0W E0!X and �1W E1!X be two principal G –bundles with
transitional nilpotency class less than q . We say that these bundles are q–transitionally
isomorphic if there exists a principal G–bundle pW E!X � Œ0; 1� with transitional
nilpotency class less than q such that �0 D pjp�1.X�f0g/ and �1 D pjp�1.X�f1g/ .

A complex vector bundle � W E!X is said to have transitional nilpotency class less
than q if the corresponding frame bundle, under a fixed Hermitian metric on E , has
transitional nilpotency class less than q . Theorem 4.2 can then be interpreted to say that
any vector bundle is stably of transitional nilpotency class less than q for all q � 2, and
there is a functorial choice of such a structure. The set Vectq–nil.X / of q–transitionally
isomorphism classes of complex vector bundles over X with transitional nilpotency
class less than q is a monoid under the direct sum of vector bundles. The q–nilpotent
K–theory of X is defined as the associated Grothendieck group.

Definition 5.4 Kq–nil.X / WD Gr.Vectq–nil.X //.

Tensor products induce a natural multiplication on Kq–nil.X / just as in classical K–
theory.

Theorem 5.5 For any finite CW–complex X there is a natural isomorphism of rings

Kq–nil.X /Š ŒX;Z�B.q;U /�:

Hence, it is the zeroth term of a multiplicative generalized cohomology theory.

Proof Let X be a finite CW–complex. By working one path-connected component
at a time, we may assume without loss of generality that X is path-connected. By
Theorem 5.2,

Vectq–nil.X /D

�
X;
G
n�0

B.q;U.n//

�
as abelian monoids, where the addition is induced by direct sum of matrices on the right
hand side. Any injection N �N!N induces a linear injection C1 �C1! C1 ,
which in turn induces an H –space product on Z�B.q;U /. The natural inclusions
B.q;U.n//! B.q;U / define a map�

X;
G
n�0

B.q;U.n//

�
! ŒX;Z�B.q;U /�:

As the symmetric groups act by homotopy equivalences on B.q;U /, we see that the
above map is compatible with the product structure on both sets, ie it is a map of
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monoids. By the universal property of the Grothendieck construction, this map factors
through a unique map of abelian groups

Kq–nil.X /! ŒX;Z�B.q;U /�:

As X is compact, any map X ! B.q;U / factors through some B.q;U.n// for some
large enough n. Hence the above map is surjective.

To prove that it is injective, suppose that the image of ŒA� � ŒB� 2 Kq–nil.X / in
ŒX;Z � B.q;U /� is zero. Let us write fBW X ! B.q;U / for the image of a map
representing B in the colimit B.q;U / D colimn2N B.q;U.n//. Since B.q;U / is
a grouplike H –space, the induced product on Map.X;B.q;U // is also a grouplike
H –space structure. Let fB0 W X ! B.q;U / be a homotopy inverse for fB under
this product. Since X is compact, we may factor fB0 through a finite stage of the
colimit and find a corresponding bundle B0 over X with transitional nilpotency class
less than q which is classified by the map fB0 . It follows that B ˚ B0 is stably
q–transitionally isomorphic to the trivial bundle �k of rank k D dim BC dim B0 . By
our assumption, we see that the image of ŒA˚B0�� Œ�k � in ŒX;Z�B.q;U /� is also
zero. This means that A˚B0 is stably q–transitionally isomorphic to a trivial bundle,
say A˚B0˚ �t Š �kCt . We then have the relation

ŒA�� ŒB�D ŒA˚B0˚ �t �� Œ�kCt �D 0

in Kq–nil.X /, which completes the proof.

This answers the question raised in [2] for q D 2. Moreover, we have a sequence of
cohomology theories and maps between them,

Kcom.X /DK2–nil.X /!K3–nil.X /! � � � !Kq–nil.X /! � � � !K.X /:

By Theorem 4.2, topological K–theory splits off q–nilpotent K–theory for all q � 2.
These theories are not well understood and would seem to warrant further attention.
For example in [2] it was shown that Kcom.Si/ Š K.Si/ for 0 � i � 3, but that
Kcom.S4/¤K.S4/.

We leave it to the reader to formulate q–nilpotent versions of real and hermitian
K–theory.

References
[1] A Adem, F R Cohen, E Torres Giese, Commuting elements, simplicial spaces and

filtrations of classifying spaces, Math. Proc. Cambridge Philos. Soc. 152 (2012) 91–114
MR

Algebraic & Geometric Topology, Volume 17 (2017)

http://dx.doi.org/10.1017/S0305004111000570
http://dx.doi.org/10.1017/S0305004111000570
http://msp.org/idx/mr/2860418


892 Alejandro Adem, José Manuel Gómez, John A Lind and Ulrike Tillmann

[2] A Adem, J M Gómez, A classifying space for commutativity in Lie groups, Algebr.
Geom. Topol. 15 (2015) 493–535 MR

[3] M Bergeron, The topology of nilpotent representations in reductive groups and their
maximal compact subgroups, Geom. Topol. 19 (2015) 1383–1407 MR

[4] A J Berrick, The plus-construction and fibrations, Quart. J. Math. Oxford Ser. 33
(1982) 149–157 MR

[5] A D Elmendorf, M A Mandell, Rings, modules, and algebras in infinite loop space
theory, Adv. Math. 205 (2006) 163–228 MR

[6] Z Fiedorowicz, C Ogle, Algebraic K–theory and configuration spaces, Topology 29
(1990) 409–418 MR

[7] S Gritschacher, Modules over operads and iterated loop spaces, Transfer thesis,
University of Oxford (2014)

[8] H Hironaka, Triangulations of algebraic sets, from “Algebraic geometry” (R
Hartshorne, editor), Proc. Sympos. Pure Math. 29, Amer. Math. Soc., Providence,
RI (1975) 165–185 MR

[9] J A Lind, Diagram spaces, diagram spectra and spectra of units, Algebr. Geom. Topol.
13 (2013) 1857–1935 MR

[10] M A Mandell, J P May, Equivariant orthogonal spectra and S –modules, Mem. Amer.
Math. Soc. 755, Amer. Math. Soc., Providence, RI (2002) MR

[11] J P May, The geometry of iterated loop spaces, Lectures Notes in Mathematics 271,
Springer, Berlin (1972) MR

[12] J P May, E1 spaces, group completions, and permutative categories, from “New
developments in topology” (G Segal, editor), London Math. Soc. Lecture Note Ser. 11,
Cambridge Univ. Press (1974) 61–93 MR

[13] J P May, E1 ring spaces and E1 ring spectra, Lecture Notes in Mathematics 577,
Springer, Berlin (1977) MR

[14] J P May, The spectra associated to permutative categories, Topology 17 (1978) 225–
228 MR

[15] D McDuff, G Segal, Homology fibrations and the “group-completion” theorem, Invent.
Math. 31 (1975/76) 279–284 MR

[16] A Pettet, J Souto, Commuting tuples in reductive groups and their maximal compact
subgroups, Geom. Topol. 17 (2013) 2513–2593 MR

[17] O Randal-Williams, “Group-completion”, local coefficient systems and perfection, Q.
J. Math. 64 (2013) 795–803 MR

[18] S Sagave, C Schlichtkrull, Diagram spaces and symmetric spectra, Adv. Math. 231
(2012) 2116–2193 MR

Algebraic & Geometric Topology, Volume 17 (2017)

http://dx.doi.org/10.2140/agt.2015.15.493
http://msp.org/idx/mr/3325746
http://dx.doi.org/10.2140/gt.2015.19.1383
http://dx.doi.org/10.2140/gt.2015.19.1383
http://msp.org/idx/mr/3352239
http://dx.doi.org/10.1093/qmath/33.2.149
http://msp.org/idx/mr/657121
http://dx.doi.org/10.1016/j.aim.2005.07.007
http://dx.doi.org/10.1016/j.aim.2005.07.007
http://msp.org/idx/mr/2254311
http://dx.doi.org/10.1016/0040-9383(90)90013-A
http://msp.org/idx/mr/1071366
http://msp.org/idx/mr/0374131
http://dx.doi.org/10.2140/agt.2013.13.1857
http://msp.org/idx/mr/3073903
http://dx.doi.org/10.1090/memo/0755
http://msp.org/idx/mr/1922205
http://dx.doi.org/10.1007/BFb0067491
http://msp.org/idx/mr/0420610
http://msp.org/idx/mr/0339152
http://dx.doi.org/10.1007/BFb0097608
http://msp.org/idx/mr/0494077
http://dx.doi.org/10.1016/0040-9383(78)90027-7
http://msp.org/idx/mr/508886
http://dx.doi.org/10.1007/BF01403148
http://msp.org/idx/mr/0402733
http://dx.doi.org/10.2140/gt.2013.17.2513
http://dx.doi.org/10.2140/gt.2013.17.2513
http://msp.org/idx/mr/3190294
http://dx.doi.org/10.1093/qmath/hat024
http://msp.org/idx/mr/3094500
http://dx.doi.org/10.1016/j.aim.2012.07.013
http://msp.org/idx/mr/2964635


Infinite loop spaces and nilpotent K–theory 893

[19] C Schlichtkrull, Units of ring spectra and their traces in algebraic K–theory, Geom.
Topol. 8 (2004) 645–673 MR

[20] C Schlichtkrull, The homotopy infinite symmetric product represents stable homotopy,
Algebr. Geom. Topol. 7 (2007) 1963–1977 MR

[21] S Schwede, S –modules and symmetric spectra, Math. Ann. 319 (2001) 517–532 MR

[22] G Segal, Categories and cohomology theories, Topology 13 (1974) 293–312 MR

Department of Mathematics, University of British Columbia
1984 Mathematics Road, Room 121, Vancouver BC V6T 1Z2, Canada

Departmento de Matemáticas, Universidad Nacional de Colombia
Medellín, AA 3840, Colombia

Department of Mathematics, Reed College
3203 SE Woodstock Blvd., Portland, OR 97202, United States

Mathematical Institute, Oxford University
Oxford, OX2 6GG, United Kingdom

adem@math.ubc.ca, jmgomez0@unal.edu.co, john.alexander.lind@gmail.com,
tillmann@maths.ox.ac.uk

Received: 2 September 2015 Revised: 16 September 2016

Geometry & Topology Publications, an imprint of mathematical sciences publishers msp

http://dx.doi.org/10.2140/gt.2004.8.645
http://msp.org/idx/mr/2057776
http://dx.doi.org/10.2140/agt.2007.7.1963
http://msp.org/idx/mr/2366183
http://dx.doi.org/10.1007/PL00004446
http://msp.org/idx/mr/1819881
http://dx.doi.org/10.1016/0040-9383(74)90022-6
http://msp.org/idx/mr/0353298
mailto:adem@math.ubc.ca
mailto:jmgomez0@unal.edu.co
mailto:john.alexander.lind@gmail.com
mailto:tillmann@maths.ox.ac.uk
http://msp.org
http://msp.org




msp
Algebraic & Geometric Topology 17 (2017) 895–915

Stable functorial decompositions of F.RnC1; j /C^†j
X .j /

JIE WU

ZIHONG YUAN

We first construct a functorial homotopy retract of �nC1†nC1X for each natu-
ral coalgebra-split sub-Hopf algebra of the tensor algebra. Then, by computing
their homology, we find a collection of stable functorial homotopy retracts of
F.RnC1; j /C^†j

X .j/ .

55P35; 55P48, 55P65

1 Introduction

In the 1970s, Snaith [12] proved iterated loop suspensions of a space can be split
stably into simpler pieces. This is called the Snaith splitting. In detail, let X be a
path-connected CW–complex, with X .j/ the j –fold self smash product of X . Let
F.RnC1; j / be the j th configuration space of RnC1 and †j be the symmetric group
on j letters. Let Dj .X / denote the smash product F.RnC1; j /C^†j

X .j/ . There is a
homotopy equivalence

†1�nC1†nC1X '
W1

jD0†
1F.RnC1; j /C^†j

X .j/
D
W1

jD0†
1Dj .X /:

Subsequently, it was shown that similar splittings can be applied to a more general
space CX ; see Cohen, May and Taylor [4; 5] and May and Taylor [8].

A few years later, Bödigheimer [2] showed a unified form of all these splittings.
Let K be a finite complex, K0 a subcomplex and X a connected CW–complex.
Let M be a smooth, parallelizable n–manifold with a submanifold M0 such that
.M;M0/' .K;K0/. For the space Map.K;K0I†

nX / of based maps from K=K0

to †nX , there is a stable splitting

†1Map.K;K0I†
nX /'

W1
jD1†

1Dk.M;M0IX /;

where Dk.M;M0IX / for k > 1 are simpler pieces constructed from the labeled
configuration space C.M;M0IX /.

Snaith splitting is one kind of stable splitting. Recently, the techniques of stable
splittings have been applied to toric topology. For instance, Bahri, Bendersky, Cohen and
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Gitler [1] found various stable splittings of polyhedral product functors. Dobrinskaya [6]
proved that the loop space of the polyhedral product shares similar decompositions as
the Snaith splitting.

Here we study further functorial decompositions of the Snaith splitting. More precisely,
we will focus on the functorial homotopy decompositions of F.RnC1; j /C^†j

X .j/ .
When nD 0, we have F.RnC1; j /C^†j

X .j/ DX .j/ . Selick and the first author [11]
showed that if p D 2 and H�.X IZ=p/ has a nontrivial Steenrod operation then the
irreducible functorial decomposition component of X .j/ and the 2–row Young diagram
with distinct row numbers are in one-to-one correspondence. In this paper, we will
study the case when n> 0.

The main idea driving this paper comes from functorial homotopy decompositions
of �†X : For each natural coalgebra-split sub-Hopf algebra (see Definition 2.2), there
is a functorial homotopy retract of �†X with the inclusion an �–map; see Li, Lei
and Wu [7] and Selick and Wu [10]. Among all the natural coalgebra-split sub-Hopf
algebras, we mainly focus on a special one. Let Lmax

m be the maximal Tm –projective
submodule functor of the free Lie algebra functor Lm (see Section 2.1). For a graded
(alternatively ungraded) Z=p–module V , the tensor algebra T .Lmax

m .V // generated
by Lmax

m .V / is a natural coalgebra-split sub-Hopf algebra (Proposition 2.3). Following
from Section 2.3, there is geometric realization of Lmax

m .V /, denoted by Lmax
m .X /,

such that �†Lmax
m .X / is a functorial homotopy retract of �†X . Furthermore, the

inclusion is an �–map.

For a space †nX , we have that �†Lmax
m .†nX / is a functorial homotopy retract of

�†nC1X with the inclusion an �–map. Applying the loop functor n times, we can
obtain a functorial homotopy retract of �nC1†nC1X with the functorial the homotopy
inclusion an �nC1 –map. It can be shown that this retract is a .nC1/–iterated loop
suspension (Lemma 3.1). Now a natural question is: what is the relation between the
Snaith splitting of the retract and the Snaith splitting of the original .nC1/–iterated
loop suspension? To answer this question, we have the following main result:

Theorem 1.1 Let X be a 1–connected p–local suspension of finite type. For the
natural coalgebra-split sub-Hopf algebra T .Lmax

m .V //, there is an nth desuspension
†�nLmax

m †nX of the topological space Lmax
m .†nX / and a sufficient large integer t

such that †tDj .†
�nLmax

m †nX / is a functorial homotopy retract of †tDjm.X /.

This article is organized as follows. In Section 2, we give a brief introduction about
natural coalgebra-split sub-Hopf algebras of the tensor algebra, functorial homotopy
retracts of �†X and the homology of �nC1†nC1X . Section 3 constructs natural
homotopy retracts of �nC1†nC1X from natural coalgebra-split sub-Hopf algebras of
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the tensor algebra. In Section 4, we compute the homology image of †�nLmax
m †nX

in the homology �nC1†nC1X . In Section 5, a collection of the functorial stable
homotopy retract of F.RnC1; j /C^†j

X .j/ is constructed. Additionally, the proof of
Theorem 1.1 is given in this section. An example is given in Section 6.

2 Preliminaries

Let kD Z=p be the ground ring; p is a prime. All topological spaces are assumed to
be p–local CW–complexes. All homology is taken with the coefficients Z=p unless
otherwise stated.

2.1 Tn–projective module

Let V be a graded (ungraded) k–module. Let T .V / be the tensor algebra generated
by V , namely

T .V /D

1X
nD0

V ˝n:

A Hopf algebra structure can be given over T .V / by setting V to be primitive. Let
Tn.V /DV ˝n . Then T and Tn can be viewed as functors from the category of graded
(ungraded) k–modules to the category of graded (ungraded) k–modules.

Let M and N be functors from the category of graded (ungraded) k–modules to
the category of graded (ungraded) k–modules. M is a submodule functor of N if
M.V /�N.V / for each graded (ungraded) k–module V , and M is a retract of N if
there are natural transformations i W M !N and r W N !M of k–modules such that
r ı s D idW M !M . A retract of Tn is related to a k.†n/–projective module (see [7,
Proposition 2.10]). Hence, if M is a retract of Tn , we also call it Tn –projective.

Let L.V / be the free Lie algebra generated by V . Then L is a submodule functor
of T . Let Ln.V /DL.V /\Tn.V /. From Selick and the first author [10], there exists
a submodule functor Lmax

n of Ln with the following properties:

Proposition 2.1 [10, Section 6] (1) Lmax
n is Tn –projective.

(2) Each Tn –projective submodule functor of Ln is a retract of Lmax
n .

Up to isomorphism, Lmax
n is the maximal Tn –projective submodule functor of Ln .

2.2 Coalgebra-split sub-Hopf algebras

A coalgebra-split sub-Hopf algebra is a retract of T .V / with additional Hopf algebra
and coalgebra structures.

Algebraic & Geometric Topology, Volume 17 (2017)



898 Jie Wu and Zihong Yuan

Definition 2.2 Let B be a submodule functor of T . We say B.V / is a natural
coalgebra-split sub-Hopf algebra of T .V / if:

(1) B.V / is a natural sub-Hopf algebra of T .V / with natural inclusion of Hopf
algebras jV W B.V /! T .V /.

(2) There is a natural coalgebra transformation rV W T .V /!B.V / with rV ı jV D

idB.V / .

If B.V / is a natural coalgebra-split sub-Hopf algebra defined as above, the natural
maps jV and rV are called an associated natural inclusion and associated natural
retraction of B.V /, respectively.

A natural coalgebra-split sub-Hopf algebra is a tensor algebra. Let Q.V / be the set
of indecomposable elements of B.V /; this is a k–submodule of B.V /. We have a
natural isomorphism of Hopf algebras

B.V /Š T .Q.V //:

Define the maps kV and  V as the canonical inclusion and projection

kV W Q.V /! T .Q.V //Š B.V /;

 V W B.V /Š T .Q.V //!Q.V /:

These definitions imply the following commutative diagrams:

Q.V /
iV

//

kV ##

T .V /

B.V /

jV

;;
Q.V / T .V /

�V
oo

rV{{

B.V /

 V

cc

Here jV is a Hopf algebra homomorphism, rV is a coalgebra homomorphism, rV ıjV D

idB.V / , the maps kV and  V are homomorphisms of k–modules, and iV and �V are
defined as the compositions of the other two maps in the triangle.

If B.V / is a sub-Hopf algebra of T .V / only, then properties of Q.V / can imply a
coalgebra-split structure of B.V /.

Proposition 2.3 [7, Theorem 5.2] Let B.V / be a natural sub-Hopf algebra of T .V /.
Then the following statements are equivalent:

(1) B.V / is a natural coalgebra-split sub-Hopf algebra of T .V /.

(2) Each Qn.V /DQ.V /\Tn.V / is naturally equivalent to a Tn –projective sub-
functor of Ln .

(3) Each Qn is Tn –projective.
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Since Lmax
n is a Tn –projective subfunctor of Ln , Proposition 2.3 implies T .Lmax

n .V //

is a natural coalgebra-split sub-Hopf algebra of T .V /.

2.3 Functorial homotopy retracts of �†X

Let A and B be functors from the (homotopy) category of path-connected p–local
CW–complexes to the (homotopy) category of spaces. Let C be a subcategory of the
(homotopy) category of path-connected p–local CW–complexes. A is a functorial
homotopy retract of B over C if, for each object X in C , there are natural maps
iX W A.X /!B.X / and rX W B.X /!A.X / such that rX ıiX ' idA.X / . The homotopy
need not be natural. The maps iX and rX are called an associated natural inclusion
and associated natural retraction of A, respectively.

The functorial homotopy retracts of �†X are related to natural coalgebra-split sub-
Hopf algebras of T .V /. Let X be a CW–complex. X is a p–local suspension of
finite type if X is homotopic equivalent to †Y.p/ , the suspension of the p–localization
of a finite CW–complex Y . Let B.V / be a natural coalgebra-split sub-Hopf algebra
of T .V / and Q.V / be the set of indecomposable elements of B.V /. A functorial
homotopy retract of �†X can be constructed from B.V / and Q.V /.

Theorem 2.4 [10, Theorem 1.1; 13, Theorem 3.3] Let X be a 1–connected p–local
suspension of finite type. Let B.V / be a natural coalgebra-split sub-Hopf algebra
of T .V / with associated natural inclusion jV W B.V /! T .V /, and Q.V / the set of
indecomposable elements of B.V /. Then there is a functorial space Q.X / with a
natural map iX W Q.X /!�†X such that:

(1) �†Q.X / is a natural homotopy retract of �†X with associated natural inclu-
sion �Q{X , where Q{X W †Q.X /!†X is the adjoint of iX W Q.X /!�†X :

(1)

Q.X /
iX

//

%%

�†X

�†Q.X /

�Q{X

99

Here the map Q.X /!�†Q.X / is the canonical suspension map.

(2) Q.X / has a wedge decomposition. In detail, there are elements �m 2Z.†m/ for
m > 2 such that Q.X / D

W1
mD2Qm.X /, where Qm.X / D hocolim�m

X .m/ .
Here †m acts on X .m/ by permuting factors.

(3) H�.Q.X //ŠQ.H�.X // and H�.�†Q.X //ŠB.H�.X //. Furthermore, the
induced diagram from diagram (1) satisfies .�Q{X /� D jH �.X /

:
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Q.H�.X //
iX�

//

''

T .H�.X //

B.H�.X //

.�Q{X /�

88

In following discussions, we denote the map �Q{X by jX . It follows from the theorem
that �†Q.X / is a functorial homotopy retract of �†X with an associated natural
inclusion jX W �†Q.X /!�†X which is a loop map.

2.4 Homology of �nC1†nC1X

Let X be a connected CW–complex. All homology is taken with Z=p–coefficients. The
homology of �nC1†nC1X can be formulated by H�X , Dyer–Lashof operations Qi ,
Browder operations �n (we will also use Œ�;��n ), a function �n and a function �n .
The function �n is defined for p > 2 only.

To formulate the homology of �nC1†nC1X , a set TnX will be defined first. For
convenience, we list the construction of TnX for p > 2 only in the following. The
case for p D 2 is similar.

Let V D H�X . An element x 2 V is a �n –product of weight 1 (!.x/ D 1); the
weight of Œa; b�n is defined by !.Œa; b�n/ D !.a/C!.b/. We say x 2 V is a basic
�n –product of weight 1. Assume the basic �n –product of weight j < k has been
defined and totally ordered; the basic �n –product of weight k is of the form Œa; b�n
such that:

(1) !.Œa; b�n/D k .

(2a) a and b are basic �n –products, with a < b . If b D Œc; d �n for c and d basic
then a > c < d .

(2b) If a is a basic �n –product of weight 1 and nC degree.a/ is odd, then Œa; a�n is
also a basic �n –product of weight 2.

Let I D ."1; s1; : : : ; "k ; sk/ be a 2k –tuple of integers with sj > "j and " D 0 or 1.
I is admissible if psj � "j > sj�1 for 2 6 j 6 k . Define functions e , d , l and b as
follows:

(i) Excess e.I/D 2s1� "1�
Pk

jD2Œ2sj .p� 1/� "j �.

(ii) Degree d.I/D
Pk

jD1Œ2sj .p� 1/� "j �.

(iii) Length l.I/D k .

(iv) b.I/D "1 .
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If I D¿, then let e.I/D1 and d.I/D l.I/D b.I/D 0.

For I D ."1; s1; : : : ; "k ; sk/, let QI y D ˇ"1Qs1 � � �ˇ"k Qsk y . Define the set TnX by

TnX D
˚
QI y

ˇ̌
y a basic �n–product, I admissible, e.I/C b.I/ > jyj,

if I D ."1; s1; : : : ; "k ; sk/, then sk 6 1
2
.nC q/

	
:

Here we denote �nx by Q.nCq/=2x and �nx by ˇQ.nCq/=2x for x 2HqX , and jyj is
the degree of y .

For a prime p , the homology H��
nC1†nC1X is a functor of H�X , denoted by

WnH�X . On the other hand, let ATnX be the free commutative algebra generated by
the set TnX . We have the following theorem:

Theorem 2.5 [3, Theorem 3.1, Lemma 3.8] For a connected X , there is an isomor-
phism of algebras

WnH�X ŠATnX:

Remark Here we use WnH�X as another notation for H��
nC1†nC1X . In fact, it

can be defined independently as an ARnƒn –Hopf algebra with conjugation (see [3,
Section 2]).

There is a weight filtration defined on WnH�X . For an element QI y in TnX , let its
weight !.QI y/ be defined by

!.QI y/D pl.I /!.y/;

where l.I/ is the length of the tuple I and !.y/ is the weight of the basic �n –product y .
Since H��

nC1†nC1X is the commutative algebra generated by TnX , we can define
the weight of the product QI y �QI 0y0 as

!.QI y �QI 0y0/D !.QI y/C!.QI 0y0/:

This makes H��
nC1†nC1X a filtered algebra by defining the filtration as

FkWnH�X D fx 2H��
nC1†nC1X j !.x/6 kg:

Let EkWnH�X D FkWnH�X=Fk�1WnH�X . There is a geometric realization of
EkWnH�X .

Proposition 2.6 [3, Section 4] H�.F.R
nC1; k/C^†k

X .k//ŠEkWnH�X:

2.5 Homology suspensions and transgressions

The homology suspension is defined as the homomorphism

�� D p ı @�1
W H�.�B/ @

Š
 �H�C1.PB; �B/

p�
�!H�C1.B/;
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where pW PB! B is the map p.u/D u.1/. The transgression is the differential map
in the Serre spectral sequences. Fix a fibration F!E!B with connected B and F ;
in the associated Serre spectral sequence, the transgression � is the differential

dnW E
n
n;0!En

0;n�1:

Some general properties of �� and � are listed as follows:

Proposition 2.7 [9, Propositions 6.10 and 6.11] (1) Let f W X!�Y be a pointed
map and zf W †X ! Y be its adjoint; then the homology suspension �� and the
suspension †�W H�X !H�C1†X form a commutative diagram:

H q�1.X /

†�
��

f�
// H q�1.�Y /

��

��

H q.†X /
zf�

// Hq.Y /

(2) If B is simply connected, then in the Serre spectral sequence of �B!PB!B

there is a commutative diagram:

E
q
q;0 Š

dq
//

� _

��

E
q
0;q�1

Hq.B/ Hq�1.F /

OOOO

��
oo

In particular, the image of �� is transgressive.

Consider the relation between � and the Browder operation Œ�;��n ; we have:

Proposition 2.8 If X is connected, then in the Serre spectral sequence of

�nC1†nC1X ! P�n†nC1X !�n†nC1X

we have

�
�
Œsx1; : : : ; Œsxk�1; sxk �n�1�n�1

�
D Œx1; : : : ; Œxk�1;xk �n�n;

�QI sx D .�1/d.I /QI x;

where sx is the image of x 2H�X under the isomorphism †�W H�X !H�C1†X .

This proposition is implicit in the proof of [3, Theorem 3.2].

3 Functorial homotopy retracts of �nC1†nC1X

Let B.V / be a natural coalgebra-split sub-Hopf algebra of T .V / and Q.V / the set of
indecomposable elements of B.V /. Let X be a 1–connected p–local suspension of
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finite type. It follows from Theorem 2.4 that �†Q.†nX / is a functorial homotopy
retract of �†.†nX /. By applying the loop functor n times, we can obtain that
�nC1†Q.†nX / is a homotopy retract of �nC1†nC1X and the natural inclusion

�nj†nX W �
nC1†Q.†nX / ,!�nC1†nC1X

is an �nC1 –map. If X is a co-H–space, the space Q.†nX / can be desuspended n

times:

Lemma 3.1 If X is a co-H–space, then there is a space Q.X / such that Q.†nX / is
naturally homotopic to †nQ.X /.

Proof Since Q.X / D
W1

mD2Qm.X /, it is sufficient to prove Qm.†
nX / can be

desuspended n times. Let X .m/ be the m–fold self smash product of X . The definition
of Qm.†

nX / implies a homotopy commutative diagram:

(2)

.†nX /.m/
�
// .†nX /.m/

†mnX .m/
†mn x�

//

shuffling isomorphism

OO

†mnX .m/

shuffling isomorphism

OO

Here

(3)

� D �m D

X
�2†m

k�� W .†
nX /.m/! .†nX /.m/;

x� D
X
�2†m

k��.�1/n
2 Sign�

W X .m/
!X .m/;

and the vertical maps are the natural shuffling homeomorphisms.

Let Qm.X /D hocolimx� X .m/ . It is obvious that

†mnQm.X /' hocolim
†mn x�

†mnX .m/
Š hocolim�.†

nX /.m/ DQm.†
nX /:

Thus,

Q.†nX /D
W1

mD2Qm.†
nX /D

W1
mD2†

mnQm.X /D†
n
W1

mD2†
n.m�1/Qm.X /:

It is clear that all homotopy equivalences are natural.

Remark This lemma shows that
W1

mD2†
n.m�1/Qm.X / is the nth desuspension

of Q.†nX /. For convenience, in later discussion, †�nQ.†nX / is used to de-
note the space

W1
mD2†

n.m�1/Qm.X /. Similarly, we use †�nQm†
nX to denote

†n.m�1/Qm.X /.
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For the space †�nQ.†nX /, there is a natural inclusion

†�nQ†nX !�nC1†nC1.†�nQ†nX /
�nj†nX
����!�nC1†nC1X:

Up to homotopy, this map is the adjoint map of

Q†nX !�†.Q†nX /
j†nX
��!�†.†nX /:

This composition is exactly the functorial map iY W Q.Y /!�†Y , where Y D†nX .
In summary, we have the following theorem:

Theorem 3.2 Let X be a 1–connected p–local suspension of finite type. If B.V /

is a natural coalgebra-split sub-Hopf algebra of T .V / and Q.V / is the set of in-
decomposable elements of B.V /, then there exists a functorial homotopy retract
�nC1†nC1.†�nQ†nX / with a natural inclusion

i W �nC1†nC1.†�nQ†nX /!�nC1†nC1X;

which is an �nC1 –map. Furthermore,

H�.†
�nQ†nX /ŠQ.H�.†

nX //:

4 †�nLmax†nX and its homology image in �nC1†nC1X

Let Lmax
m be the maximal Tm –projective submodule functor of Lm . The tensor algebra

T .Lmax
m .V // is a natural coalgebra-split sub-Hopf algebra with the set of indecompos-

able elements Lmax
m .V /. Then we have two spaces Lmax

m .X / and †�nLmax
m †nX . Fur-

thermore, �nC1†nC1.†�nLmax
m †nX / is a functorial homotopy retract of �nC1†nC1X.

The inclusion map is

(4) Q{n;X W †
�nLmax

m †nX !�nC1†nC1.†�nLmax
m †nX /

�nj†nX
����!�nC1†nC1X;

which is the adjoint of the map

in;X W L
max
m †nX !�†.Lmax

m †nX /
j†nX
��!�†.†nX /:

To analyze the homology image of †�nLmax
m †nX in �nC1†nC1X , we need to

compute

.Q{n;X /�W H�†
�nLmax

m †nX !H��
nC1†nC1X:
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From the properties of the homology suspension �� (see Proposition 2.7), we obtain a
commutative diagram

H�†
�nLmax

m †nX //

†
.n/
�

��

H��
n†n.†�nLmax

m †nX /
.�nin;X /�

//

�
.n/
�

��

H��
nC1†nC1X

�
.n/
�

��

H�CnLmax
m .†nX / H�CnLmax

m .†nX /
.in;X /�

// H�Cn�†.†
nX /

where †.n/� and � .n/� mean n–fold compositions.

For x 2H�X , denote the image of x under the isomorphism †�W H�X !H�C1†X

by sx . Consequently, snx is used to denote †.n/� .x/. Let Œx1;x2; : : : ;xm�n be an
arbitrary �n –product of weight m formed by elements x1; : : : ;xm . For an element
Œsnx1; s

nx2; : : : ; s
nxm�0 in H�CnLmax

m .†nX /, with xi 2 H�X , denote its inverse
image under the isomorphism

†
.n/
� W H�†

�nLmax
m †nX !H�CnLmax

m .†nX /

by s�nŒsnx1; s
nx2; : : : ; s

nxm�0 .

For the map Q{n;X , we have the following lemma:

Lemma 4.1 Under the homomorphism

.Q{n;X /�W H�.†
�nLmax

m †nX /!H�.�
nC1†nC1X /;

s�nŒsnx1; s
nx2; : : : ; s

nxm�0 is mapped to Œx1;x2; : : : ;xm�n , with xi 2H�X .

Proof We prove this lemma by induction on n. For nD 1, there is a commutative
diagram:

H�†
�1Lmax

m †X //

†�

��

H��†.†
�1Lmax

m †X /
.�i1;X /�

//

��

��

H��
2†2X

��
��

H�C1Lmax
m .†X / H�C1Lmax

m .†X /
.i1;X /�

// H�C1�†
2X

The bottom row is the natural inclusion

.i1;X /�W L
max
m .sH�X / ,! T .sH�X /:

The upper row is exactly .Q{1;X /� . Since the first map of the upper row is a natural
inclusion, we only need to prove

.�i1;X /�.s
�1Œsx1; sx2; : : : ; sxm�0/D Œx1;x2; : : : ;xm�1:
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To prove this, we consider a natural commutative diagram of Serre path fibrations

�Lmax
m .†X / //

��

PLmax
m .†X / //

��

Lmax
m .†X /

��

�2†2X // P�†2X // �†2X

which implies a natural morphism of Serre spectral sequences. Therefore, for the
transgression � , there is an equality by naturality,

� ı .i1;X /� D .�i1;X /� ı �:

In the Serre spectral sequence of the path fibration

�2†2X ! P�†2X !�†2X;

we have the equality (see Proposition 2.8)

�Œsx1; : : : ; sxm�0 D Œx1; : : : ;xm�1:

Hence,

.�i1;X /�.s
�1Œsx1; sx2; : : : ; sxm�0/D .�i1;X /� ı �.Œsx1; sx2; : : : ; sxm�0//

D � ı .i1;X /�.Œsx1; sx2; : : : ; sxm�0/

D �.Œsx1; sx2; : : : ; sxm�0/

D Œx1; : : : ;xm�1:

Now assume this lemma is true for n< k . For nD k , there is a commutative diagram:

H�†
�kLmax

m †kX //

†�
��

H��
k†k.†�kLmax

m †kX /
.�k ik;X /�

//

��

��

H��
kC1†kC1X

��

��

H�C1†
1�kLmax

m .†kX / //

†
.k�1/
�
��

H�C1�
k�1Lmax

m .†kX /
.�k�1ik�1;†X /�

//

�
.k�1/
�
��

H�C1�
k†kC1X

�
.k�1/
�
��

H�CkLmax
m †kX H�CkLmax

m †kX
.ik;X /�

// H�Ck�†
kC1X

The composition of the second row is .Q{k�1;†X /� . By induction,

.Q{k�1;†X /�.s
1�k Œskx1; s

kx2; : : : ; s
kxm�0/D Œsx1; sx2; : : : ; sxm�k�1:

The horizontal rows of left commutative squares are natural inclusions. So, the above
identity implies

.�k�1ik�1;†X /�.s
1�k Œskx1; s

kx2; : : : ; s
kxm�0/D Œsx1; sx2; : : : ; sxm�k�1:
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Note that we need to prove

.�k ik;X /�.s
�k Œskx1; s

kx2; : : : ; s
kxm�0/D Œx1;x2; : : : ;xm�k :

It follows from the commutative diagram

�kLmax
m .†kX / //

�k ik;X
��

P�k�1Lmax
m .†kX / //

��

�k�1Lmax
m .†kX /

�k�1ik�1;†X
��

�kC1†kC1X // P�k†kC1X // �k†kC1X

and the induced Serre spectral sequences that

.�k ik;X /� ı � D � ı .�
k�1ik�1;†X /�:

Thus,

.�k ik;X /�.s
�k Œskx1; s

kx2; : : : ; s
kxm�0/

D .�k ik;X /� ı �.s
1�k Œskx1; s

kx2; : : : ; s
kxm�0/

D � ı .�k�1ik�1;†X /�.s
1�k Œskx1; s

kx2; : : : ; s
kxm�0/

D �.Œsx1; sx2; : : : ; sxm�k�1/

D Œx1; : : : ;xm�k :

This completes the proof.

5 Further decompositions of the Snaith splitting

Fix an integer n > 0. The space �nC1†nC1X has the Snaith splitting

†1�nC1†nC1X '
W1

jD0†
1F.RnC1; j /C^†j

X .j/
D
W1

jD0†
1Dj .X /:

Here F.RnC1; j / is the j th configuration space of RnC1 , and Dj .X / is the smash
product F.RnC1; j /C^†j

X .j/ . From the above splitting, Dj .X / is a natural stable
retract of �nC1†nC1X . The homology of Dj .X / (see Proposition 2.6) is

H�.Dj .X //Š Fj WnH�X=Fj�1WnH�X DEj WnH�X:

In other words, H�Dj .X / consists of the homology classes in H��
nC1†nC1X with

weight j .

It follows from Theorem 3.2 that �nC1†nC1.†�nLmax
m †nX / is a functorial homotopy

retract of �nC1†nC1X . Hence we can apply the Snaith splitting to both spaces and
compare Dj .†

�nLmax
m †nX / with Dq.X / for nonnegative integers j , m and q .
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Proof of Theorem 1.1 In Lemma 3.1, we have proved that the nth desuspension
†�nLmax

m †nX of Lmax
m .†nX / exists. The left part of the main theorem will be proved

in two steps. First, the stable case will be proved. We claim that there are stable maps

†1Dj .†
�nLmax

m †nX /
�
//
†1DjmX

 

oo

such that
 � ı�� D id;

that is:

H�.†
1Dj†

�nLmax
m †nX /

��
//

id

H�†
1DjmX

 �
��

H�†
1Dj†

�nLmax
m †nX

Recall that �nC1†nC1.†�nLmax
m †nX / is a natural homotopy retract of �nC1†nC1X ,

ie there exist maps

�nC1†nC1.†�nLmax
m †nX /

g
//
�n†nX

h

oo

such that
h ıg ' id :

Furthermore, g is an �nC1 –map. In fact, g can be chosen to be �nj†nX (see (4)).
Applying the Snaith splitting, we have a diagram as follows:

(5)

†1�nC1†nC1.†�nLmax
m †nX /

'

��

†1g
//
†1�nC1†nC1X

†1h

oo

'

��W
j>1†

1Dj .†
�nLmax

m †nX /

p0
j

��

W
q>1†

1DqX

pq

��

†1Dj†
�nLmax

m †nX

s0
j

OO

†1DqX

sq

OO

where p0q and pq are the canonical projections to the qth components, and s0q and sq

are the canonical inclusions from the qth component to the whole spaces.

Next, consider their induced maps on homology. Recall that

H�†
1�nC1†nC1X ŠH��

nC1†nC1X Š

1M
qD1

H�DqX Š

1M
qD1

H�†
1DqX
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and
H�DqX DEqWnH�X:

Hence .pq/� is isomorphic to the canonical projection from the direct sum to the qth

summand, and .sq/� is isomorphic to the canonical inclusion from the qth summand
to the whole direct sum. That is,

1M
qD1

EqWnH�X

.pq/�
//
EqWnH�X:

.sq/�

oo

Thus, we obtain a diagram of homology:

WnH�.†
�nLmax

m †nX /

Š

��

.†1g/�
//
WnH�X

.†1h/�

oo

Š

��L
j>1

Ej WnH�.†
�nLmax

m †nX /

.p0
j
/�

��

L
q>1

EqWnH�X

.pq/�
��

Ej WnH�†
�nLmax

m †nX

.s0
j
/�

OO

EqWnH�X

.sq/�

OO

Now the claim below is obvious:

.sh/� ı .ph/�jH �DqX D

�
0 if h¤ q;

idH �DqX if hD q:

Let us consider the composition

Ej WnH�†
�nLmax

m †nX
.s0

j
/�

��!WnH�.†
�nLmax

m †nX /
.†1g/�
����!WnH�X:

An element of Ej WnH�†
�nLmax

m †nX can be written as

QI1y1.z1; : : : ; zm/ �Q
I2y2.z1; : : : ; zm/ � � �Q

Ik yk.z1; : : : ; zm/;

where yi.z1; : : : ; zm/ .1 6 i 6 k/ are basic �n –products formed by z1; : : : ; zm for
zi 2 H�†

�nLmax
m †nX , and the product QI1y1 � � �Q

Ik yk is a homology class of
H��

nC1†nC1X of weight j . That g is an �nC1 –map implies that g�Q
I DQI g�

and g�Œx;y�n D Œg�x;g�y�n . Thus,

g�.Q
Ii yi.z1; : : : ; zm//DQIi yi.g�z1; : : : ;g�zm/:

By Lemma 4.1, for an element s�nŒsnx1; : : : ; s
nxm�0 in H�†

�nLmax
m †nX , with

xi 2H�X , we have

g�.s
�nŒsnx1; : : : ; s

nxm�0/D Œx1; : : : ;xm�n:
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It follows that g�zi is of weight m for each element zi 2H�†
�nLmax

m †nX . Thus, the
weight of QIi yi.g�z1; : : : ;g�zm/ is equal to the weight of QIi yi multiplied by m.
Finally,

..†1g/� ı .s
0
j /�/.Ej WnH�†

�nLmax
m †nX /�EjmWnH�X:

Now let �j ;q D pq ı†
1g ı s0j and  j ;q D p0j ı†

1h ı sq . We can obtain that

. j ;q/� ı .�j ;q/� D .p
0
j /� ı .†

1h/� ı ..sq/� ı .pq/�/ ı .†
1g/� ı .s

0
j /�:

Since
Im..†1g/� ı .s

0
j /�/�EjmWnH�X;

we have:

(1) If q ¤ j m, then
.sq/� ı .pq/�jEj mH�X D 0:

Thus . j ;q/� ı .�j ;q/� D 0.

(2) If q D j m, then
.sq/� ı .pq/�jEj mH�X D id :

Thus . j ;q/� ı .�j ;q/� D .p
0
j /� ı .†

1h/� ı .†
1g/� ı .s

0
j /� D id.

Let � D �j ;jm and  D  j ;jm . The discussion above implies that

 � ı�� D id :

This completes the proof of step one.

In step two, it will be proved that the stable maps � and  can be induced from
unstable maps. Recall diagram (5).

There are an integer t1 and a map

xpqW †
t1�nC1†nC1X !†t1DqX

such that
†1 xpqW †

1�nC1†nC1X !†1DqX

is homotopic to the map pq [4, Theorem 7.1]. Similarly, we have a map

xsqW †
t2DqX !†t2�nC1†nC1X

for some integer t2 . This map induces the stable map sq . Similarly, we can obtain
maps xp 0j and xs 0j inducing maps p0j and s0j for integers t3 and t4 , respectively:

xp 0j W †
t3�nC1†nC1.†�nLmax

m †nX /!†t3Dj .†
�nLmax

m †nX /;

xs 0j W †
t4Dj .†

�nLmax
m †nX /!†t4�nC1†nC1.†�nLmax

m †nX /:
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Let t D maxft1; t2; t3; t4g. There are four maps xpj , xsj , xp 0j and xs 0j up to †t . For
simplicity, we still denote them by xpj , xsj , xp 0j and xs 0j . Then there is a diagram:

†t�nC1†nC1.†�nLmax
m †nX /

xp 0
j

��

†t g
//
†t�nC1†nC1X

†t h

oo

xpq

��

†tDj†
�nLmax

m †nX

xs 0
j

OO

†tDqX

xsq

OO

Define two maps x� and x as follows:
x� D xpjm ı†

tg ıxs 0j W †
tDj .†

�nLmax
m †nX /!†tDjmX;

x D xp 0j ı†
th ıxsjmW †

tDjmX !†tDj .†
�nLmax

m †nX /:

The map x ı x� induces an identity on the homology:

. x /� ı .x�/� D .†
1 x /� ı .†

1x�/� D  � ı�� D id :

By the Whitehead theorem, we have x ı x� is a homotopy equivalence. It follows that

. x ı x�/�1
ı x ı x� ' id :

The maps
x�W †tDj .†

�nLmax
m †nX /!†tDjmX;

. x ı x�/�1
ı x W †tDjmX !†tDj .†

�nLmax
m †nX /;

imply that †tDj .†
�nLmax

m †nX / is a homotopy retract of †tDjmX . Note that we
assume all spaces are CW–complexes, thus all constructions are natural up to homotopy.
This completes the proof of step two.

From the proof, we can obtain a corollary for the stable case.

Corollary 5.1 Let X be a 1–connected p–local suspension of finite type. For the natu-
ral coalgebra-split sub-Hopf algebra T .Lmax

m .V //, the spectrum †1Dj .†
�nLmax

m †nX /

is a functorial stable homotopy retract of †1Djm.X /. In other words, there are maps

†1Dj .†
�nLmax

m †nX /
�
//
†1DjmX

 

oo such that  ı� ' id :

6 Example

Let X be a p–local 2–cell complex. Denote the Steenrod algebra by A. Let V D

H�.X IZ=p/. Assume that there are two generators u and v in V such that P1
�vD u,
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where P1
� is the dual operation of Steenrod operation P1 . Furthermore, assume that

the degrees of u and v are both odd; denote them by juj and jvj, respectively.

Recall †�1Lmax
p †X is a stable functorial homotopy retract of DpX . Thus, we have

a stable functorial homotopy decomposition

DpX
s
' .†�1Lmax

p †X /_MpX:

In the following, the homology of this decomposition and the A–module structure of
each piece for p D 5 will be computed.

6.1 Additive basis

In H��
2†2X , denote the 1–bracket (of Browder operation) Œx1; : : : ; Œxm�1;xm�1; �1

by Œx1; : : : ;xm�1 . The basic 1–bracket (ie basic �1 –product) with weight no greater
than 5 are

u< v < Œu; v�1 < Œu;u; v�1 < Œv;u; v�1 < Œu;u;u; v�1 < Œv;u;u; v�1 < Œv; v;u; v�1

< Œu;u;u;u; v�1 < Œv;u;u;u; v�1 < Œv; v;u;u; v�1 < Œv; v; v;u; v�1

< ŒŒu; v�1; Œu;u; v�1�1 < ŒŒu; v�1; Œv;u; v�1�1:

Since juj and jvj are odd, Œu;u�1 and Œv; v�1 are trivial. All the basic 1–products above
are of odd degrees.

Recalling Proposition 2.6, we have the following additive basis of H�DpX :

(6) u � Œu;u;u; v�1; u � Œv;u;u; v�1; u � Œv; v;u; v�1; v � Œu;u;u; v�1; v � Œv;u;u; v�1;

v�Œv; v;u; v�1; Œu; v�1�Œu;u; v�1; Œu; v�1�Œv;u; v�1; u�v�Œu;u; v�1; u�v�Œv;u; v�1;

Œu;u;u;u; v�1; Œv;u;u;u; v�1; Œv; v;u;u; v�1; Œv; v; v;u; v�1;

ŒŒu; v�1; Œu;u; v�1�1; ŒŒu; v�1; Œv;u; v�1�1; �1u; �1v; �1u; �1v:

In H��
2†2X , the first two rows of this basis are decomposable. The others are

indecomposable.

6.2 Module structures over the Steenrod algebra

Let P r
� W H�X !H��2r.p�1/X be the dual operation of the Steenrod operation P r .

We have a right A–module structure on H�D5X . For convenience, we still write the
Steenrod operation P r

� on the left.

There is a new additive basis of H�D5X which is invariant under Steenrod operations
(see [13, Proposition 5.2]):
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(7) u � Œu;u;u; v�1; u � Œv;u;u; v�1; u � Œv; v;u; v�1; 2v � Œu;u;u; v�1�u � Œv;u;u; v�1;

2v � Œv;u;u; v�1Cu � Œv; v;u; v�1; v � Œv; v;u; v�1; Œu; v�1 � Œu;u; v�1;

Œu; v�1 � Œv;u; v�1;u � v � Œu;u; v�1; u � v � Œv;u; v�1; �Œu;u;u;u; v�1;

�Œv;u;u;u; v�1C ŒŒu; v�1; Œu;u; v�1�1; 2Œv; v;u;u; v�1� ŒŒu; v�1; Œv;u; v�1�1;

�Œv; v; v;u; v�1; ŒŒu; v�1; Œu;u; v�1�1; ŒŒu; v�1; Œv;u; v�1�1;

�1u; �1v; �1u; �1v:

For x 2H�DpX , let Ahxi be the right A–module generated by x . Define A–modules
Mi for 1 6 i 6 5 as follows:

(1) M1 DAhŒŒu; v�1; Œv;u; v�1�1i, with

ŒŒu; v�1; Œv;u; v�1�1
P1
��! ŒŒu; v�1; Œu;u; v�1�1:

(2) M2 DAhu � v � Œv;u; v�1i, with

u � v � Œv;u; v�1
P1
��!u � v � Œu;u; v�1:

(3) M3 DAhŒu; v�1 � Œv;u; v�1i, with

Œu; v�1 � Œv;u; v�1
P1
��! Œu; v�1 � Œu;u; v�1:

(4) M4 DAh�1vi. The diagram shows the additive basis of M4 :

�1v

P1
�

��

ˇ

**

P5
�

oo

�1v

P5
�

��

�Œv; v; v;u; v�1

P1
���

2Œv; v;u;u; v�1� ŒŒu; v�1; Œv;u; v�1�1

P1
���

�Œv;u;u;u; v�1C ŒŒu; v�1; Œu;u; v�1�1

P1
���

�Œu;u;u;u; v�1

�1u
ˇ

++
�1u
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(5) M5 DAhv � Œv; v;u; v�1;u � Œv; v;u; v�1i, with:

v � Œv; v;u; v�1

P1
�

��

2v � Œv;u;u; v�1Cu � Œv; v;u; v�1

P1
�

��

u � Œv; v;u; v�1

P1
�

��

2v � Œu;u;u; v�1�u � Œv;u;u; v�1

P1
�

��

u � Œv;u;u; v�1

P1
�

��

u � Œu;u;u; v�1 u � Œu;u;u; v�1

It is obvious that there is an isomorphism of right A–modules

H�D5X ŠM1˚M2˚M3˚M4˚M5:

6.3 †�1Lmax
p †X and MpX

Lmax
5
.V / has a basis ŒŒu; v�; Œu;u; v��, ŒŒu; v�; Œv;u; v�� [10, Proposition 11.6]. It follows

from Lemma 4.1 that this basis is mapped by the map

i�W H�†
�1Lmax

p †X !H��
2†2X to ŒŒu; v�1; Œu;u; v�1�1; ŒŒu; v�1; Œv;u; v�1�1:

Thus we can obtain the homology of †�1Lmax
5
†X and M5X . The following equations

are isomorphisms of right A–modules:

H�.†
�1Lmax

5 †X /ŠM1; H�M5X ŠM2˚M3˚M4˚M5:

Remark As a right A–module, H�MpX is splittable, so it is natural to ask whether
MpX is splittable as a topological space, particularly whether the functorial homotopy
decomposition exists or not.
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Spin, statistics, orientations, unitarity

THEO JOHNSON-FREYD

A topological quantum field theory is hermitian if it is both oriented and complex-
valued, and orientation-reversal agrees with complex conjugation. A field theory
satisfies spin-statistics if it is both spin and super, and 360ı–rotation of the spin
structure agrees with the operation of flipping the signs of all fermions. We set up a
framework in which these two notions are precisely analogous. In this framework,
field theories are defined over VECTR , but rather than being defined in terms of
a single tangential structure, they are defined in terms of a bundle of tangential
structures over Spec.R/ . Bundles of tangential structures may be étale-locally
equivalent without being equivalent, and hermitian field theories are nothing but
the field theories controlled by the unique nontrivial bundle of tangential structures
that is étale-locally equivalent to Orientations. This bundle owes its existence to the
fact that �ét

1 .Spec.R//D�1BO.1/ . We interpret Deligne’s “existence of super fiber
functors” theorem as implying that �ét

2 .Spec.R//D �2 BO.1/ in a categorification
of algebraic geometry in which symmetric monoidal categories replace commutative
rings. One finds that there are eight bundles of tangential structures étale-locally
equivalent to Spins, one of which is distinguished; upon unpacking the meaning
of a field theory with that distinguished tangential structure, one arrives at a field
theory that is both hermitian and satisfies spin-statistics. Finally, we formulate in
our framework a notion of reflection-positivity and prove that if an étale-locally-
oriented field theory is reflection-positive then it is necessarily hermitian, and if an
étale-locally-spin field theory is reflection-positive then it necessarily both satisfies
spin-statistics and is hermitian. The latter result is a topological version of the famous
spin-statistics theorem.

14A22, 57R56, 81T50

0 Introduction

The main result of this article is a topological version of the spin-statistics theorem.
The usual spin-statistics theorem (see Streater and Wightman [25]) asserts that in a
unitary quantum field theory on Minkowskian spacetime, the fields of the theory live in
a supervector space, the even (or bosonic) fields are integer spin representations of the
Lorentz group, and the odd (or fermionic) fields are half-integer spin representations. In
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other words, the spin of a particle agrees with its parity. Here unitarity is actually two
conditions: a hermiticity condition (asserting that the determinant-.�1/ component
of the Lorentz group acts complex-antilinearly) and a reflection-positivity condition
related to the requirement that the Hamiltonian of the quantum field theory have positive
spectrum.

To formulate a version in the functorial setting of topological quantum field theory, we
need

� to have orientations and spin structures on our source bordism category,

� to have complex supervector spaces in our target category, but to be able to talk
about complex-antilinear maps as well as antisuper maps (ie maps that treat even
and odd parts differently),

� to be able to link these structures on source and target categories.

We will solve all three problems by introducing generalizations of oriented and spin
R–linear field theories (we generally drop the words “topological” and “quantum”)
that we call étale-locally-oriented and étale-locally-spin. Étale-locally-oriented and
étale-locally-spin field theories admit a natural notion of “reflection-positivity” (defined
in terms of a certain “integration” map taking in an étale-locally-oriented or -spin field
theory and producing an unoriented R–linear field theory). With this technology in
place, our main result is the following version of the spin-statistics theorem:

Theorem 0.1 Every once-extended étale-locally-spin reflection-positive topological
quantum field theory is hermitian (hence unitary) and satisfies spin-statistics.

By definition, a field theory is unextended if it is defined in codimensions 0 and 1, and
once-extended if it is defined in codimensions 0, 1, and 2. Corollary 4.8, which we
prove only in outline, extends Theorem 0.1 to more-than-once-extended field theories.
Freed and Hopkins prove a similar spin-statistics theorem in [12, Theorem 11.3], but
there are notable differences between the approach used there and the one used in this
paper.

As a warm-up to Theorem 0.1, in Section 1 we develop in detail the notions of étale-
local orientation and reflection-positivity in the context of unextended field theories.
The following analog of Theorem 0.1 follows almost immediately from the definitions:

Theorem 0.2 Every unextended étale-locally-oriented reflection-positive field theory
is hermitian.

Algebraic & Geometric Topology, Volume 17 (2017)
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The parallel between Theorem 0.1 and Theorem 0.2 is an indication of the second main
theme of this paper, which is to argue that hermiticity and spin-statistics phenomena
arise from the same source. Note also that we reverse part of the logic from the standard
spin-statistics theorem: as usually presented, hermiticity is a required assumption in
order to imply spin-statistics; in our version, hermiticity and spin-statistics are both
forced by reflection-positivity.

In order to define étale-locally-oriented manifolds, we consider local structures on
manifolds that range over not (as in the case of orientations) sets, but schemes over R.
There are precisely two local structures that are étale-locally-over-Spec.R/ isomorphic
to orientations. The two versions of étale-local-orientations are usual-orientations and
hermitian structures; the latter are characterized by the property that the scheme of
hermitian structures on a point is Spec.C/ and that the restriction map

fhermitian structures on Œ0; 1�g ! fhermitian structures on f0; 1gg

is the “antidiagonal” map Spec.C/! Spec.C/�Spec.R/ Spec.C/ sending � to .�; x�/.
Hermitian structures owe their existence to the fact that the absolute Galois group
of R happens to be the same as the group �0O.1/ of connected components of the
orthogonal group.

Each étale-local-orientation leads to a version of étale-locally-oriented field theory:
in addition to the usual (unextended) oriented bordism category BORDOr

d�1;d
, there is

a hermitian bordism category BORDHer
d�1;d

which is not a category but rather a stack
of categories over Spec.R/; the two types of field theories are symmetric monoidal
functors of stacks of categories BORDOr

d�1;d
! VECTR and BORDHer

d�1;d
! VECTR ,

where VECTR is enhanced to the stack of categories QCOH . As such, our notion of
étale-locally-oriented field theory involves infusing both the source and target categories
with R–algebraic geometry. The two versions unpack to R–linear oriented field theories
and to hermitian field theories in the usual sense.

Our definition of étale-locally-spin structures requires a categorification of (some basic
notions from) real algebraic geometry. We begin this program in Section 2. Our main
contribution here is to categorify the notion of field and to interpret Deligne’s existence
of fiber functors [9] as asserting that the categorified algebraic closure of R is not C
but rather the category SUPERVECTC of complex supervector spaces. (As we will use
a slight modification of the main result of [9], we include a complete proof.)

Remark 0.3 As is already apparent, we will be working both with fields in the sense
of commutative algebra and field theories in the sense of physics, and English includes
an unfortunate terminological conflict. We don’t have a good solution to this problem,
but will stick to the following convention: “field” used as a noun means “field in the
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sense of algebra”; “field theory” means “(classical or quantum) functorial topological
field theory in the sense of physics”.

We also prove that the extension VECTR ,! SUPERVECTC is Galois, and use this
fact to categorify the notion of étale-local. There are precisely eight types of étale-
locally-spin structures, of which one is distinguished by the following coincidence:
the categorified absolute Galois group of R is canonically equivalent to the Picard
groupoid ��1O.1/. This distinguished version incorporates both hermiticity and
spin-statistics phenomena. In summary, we find that the second row of the following
table is a categorification of the first:

algebraic tangential Galois physical
closure structure group phenomenon

R ,!C SO.d/ ,! O.d/ Gal.C=R/D �0O.1/ hermiticity

VECTR

,! SUPERVECTC
Spin.d/! O.d/

Gal.SUPERVECTC=R/
D ��1O.1/

spin-statistics

Our categorification result suggests the following conjecture:

Conjecture 0.4 There is an infinitely categorified version of commutative algebra, and
in it the infinitely categorified absolute Galois group of R is O.1/.

Remark 0.5 The papers Ganter and Kapranov [13] and Kapranov [15] suggest that
rather than O.1/, it is the sphere spectrum that controls supermathematics. Very low
homotopy groups cannot distinguish between various important spectra. The connection
with topological quantum field theory focused on in this paper provides a reason to
prefer O.1/.

We prove Theorem 0.1 in Section 3, which also contains examples of various types
of étale-locally-spin field theories. We end the paper in Section 4 by outlining how
to extend our étale-locally-structured cobordism categories to the fully-extended 1–
categorical world of Lurie [20].

1 Oriented, hermitian, and unitary field theories

This section serves as an extended warm-up to the remainder of the paper. We will
develop in a 1-categorical setting the notions of “étale-locally-oriented” and “reflection-
positive” and prove Theorem 0.2, which asserts that étale-locally-oriented reflection-
positive topological quantum field theories are necessarily hermitian.

The functorial framework for quantum field theory, as formulated by Atiyah and Segal
in [1; 23], is well-known. Fix a dimension d and construct a symmetric monoidal
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category BORDd�1;d whose objects are .d�1/–dimensional closed smooth mani-
folds, morphisms are d–dimensional smooth cobordisms up to isomorphism, and
the symmetric monoidal structure is disjoint union. An (unextended) unoriented or
unstructured R–linear d–dimensional functorial topological quantum field theory is
a symmetric monoidal functor BORDd�1;d ! VECTR . We will henceforth drop the
words “functorial topological quantum”.

In general, one does not care simply about unstructured field theories. Let MANd
denote the site of d–dimensional (possibly open) manifolds and local diffeomorphisms,
with covers the surjections. If X is a category with limits, an X–valued local structure
is a sheaf GW MANd ! X. A local structure is topological if it takes isotopic (among
local diffeomorphisms) maps of manifolds to equal morphisms in X.

The reason for considering local structures valued in general categories is because, in
examples, the collection of G–structures on a manifold M is not just a set but carries
more algebraic or analytic structure. For example, Stolz and Teichner [24] require local
structures valued in supermanifolds. We will focus on the case when G is valued in the
category SCHR of schemes over R. (In fact, all of our examples will take values in
the subcategory AFSCHR of affine schemes.)

The following is an easy exercise:

Lemma 1.1 Suppose d � 1. There are precisely two isotopy classes of local dif-
feomorphisms Rd !Rd (the identity and orientation-reversal), and so if G is an X–
valued topological local structure, then G.Rd / has an action by Z=2. The assignment
G 7! G.Rd / gives an equivalence of categories between the category of X–valued
topological local structures and the category XZ=2 of objects in X equipped with a
Z=2–action.

Example 1.2 The topological local structure GX corresponding to a Z=2–set X 2
SETSZ=2 can be constructed as follows. For any manifold M , let OrM!M denote the
orientation double cover; then GX .M/DmapsZ=2.OrM ; X/, where mapsZ=2 denotes
continuous Z=2–equivariant functions. If X has limits, then for X 2XZ=2 the formula
mapsZ=2.OrM ; X/ continues to make sense, and again defines the topological local
structure corresponding to X .

The most important example is when X D Z=2 is the trivial Z=2–torsor given by
the translation action of Z=2 on itself. Then GZ=2 D Or is the sheaf Or.M/ D

forientations of M g.

Given a SETS–valued topological local structure G , there is a G–structured bordism
category BORDG

d�1;d
, an object of which consists of a closed .d�1/–manifold N

Algebraic & Geometric Topology, Volume 17 (2017)
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together with an element of G.N �R/, and whose morphisms are d–dimensional
cobordisms similarly equipped with G–structure. If G is a SETS–valued topological
local structure, a G–structured R–linear d–dimensional field theory is a symmetric
monoidal functor BORDG

d�1;d
! VECTR . It will be useful to unpack the construction

of BORDG
d�1;d

in order to have a more explicit description of G–structured field
theories. The following logic is used in [20, Section 3.2] to reduce the “G–structured
cobordism hypothesis” to the unstructured case; see also [22, Section 3.5].

Let SPANS.SETS/ denote the symmetric monoidal category whose objects are sets
and whose morphisms are isomorphism classes of correspondences, ie diagrams of
shape X  A! Y ; composition is by fibered product and the symmetric monoidal
structure is by cartesian product. A G–structured classical field theory is a symmetric
monoidal functor BORDG

d�1;d
! SPANS.SETS/. Every SETS–valued topological

local structure G defines an unstructured classical field theory zGW BORDd�1;d !

SPANS.SETS/:

N1 N2

M

zG
7�!

fG–structures on M g

fG–structures on N1g fG–structures on N2g

restrict restrict

Functoriality for zGW BORDd�1;d ! SPANS.SETS/ follows from the sheaf axiom for G .

Unpacking the definitions results in the following:

Lemma 1.3 Let SPANS.SETSIVECTR/ denote the symmetric monoidal category
whose objects are pairs .X; V / where X 2 SETS and V is a vector bundle over X ,
and for which a morphism from .X; V / to .Y;W / is an isomorphism class of diagrams
X

f
 �A

g
�!Y together with a vector bundle map f �V ! g�W . Then a G–structured

field theory is the same data as a choice of lift:

SPANS.SETSIVECTR/

BORDd�1;d SPANS.SETS/
zG

forget the VECTR–data

Suppose that G is a topological local structure valued not in SETS but in SCHR . Our
strategy will be to take Lemma 1.3 as the model for the definition of G–structured field
theory. To do this, note that VECTR is naturally an object of R–algebraic geometry.
Indeed, there is a stack of categories on SCHR , namely QCOHW Spec.A/ 7! MODA ,
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whose category of global sections is nothing but QCOH.Spec.R//D VECTR . We can
therefore define:

Definition 1.4 Let G be a topological local structure valued in schemes over R,
thought of as a classical field theory

zGW BORDd�1;d ! SPANS.SCHR/:

Let SPANS.SCHRIQCOH/ denote the symmetric monoidal category whose objects are
pairs .X; V / where X is a scheme over R and V 2 QCOH.X/, in which a morphism
from .X; V / to .Y;W / is (an isomorphism class of) a correspondence of schemes
X

f
 �A

g
�!Y together with a map of quasicoherent sheaves f �V ! g�W , in which

composition is by fibered product, and in which the symmetric monoidal structure is
�Spec.R/ . A G–structured field theory is a choice of lift:

SPANS.SCHRIQCOH/

BORDd�1;d SPANS.SCHR/
zG

forget the QCOH–data

Any topological local structure G valued in SETS defines a topological local structure,
which we will also call G , valued in SCHR , via the symmetric monoidal inclusion
SETS ,! SCHR , S 7!S�Spec.R/. In this case, the notion of G–structured field theory
from Definition 1.4 agrees with the usual notion in terms of symmetric monoidal functors
BORDG

d�1;d
! VECTR , since QCOH.S �Spec.R//D freal vector bundles on S g.

We will focus on four examples of topological local structures G valued in SCHR , two
of which come from topological local structures valued in SETS . We will unpack a
bit about the values of G–structured field theories in all four cases to make everything
explicit.

Example 1.5 An unstructured or unoriented field theory is a “Spec.R/–structured”
one, where Spec.R/.M/D Spec.R/ for all manifolds M . Let Z be an unstructured
field theory. If M a closed d–dimensional manifold, then Z.M/2O.Spec.R//DR. If
N is a closed .d�1/–dimensional manifold, then Z.N/2QCOH.Spec.R//DVECTR .
Consider the macaroni cobordisms N � W N tN !∅ and N � W ∅!N tN . The
first defines a symmetric pairing Z.N � /W Z.N/˝Z.N/! R and the second a
symmetric copairing R!Z.N/˝Z.N/. The zig-zag equations D and D

require this pairing and copairing to be inverse to each other, and are equivalent to
making V D Z.N/ into a symmetrically self-dual vector space over R, ie we have
'W V �!� V � with '� ı' D idV .

Algebraic & Geometric Topology, Volume 17 (2017)
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Example 1.6 An oriented field theory is one with topological local structure OrD
GZ=2 from Example 1.2, thought of as being valued in SCHR via S 7! S � Spec.R/.
Orientations are distinguished among all topological local structures by Lemma 1.1:
they correspond to the trivial Z=2–torsor. We will review the basic structure enjoyed
by an oriented field theory Z .

Let M be a connected closed d–dimensional manifold. Then Z.M/ is a function
on Or.M/ � Spec.R/. If M is nonorientable, then Or.M/ D ∅ and Z.M/ is no
data. If M is orientable, then Or.M/ � Spec.R/ Š Spec.R/ t Spec.R/, the two
points corresponding to the two orientations of M , and Z.M/ is an element of
O.Spec.R/tSpec.R//DR�R, ie a pair of numbers (indexed by the two orientations
of M ).

Suppose now that N is a closed connected .d�1/–dimensional manifold. Again if N
is nonorientable, Or.N / is empty and Z assigns no data. If N is orientable, Z.N/
is a sheaf on Or.N /�Spec.R/Š Spec.R/tSpec.R/, ie a pair .V; V 0/ of real vector
spaces, one for each orientation of N . These vector spaces are not independent. Rather,
the macaroni cobordisms N � W N tN !∅ and N � W ∅!N tN each admit two
orientations, which induce orientations of their boundaries such that the two copies
of N have opposite orientations. Some definition-unpacking shows that the data of
Z.N � / is nothing but a linear map V ˝R V

0!R, and the data of Z.N � / is a
linear map R! V ˝R V

0 . The zig-zag equations assert that Z.N � / and Z.N � /

make V and V 0 into dual vector spaces.

Example 1.7 Lemma 1.1 distinguishes a second topological local structure valued
in SCHR . Specifically, there is a canonical nontrivial Z=2–torsor over Spec.R/,
namely Spec.C/ with the complex conjugation action. We will suggestively write
HerW MANd ! SCHR for this topological local structure, and call Her.M/ the scheme
of hermitian structures on M . One easily sees that for any manifold M ,

Her.M/D Or.M/�Z=2 Spec.C/;

where Z=2 acts on Or.M/ by orientation-reversal and on Spec.C/ by complex conju-
gation, and �Z=2 denotes the coequalizer of these actions. A hermitian field theory
is étale-locally-oriented in the sense that Her and Or are both valued in schemes
étale over Spec.R/ and are étale-locally isomorphic as topological local structures
over Spec.R/, since they pull back to isomorphic topological local structures along
Spec.C/! Spec.R/. Since there are precisely two Z=2–torsors over Spec.R/, there
are precisely two topological local structures étale-locally isomorphic to Or, ie precisely
two kinds of étale-locally-oriented field theory.
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We now justify the name “hermitian”. Suppose that Z is a Her–structured field theory
and M is a closed d–dimensional manifold. If M is not orientable, then Her.M/D∅
is the empty scheme and Z.M/ is no data. If M is orientable and nonempty, then
Her.M/ is noncanonically isomorphic to the disjoint union of 2j�0M j�1 copies of
Spec.C/. In particular, if M is connected and orientable, then either orientation of M
determines an isomorphism Her.M/Š Spec.C/. Thus, either choice of orientation
identifies Z.M/2O.Her.M// with a complex number. The two choices of orientation
determine isomorphisms that differ by complex conjugation. So one can think of Z
as assigning to every oriented manifold a complex number, subject to the condition
that orientation-reversal agrees with complex conjugation. Finally, if M D ∅, then
Her.M/D Spec.R/ and Z.M/D 1.

Suppose now that N is a closed connected .d�1/–dimensional manifold. Again,
if N is nonorientable, then Her.N / D ∅ and Z.N/ is no data. If N is orientable,
Z.N/ is a vector bundle on Her.N / Š Spec.C/, ie a complex vector space. The
values of the macaroni Z.N � / and Z.N � / now are bundles of linear maps over
Her.N � /Š Her.N � /Š Spec.C/. The domain and codomain of Z.N � / are
given by pulling back Z.N tN/ and Z.∅/ along the restrictions

Her.N � /!Her.N tN/DHer.N /�Spec R Her.N / and Her.N � /!Her.∅/;

and similarly for Z.N � /. Unpacking gives

Z.N � / 2 homR
�
Z.N � fptg/˝RZ.N � fptg/;R

�
˝R C;

Z.N � / 2 homR
�
R; Z.N � fptg/˝RZ.N � fptg/

�
˝R C:

The restriction map

Spec.C/D Her.N � /! Her.N /�Spec R Her.N /D Spec.C/�Spec.R/ Spec.C/

is the antidiagonal map � 7! .�; x�/, and so Z.N � / is a sesquilinear pairing on Z.N/.
It follows from the zig-zag equations that Z.N � / and Z.N � / identify the C–linear
dual vector space Z.N/� to Z.N/2VECTC with the complex conjugate space Z.N/.
Finally, the symmetry of N � translates into the requirement that the sesquilinear
pairing on Z.N/ is symmetric, or equivalently the isomorphism 'W Z.N/� �!� Z.N/

satisfies x'� ı' D id. It is in this sense that hermitian field theories are “hermitian”.

Example 1.8 In addition to HerW MANd ! SCHR , there is another topological local
structure whose value on Rd is Spec.C/, namely the one corresponding via Lemma 1.1
to Spec.C/ with the trivial Z=2–action. We will simply call this topological local
structure Spec.C/. It satisfies Spec.C/.M/D Spec.C/�0M for every manifold M .
When one unpacks the notion of Spec.C/–structured field theory, one finds that they
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are nothing but complex-linear unstructured field theories. For example, the values
of Spec.C/–structured field theories on closed connected .d�1/– and d–dimensional
manifolds are objects of QCOH.Spec.C//DVECTC and elements of O.Spec.C//DC ,
respectively.

Example 1.7 provided one of two reasons why hermitian field theories are distinguished:
they correspond to the unique nontrivial torsor over Spec.R/ for the group Z=2 D
�0 homMANd

.Rd ;Rd /. Theorem 0.2 provides the second reason, by asserting that of
the two types of étale-locally-oriented field theories, only hermiticity is compatible
with reflection-positivity. We now define reflection-positivity and prove Theorem 0.2.

Definition 1.9 A d–dimensional unstructured (ie Spec.R/–structured) field theory
ZW BORDd�1;d!VECTR is reflection-positive if the nondegenerate symmetric pairing
Z.N� /W Z.N/˝Z.N/!R is positive-definite for every closed .d�1/–dimensional
manifold N .

Most of the physics literature, including Atiyah’s original definition of functorial
topological field theory from [1], includes hermiticity directly in the definition of
quantum field theory. As such, reflection-positivity is usually posed as the requirement
that the hermitian form on the complex vector space Z.N/ should be positive-definite.
For nontopological quantum field theories defined on Minkowski Rd�1;1 , reflection-
positivity is a stronger condition assuring the existence of an analytic continuation
to imaginary time Rd�1 � iR�0 , and reflection refers to reflection in the time axis.
Positive-definiteness of the Hilbert space is what remains when interpreting this stronger
condition for topological field theories.

From the point of view of this paper, the nonhermitian version of reflection-positivity in
Definition 1.9 is the most primitive. The hermitian version arises as follows. Suppose
first that Z is not hermitian but oriented. One can produce an unstructured field theoryR

OrZ from Z by integrating out the choice of orientation:Z
Or
ZW M 7!

Z
�2Or.M/

Z.M; �/:

Here the integral is a finite sum of numbers when M is d–dimensional and a finite
direct sum when dimM < d . In particular, for N a connected .d�1/–dimensional
manifold, .

R
OrZ/.N /DZ.N/˚Z.N/

� with the obvious symmetric pairing.

Let Z� denote the orientation-reversal of the field theory Z . There is a canonical
equivalence

R
OrZ Š

R
OrZ

� . It follows that
R

Or makes sense not just for oriented
field theories but for any étale-locally-oriented field theory. Indeed, suppose Z is not
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oriented but hermitian. Using the isomorphism Her�Spec.R/ Spec.C/ŠOr�Spec.C/,
one sees that the base-changed field theory ZC DZ˝R C is naturally oriented and
C–linear, and so

R
OrZC makes sense as a C–linear unstructured field theory. But the

hermiticity of Z defines a Galois action on
R

OrZC , describing how it descends to
an R–linear unstructured field theory

R
OrZ . One finds that, for Z a hermitian field

theory and N a connected .d�1/–dimensional manifold, .
R

OrZ/.N / is nothing but
the underlying real vector space of the hermitian vector space Z.N/; the symmetric
pairing is twice the real part of the hermitian pairing on Z.N/.

The usual notion of reflection-positivity is then captured by the following:

Definition 1.10 An étale-locally-oriented field theory Z is reflection-positive if the
unoriented field theory

R
OrZ is reflection-positive. A field theory is unitary if it is

reflection-positive and hermitian.

With this notion, the proof of Theorem 0.2 is immediate:

Proof of Theorem 0.2 If V is a nonzero real vector space, V ˚V � is never positive-
definite.

Remark 1.11 One can also integrate a Spec.C/–structured field theory to a Spec.R/–
structured one. One finds that

R
Spec.C/ c D 2Re.c/ for c 2O.Spec.C//, and that the

integral of a complex vector space V 2VECTC is the underlying real vector space of V .
If Z is a Spec.C/–structured field theory, then Z.N � / is a C–linear symmetric
pairing on the complex vector space Z.N/, and

R
Spec.C/Z.N � / is twice its real

part, thought of as a symmetric pairing on the real vector space
R

Spec.C/Z.N/. The
real part of a complex-linear symmetric pairing is never positive-definite.

2 A categorified Galois extension

Section 1 illustrated the important role that algebraic geometry and Galois theory play
in explaining the origin of hermitian phenomena in quantum field theory. The goal
of this section and the next is to tell a similar story concerning super phenomena
of fermions and spinors. Explicitly, C appeared because it is the algebraic closure
of R. This section will explain that SUPERVECTC is the categorified algebraic closure
of VECTR . This is essentially Deligne’s “existence of super fiber functors” theorem
from [9]. We state this result as Theorem 2.7 and provide details of its proof, as our
phrasing is somewhat different from that of [9].

A convenient setting for categorified R–linear algebra is provided by the bicategory
PRESR of R–linear locally presentable categories, R–linear cocontinuous functors,
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and natural transformations: direct sums play the role of addition and quotients play
the role of subtraction. Two of the many ways that PRESR is convenient are that
it admits all limits and colimits [5] and that it has a natural symmetric monoidal
structure � D �R satisfying a hom-tensor adjunction [16]. The unit object for �
is VECTR . Basic examples of R–linear locally presentable categories include the
categories MODA of A–modules for any R–algebra A; the tensor product enjoys
MODA�MODB 'MODA˝B .

Definition 2.1 A categorified commutative R–algebra is a symmetric monoidal object
in PRESR .

We embed noncategorified commutative R–algebras among categorified commutative
R–algebras with the following lemma, whose proof is a straightforward exercise (see
[8, Proposition 2.3.9]):

Lemma 2.2 The assignment taking a commutative R–algebra R to the categorified
commutative R–algebra .MODR;˝R/ and an R–algebra homomorphism f W R! S

to extension of scalars ˝RS W MODR!MODS defines a fully faithful embedding of
the category of commutative R–algebras into the bicategory of categorified commutative
R–algebras.

We turn now to categorifying the notion of algebraic closure. Algebraic closures of
fields are determined by a weak universal property ranging over only finite-dimensional
algebras. Summarizing the story over R, we have:

Lemma 2.3 (0) C is a nonzero finite-dimensional commutative R–algebra.

(1) Every map C!A of nonzero finite-dimensional commutative R–algebras is an
injection.

(2) If A is a nonzero finite-dimensional commutative R–algebra, then there exists a
map A!C of commutative R–algebras.

(3) Items (0)–(2) determine C uniquely up to nonunique isomorphism.

Of course, (0)–(1) are equivalent to the statement that C is a field, and (2) is equivalent
to the statement that C is algebraically closed. We categorify these notions in turn.

Definition 2.4 A strongly generating set in an R–linear locally presentable category C
is a set of objects in C that generate C under colimits. The category C is finite-
dimensional if it admits a finite strongly generating set fC1; : : : ; Cng such that all hom-
spaces between generators hom.Ci ; Cj / are finite-dimensional and moreover every
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generator Ci is compact projective in C , in the sense that hom.Ci ;�/W C! VECTR

is cocontinuous.

A categorified commutative R–algebra .C;˝C; : : : / is finite-dimensional as a cate-
gorified commutative R–algebra if the underlying R–linear category of C is finite-
dimensional and moreover every projective object P 2 C is dualizable.

Compact projectivity, sometimes called tininess, is a strong but reasonable finiteness
condition to impose on an object. There are many definitions of projectivity that agree
for abelian categories but diverge for locally presentable but not necessarily abelian
categories; ours is one of the stronger possible choices. If C is a finite-dimensional
R–linear locally presentable category, then C is automatically equivalent to the category
MODA of modules for a finite-dimensional associative algebra A (eg one can take
AD End.

L
i Ci /).

Finite-dimensionality as a categorified algebra is stronger than just finite-dimensionality
of the underlying category. The condition that compact projectivity implies dualizability
expresses a compatibility between internal and external notions of finite-dimensionality
in a symmetric monoidal category, which otherwise might badly diverge [18]. Indeed,
P 2MODA is compact projective exactly when the functor ˝RP W VECTR!MODA
has a right adjoint of the form ˝AP_ for some left A–module P_ , whereas, for
.C;˝C; : : : / a symmetric monoidal category, P 2 C is dualizable when the functor
˝P W C! C has a right adjoint of the form ˝P � for some P � 2 C .

To check that .C;˝C; : : : / is finite-dimensional as a categorified commutative R–
algebra, it suffices to check that the underlying R–linear category C is finite-dimensional
and that each generator Ci is dualizable.

Definition 2.4 explains how to categorify item (0) from Lemma 2.3. With it in hand,
we may categorify the notion of algebraically closed field by following items (1)–(2):

Definition 2.5 A categorified field is a nonzero finite-dimensional categorified commu-
tative R–algebra .C;˝C; : : : / such that every 1–morphism .C;˝C; : : : /! .D;˝D; : : : /

of nonzero categorified commutative R–algebras is faithful and injective on isomor-
phism classes of objects.

A finite-dimensional categorified field .C;˝; : : : / is algebraically closed if for every
nonzero finite-dimensional categorified commutative R–algebra .B;˝; : : : /, there
exists a 1–morphism F W .B;˝B; : : : / ! .C;˝C; : : : / of categorified commutative
R–algebras.

Lemma 2.6 A finite-dimensional commutative R–algebra R is a field if and only if
.MODR;˝R; : : : / is a categorified field.
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Proof It is clear that if .MODR;˝R; : : : / is a categorified field, then R is a field,
simply by using the faithfulness assumption and 1–morphisms to categorified algebras
of the form .MODS ;˝S ; : : : /.

Conversely, suppose R is a field and F W MODR! C is any R–linear functor. Suppose
F is not faithful. Then there is a nonzero morphism f W X ! Y in MODR with
F.f /D 0. Using the fact that in MODR all exact sequences split, one can show that
F.im.f //D 0, from which it follows that F.R/D 0. If F is symmetric monoidal,
F.R/Š 1C is the monoidal unit in C , and so C is the zero category. This verifies the
faithfulness condition in Definition 2.5.

Suppose that .C;˝C; : : : / is a finite-dimensional categorified commutative algebra
over R, and let 1C denote its monoidal unit. Any � 2 EndC.1C/ defines a natural
endomorphism of the identity functor on C via

�jX D �˝ idX W X D 1C˝C X ! 1C˝C X DX;

and clearly �j1D�. Since C is finite-dimensional, it is equivalent to MODA for a finite-
dimensional associative algebra A; then the algebra of natural endomorphisms of the
identity functor is nothing but the center Z.A/� A. It follows that EndC.1C/�Z.A/
is finite-dimensional. Suppose that 1C 2 C corresponded to an infinite-dimensional
A–module MA . Then EndA.MA/D EndC.1C/ would be infinite-dimensional, as it is
the subalgebra of EndR.M/ cut out by finitely many equations (imposing compatibility
with multiplication by a basis in the finite-dimensional algebra A). It follows that 1C
corresponds to a finite-dimensional A–module, and so 1C is a compact object in C in
the sense that homC.1C;�/W C! VECTR preserves infinite direct sums.

If R is a field, every object in MODR is isomorphic to R˚˛ for some cardinal ˛ .
Let F W .MODR;˝R; : : : /! C be a cocontinuous symmetric monoidal functor. On
objects it takes R 2 MODR to 1C , and so takes R˚˛ to 1˚˛C . Since 1C is compact,
homC.1C; 1

˚˛
C / D EndC.1C/˚˛ is .dim.EndC.1C//� ˛/–dimensional over R. Since

dim.EndC.1C// <1, the cardinal ˛ is determined by the cardinal dim.EndC.1C//�˛ .
This verifies the injectivity-on-objects condition in Definition 2.5.

We now describe the categorified algebraic closure of R. Recall that the symmetric
monoidal category SUPERVECTC of supervector spaces over C is by definition equiv-
alent as a monoidal category, but not as a symmetric monoidal category, to the category
REPC.Z=2/ of complex representations of the group Z=2. Let J denote the sign
representation, also called the odd line. In REPC.Z=2/, the symmetry J˝J! J˝J
is multiplication by C1; in SUPERVECTC the symmetry is �1. The rest of the
symmetry is determined from this law by the axioms of a symmetric monoidal category.
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The following is, with just a few changes of context, the main result of [9]; because of
these few changes, we review the proof.

Theorem 2.7 SUPERVECTC is the unique (up to nonunique equivalence) finite-
dimensional algebraically closed categorified field over R.

Proof To show that SUPERVECTC is a categorified field, one proceeds as in the proof
of Lemma 2.6. We need the following additional observation. Let F W SUPERVECTC!C
be a morphism of finite-dimensional categorified commutative R–algebras, and let
JC D F.J/ denote the image of the odd line. Then JC has self-braiding �1 whereas
1C has self-braiding C1, from which it follows that 1C and JC are not isomorphic.
On the other hand, tensoring with JC induces an autoequivalence of C , and so JC ,
like 1C , is compact and nonzero. From these facts, it follows that F is faithful and that
one can recover the isomorphism type of an object V D 1˚˛˚ J˚ˇ 2 SUPERVECTC

from the vector space homC.1C˚ JC; F .V //.

We next verify that, assuming SUPERVECTC is algebraically closed, it is the unique
such category. Suppose that C is another algebraically closed finite-dimensional cate-
gorified field over R. Then there are symmetric monoidal functors C! SUPERVECTC

and SUPERVECTC ! C , both faithful and injective on objects. Their composition
SUPERVECTC! C! SUPERVECTC is full and essentially surjective as it necessarily
takes 1 to 1 and J to J . Thus the functor C! SUPERVECTC is essentially surjective
and full (fullness uses that C! SUPERVECTC is injective on objects).

Finally, we prove that SUPERVECTC is algebraically closed. Let C be a nonzero finite-
dimensional categorified commutative R–algebra. We must construct a 1–morphism
C ! SUPERVECTC . By including C ! C �R SUPERVECTC if necessary, we may
assume without loss of generality that C receives a 1–morphism SUPERVECTC! C .
As above, we will denote the images under this 1–morphism of 1; J 2 SUPERVECTC

by 1C; JC , respectively.

We will need the following notion. Let � be a partition of n 2N and V� the corre-
sponding irrep of the symmetric group Sn . Recall that, for any C–linear symmetric
monoidal category .C;˝; : : : / containing direct sums and splittings of idempotents,
the Schur functor S�W C! C is the (nonlinear) functor X 7! .X˝n˝V�/Sn

, where Sn
acts on X˝n via the symmetry on C , and .�/Sn

denotes the functor of coinvariants.
S� is natural for symmetric monoidal C–linear functors.

Choose a strong projective generator P 2 C . (In the notation of Definition 2.4, one
can for example take P D

L
i Ci .) Then the underlying category of C is equivalent

to the category of EndC.P /–modules, and the subcategory of compact objects of C
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is the abelian category of finite-dimensional EndC.P /–modules. In particular, every
compact object has finite length. As shown in the proof of Lemma 2.6, 1C is compact,
from which it follows that all dualizable objects are compact. Since P is dualizable by
assumption, P˝n is also dualizable and hence compact.

We claim that there exists some � such that S�.P /D0. Indeed, suppose that there were
not. Then, as in [9, Paragraph 1.20], the isomorphism P˝n Š

L
j�jDn V�˝ S�.P /

would imply that

length.P˝n/�
X
j�jDn

dimV� �
�X

.dimV�/
2
�1=2
D .nŠ/1=2;

which grows more quickly than any geometric series. Suppose that X; Y;M 2 C are
compact objects and E is an extension of X by Y . Then, as in [9, Lemma 4.8], right
exactness of the tensor functor implies

length.E˝M/� length.E˝X/C length.E˝Y /:

From this, the lengths of the tensor products of simple objects, and the fact that finite-
dimensional algebras admit only finitely many simple modules, one can bound the
growth of length.P˝n/ by some geometric series.

Given a commutative algebra object A 2 C , let 1A and JA denote the images of 1C
and JC under the extension-of-scalars functor ˝AW C!fA–modules in C g. Note that
˝A makes fA–modules in C g into a categorified commutative R–algebra. Following
[9, Proposition 2.9], we will find a nonzero commutative algebra A 2 C such that
P ˝A Š 1˚rA ˚ J˚sA for some r; s 2 N . Supposing we have done so, let R be the
commutative superalgebra whose even part is End.1A/Š End.JA/ and whose odd part
is hom.JA; 1A/ Š hom.1A; JA/, ie the “endomorphism superalgebra” of 1A . Since
P is a compact projective generator of C and P ˝A Š 1˚rA ˚ J˚sA , the symmetric
monoidal category fA–modules in Cg is strongly generated as a category by 1A and JA ,
and so is equivalent to the category SUPERMODR of R–modules in SUPERVECTC ;
this equivalence is then manifestly symmetric monoidal.

Suppose by induction that we have found a nonzero commutative algebra object A 2 C
such that P ˝AŠ 1˚r

0

A ˚J˚s
0

A ˚P 0 for some P 0 2 fA–modules in Cg. Then P 0 is a
summand of a dualizable object and hence dualizable. If Symn P 0 D

Vn
P 0 D 0 for

all sufficiently large n, then P 0 D 0 by [9, Corollary 1.7 and Lemma 1.17]. If on the
other hand Symn P 0 ¤ 0 for all n (resp.

Vn
P 0 ¤ 0 for all n), then [9, Lemma 2.8],

which does not assume the category to be rigid, constructs a nonzero A–algebra A0

such that P 0˝A0 Š 1A0 ˚P 00 (resp. P 0˝A0 Š JA0 ˚P 00 ). We iterate, continually
splitting off 1As and JAs. The iteration must terminate as otherwise S�.P /¤ 0 for
all � [9, Corollary 1.9].
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Thus we have found a nonzero commutative superalgebra R and a morphism C !
SUPERMODR of categorified commutative R–algebras. We can choose a field L that
receives a map from R and extend scalars further so as to build a linear cocontinuous
symmetric monoidal functor C! SUPERVECTL . Moreover, since EndC.P / is finite-
dimensional over C , the functor C! SUPERVECTL factors through SUPERVECTK

for some intermediate field C �K� L which is finite-dimensional over C . But since
C is algebraically closed, the only such field is KDC .

Remark 2.8 The fact that SUPERVECTC is algebraically closed explains its central
role in categorified representation theory [17; 13].

Remark 2.9 The categorified algebraic closure of xFp is not yet known. When p > 2,
Ostrik [21] conjectures that the answer is a characteristic-p version of quantum SU.2/
at level p � 2 called VERp . Etingof has conjectured that the categorified algebraic
closure of xF2 is a nonsemisimple characteristic-2 version of SUPERVECT , described
by the triangular Hopf algebra xF2Œx�=.x2/ with �.x/D 1˝ xC x˝ 1 and R–matrix
RD 1˝ 1C x˝ x .

We now use the algebraic closure VECTR! SUPERVECTC to categorify the notion
of torsor over Spec.R/. We first show that VECTR! SUPERVECTC is “Galois”. Let
.C;˝C; : : : / be a categorified commutative R–algebra. A C–module is an R–linear
locally presentable category V 2 PRESR together with an action of C on V which
is cocontinuous in each variable. A morphism of finite-dimensional C–modules is a
cocontinuous strong module functor. Since C is commutative, the bicategory MODC
of finite-dimensional C–modules carries a symmetric monoidal structure �C . See for
example Definitions 2.1, 2.6 and 3.2 of [10].

Let .C;˝C; : : : /! .D;˝D; : : : / be a 1–morphism of categorified commutative R–
algebras. Such a map makes .D;˝D; : : : / into a commutative algebra object in MODC .
Let AutD AutC.D/ denote the group of C–linear symmetric monoidal automorphisms
of D . We will denote by MODDÌAut the bicategory of D–modules equipped with
a C–linear Aut–action such that the D–action is Aut–equivariant. It is a symmetric
monoidal bicategory with symmetric monoidal structure given by the tensor product of
underlying D–modules. The scalar extension functor �CDWMODC!MODD factors
canonically through MODDÌAut :

MODC
�CD
�!MODDÌAut

forget
�!MODD:

The functor �CDWMODC !MODDÌAut has a right adjoint .�/AutWMODDÌAut!

MODC given by taking the Aut–fixed points of a module V 2MODDÌAut .
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Definition 2.10 An extension of categorified fields .C;˝C; : : : /! .D;˝D; : : : / is
Galois if

�CDWMODC�MODDÌAut W.�/
Aut

is an equivalence of bicategories.

We will prove:

Theorem 2.11 The extension VECTR! SUPERVECTC is Galois.

Remark 2.12 For comparison, the extensions

VECTxFp
! VERp and VECTxF2

! REP.F Œx�=.x2//

from Remark 2.9 are not Galois (except for when p D 3/. Indeed, the latter is
“purely inseparable”, and the maximal “separable” subextension of VECTxFp

! VERp
is SUPERVECTxFp

.

We henceforth write GAL.R/ D AutR.SUPERVECTC/, and call it the categorified
absolute Galois group of R. We first calculate it:

Lemma 2.13 The categorified absolute Galois group of R is Z=2�B.Z=2/.

Proof Since categorified commutative R–algebras form a bicategory, GAL.R/ is
a group object in homotopy 1–types. A symmetric monoidal autoequivalence of
SUPERVECTC consists of a functor F W SUPERVECTC ! SUPERVECTC and some
compatible isomorphisms. We can canonically trivialize the isomorphisms F.1/Š 1
and F.1˝ X/ Š 1˝ F.X/, and so the only remaining datum is an isomorphism
�W F.J ˝J/ �!� F.J/˝F.J/, of which there are C�–many. The functor F admits
symmetric monoidal natural automorphisms that are trivial on 1 but act on J by
˛ 2C� . Under such an automorphism, the map � transforms to �˛2 . Thus we find
that

Aut.F /Š ker
�
C�

˛ 7!˛2

�! C�
�
Š Z=2:

F induces an automorphism of CDEnd.1/. If this is the identity, then F is monoidally
equivalent to the identity; otherwise, F is monoidally equivalent to extension of scalars
along the complex conjugation map C ! C . Thus �0.GAL.R// Š Z=2, and the
computation above shows that each connected component is a B.Z=2/. These fit
together via the Galois action of Z=2 on

ker
�
C�

˛ 7!˛2

�! C�
�
;
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and so GAL.R/ is a split extension Z=2ËB.Z=2/. Direct calculation verifies that it
is the trivial extension; one can also show via standard techniques that there are no
nontrivial split extensions of Z=2 by B.Z=2/.

The nontrivial element in �1B.Z=2/ acts on SUPERVECTC as the natural transforma-
tion of the identity commonly called .�1/f , where f stands for “fermion number”.

Proof of Theorem 2.11 The bicategory MODVECTR is nothing but PRESR itself.
Given V 2 PRESR , its image under �RSUPERVECTC in MODSUPERVECTCÌAut can
be described as follows. The objects of V�R SUPERVECTC are formal direct sums
V0˚ JV1 where V0 and V1 are objects of V . The morphisms are

hom.V0˚ JV1; W0˚ JW1/D homV.V0; W0/˝C˚ homV.V1; W1/˝C:

SUPERVECTC acts on V �R SUPERVECTC in the obvious way. The action of
AutR.SUPERVECTC/D Z=2�B.Z=2/ is via complex conjugation and .�1/f , just
as it is on SUPERVECTC . The fixed-points of this action are therefore the purely
even objects — those of the form V0˚ J0 — equipped with a C–antilinear involutive
automorphism of V0 . The fact that R!C is Galois then implies that the composition
.�/Aut ı .�RSUPERVECTC/ is equivalent to the identity.

It remains to verify that .�RSUPERVECTC/ı.�/
Aut is equivalent to the identity. Let V

be a SUPERVECTC–module. Then V comes equipped with an endofunctor J˝W V!V ,
given by the action of the odd line J 2 SUPERVECTC , satisfying .J˝/2 Š id, and
for each X 2 VECTC an endofunctor X˝W V! V . The data of an Aut–action on V
compatible with these actions consists of: an endofunctor V 7! xV , squaring to the
identity, such that X ˝V Š xX˝ xV for X 2VECTC ; and a natural automorphism � of
the identity functor, squaring to the identity, such that �J˝V D�idJ ˝ �V . Let’s say
that V 2 V is purely even if �V DC1 and purely odd if �V D�1. Then every V 2 V
canonically decomposes into a direct sum V D V0˚V1 of purely even and purely odd
submodules. The Aut–fixed points are the purely even submodules V D V0 equipped
with isomorphisms V Š xV . Note that J˝ interchanges purely even and purely odd
objects, and so

V ' fpurely even objects in Vg� fpurely odd objects in Vg

' fpurely even objects in Vg�C SUPERVECTC:

Finally, since R! C is Galois, restricting from fpurely even objects in Vg to those
with V Š xV gives an R–linear category whose tensor product with C is exactly
fpurely even objects in Vg.
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Remark 2.14 Theorem 2.11 implies that the full list of categorified field exten-
sions of R consists of the familiar categories VECTR , VECTC , SUPERVECTR and
SUPERVECTC , and a less-familiar category that deserves to be called SUPERVECTH .
The first four are the fixed-points for the obvious subgroups Z=2�B.Z=2/, B.Z=2/,
Z=2 and f1g of the categorified Galois group GAL.R/. The last is the fixed-points
for the nonobvious inclusion Z=2 ,! Z=2�B.Z=2/ which is the identity on the first
component and the nontrivial map Z=2! B.Z=2/ on the second component (corre-
sponding to the nontrivial class in H2.B.Z=2/IZ=2/). As a category, SUPERVECTH'

VECTR�MODH , hence the name. The monoidal structure involves the Morita equiv-
alence H˝R H'R.

We can now categorify the usual classification of torsors in terms of Galois actions.

Definition 2.15 Let G be a finite Picard groupoid. A categorified G–torsor over R is
a nonzero G–equivariant categorified commutative R–algebra T such that the functor

T �R T !maps.G; T /; t1� t2 7!
�
g 7! .g F t1/˝ t2

�
is an equivalence, where maps.G; T / denotes the categorified commutative algebra of
T –valued functors on the underlying groupoid of G , F denotes the action of G on T ,
and ˝ denotes the multiplication in T .

Proposition 2.16 Let GAL.R/D AutR.SUPERVECTC/ denote the categorified abso-
lute Galois group of R. For each finite categorified group G , there is a natural-in-G
equivalence

fcategorified G–torsors over Rg 'maps.B GAL.R/;BG/:

The proof is just as in the uncategorified situation:

Proof Let T be a categorified G–torsor over R. Then T 0 D T �R SUPERVECTC

is a G–torsor over SUPERVECTC . Since SUPERVECTC is algebraically closed, we
can choose a symmetric monoidal functor F W T 0! SUPERVECTC . Let �0 denote
�SUPERVECTC . The equivalence T 0�0 T 0 7!maps.G; T 0/ making T 0 into a torsor over
SUPERVECTC fits into a commutative square

T 0�0 T 0 maps.G; T 0/

T 0 maps.G; SUPERVECTC/

�

id�0F

t 7!.g 7!F.gFt//

F ı
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in which the downward arrows are both equivalent to �T 0SUPERVECTC . It follows
that T 0 is a trivial G–torsor over SUPERVECTC .

Theorem 2.11 then provides an equivalence of homotopy 2–types

fcategorified G–torsors over Rg

'
˚
GAL.R/–actions on the trivial G–torsor over SUPERVECTC

compatible with the action on SUPERVECTC
	
:

But AutR.maps.G; SUPERVECTC//'G�GAL.R/, and the equivariance requirement
is equivalent to the requirement that the morphism GAL.R/! G � GAL.R/ is the
identity on the second component. Therefore we are left with maps GAL.R/!G up
to equivalences given by inner automorphism.

3 Spin and spin-statistics field theories

With the categorified Galois extension VECTR! SUPERVECTC from Section 2 in
hand, we are equipped to categorify the story from Section 1. The uncategorified story
related orientations with hermiticity; the categorified story will relate spin and statistics.

Recall that a spin structure on a d–dimensional manifold M is a Spin.d/–principal
bundle P !M together with an isomorphism P �Spin.d/Rd Š TM . The collection
Spins.M/ of spin structures on M is not naturally a set, but rather a groupoid. We
therefore extend without further comment the notion of topological local structure
valued in a bicategory X to be a sheaf MANd!X that takes homotopies between maps
in MANd to isomorphisms between maps in X and homotopies between homotopies
to equalities between isomorphisms. Generalizing Lemma 1.1, we have:

Lemma 3.1 Let X be a bicategory with limits. Topological local structures on MANd
valued in X are equivalent to objects of X equipped with an action by the Picard
groupoid ��1 homMANd

.Rd ;Rd /D ��1O.d/. When d � 3, this Picard groupoid is
canonically equivalent to Z=2�B.Z=2/.

Remark 3.2 The existence of an identification ��1O.d/Š Z=2�B.Z=2/, d � 3,
is the same as the standard assertion that the k-invariant connecting �1BO.1/ and
�2BO.1/ vanishes. However, the group Z=2� B.Z=2/ admits a nontrivial group
automorphism, given by the identity on each factor and the nontrivial group map
Z=2 ! B.Z=2/, corresponding to the nontrivial element of H2.B.Z=2/IZ=2/ D
Z=2, mixing the factors. Thus there are two inequivalent identifications ��1O.1/Š
Z=2 � B.Z=2/. To pick one is the same as to pick a splitting of the projection
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��1O.d/ ! �0O.d/ D Z=2. There is a canonical choice: the “stable” splitting
Z=2! O.d/ sending the nontrivial element of Z=2 to the matrix0BBB@

�1

C1

C1
: : :

1CCCA ;
called “T” in the physics literature. Corresponding to the two splittings Z=2 !
��1O.d/ are two projections ��1O.d/! B.Z=2/, the kernels of which are the two
pin groups Pin˙.d/.

Example 3.3 We recall two standard facts about spin structures. First, given any spin
structure on a d–dimensional manifold M , let P ! M denote the corresponding
Spin.d/–bundle. Then P �Spin.d/ PinC.d/ is a PinC.d/–bundle over M with a
distinguished sheet. The other sheet of P �Spin.d/ PinC.d/ also defines a Spin.d/–
bundle over M , corresponding to the orientation-reversal of the original spin structure.
Second, any spin structure on M admits a square-1 automorphism which acts on
the bundle P !M by multiplication by the nontrivial central element of Spin.d/
coming from 360ı–rotation in SO.d/. The mapping cylinder of this automorphism
is the product spin manifold M � , where denotes the nontrivial-rel-boundary
spin structure on the interval Œ0; 1�. We will also use the name “ ” to denote the
automorphism of the spin structure. Together, orientation-reversal and define an
action of Z=2�B.Z=2/ on Spins.M/.

When M DRd , the orientation reversal and 360ı–rotation action of Z=2�B.Z=2/
witness Spins.Rd / as the trivial .Z=2�B.Z=2//–torsor. When d � 3, orientation-
reversal and 360ı–rotation make up the full group ��1O.d/DZ=2�B.Z=2/, and so
Spins is the topological local structure corresponding to the trivial ��1O.d/–torsor
via Lemma 3.1. When d < 3, the canonical inclusion X 7!

�
X
1

�
of O.d/ into

O.3/ provides an action of ��1O.d/ on ��1O.3/ Š Z=2�B.Z=2/, which in turn
corresponds to the topological local structure Spins.

We now move to an algebrogeometric setting in which there are interesting topological
local structures that are étale-locally equivalent to Spins in the way that Her was
étale-locally equivalent to Or. Ordinary algebraic geometry does not suffice, since
Spec.C/ is étale-contractible in the ordinary sense. Instead, since groupoids are a
categorification of sets, we work with a categorification of schemes:

Definition 3.4 The bicategory CATAFFSCHR of categorified affine schemes over R
is opposite to the bicategory of categorified commutative R–algebras in the sense of
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Definition 2.1. We will write Spec.C/ for the categorified affine scheme corresponding
to a categorified commutative algebra C .

Lemma 2.2 provides a fully faithful inclusion of the category AFFSCHR of uncate-
gorified affine schemes into CATAFFSCHR ; in particular, we identify Spec.R/ with
Spec.VECTR/. The details of notions like “nonaffine categorified scheme” and “cate-
gorified étale topology” have yet to be worked out, and are the subject of joint work
in progress by A Chirvasitu, E Elmanto and the author. Theorem 2.11 suggests that
Spec.SUPERVECTC/ ! Spec.R/ is a “categorified étale cover” and Theorem 2.7
suggests that Spec.SUPERVECTC/ is “categorified étale contractible”. In particular,
we will say that categorified affine schemes X and Y are étale-locally equivalent if
their pullbacks X �Spec.R/ Spec.SUPERVECTC/ and Y �Spec.R/ Spec.SUPERVECTC/

are equivalent as categorified affine schemes over SUPERVECTC . This in particular
implies that for any Picard groupoid G , the geometric notion of categorified G–torsors
over Spec.R/, defined as G–objects over Spec.R/ étale-locally equivalent to G acting
on itself, agrees with the algebraic notion from Definition 2.15, which by Lemma 2.13
and Proposition 2.16 are classified by maps Z=2�B.Z=2/!G .

Now note the following coincidence: there is a canonical equivalence ��1O.d/ Š
Z=2�B.Z=2/Š GAL.R/, and hence a canonical categorified ��1O.d/–torsor, when
d � 3. This torsor is nothing but the categorified affine scheme Spec.SUPERVECTC/

equipped with its GAL.R/–action.

Definition 3.5 The sheaf of hermitian spin-statistics structures is the sheaf

HerSpinStatsW MANd ! CATAFFSCHR

such that HerSpinStats.Rd /D Spec.SUPERVECTC/, on which ��1O.d/Š GAL.R/
acts via the Galois action.

Lemma 3.6 For any manifold M ,

HerSpinStats.M/D
Spins.M/�Spec.SUPERVECTC/

Z=2�B.Z=2/
;

where Z=2 � B.Z=2/ acts on Spins.M/ by orientation-reversal and by from
Example 3.3, and it acts on SUPERVECTC by complex conjugation and by .�1/f

from Lemma 2.13.

Lemma 3.6 begins to justify the phrase “hermitian spin-statistics structure” from
Definition 3.5: that orientation-reversal acts by complex conjugation is the essence of
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hermiticity, and that acts by .�1/f is a version of spin-statistics as it is used in
physics.

To further justify the name, we should study hermitian spin-statistics field theories
directly. The definition of hermitian spin-statistics field theory will be a direct analog
of hermitian field theory from Section 1.

Let BORDd�2;d�1;d denote the once-extended d–dimensional bordism bicategory
constructed by Schommer-Pries in [22]. Given any topological local structure valued
in groupoids GW MANd ! GPOIDS , [22] also explains how to build a symmetric
monoidal bicategory BORDG

d�2;d�1;d
of bordisms with G–structure. A once-extended

G–structured field theory is then a symmetric monoidal functorZW BORDG
d�2;d�1;d

!V

for some symmetric monoidal bicategory V of “categorified vector spaces”.

We will take VD ALGR to be the symmetric monoidal “Morita” bicategory of asso-
ciative algebras, bimodules and intertwiners. Just as VECTR had a natural extension
to the stack QCOH of categories over SCHR , so too ALGR has a natural extension
allowing for “bundles” or “sheaves” of algebras over any categorified affine scheme:
given a categorified commutative R–algebra C , set ALG.Spec.C// D ALG.C/ to be
the symmetric monoidal bicategory of algebra objects in C , bimodule objects in C , and
intertwiners in C . Although we have not defined, and will not use, any topology on
CATAFFSCHR , and so cannot say precisely what it means to be a stack of bicategories,
it is not hard to find a bicategory object internal to CATAFFSCHR that represents
ALG.�/, and so ALG.�/ is certainly a stack of bicategories in any subcanonical
topology.

Remark 3.7 The Eilenberg–Watts theorem [11; 26] identifies ALGR with the full
subbicategory of PRESR whose objects admit a compact projective generator. The
correct target for once-extended nontopological quantum field theory is more likely
the larger PRESR . But it is reasonable to expect that every topological field theory
factors through ALGR , since it is expected that only categories equivalent to MODA ,
A 2 ALGR , are sufficiently dualizable (see [6]). Indeed, one should expect more: topo-
logical field theories should factor through the subbicategory of ALGR whose objects
are finite-dimensional algebras and whose morphisms are finite-dimensional bimodules.
This subbicategory is equivalent to the bicategory MODPRESR of finite-dimensional
PRESR–modules from Section 2. More generally, for C a finite-dimensional categori-
fied commutative ring, the bicategory MODC of finite-dimensional C–modules is a
subbicategory of ALG.C/, which is a subbicategory of the bicategory of all C–modules.

Definition 3.8 Let SPANS2.CATAFFSCHR/ denote the symmetric monoidal bicate-
gory whose objects are categorified affine schemes, 1–morphisms are spans X A!Y ,
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and 2–morphisms are spans-between-spans:

X M Y

A

B

Composition is by fibered product, and the symmetric monoidal structure is the
cartesian product in CATAFFSCHR . Let G be a topological local structure valued
in CATAFFSCHR ; it defines a symmetric monoidal functor

zGW BORDd�2;d�1;d ! SPANS2.CATAFFSCHR/:

Let SPANS2.CATAFFSCHRIALG/ be the symmetric monoidal bicategory whose ob-
jects are a categorified affine scheme X together with an algebra V 2 ALG.X/, whose
1–morphisms are spans X f

 � A
g
�! Y together with a bimodule between f �V

and g�W in ALG.A/, and whose 2–morphisms are spans of spans together with an
intertwiner between pulled-back bimodules. A G–structured field theory is a lift:

SPANS2.CATAFFSCHRIALG/

BORDd�2;d�1;d SPANS2.CATAFFSCHR/
zG

forget the ALG–data

Example 3.9 We now continue to justify the name “hermitian spin-statistics” from
Lemma 3.6. Let Z be a d–dimensional HerSpinStats–structured field theory. We will
unpack its values on various manifolds.

Suppose first that M is a closed d–dimensional manifold. Considered as an element of
BORDd�2;d�1;d , M is an endo-2–morphism of the identity 1–morphism of the unit ob-
ject. Then Z.M/ is an endo-2–morphism of the identity 1–morphism of the unit object
in ALG.HerSpinStats.M//, ie a function Z.M/ 2O.HerSpinStats.M//. Any choice
of spin structure for M determines a map Spec.SUPERVECTC/! HerSpinStats.M/,
and these maps together cover HerSpinStats.M/ as the spin structure varies over M .
Thus the data of Z.M/ is the data of an element of O.Spec.SUPERVECTC//DC for
each spin structure on M . By the construction of HerSpinStats from Lemma 3.6, two
spin structures on M with reversed orientation lead to complex-conjugate values of
Z.M/. This is a manifestation of the hermiticity of Z .

To see spin-statistics phenomena, consider next the case of a closed .d�1/–dimensional
manifold N . Then Z.N/ is an endo-1–morphism of the unit object in the category
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ALG.HerSpinStats.N //, ie a vector bundle on HerSpinStats.N /. Again, any spin
structure on N allows this vector bundle to be pulled back to a vector bundle on
Spec.SUPERVECTC/, and so Z.N/ assigns a complex supervector space to each spin
structure on N . In addition to the hermiticity requirement that orientation-reversed
spin structures map to complex-conjugate supervector spaces, there is another relation
between these supervector spaces and the spin structures. Indeed, fix a spin structure �
on N , and let Z.N; �/ denote the corresponding complex supervector space. Con-
sider the spin cobordism .N; �/� . This spin structure picks out a particular map
Spec.SUPERVECTC/! HerSpinStats.N � Œ0; 1�/, along which Z.N � Œ0; 1�/ pulls
back to a map Z..N; �/� /W Z.N; �/! Z.N; �/. But .N; �/� is simply the
mapping cylinder of the 360ı–rotation of � , and Lemma 3.6 identifies 360ı–rotation
with .�1/f . All together, we find that Z..N; �/ � / is required to evaluate to
.�1/f W Z.N; �/!Z.N; �/.

Similar discussion applies also in codimension-2, and hermitian spin-statistics field
theories unpack to spin field theories BORD

Spins
d�2;d�1;d

! ALG.SUPERVECTC/ such
that the actions of Z=2�B.Z=2/ on the source and target categories are intertwined.
The phrase “spin-statistics” refers to the identification D .�1/f . In a spin field
theory the .�1/–eigenstates of are called spinors and in a super field theory the
.�1/–eigenstates of .�1/f are called fermions, so “spin-statistics” can be equivalently
described as the assertion that the classes of spinors and fermions agree.

By construction, HerSpinStats is an étale-locally-spin topological local structure in the
sense that

HerSpinStats�Spec.R/ Spec.SUPERVECTC/ and Spins�Spec.SUPERVECTC/

are equivalent. Since GAL.R/D Z=2�B.Z=2/ and Spins corresponds to the trivial
Z=2�B.Z=2/–torsor, Proposition 2.16 asserts that the set of inequivalent topological
local structures étale-locally-equivalent to Spins is equivalent to

�0 maps
�
B.Z=2�B.Z=2//;B.Z=2�B.Z=2//

�
;

which can be easily computed as

H1.B.Z=2/IZ=2/�H2.B.Z=2/IZ=2/�H1.B2.Z=2/IZ=2/�H2.B2.Z=2/IZ=2/

Š .Z=2/3;

and so there are exactly eight different choices. Whether the corresponding field theories
are oriented or hermitian is controlled by the component Z=2!Z=2 relating complex
conjugation with orientation-reversal. Whether the field theories are spin or spin-
statistics is controlled by the component B.Z=2/! B.Z=2/ relating .�1/f with .
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But once these choices are made, there is still the choice of map Z=2! B.Z=2/ —
the possible choices are parametrized by H2.Z=2IZ=2/Š Z=2 — which adjusts how
orientation-reversal behaves on fermions.

There are also topological local structures G satisfying G.Rd /D Spec.SUPERVECTC/

but in which part or all of ��1O.d/ acts trivially, analogous to the C–linear unstructured
field theories from Example 1.8. We now illustrate a few of the possible choices to
emphasize that spin and statistics are not intrinsically linked, even in the presence
of hermiticity. We will then prove Theorem 0.1 showing that spin and statistics are
linked when an extra reflection-positivity hypothesis is imposed. In order to construct
examples of field theories with various topological local structures, we focus on the case
when d D 2, since then we can use Schommer-Pries’s classification of 2–dimensional
field theories from [22].

Example 3.10 A hermitian spin field theory is an R–linear field theory with local
structure Spins�Z=2 Spec.C/. Unpacking the definition, a hermitian spin field theory
is a nonsuper C–linear spin field theory such that orientation-reversal agrees with
complex conjugation. In terms of simultaneously-spin-and-super field theories,
acts nontrivially but .�1/f acts trivially.

Two-dimensional C–linear spin field theories in ALG are classified by finite-dimen-
sional complex semisimple algebras A equipped with a trivialization 'W A�˝AA� �!� A

of A–A bimodules, where A� denotes the linear dual bimodule to A, such that the two
maps '˝ idW A�˝AA�˝AA� �!� A˝AA

�DA� and id˝'W A�˝AA�˝AA� �!�

A�˝AADA
� agree. The hermiticity requirement unpacks to having a (C–antilinear)

stellar structure, ie a Morita equivalence Aop Š xA, where xA is the complex-conjugate
algebra, satisfying certain requirements [22, Section 3.8.6]. Stellar structures are
the Morita-equivariant version of �–structures, and any �–structure defines a stellar
structure. Hermiticity requires that ' be real.

For example, we can take ADC with its standard �–algebra structure, and choose the
trivialization 'W CDC�˝C C� �!� C to be multiplication by �1. Either trivialization
˙
p
�1W C�!C presents the C–linear field theory defined by A as the underlying

spin field theory of an oriented field theory over C . But as a hermitian spin theory, the
field theory defined by A is fundamentally spin, since neither ˙

p
�1 is real.

Example 3.11 A hermitian super field theory is an R–linear field theory with local
structure Or�Z=2 Spec.SUPERVECTC/Š Her�Spec.SUPERVECTR/, ie an oriented
field theory valued in SUPERVECTC such that orientation-reversal agrees with complex
conjugation. In terms of simultaneously-spin-and-super field theories, .�1/f acts
nontrivially but acts trivially.
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Two-dimensional hermitian super field theories are classified by symmetric Frobenius
stellar superalgebras. In particular, every symmetric Frobenius �–superalgebra deter-
mines a hermitian super field theory. Consider the complex superalgebra Cliff.2/D
Chx; yi=.x2 D y2 D 1; Œx; y�D 0/, where x and y are odd. It admits a �–structure
in which x�D x

p
�1 and y�D y

p
�1. Then xy is imaginary and even, and Cliff.2/

admits a symmetric Frobenius �–superalgebra structure in which tr.xy/D
p
�1 and

tr.1/D tr.x/D tr.y/D 0.

As a complex Frobenius superalgebra, Cliff.2/ is Morita-equivalent to C , and so
the C–linear oriented super field theory defined by Cliff.2/ is the superification of a
purely bosonic theory. But the Morita equivalence Cliff.2/'C is not compatible with
the stellar structure, and so the corresponding hermitian super field theory defined by
Cliff.2/ is fundamentally super.

Example 3.12 Two-dimensional spin-statistics field theories are classified by finite-
dimensional semisimple “twisted-symmetric” Frobenius superalgebras. Specifically,
let A be a finite-dimensional semisimple superalgebra arising as Z.fptg/ for some 2–
dimensional field theory. Then 360ı rotation acts by the dual bimodule Z. /DAA

�
A .

Let A.�1/
f
A denote the bimodule A with actions a F m G b D am.�1/jbjb ; it is

the bimodule corresponding to the algebra automorphism .�1/f W A! A. The spin-
statistics data “ D .�1/f ” then corresponds to a bimodule isomorphism �W AA

�
A �!
�

A.�1/
f
A .

Consider the trace tr.a/Dh��1.1A/; ai, where h ; iW A�˝A!C denotes the canonical
pairing. This trace is not symmetric. In a symmetric Frobenius superalgebra, the trace
should satisfy tr.ab/ D .�1/jaj�jbj tr.ba/. Instead, the trace pairing above satisfies
tr.ab/D .�1/jaj�.jbjC1/ tr.ba/D tr.ba/, where the second equality follows from the
fact that tr, being an even map, vanishes on odd elements. Thus not the superalgebra A
but rather the underlying nonsuper algebra Forget.A/ is symmetric Frobenius.

Real spin-statistics field theories are classified by twisted-symmetric Frobenius su-
peralgebras in SUPERVECTR . Hermitian spin-statistics field theories are classified
by twisted-symmetric Frobenius stellar superalgebras in SUPERVECTC , where the
isomorphism � is real.

The Clifford algebras Cliff.n/DChx1; : : : ; xni=.Œxj ; xk�D 2ıjk/ admit twisted-sym-
metric Frobenius �–superalgebra structures. As in Example 3.11, we can give Cliff.n/
a �–structure by declaring x�j D xj

p
�1. When n is odd, there is an isomorphism of

superalgebras Cliff.n/Š Cliff.1/˝MatC.2.n�1/=2/, where MatC.m/ is the purely-
even algebra of m�m complex matrices, and so we can define the trace trW Cliff.n/!C
to be the matrix trace on the even part (and to vanish on the odd part). This tr is twisted-
symmetric and real and so defines a 2–dimensional spin-statistics hermitian field theory.
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When n is even, the isomorphism Forget.Cliff.n//ŠMatC.2n=2/ defines a twisted-
symmetric Frobenius structure on Cliff.n/. When n is even, Cliff.n/ also admits a
nontwisted symmetric Frobenius structure; Example 3.11 describes the case nD 2.

Example 3.13 A twisted-hermitian spin field theory is like a hermitian spin field
theory except that rather than the canonical action of Z=2 on Spins, we twist the
action by the nontrivial map Z=2! B.Z=2/. This unpacks to the requirement that the
trivialization ' in Example 3.10 be purely imaginary.

A twisted-hermitian super field theory is like a hermitian super field theory except
that rather than the canonical action of Z=2 on SUPERVECTC , we twist the action by
the nontrivial map Z=2! B.Z=2/. These are classified not by symmetric Frobenius
stellar superalgebras, but by symmetric Frobenius twisted-stellar superalgebras. These
are defined analogously to stellar superalgebras but with one modification. For any
superalgebra A, consider the superalgebra A0 defined by x �0 y D .�1/jxj�jyjxy . A
stellar structure on A includes a Morita equivalence between the opposite superalgebra
Aop and the complex conjugate superalgebra xA. A twisted-stellar structure instead
makes Aop equivalent to xA0 . A special case is that of twisted-�–superalgebras. In a �–
superalgebra, x 7! x� must be an algebra antiautomorphism, which in SUPERVECTC

means that .xy/� D .�1/jxj�jyjy�x� . In a twisted-�–superalgebra, we have instead
.xy/� D y�x� for elements of arbitrary parity. Examples of twisted-�–superalgebras
include Cliff.n/ for arbitrary n with x�i D xi .

The nontrivial automorphism of Z=2�B.Z=2/ mentioned in Remark 3.2 defines a
second Z=2�B.Z=2/–torsor over Spec.R/ with total space Spec.SUPERVECTC/. The
corresponding topological local structure controls twisted-hermitian spin-statistics field
theories. The twisted-�–superalgebras Cliff.n/ with their twisted-symmetric Frobenius
structures from Example 3.12 provide examples of twisted hermitian spin-statistics
field theories.

Twisted-real spin-statistics field theories are classified by twisted-symmetric Frobenius
algebra objects in the category SUPERVECTH from Remark 2.14.

We now extend the notion of reflection-positivity from Definitions 1.9 and 1.10 to
the étale-locally-spin case. Following the physics literature, and in disagreement with
Freed and Hopkins [12], we declare that reflection-positivity of an extended field theory
can be detected in codimension one:

Definition 3.14 An extended unstructured field theory ZW BORDd�2;d�1;d !ALGR

is reflection-positive if its restriction ZjBORDd�1;d
W BORDd�1;d ! VECTR to an un-

extended field theory is reflection-positive in the sense of Definition 1.9, ie if the
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symmetric pairing Z.N � /W Z.N/˝2 ! R is positive-definite for every closed
.d�1/–dimensional manifold N .

In Definition 1.10 we defined reflection-positivity for étale-locally-oriented field theories
in terms of integration over the space of étale-local orientations. We now extend that
logic to étale-locally-spin field theories. Consider first the case when Z is spin. For
any manifold M , Spins.M/ is a finite groupoid, and so Baez and Dolan [4] define an
integration mapZ

Spins.M/

W O.Spins.M//!R; f 7!
X

x2�0 Spins.M/

f .x/=j�1.Spins.M/; x/j:

When V is a bundle over Spins.M/,
R

Spins.M/ V is the space of coinvariants of V .

Example 3.15 Given a two-dimensional nonhermitian spin field theory Z correspond-
ing to the algebra Z.fptg/DA and trivialization 'W A�˝AA� �!� A, one can compute
the unstructured field theory

R
SpinsZ in two steps. First, one can integrate over the fibers

of the projection Spins! Or. The corresponding oriented field theory
R

Spins =OrZ

is controlled by the symmetric Frobenius algebra B D A˚A� with multiplication
.a˚˛/�.b˚ˇ/D .abC'.˛˝ˇ//˚.aˇC˛b/ and Frobenius structure tr.a˚˛/D˛.1/.
Second, one can integrate over the choice of orientation, producing the unstructured
field theory controlled by B˚Bop with the obvious algebraic �–structure.

The construction
R

Spins makes sense for any étale-locally-spin field theory: if Z has
local structure G where G.fptg/ is a categorified Z=2�B.Z=2/–torsor, then the base
change ZG of Z along G.fptg/! Spec.R/ is a Galois-equivariant spin field theory
over G.fptg/; thus

R
SpinsZG is a Galois-equivariant unstructured field theory and so

descends to Spec.R/.

Example 3.16 Suppose that Z is a two-dimensional spin-statistics field theory, either
hermitian or oriented. In order to treat both oriented and hermitian field theories, we
first study the C–linear spin-statistics field theory ZC DZ˝R C .

As in Example 3.12, ZC is determined by a finite-dimensional semisimple C–linear
superalgebra A together with a bimodule isomorphism �W AA

�
A �!
�

A.�1/
f
A . Let QZ

denote the SUPERVECTC–valued spin field theory determined by A together with the
isomorphism

' D �˝�W A�˝AA
�
�!� .�1/f ˝A .�1/

f
Š A:

Integrate QZ to a SUPERVECTC–valued oriented field theory
R

Spins =Or
QZ controlled by

the superalgebra algebra B DA˚A� . Then QZ canonically descends to a nonsuper C–
linear oriented field theory

R
Spins =OrZC . Indeed, the isomorphism �W A� �!� .�1/

f
A
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identifies B with the semidirect product for the parity-reversal action AÌZ=2DA˚A�
where � D ��1 is even and �a D .�1/jaja� . In particular, the bimodule B.�1/

f
B is

canonically trivialized by b 7! b� . Let Forget.B/ denote the underlying nonsuper
algebra of B . The trivialization B.�1/

f
B Š BBB determines a Morita equivalence,

namely B=.1� �/˚…B=.1C �/, between B and Forget.B/. The nonsuper functorR
Spins =OrZC assigns Forget.B/ to the point.

Finally, because the entire construction is equivariant under complex conjugation, if Z
was real, then

R
Spins =OrZC naturally descends to a real oriented field theory, and if Z

was hermitian, then
R

Spins =OrZC is naturally hermitian. Let us describe the hermitian
case, as it is the more interesting one. In terms of algebras, if Z was hermitian,
then A is stellar. By declaring that � is real, B also becomes stellar, and hence so
too is the Morita-equivalent purely even algebra Forget.B/. This stellar structure
defines

R
Spins =OrZ as a hermitian field theory. In most examples, the stellar structure

on A comes from a �–structure. In this case, B is also �. After tracing through the
equivalences, one finds that the induced �–structure on Forget.B/ is b 7! b��jbj .

Remark 3.17 One can also understand Example 3.16 in terms of categories of modules.
The Morita class of the superalgebra AD QZ.fptg/ is determined by the supercategory
AD SUPERMODA . QZ. / defines an action of Z=2 on A, and B D SUPERMODB
is the supercategory of fixed points for this action. Being supercategories, A and B
carry endo-superfunctors .�1/fA and .�1/fB which are the identity on objects and even
morphisms but act by .�1/f on odd morphisms. The spin-statistics data QZ. / Š

.�1/
f
A provides a trivialization of .�1/fB . This is precisely the data needed to factor

B'Bev�SUPERVECTC , where Bev is the plain category consisting of the even objects
of B , ie objects for which the trivialization .�1/fB Š id acts as the identity.

The Morita equivalence between B and Forget.B/ in Example 3.16 identifies Bev

with MODForget.B/ . A straightforward calculation shows that Bev is also the underlying
nonsuper category A0 of A, ie the one with the same objects and even morphisms but
with odd morphisms forgotten. Since the restriction to A0 of .�1/fA is trivial, and since
we started with an isomorphism of superfunctors .�1/fA Š , on the category A0
we have Š id. This is another way to see that A0 D Bev defines an oriented field
theory.

Definition 3.18 An étale-locally-spin field theory Z is reflection-positive if the un-
structured field theory

R
SpinsZ D

R
Or

R
Spins =OrZ is reflection-positive.

We can now prove Theorem 0.1, which asserts that all extended étale-locally-spin
reflection-positive field theories are hermitian and satisfy spin-statistics.

Algebraic & Geometric Topology, Volume 17 (2017)



948 Theo Johnson-Freyd

Proof of Theorem 0.1 An étale-locally-spin field theory either satisfies spin-statistics
or is spin-but-not-super. It suffices to show that if Z is a nonzero spin-but-not-super
field theory then it is not reflection-positive; hermiticity will follow from Theorem 0.2.
(A field theory is zero if it sends to the zero object all nonempty cobordisms. The zero
field theory is vacuously reflection-positive and makes sense for all topological local
structures.)

Suppose that Z is a nonzero spin-but-not-super field theory and consider the C–linear
spin-but-not-super field theory ZC DZ˝R C . Let P be a connected oriented .d�2/–
dimensional manifold and let Spins =Or.P / denote the groupoid of spin structures on P
compatible with the chosen orientation. Since Z is nonzero, we can find P such that
Z.P; �/¤ 0 for at least one � 2 Spins =Or.P /. Then in particular Spins =Or.P /¤∅
and so Spins =Or.P / is a torsor for B.Z=2/�H1.P IZ=2/.

Each choice of � 2 Spins =Or.P / determines a dimensional reduction of ZC to the
two-dimensional C–linear spin-but-not-super field theory ZC.�� .P; �//. By the
classification of two-dimensional field theories [22], A D ZC.fptg � .P;†// is a
finite-dimensional semisimple algebra over C , and so up to Morita equivalence we
can assume ADC˚n for some n. A bimodule isomorphism A�˝AA

� �!� A cannot
permute the direct summands, and so the field theory ZC.�� .P; �// is equivalent to
a direct sum

Ln
iD1 Y

.i/
� of complex-linear spin field theories each of which satisfies

A.i/ D Y
.i/
� .fptg/DC .

The two-dimensional spin-but-not-super field theory Y .i/� then satisfiesZ
Spins =Or

Y .i/� .fptg/D A.i/˚ .A.i//� DCŒx�=.x2 D 1/

with tr.aC bx/D b , and the complex Hilbert space is
R

Spins =Or Y
.i/
� .S1/DC2 with

purely off-diagonal inner product. ThusZ
Spins =Or

Z.P �S1/D

Z
�2Spins =Or.P /

M
i
C2

is a nonzero direct sum of Hilbert spaces with purely off-diagonal inner product. Such
an inner product cannot be positive-definite.

Example 3.19 The hermitian spin-statistics field theory Zn defined by Cliff.n/ from
Example 3.12 is reflection-positive. Indeed, when n is odd, Example 3.16 implies that
the hermitian field theory

R
Spins =OrZn is controlled by

Forget.Cliff.n/ÌZ=2/ŠMatC.2.nC1/=2/:

Algebraic & Geometric Topology, Volume 17 (2017)



Spin, statistics, orientations, unitarity 949

As discussed before Definition 1.10, the Hilbert space
�R

SpinsZn
�
.S1/ is then the

underlying real vector space of
�R

Spins =OrZn
�
.S1/DC equipped with the real part of

its hermitian pairing, which comes in turn from the �–structure on MatC.2.nC1/=2/.
But hv; vi D jvj2h1; 1i D jvj2 tr.1/D jvj22.nC1/=2 > 0, so Zn is reflection-positive.
When n is even,

�R
SpinsZn

�
.S1/ Š C˚2 with its positive-definite hermitian form,

where the first copy of C comes from “a boson on S1 with its trivial spin structure”
and the second from “a fermion on S1 with its nontrivial spin structure”.

When n is even, Cliff.n/ also admits a symmetric Frobenius structure, and so defines a
hermitian nonspin super field theory Z0n . We can mimic Remark 1.11 and integrate over
Spec.SUPERVECTC/. The corresponding Hilbert space

�R
Spec.SUPERVECTC/

Z0n
�
.S1/

is again a copy of C˚2 , but this time with the indefinite hermitian inner product.

4 Extension to higher categories

This last section explains how to extend the ideas in this paper to the higher-categorical
setting championed by Lurie [20]. We will assume familiarity with .1; n/–categories
and give only an outline of the necessary constructions. Following the by-now standard
notation in the 1–categorical literature, we let SPACES denote the 1–category of
topological spaces. For the remainder of this paper, let MANd denote the .1; 1/–
category coming from the topological category of d–dimensional smooth manifolds
and local diffeomorphisms. Given an .1; 1/–category X with limits, a topological
local structure on d–dimensional manifolds valued in X is a sheaf GW MANd!X. We
will not specify precisely the meaning of “sheaf”; one version is spelled out by Ayala [2].
(Although that paper begins with “geometric” local structures, its main theorem asserts
that the cobordism category it constructs from a geometric local structure F depends
only on the corresponding topological local structure �F .) We will care most about
the case when X is an 1–topos, for example the 1–topos of sheaves of spaces on a
site like SCHR or CATAFFSCHR .

Generalizing Lemma 1.1 and Lemma 3.1, the following standard fact follows from
the existence of good open covers together with the homotopy equivalence O.d/'
homMANd

.Rd ;Rd /; see Ayala and Francis [3]:

Lemma 4.1 The .1; 1/–category of X–valued topological local structures on d–
dimensional manifolds is equivalent to the .1; 1/–category XO.d/ of X–objects
equipped with an action by the topological group O.d/, the equivalence being given by
sending a sheaf GW MANd ! X to G.Rd / 2 X.
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The sheaf corresponding to an object X 2 XO.d/ can be constructed as follows.
Given any d–manifold M 2MANd , define X.M/DmapsO.d/.FrM ; X/ 2 X, where
FrM !M denotes the frame bundle, mapsO.d/ denotes O.d/–equivariant maps, and
X is tensored over SPACES since it is an 1–topos. Then X.Rd / ' X in XO.d/ .
A special case is when X 2 X is equipped with the trivial O.d/ action. Then
X.M/'maps.M;X/ is the classical topological sigma-model with target X .

Example 4.2 Let G ! O.d/ be a map of topological groups. A G–tangential
structure on a d–dimensional manifold M is a G–principal bundle P !M with an
equivalence P �G O.d/ ' FrM of O.d/–bundles. The sheaf MANd ! SPACES of
G–tangential structures is classified by the quotient O.d/=G with its natural O.d/–
action.

We now explain how to build an .1; d /–category BORDG
d
D BORDG

0;:::;d
of “G–

structured bordisms” for each topological local structure G . For a suitable target V, a
fully-extended G–structured quantum field theory will be a symmetric monoidal functor
BORDG

d
! V; the precise statement is in Definition 4.4. We let BORDd denote the

“unstructured” bordism category whose construction is thoroughly outlined by Lurie [20],
and for which all details have been provided by Calaque and Scheimbauer [7]. We will
not review the construction of BORDd itself.

Let Y be an .1; 1/–category with finite limits; for example, Y D X an 1–topos.
For each d , Haugseng [14] builds from Y a symmetric monoidal .1; d /–category
SPANSd .Y/. (The case when YD SPACES is outlined, under the name FAMd , in [20].)
The objects of SPANSd .Y/ are those of Y, but a 1–morphism from X to Y in
SPANSd .Y/ is a span X  A! Y in Y, and higher morphisms are spans-between-
spans. Following [14], we call symmetric monoidal functors BORDd ! SPANSd .Y/

classical (unstructured, fully extended) field theories valued in Y.

Every Y–valued topological local structure G determines a classical field theory zG
(and the celebrated cobordism hypothesis of [20] implies that all classical field theories
arise from topological local structures). Indeed, given a k–dimensional manifold M
for k � d , set zG.M/ D G.M �Rd�k/; if M has boundary, first glue on a “collar”
MÝM [@M .@M �R�0/. Then if M is a cobordism from N1 to N2 , the restriction
maps G.M/! G.N1/ and G.M/! G.N2/ make G.M/ into a span, and functoriality
for the assignment zGW BORDd ! SPANSd .Y/ follows from the sheaf axiom for G .

Remark 4.3 In the model of BORDd from [7], k–morphisms are not k–dimensional
manifolds, but rather d–dimensional manifolds properly submersed over Rd�k . When
using that model, one can directly define zGW BORDd! SPANSd .Y/ simply as zG.M/D

G.M/.

Algebraic & Geometric Topology, Volume 17 (2017)



Spin, statistics, orientations, unitarity 951

Let fptg 2 Y denote the terminal object and Yfptg= the “undercategory” of pointed
objects fptg ! X in Y. The logic of [20] is to construct BORDG

d
for G a SPACES–

valued topological local structure and then observe that there is a pullback square of
symmetric monoidal .1; d /–categories, where the vertical arrows are the obvious
forgetful functors:

BORDG
d

SPANSd .SPACESfptg=/

BORDd SPANSd .SPACES/

p
Forget G

G

forget the pointing

Indeed, a G–structured manifold M is nothing but a manifold M together with a
pointing of the space G.M/. We will reverse the logic and interpret the above pullback
square as the definition of BORDG

d
. Some care must be taken when replacing SPACES

by an1–topos X, as in general very few objects X 2X admit “global” points fptg!X .
The correct approach is to work with symmetric monoidal .1; d /–categories “internal
to X”; for the definition, see Haugseng [14] and Li-Bland [19].

Definition 4.4 Let X be an 1–topos. By [19, Theorem 4.3], the symmetric monoidal
.1; d /–category SPANSd .X/ constructed in [14] underlies an internal symmetric
monoidal .1; d /–category in X, which in an abuse of notation we will also call
SPANSd .X/; the same argument implies also that SPANSd .Xfptg=/ is naturally an
internal symmetric monoidal .1; d /–category in X. Via the unique topos map
SPACES! X, also view BORDd as an internal symmetric monoidal .1; d /–category
in X.

Let GW MANd ! X be an X–valued topological local structure and zGW BORDd !

SPANSd .X/ the corresponding classical field theory. It extends canonically to a functor
of internal symmetric monoidal .1; d /–categories. The .1; d /–category BORDG

d
of

G–structured bordisms is by definition the following pullback of internal symmetric
monoidal .1; d /–categories:

BORDG
d

SPANSd .Xfptg=/

BORDd SPANSd .X/

p

G

forget the pointing

Let V be a symmetric monoidal .1; d /–category internal to X. A G–structured
field theory valued in V is a functor BORDG

d
! V of internal symmetric monoidal

.1; d /–categories.
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The need to work with internal categories in Definition 4.4 is in some sense unavoidable:
“functors internal to X” is the appropriate language with which to impose that a functor
be “smooth” for families parametrized by objects of X. But one can also describe
G–structured field theories “externally” in terms of the lifting problems in Definition 1.4
and Definition 3.8. Given an 1–topos X and a symmetric monoidal .1; d /–category
V internal to X, the papers [14; 19] construct a symmetric monoidal .1; d /–category
SPANSd .XIV/ whose k–morphisms are “bundles of k–morphisms in V over k–fold
spans in X”. Such a notion makes sense exactly because V is internal to X: by
definition, a bundle of k–morphisms in V over X 2X is a map from X to the X–object
of k–morphisms in V. After unpacking adjunctions, one finds:

Proposition 4.5 Let X be an 1–topos, GW MANd ! X a topological local structure,
and V a symmetric monoidal .1; d /–category internal to X. Then the data of a
G–structured field theory BORDG

d
! V is the same as the data of a lift:

SPANSd .XIV/

BORDd SPANSd .X/
zG

forget the V–data

Corollary 4.6 Let X be an 1–topos and V an internal-to-X symmetric monoidal
.1; d /–category with duals in the sense of [14]. Let GW MANd ! X be a topological
local structure, and G.fptg/D G.Rd / the corresponding object in XO.d/ . Assuming
the cobordism hypothesis, G–structured field theories valued in V are classified by
O.d/–equivariant bundles of V–objects over G.fptg/.

We conclude by extending the examples from this paper. Note that under Lemma 4.1, the
sheaves Or and Spins of orientations and spin structures correspond, respectively, to the
actions of O.d/ on the 0– and 1–truncations ��0O.1/ and ��1O.1/, or equivalently
to the trivial torsors for these groups. Any 1–topos X admits a notion of torsor for
topological groups: X 2XG is a G–torsor if the map G�X!X�X , .g; x/ 7! .gx; x/

is an equivalence. An X–valued topological local structure GW MANd!X is locally Or
(resp. locally Spins) if G.Rd / is a torsor for ��0O.1/ (resp. ��1O.1/). Suppose X

is the 1–topos of sheaves (valued in SPACES) on some site (with some subcanonical
topology) containing the category AFFSCHR of affine schemes over R. Then there is a
canonical X–valued topological local structure HerW MANd ! X whose value on Rd

is Spec.C/. If X is the 1–topos of sheaves on some site containing CATAFFSCHR ,
then similarly there is a canonical topological local structure HerSpinStatsW Rd 7!
Spec.SUPERVECTC/.
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For V a suitable target symmetric monoidal .1; d /–category internal to X, we can
then define hermitian and hermitian spin-statistics field theories as being Her– and
HerSpinStats–structured field theories in the sense of Definition 4.4. Note that the
details of the 1–topos X are largely irrelevant: given Proposition 4.5, what matters
for hermitian and spin-statistics field theories are the symmetric monoidal .1; d /–
categories of X–points of V for X ranging over the possible values Spec.R/, Spec.C/,
Spec.SUPERVECTC/, : : : of Her and HerSpinStats.

One standard criterion for deciding whether a proposed target V is suitable is that
“near the top” V should look like VECT . More precisely, any symmetric monoidal
.1; d /–category V determines a symmetric monoidal .1; 1/–category �d�1V of
endomorphisms of the identity .d�2/–morphism on the identity .d�3/–morphism on
. . . on the unit object in V. The passage V 7! �d�1V makes sense also for internal
categories. The “looks like VECT near the top” criterion then says that for R a
commutative R–algebra, the Spec.R/–points of �d�1V should be MODR , and that
for C a categorified commutative R–algebra, the Spec.C/–points of �d�1V should
be C itself. This assures, for example, that if ZW BORDHer

d
! V is a fully-extended

hermitian field theory, then its restriction

ZjBORDHer
d�1;d

W BORDHer
d�1;d D�

d�1BORDd !�d�1VD VECT

unpacks to a hermitian unextended field theory in the sense of Definition 1.4.

An extended field theory ZW BORDd ! V is reflection-positive if the unextended
field theory ZjBORDd�1;d

is reflection-positive in the sense of Definition 1.9. (This
is different from the notion in [12] of reflection-positivity for extended field theories,
which requires extra positivity data to be specified in high codimension.) Definition 1.10
and Definition 3.18 then apply to extended hermitian and spin-statistics field theories.

One could worry that restricting a field theory just to its top part is too much loss of
information. The following observation is due to Chris Schommer-Pries:

Lemma 4.7 Let V be some symmetric monoidal .1; d /–category with a zero object,
and ZW BORDG

d
! V be a G–structured extended field theory for some topological

local structure G . Suppose that the unextended field theory ZjBORDG
d�1;d

is zero in the
sense that it vanishes on all nonempty inputs. (Symmetric monoidality forces Z.∅/ to
be the unit object of �d�1V.) Then Z is zero.

Proof A k–morphism F is zero if and only if its identity .kC1/–morphism idF
is zero. It therefore suffices to show that for N an arbitrary G–structured .d�1/–
dimensional cobordism, Z.N � Œ0; 1�/W Z.N/!Z.N/ is the zero d–morphism. But
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the G–structured cobordism N � Œ0; 1� can be factored through N tSd�1 where the
sphere Sd�1 is given the G–structure that extends to the disk Dd :

N

idN D N

Sd�1

Dd

By assumption, Z.Sd�1/D 0, since Sd�1 is closed, and so

Z.N tSd�1/ŠZ.N/˝Z.Sd�1/D 0:

Only a zero morphism can factor through a zero object, and so Z.N � Œ0; 1�/D 0.

Only the zero field theory is compatible with multiple topological local structures.
Lemma 4.7 assures that if a G–structured fully extended field theory Z is not zero,
then neither is its restriction ZjBORDG

d�2;d�1;d
to a once-extended theory, and so

ZjBORDG
d�2;d�1;d

detects the local structure G . Along with Theorem 0.1, we conclude:

Corollary 4.8 Reflection-positive étale-locally-spin fully-extended field theories are
necessarily unitary and satisfy spin-statistics.
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Hopf ring structure on the mod p cohomology
of symmetric groups

LORENZO GUERRA

We describe a Hopf ring structure on
L

n�0 H�.†nIZp/ , discovered by Strickland
and Turner, where †n is the symmetric group of n objects and p is an odd prime.
We also describe an additive basis on which the cup product is explicitly determined,
compute the restriction to modular invariants and determine the action of the Steenrod
algebra on our Hopf ring generators. For p D 2 this was achieved in work of Giusti,
Salvatore and Sinha, of which this work is an extension.

20J06

1 Introduction

Let †n be the symmetric group of n objects. Strickland and Turner [8] proved that,
for a multiplicative cohomology theory E , the group ADE

�`
n�0 B.†n/

�
has the

structure of a Hopf ring (ie, it admits a coproduct �, two products ˇ and � and an
antipode �, which make it a ring object in the category of coalgebras). Equivalently,
the following conditions hold:

� .A; �; � / is a bialgebra.

� .A; �;ˇ; �/ is a Hopf algebra.

� If �.x/D
P

i x0i ˝x00i , then

x � .yˇ z/D
X

i

�
.�1/dim.x00

i
/ dim.y/.x0i �y/ˇ .x

00
i � z/

�
:

Explicitly, the structural maps are defined as follows. The obvious monomorphisms
in;mW †n�†m!†nCm determine the maps B.†n/�B.†m/!B.†mCn/, homotopy
equivalent to finite coverings. Passing to cohomology and taking their direct sum
yields the coproduct �. Additionally, in;m also determines a transfer homomorphism
trn;mW H

�.†nIZp/˝H�.†mIZp/! H�.†nCmIZp/. The product ˇ is given byL
n;m�0 trn;m . The product � is the usual cup product. Finally, � is induced by the

additive inverse of the sphere spectrum by applying the extended power functor and
then cohomology (see [8, pages 140–142]).
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Giusti, Salvatore and Sinha [3] have studied this structure for the ordinary cohomology
with coefficients in Z2 and constructed the following:

� An explicit presentation, in terms of generators and relations, of this Hopf ring.
� An additive basis for the mod 2 cohomology of the symmetric groups in which

the products � and ˇ and the coproduct � defined above can be computed by
an explicit rule.

In this presentation, the relations involve only the ˇ product. For this reason, all the re-
lations for the cup product in the cohomology of symmetric groups follow, in the mod 2

case, from Hopf ring distributivity. In addition, the authors calculated the restriction
to the Dickson invariants and the action of the Steenrod algebra on these groups.

The purpose of this paper is to study the algebraic structure of the cohomology rings
H�.†nIZp/, where p is an odd prime, as well as the derivation of the mod p analogs
of Giusti, Salvatore and Sinha’s results. In particular, following their work, we will
write a presentation of the Hopf ring H�

�`
n�0 B.†n/IZp

�
.

The generalizations to the mod p case required overcoming some complications in
calculations, especially at odd degrees and when dealing with the more complicated co-
efficients arising in the description of the Steenrod algebra action. The main differences
with the mod 2 case are the following:

� To obtain their Hopf ring presentation, Giusti, Salvatore and Sinha needed to
relate the linear duals of � , ˇ and � to the Dyer–Lashof operations. Then they
used Nakaoka’s description of H�.†nIZ2/ and dualized to obtain results in
cohomology. In the mod p case the need to treat the Bockstein homomorphism
separately yields a more complicated structure for the dual of the Dyer–Lashof
algebra, which is not a polynomial algebra as in the mod 2 case. This forces us,
in the presentation of the Hopf ring

L
n H�.†nIZp/, to use more generators

and some nontrivial relations involving the cup product.
� Consider in the cohomology groups H�.†2n IZ2/ the linear duals of the Dyer–

Lashof operations with respect to the Nakaoka monomial basis in homology. It
is known that the restriction homomorphism onto the ring of Dickson invariants
Dn D Z2Œx1; : : : ;xn�

GLn.Z2/ maps the subalgebra generated by those dual el-
ements surjectively onto Dn . In [3], the computation of the restriction of the
Hopf ring generators to Dn relies on this fact. For mod p coefficients this is no
longer true; hence, we needed to use a different technique to achieve this goal.

Apart from this introduction, this paper is organized into five sections. In Section 2 we
describe a presentation, with generators and relations, of the mod p cohomology of
the symmetric groups as a Hopf ring, obtaining the mod p analog of the main theorem
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in [3]. In Section 3 we obtain an additive basis with a rule for computing the products.
In Section 4 we carry out the calculation of the restriction of our Hopf ring generators
to the Dickson–Mùi invariant algebras. This will be crucial to the computation of the
Steenrod algebra action, which is explained in Section 5. In Section 6 we use our Hopf
ring presentation to describe the cup product structure for H�.†p2 IZp/.

Acknowledgments The author would like to thank Professor Frederick Cohen and
Professor Dev Sinha for valuable conversations, Professor Mario Salvetti for his guid-
ance, and the referee for helpful comments and suggestions.

2 Hopf ring structure

In this section, we describe AD
L

n�0 H�.†nIZp/ as a Hopf ring.

Theorem 2.1 [8, Theorem 3.2] A, with the coproduct �, the two products ˇ and �
and the antipode � described in the introduction, is a Hopf ring.

We need to describe the homology H D
L

n�0 H�.†nIZp/, dual to A. In order to
establish the notation, we recall the Dyer–Lashof operations, acting on the homology
of the symmetric groups. A complete treatment of these operations can be found in
Cohen, Lada and May [2], to which we refer for details and proofs. Given a group G ,
its classifying space is denoted by B.G/, its total space (ie a contractible topological
space with a free G–action) by E.G/. Suppose that X is a space, and we are given
a map � W E.†p/�†p

X p! X , where †p acts on X p by permuting the p factors.
Let �p be a cyclic group of order p , considered a subgroup of †p in the obvious way.
Let W� be the standard resolution of Zp with Zp Œ�p �–free modules. We can consider
the composition map

‚W H�.W�˝�p
C�.X /

˝p/!H�.E.†p/�†p
X p
IZp/

��
�!H�.X IZp/:

For every i � 0 and c 2Hd .X IZp/, we define

Qi.c/D‚.ei ˝�o
c˝p/ 2HiCpd .X IZp/;

where ei is the standard generator of Wi .

When � arises from an action of an E1–operad C on X , Qi is different from 0 on
Hq.X IZp/ only if i is congruent to q.p�1/ or to q.p�1/�1 modulo 2.p�1/ and
Qk.p�1/�1.x/D ˇQk.p�1/.x/, where ˇ is the homology Bockstein homomorphism.
Hence, by making a change of indices and defining

Qi
D.�1/iC

q.q�1/.p�1/
4

�
1
2
.p�1/!

�q
Q.2i�q/.p�1/W Hq.X IZp/!HqC2i.p�1/.X IZp/;

we see that the Qi and ˇQi generate all the nontrivial operations.
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In the category of C–spaces, these operations also satisfy the following properties (see
Cohen, Lada and May [2, Theorem 1.1, page 5]):

� Let � denote the product in the homology of a C–space X . The Qi are Zp–linear,
natural with respect to maps of C–spaces, Q0.x/Dx�p and Qi.1H�.X IZp//D0

for i > 0. Hence the operations Qi can be regarded as homological derived pth

powers.
� The following Cartan formula holds for x 2Hq.X IZp/ and y 2Hq0.X IZp/:

Qr .x �y/D
X

iCjDr

Qi.x/�Qj .x/:

� The following Adem relations hold:

Qr
ıQs

D

X
i

.�1/rCi
�.p�1/.i�s/�1

pi�r

�
QrCs�i

ıQi if r > ps;

Qr
ıˇQs

D

X
i

.�1/rCi
�.p�1/.i�s/

pi�r

�
ˇQrCs�i

ıQi

�

X
i

.�1/rCi
�.p�1/.i�s/�1

pi�r�1

�
QrCs�i

ıˇQi if r � ps:

By using the Adem relations, we can write an arbitrary composition of k operations
Qi1
ı� � �ıQik

as a linear combination of sequences Qj1
ı� � �ıQjk

with nondecreasing jl .
Furthermore, when applied to an even-dimensional class, we can also require that
jl D

P
l<m�k jm.p�1/ or

P
l<m�k jm.p�1/�1 mod 2.p�1/. We call a sequence

of nonnegative integers J D .j1; : : : ; jk/ admissible if it satisfies the previous two
conditions. We call it strongly admissible if, in addition, j1 6D 0. To simplify the
notation, we write QJ for Qj1

ı� � �ıQjk
. If we translate to the upper-indices notation,

a composition ˇ"1Qi1ı� � �ıˇ"k Qik is admissible if and only if pil�"l � il�1 for all l ,
and is strongly admissible if and only if, in addition, i1�

Pk
lD2Œ2.p� 1/il � "l � > 0.

The Dyer–Lashof operations completely describe the structure of
L

n�0 H�.†nIZp/.

Theorem 2.2 [2, Theorem 4.1, page 40] Let � 2H0.†1IZp/ be the homology class
of any point in B.†1/. Let H D

L
n�0 H�.†nIZp/. Then H , under the product �

induced by the inclusions †n �†m!†nCm , is the free graded commutative algebra
generated (in appropriate dimensions) by QI .�/ for strongly admissible sequences I .
Moreover, the action of the operations Qi is determined by the properties listed above.
In other words, it is isomorphic to the free allowable R–algebra on �, as defined in [2,
Section I.2].

As a consequence, the basis for this algebra as a Zp–vector space is given by products
of such QI .�/. We call these basis elements Nakaoka monomials.
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We now define some cohomology classes, which we will prove to be Hopf-ring genera-
tors for A.

Definition 2.3 Let the symbol _ denote the linear dual with respect to the Nakaoka
monomial basis of H . Now we define some classes:

j̨ ;k D
�
Qpk�1�pk�1�j

ı � � � ıQpj�1
ıˇQpj�1

ı � � � ıQp
ıQ1.�/

�_
;

ǰ ;k;m D
��
ˇQpk�1�pk�1�j

ı � � � ıQpjC1�p
ıQpj�1

ıˇQpj�1

ı � � � ıQ1.�/
��m�_

;


k;m D
��

Qpk�1

ı � � � ıQp
ıQ1.�/

��m�_
:

Note that j̨ ;k is an odd-dimensional homogeneous element of A, while ǰ ;k;m

and 
k;m are even-dimensional. Note also that we can easily convert the sequences
of operations that appear in the definition above into the lower-index notation. For
example, 
k;m is the linear dual to

.�1/kQı
k

2.p�1/.�/
�m:

Similarly, the linear duals of j̨ ;k and ǰ ;k;m can be written as nonzero multiples of
the elements

Qı
k�j

p�1 ıQ2p�3 ıQı
j�1

2.p�1/.�/ and
�
Qp�2 ıQı

j�i�1

p�1 ıQ2p�3 ıQı
i�1

2.p�1/.�/
��m

:

The structure of A with only the transfer product has a nice description that can be
obtained with essentially the same proof adopted by Giusti, Salvatore and Sinha in [3],
using the fact that the Bockstein homomorphism is a derivation with respect to the
cross product.

Theorem 2.4 [3, Theorem 4.13] For every sequence I of nonnegative integers,
�ˇ.QI .�// D QI .�/˝ 1C 1˝QI .�/. In other words, .H; �ˇ;�/, the Hopf dual
of .A; �;ˇ/, is freely generated under � by elements that are primitive under �ˇ .
Hence .A;ˇ/ is the tensor productO

dim.QI / even
k2N

Zp Œ.Q
I .�/p

k

/_�

.Œ.QI .�/p
k
/_�p/

˝
V
.fQI .�/_gdim.QI / odd/

of a divided power polynomial algebra and an exterior algebra, where the QI index-
ing the tensor products above are the strongly admissible sequences of Dyer–Lashof
operations ˇ"1Qi1 ı � � � ıˇ"k Qik . Moreover, the following relations hold:

(1) ˇi;j ;mˇˇi;j ;n D
�
nCm

m

�
ˇi;j ;nCm ,

(2) 
k;mˇ 
k;n D
�
nCm

m

�

k;nCm .
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Thus, as far as the transfer product is concerned, we have relations totally analogous to
those described by Sinha, Giusti and Salvatore in the mod 2 case.

However, if the cohomology is taken modulo an odd prime, there are also nontrivial
relations for the cup product of the generators, due to the more complicated structure
of the dual of the Dyer–Lashof algebra. We state them in the following lemma.

Lemma 2.5 With the previous notation, the following equalities hold:

(3) ˛i;k j̨ ;k D 
k;1ˇi;j ;pk�j if i < j .

(4) ˇi;j ;pk�j ˛l;k D .�1/�ˇ�.i/;�.j/;pk��.j/˛�.l/;k if i; j ; l are pairwise distinct,
where � is a permutation of the indexes i; j ; l such that �.i/ < �.j /, while
ˇi;j ;pk�j ˛l;k D 0 if i; j ; l are not pairwise distinct.

(5) ˇi;j ;mˇi0;j 0;m0 D Œ.�1/��mˇ�.i/;�.j/;mpj��.j/ˇ�.i0/;�.j 0/;m0pj 0��.j 0/ if we sup-
pose that mpj Dm0pj 0 and that i; j ; i 0; j 0 are pairwise distinct, where � is a
permutation of the indexes i; j ; i 0; j 0 such that �.i/ < �.j / and �.i 0/ < �.j 0/,
while ˇi;j ;mˇi0;j 0;m0 D 0 otherwise.

Proof This is an almost direct consequence of Cohen, Lada and May [2, Theorem 3.7,
page 29]. Explicitly, let R be the Dyer–Lashof algebra as defined in [2]. Let RŒk� be
its k th component, so that RD

L
k�0 RŒk�. The evaluation of Dyer–Lashof operations

on � gives a morphism of coalgebras 'k W RŒk�!H�.†pk IZp/, which dualizes to a
map of algebras '�

k
W H�.†pk IZp/!RŒk�� .

Because of the theorem from [2] cited above, by definition these relations hold in the
linear duals of RŒk�. We are left to check them on the full set of Nakaoka monomials.
When m is a power of p this follows immediately from the bialgebra structure of
.H;�; �:/, where �: is the coproduct dual to the cup product.

Remark The relations described above can be recalled by the properties of the Bock-
stein homomorphism ˇ in the duals, namely ˇ2 D 0 and the fact that ˇ commutes
with the product.

Example We provide a very simple example to show how the previous relations work.
In H�.†p2 IZp/, relation (3) reduces to

˛2;1˛2;2 D 
2;1ˇ1;2;1:

Instead, since we do not have three distinct indices in f1; 2g, the relations in form (4)
can be written as ˇ1;2;1˛1;2 D 0 and ˇ1;2;1˛2;2 D 0. Similarly, (5) only assures that
ˇ2

1;2;1
D 0.
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For H�.†p3 IZp/ the relations which can be obtained by Lemma 2.5 are:

˛1;3˛2;3 D 
3;1ˇ1;2;p; ˛1;3˛3;3 D 
3;1ˇ1;3;1 and ˛2;3˛3;3 D 
3;1ˇ2;3;1;

ˇ1;2;p˛1;3 D ˇ1;2;p˛2;3 D ˇ1;3;1˛1;3 D ˇ1;3;1˛3;3 D ˇ2;3;1˛2;3 D ˇ2;3;1˛3;3 D 0;

ˇ1;2;p˛3;3 D�ˇ1;3;1˛2;3 D ˇ2;3;1˛1;3;

ˇ2
1;2;p D ˇ1;2;pˇ1;3;1 D ˇ1;2;pˇ2;3;1 D ˇ

2
1;3 D ˇ1;3;1ˇ2;3;1 D ˇ

2
2;3 D 0:

We now turn to the coproduct in A. Using the fact that this is dual to the product of H

the following lemma follows from the definitions.

Lemma 2.6 The following equalities hold:

� �. j̨ ;k/D j̨ ;k ˝ 1C 1˝ j̨ ;k

� �.ˇi;j ;m/D
Pm

lD0.ˇi;j ;l ˝ˇi;j ;m�l/

� �.
k;m/D
Pm

lD0.
k;l ˝ 
k;m�l/

At this point, we have all the ingredients to describe a presentation of A as a Hopf ring
analogous to that of Giusti, Salvatore and Sinha [3, Theorem 1.2].

Theorem 2.7 As a graded commutative Hopf ring, A is generated by the elements
j̨ ;k , ˇi;j ;m and 
k;m as defined above (of suitable dimensions) under the relations

(1)–(5) as explained in Theorem 2.4 and in Lemma 2.5, together with:

(6) The product � between two generators belonging to different components is 0.

Moreover, the value of � on generators is determined by the preceding lemma and the
antipode is the multiplication by .�1/n on the component corresponding to †n .

Proof Let B D .BIˇB; �B; �B/ be the graded commutative Hopf ring generated by
elements j̨ ;k , ˇi;j ;m and 
k;m (of suitable degree) with the specified relations. There
is an obvious morphism  W B!A.

One can see that, using (3)–(5), B is generated under ˇ only by elements that can be
written in one of the two following forms:Y

j


kj ;mj �

rY
aD1

ˇi2a�1;i2a;lp
�i2a ;

Y
j


kj ;mj �

rY
aD1

ˇi2a�1;i2a;p
c�i2aˇi2a�1;i2a;p

c�i2a˛i2rC1;c :
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Here in the first case 1� i1 < � � �< i2r , pi2r � l and pkjmj D l , while in the second
case 1� i1 < � � �< i2rC1 � c and mj pkj D pc . We will always suppose that the kj

are arranged in nonincreasing order. Borrowing the notation from [3], we will call
these elements gathered blocks or simply blocks. By relations (3)–(6), these are all the
elements that can be obtained from the generators by applying �B . We will call Hopf
monomials the objects in the form b1ˇB � � �ˇB bs , where every bj is a gathered block.

Then, using relations (1), (2) and (6) and Hopf distributivity, one can prove that for
every gathered block b (of even dimension), we have bˇpD 0. Let us define an algebra

C D Ceven˝Codd;

with

Ceven D
O

d;k�0

b2H 2d .†
pk IZp/ block

Zp Œb�

bp
;

Codd D
V�˚

b W b 2H 2dC1.†pk IZp/ block; d; k � 0
	�
;

where
V
.X / indicates the exterior algebra generated by the elements of X (in appro-

priate degrees). By virtue of the above property, there is a morphism �W C ! .B;ˇ/.
Moreover, notice that, by Hopf distributivity and our coproduct formula for the gen-
erators, we haveY
j


kj ;mj �

rY
aD1

ˇi2a�1;i2a;lp
�i2a ˇ

Y
j


kj ;m
0
j
�

rY
aD1

ˇi2a�1;i2a;l 0p
�i2a

D

� lCl 0

l

�Y
j


kj ;mjCm0
j
�

rY
aD1

ˇi2a�1;i2a;.lCl 0/p�i2a :

Hence, every gathered block can be written uniquely as a nonzero multiple of gathered
blocks which lie in components indexed by a power of p . This proves that � is surjective.
Theorem 2.2 and Theorem 2.4 imply that the composition  ı�W C ! .A;ˇ/ is an
isomorphism, proving the theorem.

3 Presentation of product structures through
an additive basis

In this section we will observe that the previous theorem allows us to obtain an additive
basis of A as a Zp–vector space, similar to that in [3]. In order to describe this basis,
we need a preliminary definition.
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Definition 3.1 Let

b D 
k1;m1
� � � 
ks ;ms

ˇi1;i2;m
0
1
� � �ˇi2a�1;i2a;m

0
a

be an even-dimensional gathered block and r D 2a. We define the profile of b as the
pair .k; e/, where k D .k1; : : : ; ks/, and we suppose that, as usual, kj is arranged in
nonincreasing order, while e D .i1; : : : ; ir /.

For example, the profile of 
 3
2;2

1;2pˇ1;2;2 is determined by kD .2; 2; 2; 1/, eD .1; 2/.

The following result is an easy consequence of the proof of Theorem 2.7

Corollary 3.2 Consider the set M of all Hopf monomials
Jr

iD1 bi with the property
that the gathered blocks bi of even dimension have pairwise distinct profiles, and
the odd-dimensional blocks are pairwise distinct. This is a bigraded basis for A as a
Zp –vector space.

It must be noted that the pairing between this basis in cohomology and the Nakaoka
monomials in homology is not completely understood. Indeed, the necessity to apply the
Adem relations to describe the coproduct dual to � in terms of this basis complicates this
pairing. For example, if pD 3 then 
 4

1;3
D .Q8ıQ4.�//_�.Q9ıQ3.�//_ , because the

formula for the coproduct �� of Q9ıQ3.�/ yields a summand Q3ıQ0.�/˝Q6ıQ3.�/,
which can be written as �Q2 ıQ1.�/˝Q6 ıQ3.�/.

It is helpful to give a graphical description of this basis, similar to that obtained in [3].
First, we describe the generators as rectangles:

� 
k;n is a hollow rectangle of width npk and height 2.1�p�k/.

� ǰ ;k;n is a solid rectangle of width npk and height 2.1�p�j �p�k/.

� j̨ ;k is a solid rectangle of width pk and height 2.1�p�j /�p�k .

In this way, the area of the rectangle is the homological dimension of the corresponding
generator and its width accounts for the component in which the generator lies. Hollow
rectangles represent generators whose linear duals in the Nakaoka basis lie in the
subalgebra of H generated by sequences of Dyer–Lashof operations Qi1 ı � � � ıQik .�/

without the Bockstein. In terms of lower-indexed operations, these are written as
multiples of Qj1

ı � � � ıQjk
.�/ where every jl is even. These generators behave very

similarly to the ones obtained in the mod 2 case. The other generators correspond
to solid rectangles. We describe a gathered monomial, which is a product of 
k;n ,

ǰ ;k;m and possibly j̨ ;k all lying in the same component, as the column obtained by
placing the corresponding rectangles on top of each other. A basis element, which is a
transfer product of some gathered monomials b1; : : : ; br , is described by the diagram
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obtained by arranging the columns corresponding to b1; : : : ; br next to each other
horizontally. In order to conform to the notation used in [3], we will call these objects
skyline diagrams. Some examples of skyline diagrams are depicted in Figure 1.

With the aid of this graphical description, we can elucidate the relations (3)–(5) of
Lemma 2.5. First, observe that the rectangles of a column associated with a gathered
block must satisfy some necessary condition. For example, there must be at most one
odd-dimensional solid rectangle. This leads to the following definition.

Definition 3.3 A column made of rectangles with the same width stacked one onto
the other is called admissible if it is associated with a gathered block.

As we will see at the end of this section, the cup product of two columns is essentially
described as a new column obtained by stacking the original ones on top of each other.
Hence relation (3) says that, if a column of width l contains two odd-dimensional
solid rectangles, we can replace them with a hollow rectangle of height 2.1� l�1/ and
another solid rectangle to match the column’s height. For the graphical representation
of relation (3) see the first example in Figure 1.

Relations (4) and (5) determine how cup products of generators of the form ˇi;j ;m

and j̨ ;k behave when some indices are permuted. Their graphical interpretation is
that if two columns are made only with solid rectangles of which at most one is odd-
dimensional, they must be equal up to sign. Given such a column, there are two cases:

� If no admissible all-solid column of the same width and height exists, then it is 0.

� Otherwise it is equal, up to sign, to the (necessarily unique) admissible all-solid
column with the same dimensions.

This gives a simple algorithm to write a nonadmissible column as a multiple of an
admissible one, which is the graphical counterpart of what we observed in the proof
of Theorem 2.7.

With this basis, one can describe the products. For example, in H�.†p2 ;Zp/, let x be
one of the elements 
2;1 , ˛1;2 , ˛2;2 or ˇ1;2;1 . We have x.
1;k ˇ 1p.p�k//D 0 for
1� k � p� 1. Indeed, �.x/D x˝ 1C 1˝x , hence, by Hopf ring distributivity,

x.
1;kˇ1p.p�k//Dx
1;kˇ1p.p�k/C
1;kˇx1p.p�k/D 0ˇ1p.p�k/C
1;kˇ0D 0:

Similarly one can prove that x.
1;k�1ˇ˛1;1ˇ 1p.p�k//D 0 for all 1� k � p .

The general case can be derived in the exact same way as described by Giusti, Salvatore
and Sinha [3, Section 6] and is indeed a straightforward consequence of the Hopf ring
presentation. For this reason, we omit the proofs.
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D

˛1;2˛2;2 D 
2;1ˇ1;2;1

� D

.
 i
1;1
˛1;1ˇ 


j
1;1
˛1;1/ � 
1;2 D 


iC1
1;1

˛1;1ˇ 

jC1
1;1

˛1;1

� D �2 �

.
2;1˛2;2ˇ 
1;1ˇ 1p/ � .˛1;2ˇ 
1;1ˇ 1p/D�2
 2
2;1ˇ1;2;1ˇ 
1;2� 


2
2;1ˇ1;2;1ˇ 


2
1;1ˇ 1p

Figure 1: Examples of calculations using the graphical representation. The
size of the rectangles is correct only for pD 3 , but the same calculations with
classes understood to be in different degrees are actually true for every p .

We begin with the transfer product, which can be described very easily. Given two
Hopf monomials x D b1ˇ � � �ˇ br and y D b0

1
ˇ � � �ˇ b0s in M, the transfer product

xˇy is again a Hopf monomial, but it may have gathered blocks with the same profile.
However, two even-dimensional gathered blocks with the same profile can be merged
together using the formula

.
k1;m1
: : : 
kr ;mr

ˇi1;i2;n1
: : : ˇi2a�1;i2a;na

/ˇ .
k1;m
0
1
: : : ˇi2a�1;i2a;n

0
a
/

D

�m1Cm0
1

m1

�

k1;m1Cm0

1
: : : ˇi2a�1;i2a;naCn0a

:

In this way, we can write x ˇ y as a multiple of an element of M. Graphically,
the transfer product corresponds to placing two skyline diagrams next to each other,
merging two columns if they have constituent blocks of the same height and multiplying
by
�
nCm

n

�
, where n and m are the widths of the two columns.

In order to provide a formula for the coproduct, we need the following:

Definition 3.4 Let b D 
l1;m1
� � � 
lr ;mr

ˇi1;i2;n1
� � �ˇi2s�1;i2s ;ns

be an even-dimen-
sional gathered block. Let c.b/D pl1m1 D � � � D pis ns be the integer corresponding
to the component of A in which b lies. We say that a k–tuple .b1; : : : ; bk/ of gathered
blocks is a partition of b if every bi has the same profile as b and

Pk
iD1 c.bi/D c.b/.

Some c.bi/ are allowed to be 0, in which case bi is understood to be 10 . If b is an
odd-dimensional block, a partition is defined in the same way, but we only allow bi to
be equal to 10 or to b itself. A partition with k D 2 is called a splitting.
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The coproduct of elements of M can be calculated with the formula

�.b1ˇ � � �ˇ bs/D
X

.b01ˇ � � �ˇ b0s/˝ .b
00
1 ˇ � � �ˇ b00s /:

Here the sum is taken over all the possible splittings fb0i ; b
00
i g of the constituent blocks bi .

In terms of our graphical representation, the coproduct can be described by dividing
each rectangle corresponding to 
k;n or ǰ ;k;n into n equal parts using vertical dashed
lines. The coproduct of a skyline diagram is obtained by cutting each column along
the dashed lines that cross it from top to bottom and partitioning them into two to
create two other skyline diagrams. This must be done in every possible way and all the
outcomes must be summed.

The formula for the cup product of two elements of M is

.b1ˇ � � �ˇ br / � .b
0
1ˇ � � �ˇ b0s/D

X
.P;P 0/

.�1/"P;P0
sK

jD1

rK
iD1

.bi;j b0j ;i/I

the sum is over all pairs of sets PDf.bi;1; : : : ; bi;s/g
r
iD1

and P 0Df.b0
i;1
; : : : ; b0i;r /g

s
iD1

such that .bi;1; : : : ; bi;s/ is a partition of bi and .b0
i;1
; : : : ; b0i;r / is a partition of b0i .

The number "P;P0 is given by

"P;P0 D
X

1�i<j�s
1�k�r

dim.b0i;k/ dim.bk;j /C
X

1�h<k�r
1�i�s

dim.b0i;h/ dim.bk;i/:

The coefficient .�1/"P;P0 is due to the skew-commutativity of the product. Since the
cup product of two gathered blocks, when it is not zero, is equal up to sign to a gathered
block, each summand in the previous formula is zero or can be written, up to sign,
as a transfer product of gathered blocks. Thus, omitting all the zero summands and
eventually merging together the transfer product of gathered blocks with the same
profile as before, we can write the desired cup product as a linear combination of
elements of M. Note that one can restrict the sum to the P and P 0 such that bi;j

and b0j ;i lie in the same component, as the other terms are equal to 0.

Graphically, if we are given two skyline diagrams, in order to compute their cup product,
we apply the following algorithm:

(1) Divide the rectangles with vertical dashed lines as explained before.

(2) Divide each diagram into columns using both the boundaries of the rectangles
and the vertical dashed lines.

(3) Match each column of the first diagram with a column of the second one in all
possible ways up to automorphisms, stack the matched columns one on top of
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the other and place these newly constructed columns side by side to make new
diagrams.

(4) These diagrams may contain a pair of columns with the same profiles. In this
case we must use the transfer product formula to merge them. There may also
be nonadmissible columns, that we must write as a multiple of admissible ones
via the previously described algorithm.

For clarity, we compute two examples, represented graphically in Figure 1:

� Let x D 
 i
1;1
˛1;1ˇ 


j
1;1
˛1;1 and y D 
1;2 . Since x is made of two columns of

width p , the only splitting of y which can yield a nontrivial summand in the formula
for the cup product is .
1;1; 
1;1/. Hence

x �y D 
 i
1;1˛1;1
1;1ˇ 


j
1;1
˛1;1
1;1 D 


iC1
1;1

˛1;1ˇ 

jC1
1;1

˛1;1:

Working graphically, the rectangle corresponding to y should be divided with a dashed
line into two equal parts (
1;1 ). Up to automorphisms, there is only one way to match
the columns of x with them. Stacking matched columns is equivalent to adding one
hollow rectangle of height 2.1�p�1/ to each column of x .

� Let x D 
2;1˛2;2ˇ 
1;1ˇ 1p and y D ˛1;2ˇ 
1;1ˇ 1p . The only two partitions
of x that can yield a nontrivial summand in the cup product are .
2;1˛2;2; 
1;1; 1p/

and .
2;1˛2;2; 1p; 
1;1/. Thus, by our formula,

x �y D 
2;1˛2;2˛1;2ˇ 

2
1;1ˇ 1pC 
2;1˛2;2˛1;2ˇ 
1;1ˇ 
1;1

D�
 2
2;1ˇ1;2;1� 2
 2

2;1ˇ1;2;1ˇ 
1;2:

Graphically, there are two possible matches of the columns of x and y because we
only need to ensure that the two largest columns match together. When we stack the
two large columns one on top of the other we obtain a nonadmissible column that can
be transformed as described in the figure. By stacking the remaining columns in the
two possible ways, we obtain the two skyline diagrams on the left. In one diagram,
two rectangles with the same height have been merged together, and a coefficient of 2

appears.

4 Restriction to modular invariants

Consider the regular representation of Vn D Zn
p (the action of Vn on itself given by

the usual Zp –vector space addition). This gives a map Vn ! †pn , as the set Vn

has cardinality pn . This section is devoted to the computation of the restriction map
�nW H

�.†pn IZp/!H�.VnIZp/, induced by this immersion. This is related to the
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action of the Steenrod algebra on our Hopf ring generators, as we will see in the
next section.

First, recall that H�.ZpIZp/ is isomorphic as a Zp –algebra to Zp Œy�˝ƒ.x/, where
x and y are generators of the first and the second cohomology groups, respectively.
We will also suppose that ˇ.x/D y , where ˇ is the cohomology Bockstein. Hence,
by the Künneth formula,

H�.VnIZp/DH�.ZpIZp/
˝n
D Zp Œy1; : : : ;yn�˝ƒ.x1; : : : ;xn/:

Recall that, by a result in Adem and Milgram [1, Corollary 1.8, page 182] the image
of �n is contained in the invariant subalgebra

�
Zp Œy1; : : : ;yn�˝ƒ.x1; : : : ;xn/

�
GLn.Zp/ ,

which was determined by Mùi in [7]. In particular, the product gives a Zp –vector
space isomorphism of the previous algebra with Zp Œd0;n; : : : ; dn�1;1�˝M , where M

is the Zp –vector space with basis fRn;s W 0� s1 < � � �< sl < ng indexed by subsets of
f0; : : : ; n� 1g.

The objects dk;n�k and Rn;s1;:::;sl
are defined by Mùi in terms of some determinants.

More precisely, we can define

Ln;k D det
�
y

p
j�ıj�k

i

�
1�i;j�n

;

and (letting y� denote omission)

Mn;s1;:::;sl
D

1

l!
det

26664
x1 : : : x1 y1 : : :

b
y

ps1

1
: : :

b
y

psl

1
: : : y

pn�1

1
:::
: : :

:::
:::
: : :

:::
: : :

:::
: : :

:::

xn : : : xn yn : : :
b
y

ps1

n : : :
b
y

psl

n : : : y
pn�1

n

37775:
Additionally, we have the equalities

dk;n�k D
Ln;k

Ln;n
and Rn;s1;:::;sl

DMn;s1;:::;sl
L

p�2

n;k
:

The dimensions of dk;n�k and Rn;s1;:::;sl
are 2.pn�pk/ and lC2.pn�1�

Pl
jD1 psj /,

respectively.

Thus, as an algebra,
�
Zp Œy1; : : : ;yn�˝ƒ.x1; : : : ;xn/

�
GLn.Zp/ is generated by these

objects dk;n�k , which are the classical Dickson invariants, and Rn;s1;:::;sl
and the

product structure are determined by d0;n being a nonzero divisor and the relations

R2
n;s1;:::;sl

D 0 and Rn;s1
: : :Rn;sl

D .�1/
l.l�1/

2 Rn;s1;:::;sl
d l�1

0;n :

Much is known about these classes. For example, the Steenrod algebra action, which
we will need soon, has been determined by Hung and Minh:

Algebraic & Geometric Topology, Volume 17 (2017)



Hopf ring structure on the mod p cohomology of symmetric groups 971

Theorem 4.1 [4, page 42] Let 0 � r < pn . Let r D
Pn�1

iD0 aip
i be the p–adic

expansion of r . We agree that a�1 D 0 by convention. Then:

� Pr .ds;n�s/ is 0 unless ai � ai�1 for all 0 � i < n, i 6D s and as C 1 � as�1 .
In this case it is given by the formula

�r;n;s

n�1Y
iD0

d
ai�ai�1Cıi;s

i;n�i ; where ıi;s D
�

1 if i D s;

0 otherwise;

and the following formula for �r;n;s holds:

�r;n;s D
.p� 1/!

.p� 1� an�1/!
Q

1�i�n�1;i 6Ds.ai � ai�1/!.asC 1� as�1/!
.asC 1/:

� Pr .Rn;s/ is 0 unless ai 2 f0; 1g, ai � ai�1 for all i 6D s and as D 0. This
condition is equivalent to r D .p � 1/�1.pnCps �pt1 �pt2/ for some t1 �

s < t2 � n. In this case,

Pr .Rn;s/DRn;t1
dt2;n�t2

�Rn;t2
dt1;n�t1

:

Here, we use the convention that Rn;n D 0 and dn;0 D 1.

� Pr .Rn;s1;s2
/ is 0 unless ai 2 f0; 1g, ai � ai�1 for i 6D s1; s2 and as1

D as2
D 0.

This condition is equivalent to r D .p�1/�1.pnCps1Cps2�pt1�pt2�pt3/

for some t1 � s1 < t2 � s2 < t3 � n. In this case, the following formula holds:

Pr .Rn;s1;s2
/DRn;t1;t2

dt3;n�t3
�Rn;t1;t2

dt2;n�t2
CRn;t2;t3

dt1;n�t1
:

Again, we agree that Rn;s;n D 0 and d0;n D 1.

Although we will not need this fact, it can be observed that, for Pr .ds;n�s/, the
coefficients �r;n;s assume a nicer form if we express them as functions of the exponents
ei D ai C ai�1C ıi;s that appear in the expression on the right. Explicitly,

p�r;n;s D
p!�

p�
Pn�1

iD0 ei

�
!
Qn�1

iD0 ei !

sX
iD0

ei :

The first factor on the right is the number of choices of disjoint subsets of cardinalities
e1; : : : ; en�1 in f1; : : :pg. After introducing the appropriate notions in Section 5, it
will be obvious that

Pn�1
iD0 ei ! counts the number of factors with an “effective scale”

of at least n� s .

We now need a preliminary lemma.
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Lemma 4.2 Let k 2N . We define Jk as the k–tuple .2.p� 1/; : : : ; 2.p� 1//. Let
J D .j1; : : : ; jk/ be a sequence of nonnegative integers (not necessarily admissible).
If QJ D

P
J 0 admissible �J ;J 0QJ 0 is the expansion of QJ as a linear combination of

admissible sequences of operations, then �J ;Jk
D 0 unless J D Jk .

Proof We recall that QJk
D˙Qpk�1

ı � � � ıQp ıQ1 and use upper indices, since
Adem relations assume a much better form this way. Given a nonadmissible sequence
in R, its expansion in the admissible basis is obtained by iterative applications of the
Adem relations. Hence, in order to prove the lemma, it is enough to check that for
every ˇ"Qrˇ"

0

Qs with r >ps�"0 , when we apply the suitable Adem relation written
as in Section 2, the expression we obtain does not contain a summand in the form
�QplC1

Qpl

for some � 2Zp n f0g. This is obvious if " 6D 0 or "0 6D 0. If "D "0 D 0,
then Qr ıQs D

P
i ciQ

rCs�iQi for some nonzero coefficients ci only if pi � r . If
there exists N{ such that cN{ 6D 0, r C s� N{ D plC1 and N{ D pl , then r C s D plC1Cpl

and r > ps implies r > plC1 . This is contradictory because pN{ D plC1 < r .

We will also need to know how the transfer product behaves with respect to the
restriction maps.

Lemma 4.3 If x1 2H�.†r IZp/ and x2 2H�.†pn�r IZp/ are Hopf monomials that
are different from 1, then ��n.x1ˇx2/D 0.

Proof Recall that the inclusion of Vn in †pn factors through the iterated wreath
product Zp o .Zp o � � � o .Zp oZp/ � � � / (see Adem and Milgram [1, page 185]). By
construction, the image in H�.†pn IZp/ of the homology of this subgroup is given
by Dyer–Lashof operations of length n. Hence, H�.Vn/ maps onto the linear span of
these classes, which are primitive with respect to �ˇ . As a consequence, they must
pair trivially with x1ˇx2 .

We are now ready to describe the action of �n on the generators, which is the analog
of [3, Corollary 7.6] but is proved using a different technique.

Proposition 4.4 The following formulas hold:

�jCk. j̨ ;jCk/D .�1/j RjCk;k ;

�jCk.ˇi;j ;pk /D .�1/kCiRjCk;k;kCj�i ;

�jCk.
j ;pk /D .�1/j dk;j :

Proof To prove the proposition, we will take advantage of the way Steenrod operations
are constructed to inductively compute �j .
j ;1/. Then we will use the naturality of the
Steenrod action to work out the remaining cases. The core of this idea was originally
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used by Mann [5] to compute im.�j /. To a certain extent, we follow his reasoning, but
we are also able to reconcile this approach with the Hopf ring structure and to describe
in simpler terms the classes in the cohomology of †pj which restrict to dl;j�l , Rj ;l

and Rj ;l;m .

First we will prove that �j .
j ;1/D .�1/j d0;j , or equivalently, by shifting to the lower-
index notation, �j .QJj .�/

_/D d0;j , where Jj is the j –tuple defined in Lemma 4.2.

Let us identify H�.Vj IZp/ with H�.ZpIZp/˝H�.Vj�1IZp/. The homomorphism
.�n/�W H�.VnIZp/! H�.†pn IZp/ satisfies, for every x 2 Hs.Vn�1IZp/ and for
every r � 0, the formula

.�n/�.er ˝x/D �.s/
X

k
.�1/kQrC2k�s ıPk

� .x/

� ı.r/�.s� 1/
X

k
.�1/kQrCpC.2pk�s/.p�1/ ıPk

�ˇ.x/:

Here Pk
� is the linear dual to the k th Steenrod power Pk ,

�.2j C "/D .�1/j
�

1
2
.p� 1/

�
!" and ı.2j C "/D " if " 2 f0; 1g:

This is stated in May [6, Proposition 9.1, page 205], where it is used as a preliminary
step for the proof of Nishida relations, and is essentially the dualization of the original
construction of Pk made by Steenrod.

Note that, by Lemma 4.2, all the summands in the previous formula pair trivially with
QJj .�/

_ , except possibly those in the form QrC2k�sıPk
� .x/ with rC2k�sD2.p�1/

and s � 2k.p � 1/ D 2.pj�1 � 1/. This means that r D .pj�1 � l/.p � 1/ and
s D 2.pj�1� 1/C 2k.p� 1/. Hence, dually, we have

�j .QJj .�/
_/D

pj�1�1X
kD0

.�1/kPk�j�1.Q
_
Jj�1

/y
.p�1/.pj�1�1/
j :

This implies by induction on j that the right member is equal to d0;j . Explicitly, for
j D 1 the statement is trivial. For j > 1, by the induction hypothesis, �j .QJj .�/

_/

is a GLj .Zp/–invariant polynomial in H�.Vj�1IZp/Œyj � whose leading coefficient
is d

p
0;j�1

. This must be d0;j .

The calculations of �n.x/ for 
n�k;pk with k > 0, j̨ ;n and ˇi;j ;pn�j follow directly
from the naturality of the Steenrod powers with respect to the restrictions �n and from
the formulas in Cohen, Lada and May [2, Theorem 3.9], which determine the Steenrod
action on the dual of RŒn�. These formulas are true in H�.†pn IZp/ only up to sum-
mands containing nontrivial transfer products, but they still determine �n ıPr on Hopf
ring generators because of Lemma 4.3. Comparison with the Steenrod powers of Mùi
invariants as determined by Hung and Minh [4, Theorems B and C] yields the result.
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As a corollary, we obtain a known fact about the image of �n .

Corollary 4.5 [5, Theorem A] The image of �n in H�.VnIZp/
GLn.Zp/ is the subal-

gebra generated by dj ;n�j , Rn;j and Rn;i;j . This can be described as

nM
lD0

M
0�s1<���<sl<n

Zp Œd0;n; : : : ; dn�1;1�d
dl=2e;0
0;n

Rn;s:

Hence, in general, �k is not surjective.

5 Steenrod algebra action

This section is devoted to the computation of the action of the Steenrod powers on the
Hopf ring A. We will achieve this by combining the calculations of Proposition 4.4 with
the ideas used by Giusti, Salvatore and Sinha [3, Section 8] for the mod 2 cohomology.

First note that, as in the mod 2 case, the products ˇ and � , the coproduct � and the
antipode are induced from stable maps; hence, there are Cartan formulas for all these.
This means that A is a Hopf ring over the mod p Steenrod algebra A.p/, so it is
sufficient to determine the action of ˇ"P l (l � 0 and " 2 f0; 1g) on the Hopf ring
generators j̨ ;jCk , ˇi;j ;pk and 
j ;pk .

In order to describe the Steenrod algebra action on A in terms of our additive basis,
we introduce some notation.

Definition 5.1 � The height (ht) of a gathered block b is the number of generators
that must be cup-multiplied to obtain b . The height of a Hopf monomial is the
largest of the heights of its constituent blocks.

� We define the effective scale (effsc) of a gathered block, which we assume in the
form b D 
l1;n1

� � � 
lr ;nr
ˇi1;i2;m1

� � �ˇi2s�1;i2s ;ms
˛"

j ;k
("D 0; 1) as the largest

of the integers l1; : : : ; lr ; i2s if " D 0, or as k if " D 1. In other words, for
b 2H�.†pn IZp/, effsc.x/ is the minimum k � 0 such that the restriction of x

to †pn�k

pk is not zero. The effective scale of a Hopf monomial is the minimum
of the effective scales of its constituent blocks.

� A Hopf monomial is full-width if none of its constituent blocks is 1†n
.

� We say that a gathered block is of type A if all the Hopf ring generators that must
be cup-multiplied to obtain it are in the form 
l;n , except one that is in the form

j̨ ;k . For example, 
 3
1;p2˛1;3 is of type A. More generally, a Hopf monomial is

of type A if all its constituent blocks are of type A.
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� We say that a gathered block is of type B if all the Hopf ring generators that
appear in it are in the form 
l;n , except one in the form ˇi;j ;m . For example,

 5

3;1

 2

2;p
ˇ1;2;3 is of type B. More generally, a Hopf monomial is of type B if all

its constituent blocks are of type B.

� We say that a Hopf monomial is of type C if it is obtained by applying � and ˇ
only to elements in the form 
l;n .

These definitions can be understood graphically. Given a skyline diagram:

� Its height is the maximal number of rectangles stacked one on top of the other
that appear in the diagram.

� Its effective scale is the width of the thinnest column among those delineated by
the original boundaries and the vertical dashed lines of full height.

� It is full-width if there are no columns of height 0.

� It is of type A if its columns contain exactly one solid rectangle and it is odd-
dimensional. It is of type B if its columns contain exactly one solid rectangle
and it is even-dimensional, while it is of type C if it is made only of hollow
rectangles.

The definitions of height, effective scale and full-width monomial are borrowed from [3]
and make sense also for the mod 2 cohomology.

We will also need the following result from Adem and Milgram’s book:

Lemma 5.2 [1, Corollary 1.4, page 180] Let �n and �n be the natural restrictions
from the cohomology of †pn to H�.VnIZp/ and H�.†p

pn�1 IZp/ŠH�.†pn�1 IZp/
˝p,

respectively. The following homomorphism, whose components are �n and �n , is
injective:

H�.†pn IZp/!H�.VnIZp/˚H�.†
p

pn�1 IZp/:

This lemma is derived in [1] by proving that elementary abelian subgroups detect
the cohomology of †pn , and that all these groups are conjugate to subgroups of
†

p

pn�1 or to Vn . However, the same result can also be obtained as a consequence of
our description. Indeed, the restriction of �n to the linear span of Hopf monomials
of height n in H�.†pn IZp/ is injective by Proposition 4.4. These monomials map
trivially to H�.†

p

pn�1 IZp/. Recall that a basis for H�.†pn�1 IZp/
˝p is given by

x1˝ � � � ˝ xp , where xi are Hopf monomials and that �n can be identified with the
iterated coproduct. Let x1 ˝ � � � ˝ xp be such a basis element. By our coproduct
formulas, there exists exactly one Hopf monomial x 2 H�.†pn IZp/ of height less
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than n such that x1˝ � � � ˝ xp appears with a nonzero coefficient in the expansion
of �n.x/. Explicitly, x is the transfer product of the gathered blocks b 2H�.†mIZp/

such that, for every 1� i � p , there is bi 2H�.†mi
IZp/ that is a constituent block

of xi with the same profile of b and
P

i mi Dm (some mi are allowed to be 0). This
implies the lemma.

With these tools, we can obtain formulas for the Steenrod action on A. The idea is to use
Theorem 4.1 and Lemma 5.2 and check, case by case, that the two expressions we wish
to be equal assume the same value if restricted to H�.VnIZp/ and H�.†

p

pn�1 IZp/.

Lemma 5.3 Pr .
n�k;pk / can be expressed as a linear combination of full-width Hopf
monomials of Type C with a height of at most p and an effective scale of at least n�k .

Following the notation used by Giusti, Salvatore and Sinha [3], we will call these
monomials the outgrowth monomials of 
n�k;pk . We denote the set of such monomials
by Outgrowth.
n�k;pk /.

Proof of Lemma 5.3 The proof will follow that of [3, Theorem 8.3]. We proceed by
induction on k . First, assume k D 0. By Theorem 4.1 and Lemma 5.2, Pr .
n;1/ must
restrict to (

0 on H�.†
p

pn�1 IZp/;

.�1/n�r;n;0

Qn�1
iD0 d

ai�ai�1Cıi;0

i;n�i on H�.VnIZp/:

Hence, it must be a multiple of
Qn�1

iD0 

ai�ai�1Cıi;0

n�i;pi . This is the only full-width Hopf
monomial of Type C, of degree 2.pn� 1/C 2r.p� 1/ with a height of at most p and
an effective scale of at least n.

For k > 0, since �n.
n�k;pk /D 

˝p

n�k;pk�1 , using the external Cartan formula, we have

�n.Pr .
n�k;pk //D
X

r1C���CrpDr

Pr1.
n�k;pk�1/˝ � � �˝Prp .
n�k;pk�1/:

By induction, this is a linear combination of elements x1˝ � � �˝xp , where each xi is
an outgrowth monomial of 
n�k;pk�1 . Recall that, for each x1˝� � �˝xp in this form,
there exists a unique Hopf monomial x 2 H�.†pn IZp/ with effsc.x/ < n whose
restriction to H�.†

p

pn�1 IZp/ has a nonzero multiple of x1˝ � � �˝xp as a summand.
We have described x explicitly above. Moreover, we have effsc.x/ � n � 1 and
x 2Outgrowth.
n�k;pk / since height and the fact of being full-width are preserved by
the coproduct, and the minimum of the effective scales of xi must be equal to effsc.x/.
A Hopf monomial x 62 Outgrowth.
n�k;pk / with an effective scale less than n cannot
appear in the expression of Pr .
n�k;pk�1/, because this would yield summands in
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�n.Pr .
n�k;pk // that are not tensor products of elements in Outgrowth.
n�k;pk�1/.
If a Hopf monomial with an effective scale equal to n appear, this must, once again,
be an outgrowth monomial of 
n�k;pk . Otherwise, by applying the restriction to
H�.VnIZp/, we would contradict Theorem 4.1.

Thus,
Pr .
n�k;pk /D

X
x2Outgrowth.


n�k;pk /

deg.x/D2.pn�pk/C2r.p�1/

cn;k;xx:

We are left to determine the coefficients cn;k;x . Note that, by restricting to H�.VnIZp/,
using Proposition 4.4 and comparing with the formula in Theorem 4.1, we can directly
determine cn;k;x when

x D

n�1Y
iD0



ai�ai�1Cıi;k

n�i;pi

is the unique term made by a single gathered block. Explicitly,

c
n;k;

Qn�1
iD0 


ai�ai�1Cıi;k

n�i;pi

D .�1/n�kC
Pn�1

iD0 .ai�ai�1Cıi;s/.n�i/�r;n;k ;

where r D
P

i aip
i .

In general, let x D b1ˇ� � �ˇ bl 2H�.†pn IZp/ be the transfer product of l gathered
blocks with pairwise distinct profiles. We assume that bi 2 H�.†pni mi

IZp/ with
effsc.bi/D ni . As a notational convention, given a block b , we denote the (necessarily
unique) block which has the same profile and lies in H�.†peffsc.b/ IZp/ by b0 . The
restriction of x to the cohomology of

Ql
iD1†

mi

pni
is the symmetrization of the class

b
0˝m1

1
˝ � � �˝ b

0˝ml

l
. By observing that


n�k;pk jQ
i †

mi

p
ni

D

O
i



mi

n�k;pk�nCni
;

we obtain, by application of the naturality of the Steenrod operations and of the external
Cartan formula for Pr as above, that cn;k;x D

Ql
iD1 cn�ni ;ni�nCk;b0

i
. This reduces

the computation of cn;k;x to the previous particular case.

We summarize our calculations in the following proposition.

Proposition 5.4 Let 0� k < n. Let bD
Qn�1

iD0 

ei

n�i;pi 2Outgrowth.
n�k;pk / be the
gathered block with an effective scale of n. We define

cn;k;b D .�1/n�kC
P

i ei .n�i/�.p�1/�1Œ
P

i 2.pn�pi /�2.pn�pk/�;n;k

D .�1/n�kC
P

i ei .n�i/ .p� 1/!

.p� ht.b//!
Qn�1

iD1 ei !

kX
iD1

ei :
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Let x 2Outgrowth.
n�k;pk / be a general outgrowth monomial. Then xDb1ˇ� � �ˇbs ,
with bi 2 H�.†li

IZp/ that are gathered blocks with pairwise distinct profiles. We
define

cn;k;x D

lY
iD1

c
li

effsc.bi /;k�nCeffsc.bi /;b
0
i

:

Then
Pr .
n�k;pk /D

X
x2Outgrowth.


n�k;pk /

deg.x/D2.pn�pkCr.p�1//

cn;k;xx:

Remark Note that, with our proof, we do not need to check inductively that the coeffi-
cients agree when we restrict to H�.†pn�1 IZp/ because this is automatically satisfied.
However, this can be proved “manually” by observing that �r;n;s D �rpk ;nCk;sCk .
Because of this, for a block b D

Qn�1
iD0 


ai�ai�1Cıi;k

n�i;i 2H�.†pn IZp/, not necessarily
with effsc.b/D n, we have

cn;k;b D .�1/n�kC
P

i .ai�ai�1Cıi;k/.n�i/�P
i ai pi ;n;k ;

agreeing with Theorem 4.1. More generally, given a gathered block

b D
Y

i



ai�ai�1Cıi;k

n�i;mpi

in H�.†pnm/with effsc.b/Dn and given two partitions .pk1; : : : ;pk1/, .pk0
1; : : :pk0

l 0 /

of m with powers of p , the following equality holds in Zp :

lY
jD1

�P
i ai p

iCkj ;nCkj ;kj
D

l 0Y
jD1

�P
i ai p

iCk0
j ;nCk0

j
;k0
j

:

This implies that the desired coefficients agree in the restriction to H�.†
p

pn�1 IZp/.

The computation of Pr . j̨ ;k/ and Pr .ˇi;j ;pk / can be done in the same way. Before
stating the final results we define the analogous notion of outgrowth monomials for ˛i;j

and ˇi;j ;pk as the full-width monomials of height one or two with an effective scale
of at least j , of types A and B respectively. We will denote the set of such monomials
by Outgrowth.˛i;j / and Outgrowth.ˇi;j ;pk /, respectively.

Proposition 5.5 Let 1� j �n. For xD 
n�u;pu˛n�t;n 2Outgrowth. j̨ ;n/, we define
c0n;j ;x D .�1/jCtCu.ıt�n�j � ıu�n�j /. Here, we allow u D n with the convention
that 
0;pn D 1. Then

Pr . j̨ ;n/D
X

x2Outgrowth. j̨ ;n/
deg.x/D2..p�1/rCpn�pn�j /�1

c0n;j ;xx:

Algebraic & Geometric Topology, Volume 17 (2017)



Hopf ring structure on the mod p cohomology of symmetric groups 979

Let 1� i < j � n and let k D n� j . Given a gathered block b D 
n�v;vˇn�u;n�t;pt

in Outgrowth.ˇi;j ;pk /, define

c00n;i;j ;b D .�1/iCkCtCuCv.ıv>kCj�i � ıu>kCj�i/ıt�kCj�i.ıt�k � ıv�k/ıu>k :

For a general outgrowth monomial x D b1 ˇ � � � ˇ bl with bs 2 H�.†ms
IZp/ and

effsc.bs/D ns for all 1� s � l , we define c00n;i;j ;x D
Ql

sD1.c
00
ns ;i;j ;bs

/ms . Then

Pr .ˇi;j ;pk /D
X

x2Outgrowth.ˇ
i;j ;pk /

deg.x/D2..p�1/rCpn�pn�j�pn�i /

c00n;i;j ;xx:

In this result, the coefficients c0n;j ;x and c00n;i;j ;x are always equal to �1, 0 or 1.

We close this section with a proposition that describes the action of the Bockstein
homomorphism ˇ on Hopf ring generators. This clearly determines ˇ on the whole
Hopf ring and follows easily from [6, Theorem 3.9, page 33].

Proposition 5.6 The following formulas hold:

� ˇ. j̨ ;k/D 
k;1 if j D k and is equal to 0 otherwise.

� ˇ.ˇi;j ;pk /D�˛i;j if k D 0 and is equal to 0 otherwise.

� ˇ.
j ;pk /D 0.

6 An example

As an example we now extract the cup product structure from our Hopf ring presentation
in the case of H�.†p2 IZp/. An equivalent description has been given by Mùi [7] by
analyzing the restriction to elementary p–subgroups.

First note that, by our results, an additive basis for H�.†p2 IZp/ is given by

B D
n

 a

2;1

b
1;p˛

"1

1;2
˛
"2

2;2
ˇ
"3

1;2;1
W a; b; "i � 0;

3P
iD1

"i � 1
o

[

n pJ
iD1



ti

1;1
˛
"i

1;1
W ti � 0; "i 2 f0; 1g not all factors equal

o
:

The elements of the last set are to be considered up to permutations of the p factors.
More simply, we can order the basis for H�.†pIZp/ with the rule


 a
1;1˛

"
1;1 > 


b
1;1˛

ı
1;1 () .a> b/_ .aD b ^ " > ı/;
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where we agree that, in the last set, 
 t1

1;1
˛
"1

1;1
� � � � � 


tp
1;1
˛
"p
1;1

in the given order. It will
be useful to order the set of the basis elements in this form with the product order.

We now write the generators and relations in H�.†p2 IZp/ as a ring. We define:

� x1 D 
2;1

� x2 D ˛1;2

� x3 D ˛2;2

� x4 D ˇ1;2;1

� yi D 
1;i ˇ 1p2�pi for 1� i � p� 1

� yp D 
1;p

� zi D 
1;i�1ˇ˛1;1ˇ 1p2�pi for 1� i � p

There are equalities x2x3 D x1x4 , x2x4 D 0, x3x4 D 0 and x2
4
D 0 coming directly

from relations (3)–(5) in our Hopf ring presentation. Moreover, we have seen as an
example in Section 2 that, for every 1� i � 4, we have xiyj D 0 for 1� j � p� 1

and xizj D 0 for 1� j � p . These will be our cup product generators and relations.

Proposition 6.1 Consider the unital ring

S D
U.x1;x2;x3;x4;y1;y2;y3; z1; z2; z3/

I
;

where U.X / is the free associative skew-commutative algebra generated by the ele-
ments of X (in appropriate dimensions) and let I � S be the bilateral ideal generated
by the relations above. There is an isomorphism 'W S !H�.†p2 IZp/.

Proof There is a ' defined in the obvious way because we have checked that these
relations hold in this cohomology ring. We now prove that ' is bijective. First, let
w D

Jp
jD1



tj
1;1
˛
"j
1;1

, with the factors 
 tj
1;1
˛
"j
1;1

ordered from largest to smallest with
respect to the product ordering. Consider the set P of elements f.bk;1; : : : ; bk;p/g

2
kD1

where .b1;1; : : : b1;p/ is a partition of 
1;i and .b2;1; : : : ; b2;p/ is a partition of 1p.p�i/ .
Moreover, let P 0 be the set of elements f.b0

j ;1
; b0

j ;2
/g

p
jD1

where .b0
j ;1
; b0

j ;2
/ is a splitting

of 
 tj
1;1

. Using our rule for the cup product explained at the end of Section 2, we have

yi �w D
X
P;P0

pK
jD1

b1;j b0j ;1 ˇ

pK
jD1

b2;j b0j ;2:

Observe that a partition .b1;1; : : : ; b1;p/ of 
1;k corresponds to a partition k1; : : : ; kp

of the natural number k with nonnegative integers. Explicitly, the correspondence is
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given by b1;j D 
1;kj . Similarly, a partition .b2;1; : : : ; b2;p/ of 1p.p�i/ corresponds
to a partition h1; : : : ; hp of p.p � i/ by the rule b2;j D 1hj . The only splittings of

 a

1;1
˛"

1;1
are .
 a

1;1
˛"

1;1
; 10/ and .10; 


a
1;1
˛"

1;1
/.

Hence, we can write explicitly yi � .
Jp

jD1



tj
1;1
/ as a linear combination of elements of

our basis B , and we obtain

yi �w D �i

pK
kD1



tkCık�i

1;1
˛
"k

1;1
C � � �

for some �i 2 Zp n f0g, where . . . stands for terms that are smaller than the previous
one in the considered ordering. With the same reasoning we can prove that

zi �w D �i

pK
kD1



tkCık<i

1;1
˛
"kCıminfh�iW"hD0g.k/

1;1
C � � � ;

where �i 2 Zp n f0g and . . . has the same meaning as before.

An additive basis for S is given by

B0 D
n
xa

1yb
px

"1

2
x
"2

3
x
"3

4
W a; b; "i � 0;

3P
iD1

"i � 1
o
[

n pQ
iD1

y
ti

i

pQ
iD1

z
"i

i W ti � 0; "i 2 f0; 1g
o
:

By induction, using the previous formulas, the expansion in the basis B of the coho-
mology class '

�Qp
iD1

y
ti

i

Qp
iD1

z
"i

i

�
(with ti � 0 and "i 2 f0; 1g) is in the form

'

� pY
iD1

y
ti

i

pY
iD1

z
"i

i

�
D �t ;"

pK
iD1




Pp

kDi
tkC

Pp

kDiC1
"k

1;1
˛
"i

1;1
C � � � ;

where, again, �t ;" 6D 0 in Zp and . . . stands for smaller terms. This implies that the
matrix associated with the Zp –linear function

'W Span
� pY

iD1

y
ti

i

pY
iD1

z
"i

i

�
! Span

� pK
iD1



ti

1;1
˛
"i

1;1

�
with respect to the two bases considered above (if we properly order their elements)
is triangular, with all nonzero entries on the diagonal. Hence, 'W A!H�.†p2 IZp/

must be an isomorphism.
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Rational SO.2/–equivariant spectra

DAVID BARNES

J P C GREENLEES

MAGDALENA KĘDZIOREK

BROOKE SHIPLEY

We prove that the category of rational SO.2/–equivariant spectra has a simple alge-
braic model. Furthermore, all of our model categories and Quillen equivalences are
monoidal, so we can use this classification to understand ring spectra and module
spectra via the algebraic model.

55N91, 55P42, 55P60

1 Introduction

Rational equivariant cohomology theories This paper is a contribution to the study
of equivariant cohomology theories, and gives a rather complete analysis for one class
of theories. To start with, G–equivariant cohomology theories are represented by
G–spectra, so that the category of G–equivariant cohomology theories and stable
natural transformations between them is equivalent to the homotopy category of G–
spectra, and it is natural to study the homotopy theory of G–spectra. One cannot
expect a complete analysis of either cohomology theories or spectra integrally, but if we
rationalize, things are greatly simplified, whilst valuable geometric and group-theoretic
structures remain. Henceforth we restrict attention to rational cohomology theories and
rational spectra without further comment. The general conjecture states that there is
a nice algebraic model for rational G–spectra and, more precisely, a graded abelian
category A.G/ and a Quillen equivalence

G –spectra' dA.G/;

where dA.G/ consists of differential objects of A.G/. The category A.G/ is of
injective dimension equal to the rank of G and of a form that is easy to use in
calculations. Of course one would like the Quillen equivalence to reflect as much
structure as possible. The conjecture is known for quite a number of groups in some
form, and we refer to Greenlees and Shipley [16] for a summary of what is known. In
the present paper we are concerned with the specific case of the circle group, and with
giving a zigzag of Quillen equivalences which are symmetric monoidal.

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.983

http://msp.org
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The circle group We will entirely focus on the circle group, because it plays a critical
role in understanding the case of all other infinite compact Lie groups. As an added
benefit, it is significantly simpler than any other group, so we can focus on the critical
features without being distracted by extraneous complication. We refer to the group
as SO.2/, because we have in mind as first applications its role as a subgroup of O.2/

(in Barnes [5]) and SO.3/ (in Kędziorek [20]).

Our main result is as follows:

Main Theorem The model category of rational SO.2/–equivariant spectra is Quillen
equivalent to the algebraic model dA.SO.2//dual . Furthermore, these Quillen equiva-
lences are all symmetric monoidal, hence the homotopy category of rational SO.2/–
equivariant spectra and the homotopy category of the algebraic model D.A.SO.2///
are equivalent as symmetric monoidal categories.

The algebraic model is described in Section 2 below.

Rings and commutative rings Our main theorem establishes a zigzag of symmetric
monoidal Quillen equivalences between the symmetric monoidal model category of
rational SO.2/–spectra and the symmetric monoidal model category dA.SO.2//dual .
In particular we may use Schwede and Shipley [24, Theorem 3.12] to see that the model
category of ring spectra is Quillen equivalent to the category of monoids in A.SO.2//.
This means that a ring object Ra in dA.SO.2// corresponds to a ring object Rtop in
SO.2/–spectra in a homotopy-invariant fashion. Furthermore, the category of Ra –
modules is Quillen equivalent to the category of Rtop –modules.

However, it is essential to emphasize that if Ra is commutative, it does not follow that
Rtop will be a commutative SO.2/–ring spectrum. The reason is that the correspon-
dence between Ra and Rtop is not simply applying the symmetric monoidal functors.
Instead it involves derived functors and hence fibrant and cofibrant approximations.
These approximations are only in the category of rings rather than in the category of
commutative rings. This is inevitable, since for example the ring spectrum Rtop D zEF

corresponds to a small and explicit commutative ring Ra , but it is well known — see
McClure [22] — that zEF is not a commutative ring in orthogonal SO.2/–spectra.

Greenlees [9] showed that if C is a generalized elliptic curve over a Q–algebra, there
is an associated SO.2/–spectrum EC representing elliptic cohomology. Indeed the
proof proceeds by writing down an object ECa in A.SO.2//, and taking ECD ECtop

to be the corresponding SO.2/–spectrum. It is transparent from the construction that
ECa is a commutative ring in A.SO.2//, and it is a consequence of the present work
that EC is a ring spectrum. As commented above, this does not prove that EC is a
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commutative ring spectrum, though it is easily verified to be homotopy commutative
and compatible with the homotopy ring structure used by Ando and Greenlees [1].

Contribution of this paper To place the contribution of this paper in the study of
rational SO.2/–spectra, we need to give a little history. A description of the homotopy
category of rational SO.2/–spectra was given by Greenlees [8]. This took the form of
an equivalence of homotopy categories

Ho.SO.2/–spectra/'D.A.SO.2///

for the abelian category A.SO.2// (described in Section 2 below) without giving a
Quillen equivalence of model categories inducing it. Since A.SO.2// is rather simple
and of injective dimension 1, this gives a practical means for calculating the space
ŒX;Y �SO.2/

� of maps for arbitrary (rational) SO.2/–spectra X and Y up to extension.
Since A.SO.2// is (in a sense that will appear later) evenly graded, the extensions split,
and so [8] gives a complete description of the category Ho.SO.2/–spectra/. Unfortu-
nately, [8] claimed that the above equivalence of homotopy categories is an equivalence
of triangulated categories, but there is a gap in this argument. Patchkoria, who noticed
this gap, gave in [23] (and more recent work) an illuminating systematic analysis of
lifting equivalences of homotopy categories to ones that preserve triangulations and
other structures. The purported argument for A.SO.2// in [8] fits into Patchkoria’s
formalism, but does not satisfy the conditions necessary to apply Patchkoria’s results.
Shipley [26] showed that if the claimed triangulated equivalence of homotopy categories
in [8] existed, it would lift to a Quillen equivalence of model categories. Work then
began to give an algebraic model for the homotopy category of G –spectra for a torus G

(eventually leading to Greenlees and Shipley [16]); it was soon apparent that the only
way to approach this is to first prove a Quillen equivalence between G–spectra and
dA.G/ and then deduce the equivalence of homotopy categories as a consequence.
This general project has taken some time, and has a complicated history of its own [13;
14; 15; 16], but the special case of the circle is much simpler than the general case, and
easily explained. The underlying strategy applied in [16] is the same as that adopted
here for the circle group, but there are some significant differences of implementation
adopted from Barnes [2; 5] and Kędziorek [19; 20].

Meanwhile, work began on the group O.2/ (culminating in the model of Barnes [5])
and the group SO.3/ (culminating in the model of Kędziorek [19]). Those models
depended on the Quillen equivalence for SO.2/; they originally built upon Greenlees
and Shipley [16], but the technical context adopted here has advantages for them.
The proof for the general torus is considerably more complicated than that for the
circle, principally because SO.2/ has only two connected subgroups (namely the trivial
group and the whole group) rather than infinitely many for higher-dimensional tori.
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Accordingly, it is much easier to see the essential structure of the argument in the case
of the circle. It is therefore desirable to give a separate account for SO.2/ to show the
simplicity of the argument, and to provide the input to the work on O.2/ and SO.3/.

Perhaps a more important reason for publishing a separate account for SO.2/ is that at
present we can prove more for the circle group than for a general torus. The category
of G –spectra is a monoidal model category, and A.G/ is a monoidal abelian category.
One would like to have a monoidal equivalence between G–spectra and dA.G/. Of
course this requires more care and some more delicate analysis than a simple Quillen
equivalence. As the first step, one needs a monoidal model structure on dA.G/. The
abelian category A.G/ does not have enough projectives and the injective model
structure on dA.G/ used in earlier work is certainly not monoidal. On the other hand,
for G D SO.2/, constructing a monoidal model structure on dA.SO.2// is the primary
task of Barnes [4]. This result relies on some explicit constructions in A.SO.2//
from [8] that are not made explicit in Greenlees [10; 11] for higher tori. It is expected
that a similar construction will work for other groups, but additional work will be
necessary. Once a monoidal model structure is defined on dA.G/, one would need to
ensure that all Quillen pairs making up the equivalence are monoidal. At present, this
is only accessible for G D SO.2/.

The Hasse–Tate isotropy square The overarching strategy for building an algebraic
model is to break the category of SO.2/–spectra into parts, give an algebraic model
of each part and then assemble an algebraic model for all spectra from the algebraic
models of the parts.

To analyse an individual SO.2/–spectrum it is natural to use isotropy separation, to
assemble the spectrum from information at the family F of finite subgroups and the
information at SO.2/ itself. This can be implemented using the Tate square

X //

��

X ^ zEF

��

F.EFC;X / // F.EFC;X /^ zEF

which expresses X as the homotopy pullback of its F–completion, F.EFC;X /, and
its localization away from F, namely X ^ zEF , over the Tate object, F.EFC;X /^ zEF .
Thus X is the homotopy pullback of a punctured square diagram (ie a diagram of
shape P D .�! � �/). The basic idea is to do this at the level of model categories.
We would like to assemble the category of all SO.2/–spectra from the category of
F–complete objects and objects localized away from F . The way we do it here is
to take suitable model categories of F–complete spectra, of spectra away from F ,
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and Tate spectra, and then construct a model structure on the category S�–mod of
P –diagrams of such objects: a cellularization (Ktop–cell–S�–mod) of this model
category of P –diagrams is then shown to be Quillen equivalent to the original category
of SO.2/–spectra essentially using the fact that the Tate square is a homotopy pullback.
The machinery of Greenlees and Shipley [15] was built for this purpose.

The alternative, adopted in Greenlees and Shipley [16], is to say that the category of
SO.2/–spectra is equivalent to the category of S–modules in SO.2/–spectra, where S
is the sphere spectrum. We then consider the special case of the Tate square in which
X DS and say that S is the pullback of a diagram of rings, so that the module category
of S is Quillen equivalent to a cellularization of the model category of modules over
the P –diagram of rings.

After this, the general strategy in either case is to show the P –diagram of model
categories is equivalent to a simpler one that can be made algebraically explicit. In
the present paper, several of the monoidal functors are taken from Barnes [2; 5] and
Kędziorek [19; 20] and, since we work in a context where zEF is not a commutative
ring, we adopt their methods for the formality argument in Section 4.1.

Summary of the zigzag of Quillen equivalences To illustrate the zigzag of Quillen
equivalences in the Main Theorem we present a diagram of key steps:

LSQTSp

S�^�

��

.in TSp/

.Proposition 3:2:5/

Ktop–cell–S�–mod

pb

OO

.�/T

��

.in TSp/

.Corollary 3:3:6/

KT
top–cell–S�top–mod

�#

OO

of Quillen equivalences

��

.in Sp/

.Corollary 3:4:6/

Kt –cell–S�t –mod

zigzag

OO

of Quillen equivalences

��

.in Ch.Q//

.Section 4:1/

Ka–cell–S�a–mod

zigzag

OO

�

��

.in Ch.Q//

.Proposition 4:2:4/

dA.T /dual

�

OO

.in Ch.Q//
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At the top we have our preferred model for rational T –spectra (namely the left Bousfield
localization LSQTSp of the category of orthogonal T –spectra at the rational sphere
spectrum (Definition 3.2.1)) and at the bottom we have our algebraic model dA.T /dual .

The first step, moving into categories of P –diagrams, was suggested in the previous
subsection, and the other steps will be described in the body of the paper. The reader
may wish to refer to this diagram now, but the notation will be introduced as we proceed.
In the diagram, left Quillen functors are placed on the left and T WD SO.2/. References
to specific results are given on the left, and on the right there is an indication of the
ambient category. In the following the subscript “top” indicates that the corresponding
object has a topological origin, whereas the subscript “t ” indicates that the object is
algebraic, but has been produced by applying the results of Shipley [27]. The subscript
“a” indicates that the object is algebraic in nature and has an explicit description. The
symbols S�.�/ refer to particular P –diagrams of model categories, and the various
categories S�

.�/
–mod are generalizations of the notion of a module over a diagram

of rings; see Section 3.1. These model categories are cellularized (ie right Bousfield
localized) at the sets of objects K.�/ , which at every level of the diagram are the
derived images of the usual stable generators T=HC of T –spectra, where H varies
through closed subgroups of T .

Notation From now on we will write T for the group SO.2/. We also stick to the
convention of drawing the left adjoint above the right one in any adjoint pair. We
use Ch.Q/ for the category of chain complexes of rational vector spaces, Sp for the
category of orthogonal spectra, G Sp for the category of orthogonal G–spectra and
Sp† for the category of symmetric spectra.

2 The algebraic model dA.T /

In this section we recall the algebraic category A.T / as developed by the second
author [8]. This category is naturally enriched in graded abelian groups. We use the
notation dA.T / for the category of objects in A.T / with a differential and call it
the algebraic model for rational T–spectra. A nonmonoidal model structure for the
category dA.T / is given in [8]. Work of the first author [4] builds upon this and
constructs a monoidal model structure on dA.T /.

We call A.T / the abelian model for rational T–spectra and dA.T / the algebraic
model for rational T–spectra. The model structures we construct on dA.T / are such
that Ho.dA.T // is equivalent to the derived category of the abelian model, D.A.T //,
which is equivalent to the homotopy category of rational T–spectra by [8].
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2.1 The abelian model A.T /

The abelian model for rational T–spectra is established in [8]. We introduce this
category, explain how to turn it into a differential graded category and then define the
injective model structure.

Definition 2.1.1 Let F be the set of finite subgroups of T . Let OF be the graded ringQ
n>1 QŒcn� with cn of degree �2. Let en be the idempotent arising from projection

onto factor n. In general, let � be a subset of F and define e� to be the idempotent
coming from projection onto the factors in � . We let c be the unique element of OF

such that cn D enc for all n� 1.

We use the notation E�1OFD colimn>1 OFŒc
�1
1
; : : : ; c�1

n �. It is easy to see that E�1OF

is a ring. The notation arises since this ring can also be described in terms of inverting
a certain set of Euler classes. As a vector space, .E�1OF/2k is

Q
n>1 Q for k 6 0 and

is
L

n>1 Q for n> 0.

For any OF module N , we define E�1N to be E�1OF˝OF
N .

Definition 2.1.2 We define the abelian model A D A.T / as follows. Its class of
objects is the collection of triples .N;U; ˇ/ where N is an OF–module, U is a graded
rational vector space and

ˇW N ! E�1OF˝U

is an OF–module map such that E�1ˇ is an isomorphism.1 We will often refer to ˇ
as the structure map.

A map .�; �/ in A is a commutative square

N
ˇ
//

�
��

E�1OF˝U

Id˝�
��

N 0
ˇ0
// E�1OF˝U 0

where � is a map of OF–modules and � is a map of graded rational vector spaces.

The relation between this category and rational T–equivariant spectra is given by the
following pair of theorems from [8].

Theorem 2.1.3 The homotopy category of rational T–equivariant spectra is equivalent
to the derived category of A.

1The tensor product in the target of ˇ is over Q , which we omit from the notation.
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For a rational T–equivariant spectrum X , let �A
� .X / be the following object of A,

which is its counterpart in A:

�A
� .X /D

�
�T
� .X ^DEFC/! �T

� .X ^DEFC ^ zEF/Š E�1OF˝��.ˆ
T X /

�
:

For details of the spectra DEFC and zEF see Definition 3.2.2. The spectrum ˆT X is
the geometric T–fixed points of X .

There is also an Adams short exact sequence which explains how to calculate maps in
the homotopy category of rational T–equivariant spectra:

Theorem 2.1.4 Let X and Y be rational T–equivariant spectra. Then the sequence
below is exact:

0! ExtA.�A
� .†X /; �A

� .Y //! ŒX;Y �T� ! HomA.�
A
� .X /; �

A
� .Y //! 0:

In [8] a model structure is given for the category of objects in A that have a differential.
We define what it means to have a differential and then introduce the model structure.
We will leave the proof that A has all small limits and colimits to the next subsection
(see also [8]).

We can consider OF as an object of Ch.Q/ with trivial differential and, as such, it is a
commutative algebra in Ch.Q/. An OF–module in Ch.Q/ is an OF–module in graded
vector spaces N along with maps dnW Nn!Nn�1 . Note that these maps satisfy the
relations

dn�1 ı dn D 0; cdn D dn�2c:

Definition 2.1.5 We define the category dAD dA.T / as follows. Its class of objects
is the collection of triples .N;U; ˇ/ where N is a rational chain complex with an
action of OF , U is a rational chain complex and

ˇW N ! E�1OF˝U

is a OF–module map in Ch.Q/ such that E�1ˇ is an isomorphism.

A map .�; �/ in dA is then a commutative square as for A such that � is a map in the
category of OF–modules in Ch.Q/ and � is a map of Ch.Q/.

We call this category the algebraic model for rational T–spectra.

Note that the category dA is not the same as Ch.A/, since A is a graded category and
in dA we do not introduce an additional grading; instead we take objects of A with a
differential.

The following result is the subject of [8, Appendix B]:
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Proposition 2.1.6 The category dA has a model structure where the class of weak
equivalences is exactly the class of quasi-isomorphisms. The class of cofibrations is the
class of monomorphisms. (This is called the injective model structure. We write dAi

for this model structure.)

As we shall see shortly, the category A has a monoidal product which induces a
monoidal product on dA. But the injective model structure does not make dA into a
monoidal model category. This failure occurs because of c–torsion, just as the injective
model structure on Ch.Z/ is not monoidal due to torsion.

This is a serious defect, as we are unable to compare the monoidal product in dA to the
smash product of T–spectra. This defect is further complicated by the lack of projective
objects of A. There is however a cofibrantly generated monoidal model structure on
dA which is Quillen equivalent to the injective model structure. It is constructed in [4]
and we recall it in the next subsection.

2.2 The monoidal model structure

This subsection has three aims, namely to prove that A and dA have all small limits
and colimits (see also [8]), define the monoidal product and recall the dualizable model
structure on dA (see [4]), which is monoidal. To do so, we will need to relate A to a
larger category yA, which we introduce next.

We let yA be category of triples .N; U; ˛W N ! E�1OF ˝U / where N is an OF–
module, U is graded Q–module and the map ˛ is a map of OF–modules. A map of
such diagrams is a commutative diagram as below where � is a map of OF–modules,
and � is a map of graded Q–modules:

N //

�
��

E�1OF˝U

Id˝�
��

N 0 // E�1OF˝U 0

Thus yA is A without the restriction that the structure map of an object should be an
isomorphism after E is inverted. There is an adjunction

�W A� yA W�h;

where � is the inclusion. The functor � is full and faithful. The explicit construction of
the right adjoint �h , which we call the torsion functor, is quite intricate and therefore
we leave the details to [8, Section 20.2].
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Our first use of the torsion functor �h is to define limits in A. It follows from [8,
Section 20.2] that the adjunction .�; �h/ passes to categories with differentials, as does
the following definition:

Definition 2.2.1 Let I be some small category and let fNi ! E�1OF˝Uig be the
objects of some I –shaped diagram in A. The colimit over I is

colimi Ni! E�1OF˝ .colimi Ui/:

The limit is formed by applying the functor �, taking limits in yA and then applying �h .
In more detail, we construct the following pullback square:

M //

f
��

lim.Ni/

��

E�1OF˝ lim.Ui/ // lim.E�1OF˝Ui/

The limit of the I –shaped diagram fNi! E�1OF˝Uig is �hf .

Now we turn to the monoidal product of A and dA.

Definition 2.2.2 For ˇW N ! E�1OF˝U and ˇ0W N 0! E�1OF˝U 0 in dA, their
tensor product is

ˇ˝ˇ0W N ˝OF
N 0! .E�1OF˝U /˝OF

.E�1OF˝U 0/Š E�1OF˝ .U ˝Q U 0/:

The unit of this monoidal product is the object S0 D .i W OF! E�1OF˝Q).

This monoidal product is related to the smash product of spectra, as we can see from
the short exact sequence of [8],

0! �A
� .X /˝�

A
� .Y /! �A

� .X ^Y /!†Tor.�A
� .X /; �

A
� .Y //! 0:

This monoidal structure is closed, that is, there is an internal function object describing
the dA–object of maps between two objects. This functor is more complicated than
the tensor product and requires use of the torsion functor �h .

Definition 2.2.3 Consider two elements of dA,

AD .ˇW N ! E�1OF˝U / and B D .ˇ0W N 0! E�1OF˝U 0/:
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The function object F.A;B/ is the map �hı , where ı is defined by the pullback square:

Q

��

ı
// E�1OF˝HomQ.U;U

0/

��

HomOF
.E�1OF˝U;E�1OF˝U 0/

��

HomOF
.N;N 0/ // HomOF

.N;E�1OF˝U 0/

The monoidal product and function object are related by a natural isomorphism by [8,
Lemma 22.6.2]. Let A, B and C be objects of dA; then

dA.A˝B;C /Š dA.A;F.B;C //:

Definition 2.2.4 For K 2 Ch.Q/ we define LK 2 dA as

LK D .i ˝ IdK W OF˝K! E�1OF˝K/:

Note that LK D S0˝K , where S0 D .i W OF! E�1OF˝Q/. For A and B in dA,
we define A.A;B/� to be the graded set of maps of A (ignoring the differential).
We then equip this graded Q–module with the differential induced by the convention
dfn D dBfnC .�1/nC1fndA . This construction gives a functor

RW dA! Ch.Q/; RA WDA.S0;A/�:

The functors L and R form an adjoint pair between Ch.Q/ and dA. Furthermore,
they give dA the structure of a closed Ch.Q/–module in the sense of [18, Section 4.1].

This module structure and the closed monoidal product interact to give dA a tensor
product, a cotensor product and an enrichment over Ch.Q/. Let K 2 Ch.Q/ and
A D .ˇW N ! E�1OF ˝ U / in dA. Their tensor product A ˝ K is defined to
be A˝LK . Thus A˝K is given by

ˇ˝ IdK W N ˝Q K! E�1OF˝ .U ˝Q K/:

There is a cotensor product AK defined to be F.LK;A/. The enrichment is given by
RF.A;B/ for A and B in dA. This enrichment, tensor and cotensor are related by
the natural isomorphisms

dA.A;BK /Š dA.A˝K;B/D dA.A˝LK;B/Š Ch.Q/.K;RF.A;B//:

Now we are ready to recall the monoidal model structure on dA from [4] and compare
it to several other model categories, in particular the injective model structure on dA
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introduced in [8]. This monoidal model structure is defined in terms of the (strongly)
dualizable objects of dA.

Definition 2.2.5 An object A 2A is said to be (strongly) dualizable if for any B 2A

the canonical map
F.A;S0/˝B! F.A;B/

is an isomorphism. The functional dual of an object B is the object DB D F.B;S0/.

Let P be a set of representatives for the isomorphisms classes of dualizable objects
in A. Such a set exists by [4, Corollary 5.8]. The following theorem summarizes [4,
Section 6]:

Theorem 2.2.6 There is a cofibrantly generated model structure on dA with weak
equivalences the class generated by the homology isomorphisms. The generating
cofibrations have the form

Sn�1
˝P !Dn

˝P

for P 2 P and n 2 Z, where Sn is the chain complex consisting of one copy of Q in
degree n and 0 elsewhere and Dn consists of two copies of Q in degrees n and n� 1

with the identity as the only nontrivial differential.

(We call this model structure the dualizable model structure and denote it by dAdual .
The dualizable model structure is proper, symmetric monoidal and satisfies the monoid
axiom.)

Since all cofibrations in the dualizable model structure are in particular monomorphisms
we get the following comparison with the injective model structure of [8], which we
write as dAi (see Proposition 2.1.6 for the description of the injective model structure).

Lemma 2.2.7 The identity functor from dAdual to dAi is the left adjoint of a Quillen
equivalence,

IdW dAdual� dAi WId:

The object S0 is clearly dualizable. Similarly, if V is a finite-dimensional vector space,
then S0˝V is dualizable. As a consequence, we have the following lemma:

Lemma 2.2.8 There is a strong symmetric monoidal Quillen pair

LW Ch.Q/� dAdual WR;

where LV D S0˝V and RADA.S0;A/� (see Definition 2.2.4). Thus, dAdual is a
closed Ch.Q/–model category.
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3 Obtaining an algebraic category

The method of this section is the synthesis of three ideas. The first idea is to use the
Hasse–Tate square from the introduction to separate the homotopical information of
T–equivariant spectra into pieces where we can remove equivariance without losing
any information.

For T–equivariant spectra, the relevant decomposition is to separate the homotopical
information coming from finite subgroups from the homotopical information coming
from the whole group. For this separation we will need a diagram of model categories
rather than a diagram of commutative rings. We establish the categorical foundations
in the next subsection and then perform the separation in Section 3.2.

The second is that the correct way to remove equivariance is to take fixed points. The
primary example is that taking T–fixed points gives a Quillen equivalence from DETC–
modules in rational T–equivariant spectra to DBTC–modules in rational spectra. Here
DETC is the Spanier–Whitehead dual of ETC in T–spectra and DBTC is the
Spanier–Whitehead dual of BTC in the category of spectra. See Section 3.3.

With the separation complete and equivariance removed, we use the results of [27] to
move to an algebraic setting in Section 3.4. That is, we obtain a Quillen equivalence
between rational T–spectra and some combined cellularization–localization of an
algebraic category.

The next step is to simplify that algebraic category into the algebraic model A.T /, by
directly calculating the effects of these cellularizations and localizations. This is the
essence of the third idea: to leave any examination of localizations or cellularizations
until one is working with an algebraic category. This occurs in Section 4.1, where we
simplify the category created by the results of [27] and remove a localization. Finally,
in Section 4.2 we remove a cellularization to get to the algebraic model.

3.1 Diagrams of model categories

We will use several model categories that are built from diagrams of model categories.
This idea has been studied in some detail in [15]. In this section we introduce the
relevant structures and leave most of the proofs to the reference. We will only use one
shape of diagram, the pullback diagram P :

�! � �:

Pullbacks of model categories are also considered in detail in [7].

Definition 3.1.1 A P –diagram of model categories R� is a pair of Quillen pairs

LW A�B WR; F W C�B WG;

Algebraic & Geometric Topology, Volume 17 (2017)



996 David Barnes, J P C Greenlees, Magdalena Kędziorek and Brooke Shipley

with L and F the left adjoints. We will usually draw this as

A
L
//
B

R
oo

G
// C:

F
oo

A standard example comes from a P –diagram of rings R D .R1
f
�!R2

g
 �R3/.

Using the adjoint pairs of extension and restriction of scalars we obtain a P –diagram
of model categories R� :

R1–mod
R2˝R1

�
//
R2–mod

f �
oo

g�
// R3–mod:

R2˝R3
�

oo

Definition 3.1.2 Given a P –diagram of model categories R� we can define a new
category, R�–mod. The objects of this category are pairs of morphisms ˛W La! b

and 
 W Fc ! b in B. We usually abbreviate a pair .˛W La! b; 
 W Fc ! b/ to a
quintuple .a; ˛; b; 
; c/. We find this notation suggestive but emphasize that objects of
R�–mod are not usually modules over a diagram of rings.

A morphism in R�–mod from .a; ˛; b; 
; c/ to .a0; ˛0; b0; 
 0; c0/ is a triple of maps
xW a! a0 in A, yW b! b0 in B and zW c! c0 in C such that we have a commuting
diagram in B:

La
˛
//

Lx
��

b

y
��

Fc



oo

Fz
��

La0
˛0
// b0 Fc0


 0
oo

Note that we could also have defined an object as a sequence .a; x̨; b; x
 ; c/, where
x̨W a!Rb is a map in A and x
 W c!Gb is a map in C.

We say that a map .x;y; z/ in R�–mod is an objectwise cofibration if x is a cofibration
of A, y is a cofibration of B and z is a cofibration of C. We define objectwise weak
equivalences similarly.

Lemma 3.1.3 [15, Proposition 3.3] Consider a P –diagram of model categories R� ,
with each category cellular and proper,

A
L
//
B

R
oo

G
// C:

F
oo

The category R�–mod admits a cellular proper model structure with cofibrations and
weak equivalences defined objectwise. (This is called the diagram injective model
structure.)
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Whilst there is also a diagram projective model structure, in this paper we only use the
diagram injective model structure (and cellularizations thereof) on diagrams of model
categories.

Now consider maps of P –diagrams of model categories. Let R� and S� be two
P –diagrams, where R� is as above and S� is

A0
L0
//
B0

R0
oo

G0
// C0:

F 0
oo

Now we assume that we have Quillen adjunctions such that P2L is naturally isomorphic
to L0P1 and P2F is naturally isomorphic to F 0P3 , given by

P1W A�A0 WQ1;

P2W B�B0 WQ2;

P3W C� C0 WQ3:

We then obtain a Quillen adjunction .P;Q/ between R�–mod and S�–mod. For ex-
ample, the left adjoint P takes the object .a; ˛; b; 
; c/ to .P1a;P2˛;P2b;P2
;P3c/.
The commutativity assumptions ensure that this is an object of S�–mod. It is easy to
see the following:

Lemma 3.1.4 If the Quillen adjunctions .Pi ;Qi/ are Quillen equivalences then the
adjunction .P;Q/ between R�–mod and S�–mod is a Quillen equivalence.

Now we turn to monoidal considerations. There is an obvious monoidal product for
R�–mod, provided that each of A, B and C is monoidal and that the left adjoints L

and F are strong monoidal,

.a; ˛; b; 
; c/^ .a0; ˛0; b0; 
 0; c0/ WD .a^ a0; ˛^˛0; b ^ b0; 
 ^ 
 0; c ^ c0/:

Let SA be the unit of A, let SB be the unit of B and let SC be the unit of C. Since L

and F are monoidal, we have maps �AW LSA! SB and �CW FSC! SB . The unit of
the monoidal product on R�–mod is .SA; �A;SB; �C;SC/.

It is worth noting that this category has an internal function object when A, B and C

are closed monoidal categories and thus itself is closed.

Lemma 3.1.5 Consider a P –diagram of model categories R� such that each vertex
is a cellular monoidal model category. Assume further that the two adjunctions of the
diagram are strong monoidal Quillen pairs. Then R�–mod is also a monoidal model
category. If each vertex also satisfies the monoid axiom, so does R�–mod.
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Proof Since the cofibrations and weak equivalences are defined objectwise, the pushout
product and monoid axioms hold provided they do so in each model category in the
diagram R� .

We can also extend our monoidal considerations to maps of diagrams. Return to the
setting of a map .P;Q/ of P –diagrams from R� to S� as described above. If we
assume that each of the adjunctions .P1;Q1/, .P2;Q2/ and .P3;Q3/ is a symmetric
monoidal Quillen equivalence, then we see that .P;Q/ is a symmetric monoidal Quillen
equivalence.

With these formalities out of the way, we are ready to move from the model category
of rational T–spectra to modules over a P –diagram of model categories.

3.2 Isotropy separation

In this subsection we separate the homotopical information of rational T–spectra into
three parts. The first part takes care of the homotopical information coming from
the finite cyclic subgroups. The second part deals with the homotopical information
coming from T . The third part is a comparison term which enforces some compatibility
conditions on the two other parts.

We achieve this separation by replacing the category of rational T–spectra with a
Quillen equivalent category S�–mod, for S� a P –diagram of model categories (see
Definition 3.2.3).

Before we do that, let us first recall some basic definitions and properties for T–spectra.

Definition 3.2.1 Let TSp be the category of T–equivariant orthogonal spectra indexed
on a complete T–universe U considered with the stable model structure.

This model category is monoidal, proper and cellular [21]. The weak equivalences are
those maps f such that �H

� .f / is an isomorphism for all closed subgroups H of T .

Following [3, Section 5] and using [21, Theorem IV.6.3], we localize this model
category at the rational sphere spectrum SQ . That is, we leave the underlying category
unchanged and alter the model structure. We call the weak equivalences of the localized
model structure rational equivalences: a map f is a rational equivalence if �H

� .f /˝Q
is an isomorphism for all closed subgroups H of T . We call this model structure the
rational model structure and use the notation LSQTSp.

The localized model category is still proper, cellular, monoidal and stable.
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Definition 3.2.2 Let F be the collection of finite cyclic subgroups of T . There is a
universal space for this family, called EF , where, by definition, EFH is nonequivari-
antly contractible for each finite cyclic subgroup H and EFT D∅. We define zEF

via the cofibre sequence of T–spaces

EFC! S0
! zEF:

We define DEFC to be F.EFC;N
#S/. Here N # is the lax monoidal right adjoint

described in [21, Theorem IV.3.9] from EKMM T–equivariant S–modules to TSp.

Recall that N # is the right adjoint of a Quillen equivalence when TSp is considered
with the positive stable model structure (see [21, Chapter IV] for more details). The
spectrum DEFC is a commutative ring spectrum, which is fibrant in the positive stable
model structure on TSp.

We can use the above cofibre sequence to produce the Hasse–Tate homotopy pullback
square of T–equivariant spectra [12, Section 17]:

S //

��

zEF

��

DEFC // DEFC ^ zEF

To see that it is a homotopy pullback square, note that the homotopy fibres of the top
and bottom row are weakly equivalent (where the bottom row is the top one smashed
with DEFC ).

We have three model categories:

� LSQ.DEFC–mod/, which captures the behaviour of the finite cyclic groups.

� LSQ^ zEF
TSp, which captures the behaviour of T .

� LSQ^DEFC^ zEF
.DEFC–mod/, which captures the interaction of the first two.

Now we can give our diagram of model categories that separates the behaviour of the
finite cyclic groups from the rest.

Definition 3.2.3 We define S� to be the P –diagram of model categories

LSQ.DEFC–mod/
Id
//
LSQ^DEFC^ zEF

.DEFC–mod/
Id
oo

U
// LSQ^ zEF

TSp :
DEFC^�
oo

Since all of the model categories in the diagram are cellular, proper, monoidal model
categories, we have a cellular proper stable monoidal model category S�–mod that
satisfies the monoid axiom.
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Given an X 2 TSp, we have an S�–module

S�^X WD .DEFC ^X; Id;DEFC ^X; Id;X /:

The functor S�^ � has a right adjoint. Let A D .a; ˛; b; 
; c/ be an S�–module.
Then there are maps in TSp, namely a! b and c!DEFC ^ c! b , where in the
composite the first map is the unit of the adjunction .DEFC ^�;U / and the second
map is 
 . Thus we have a diagram in TSp: a! b  c . We write pb A for the
pullback of this diagram in TSp. We assemble this construction into the following
result, the proof of which is entirely routine:

Proposition 3.2.4 There is a strong symmetric monoidal Quillen adjunction

S�^�W LSQ.TSp/� S�–mod Wpb :

We want to turn this adjunction into a Quillen equivalence. To do so, we apply the cellu-
larization principle of [13, Proposition 2.7]. The idea is to cellularize (right Bousfield
localize; see also Section 5.1) the right-hand model category so that this adjunction
induces a Quillen equivalence. In general, A–cell–M denotes the cellularization of the
model category M with respect to a set of objects A in M, which we call cells.

The generators for the homotopy category of LSQ.TSp/ are all suspensions and
desuspensions of objects of the form T=HC for H a subgroup of T . For later
purposes (see Section 4.2), we want a set of cells with simpler algebraic models. For
every natural n> 1, let

�n D TC ^Cn
eCn

S;

where eCn
is the idempotent in the Burnside ring for Cn (cyclic group of order n)

corresponding to Cn . By [8, Lemma 2.1.5],

T=CnC D

_
Cm�Cn

�mI

hence we know that the set

K D f†kS j k 2 Zg[ f†k�n j n> 1; k 2 Zg

is a set of (cofibrant and homotopically small) generators for LSQ.TSp/.

Let Ktop be the set of images of the objects from K under the functor S�^� (up to
isomorphism). The elements of this set Ktop will be called basic cells.

To apply the cellularization principle of [13] we need to know that these cells are
homotopically small (this is also known as small or compact; see Definition 5.1.4).
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First note that if X is homotopically small in TSp then it is so in LSQTSp (since
rationalization is a smashing localization).

Now consider the three elements of S�–mod

.�;�;DEFC ^X;�;�/; .�;�;DEFC ^X; Id;X /; .DEFC ^X; Id;DEFC ^X;�;�/:

It is routine to check that these are cofibrant and homotopically small whenever X is
cofibrant and homotopically small in TSp. Finally, let X be cofibrant in TSp. There
is a homotopy pushout diagram, where the final term is S�^X :

.�;�;DEFC ^X;�;�/ //

��

.�;�;DEFC ^X; Id;X /

��

.DEFC ^X; Id;DEFC ^X;�;�/ // .DEFC ^X; Id;DEFC ^X; Id;X /

Homotopically small objects are preserved by homotopy pushouts (consider the associ-
ated cofibre sequence). Hence S�^X is homotopically small in S�–mod whenever X

is cofibrant and homotopically small. Since these two conditions hold for the generators
of TSp, we see that every element of Ktop is homotopically small.

Note that the model category L
DEFC^ zEF

DEFC–mod is the same as the model
category L†�fDEFC–mod, where f W DEFC!DEFC ^ zEF and †�f is the set
of all (integer) suspensions and desuspensions of f . This is a similar result to [6,
Lemma 4.14], since zEF–localization (in TSp) is given by smashing with the map of
T–spaces S0! zEF .

Proposition 3.2.5 There is a Quillen equivalence

S�^�W LSQ.TSp/�Ktop–cell–S�–mod Wpb:

Proof This follows from the cellularization principle, [13, Proposition 2.7]. It suffices
to show that the derived unit is a weak equivalence on the set K of generators for the
left-hand side, which are shifts of the objects �n for n> 1 and S . Each such object is
cofibrant and homotopically small, as are the elements of Ktop .

The derived left adjoint on cofibrant objects (such as the elements of K ) is simply
the left adjoint. The right derived functor on objects of the form S�^ k for k 2K is
weakly equivalent to taking a homotopy pullback of the diagram

SQ ^
zEF^ k

Id^Id^�^Id
��

SQ ^DEFC ^ k
Id^a^Id^Id

// SQ ^
zEF^DEFC ^ k
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where the map aW S0! zEF (of T–spaces) is the map to the cofibre and � is the unit
map. Since homotopy pullbacks commute with smash products, the homotopy pullback
of the above is weakly equivalent to the homotopy pullback of

zEF

��

DEFC // DEFC ^ zEF

(in the category TSp) smashed with SQ ^ k . But the homotopy pullback of the
diagram above is S , as discussed after Definition 3.2.2. Hence the derived unit is a
weak equivalence (in LSQ.TSp/) on the cells k 2K .

We will show in Proposition 5.1.6 below that this Quillen equivalence is actually a
symmetric monoidal Quillen equivalence.

Thus we have separated the homotopical information of TSp into a diagram of three
model categories. The advantage of doing so is that we may now remove the equivari-
ance from the model category whilst keeping the correct homotopy category.

3.3 Removing equivariance

Now we are going to remove equivariance using the inflation–fixed points adjunction
."; .�/T /.

Recall the functor .�/T of [21, Section 3]. It takes a spectrum indexed on a complete
T–universe U to the T–trivial universe UT and then applies the space-level fixed point
functor levelwise. We begin by extending this functor to categories of modules over
T–equivariant ring spectra.

If A is a commutative ring object in T–equivariant spectra then AT is a commutative
ring object in spectra. We want to compare A–modules in T–equivariant spectra and
AT–modules in spectra. Using [14, Section 4] there is a Quillen adjunction

A^"�AT "�.�/W AT –mod�A–mod W.�/T

between right transferred model structures (fibrations and weak equivalences are defined
in terms of the underlying categories). To simplify the notation, if �W "�AT ! A is
the inclusion of fixed points, we write

�# DA^"�AT "�.�/

for the left adjoint.
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We consider several cases of this kind of adjunction and use them to build up an
adjunction between S�–mod and a new diagram of model categories S�top–mod. We
then show that this adjunction gives a Quillen equivalence, after cellularizing.

Proposition 3.3.1 For �W "�DEFT
C ! DEFC the inclusion of fixed points, the ad-

junction
�#W LSQ.DEFT

C–mod/�LSQ.DEFC–mod/ W.�/T

is a symmetric monoidal Quillen equivalence.

Proof We have a Quillen equivalence by [14, Corollaries 8.1 and 9.2]. The left adjoint
is strong symmetric monoidal, so the result follows.

We now left Bousfield localize the model categories in this adjunction. We localize
the right-hand side at the set of maps †�f , where f W DEFC!DEFC ^ zEF . Let
.†�f /T be the set of maps obtained by applying the derived right adjoint to the maps
in †�f . By [17, Theorem 3.3.20(1)(b)] we obtain the following result:

Proposition 3.3.2 The adjunction

�#W L.†�f /T LSQ.DEFT
C–mod/�L†�fLSQ.DEFC–mod/ W.�/T

is a symmetric monoidal Quillen equivalence.

Our final version is where we take A to be the sphere spectrum, so the left adjoint is
just "� . By [21, Section V, Proposition 3.10] the adjunction

"�W Sp� TSp W.�/T

is a symmetric monoidal Quillen adjunction. We localize it to obtain a Quillen equiva-
lence:

Proposition 3.3.3 The adjunction

"�W LSQ.Sp/�LSQ^ zEF
.TSp/ W.�/T

is a symmetric monoidal Quillen equivalence.

Proof Since "� is strong monoidal and "�.SQ/ D SQ , the above adjunction is a
composite of two adjunctions, the second being identity adjunction between LSQ.TSp/
and further localization at zEF , namely LSQ^ zEF

.TSp/.

To verify that this is a Quillen equivalence we will work with the derived unit and the
derived counit on generators. The generator for the left-hand side is S . The generators
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for the right-hand side are S D T=TC and .T=Cn/C for n > 1. But .T=Cn/C is
weakly equivalent to a point in LSQ^ zEF.TSp/ (that is, .T=Cn/C ^ zEF' �). So we
only need to consider S for the right-hand side.

The derived functor of .�/T acts as the geometric T–fixed point functor, because, by
definition, for any H �G , �H .X /D .X ^ zEŒ6�H �/H . With this in mind, it is routine
to check that the derived unit and counit are weak equivalences on the generators. It
follows that this adjunction is a Quillen equivalence.

We combine the previous three propositions to compare S�–mod and a new model
category of S�top–mod, where S�top is defined by:

Definition 3.3.4 We define S�top to be the P –diagram of model categories and adjoint
Quillen pairs

LSQ.DEFT
C–mod/

Id
//
Lf.†�f /T gLSQ.DEFT

C–mod/
Id
oo

U
// LSQ.TSp/;

DEFT
C
^�

oo

where U denotes the forgetful functor.

By construction, the functor .�/T induces a functor between S�–mod and S�top–mod.
Since each of the components is a symmetric monoidal Quillen equivalence, we obtain
the following from Lemma 3.1.4:

Theorem 3.3.5 The adjunction

�#W S
�

top–mod� S�–mod W.�/T

is a symmetric monoidal Quillen equivalence.

We now extend this Quillen equivalence to a cellularized version. Define KT
top to

be the set of cells given by applying the derived functor of .�/T to Ktop . By the
cellularization principle of [13, Proposition 2.7], we see that the Quillen equivalence
above is preserved by cellularization.

Corollary 3.3.6 The adjunction below is a Quillen equivalence:

�#W K
T
top–cell–S�top–mod�Ktop–cell–S�–mod W.�/T :

As in the previous section, the above Quillen equivalence is symmetric monoidal, but
for clarity we postpone the proof of that fact to Section 5.2.

The model category KT
top–cell–S�top–mod is constructed from model categories of

nonequivariant spectra. Hence we have removed the equivariance. The reward for
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doing so is in the next section, where we can replace our categories based on spectra
with categories based on rational chain complexes. Such categories are our first
approximation to the algebraic model.

3.4 Passing to algebra

We will replace the model category KT
top–cell–S�top–mod by a Quillen equivalent

Ch.Q/–model category. The results of [27] and the general theory of diagrams of
model categories allow us to do so. To apply the work of [27], we must work with
HQ–modules in symmetric spectra. So we give two Quillen equivalences: the first
moves us from orthogonal spectra to symmetric spectra, the second from symmetric
spectra to HQ–modules.

In more detail, recall U , the forgetful functor from orthogonal spectra (in based
topological spaces) to symmetric spectra (in based simplicial sets) and call P its left
adjoint. Define US�top to be the P –diagram of model categories

LSQ.UDEFT
C–mod/

Id
//
LfU.†�f /T gLSQ.UDEFT

C–mod/
Id
oo

U
// LSQSp†:

UDEFT
C
^�

oo

The functor U preserves all weak equivalences, so we do not need to apply fibrant
replacement when constructing the set U.†�f /T and the commutative ring spectrum
UDEFT

C .

Proposition 3.4.1 The adjunction

U�W S�top–mod�US�top–mod WP �

is a strong symmetric monoidal Quillen equivalence.

Proof The adjunction .P ;U/ is a Quillen equivalence between LSQ Sp and LSQSp† .
Furthermore the left adjoint is strong symmetric monoidal, so the result follows by
Lemma 3.1.4.

The second step is to pass from symmetric spectra to HQ–modules using the adjunction
.HQ^�;U /. This is a Quillen equivalence between LSQSp† and HQ–mod, and
the left adjoint is strong symmetric monoidal. Thus by the same argument as above we
get the following:

Proposition 3.4.2 The adjunction

HQ^��W US�top–mod�HQ^US�top–mod WU �
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is a strong symmetric monoidal Quillen equivalence, where HQ^US�top denotes the
following diagram of model categories:

HQ^UDEFT
C–mod

Id
//
LfH Q^U.†�f /T g.HQ^UDEFT

C–mod/
Id
oo

U

// HQ–mod:
UDEFT

C
^�

oo

Here HQ^UDEFT
C denotes first the cofibrant replacement in the model category of

commutative ring spectra and then application of HQ^�.

Now we are ready to use the results from [27] to move from topology to algebra on P –
diagrams. Let ‚ be the derived functor described in [27, Section 2.2]. This functor ‚
induces an equivalence between HQ–modules and rational chain complexes.

Definition 3.4.3 By [27, Theorem 1.2] there is a commutative rational differential
graded algebra ySt , which is naturally weakly equivalent to ‚.HQ^UDEFT

C/, such
that the model category of ySt –modules (in Ch.Q/) is Quillen equivalent to the model
category of HQ^UDEFT

C–modules (in spectra).

Remark 3.4.4 It is essential for the formality argument in Section 4.1 that the ring
spectrum HQ^UDEFT

C is commutative. Without this, one is unable to replace the
ring ySt by the simpler ring OF , nor can one understand the localising set A00 (defined
in the next section) in terms of the inclusion OF! E�1OF .

Let S�t be the P –diagram of model categories below, where ‚.HQ^U.†�f /T /
denotes the image of the set of maps HQ^U.†�f /T in the category of ySt –modules
under the derived functor:

ySt –mod
Id
//
L‚.H Q^U.†�f /T /.

ySt –mod/
Id
oo

U

// Ch.Q/:
ySt˝�
oo

Proposition 3.4.5 There is a zigzag of symmetric monoidal Quillen equivalences

HQ^US�top–mod' S�t –mod:

Proof There is a zigzag of symmetric monoidal adjunctions between HQ–modules
and Ch.Q/. By [27, Corollary 2.15], this zigzag consists of Quillen equivalences. We
can extend this zigzag from HQ–modules to HQ^UDEFT

C–modules in a natural
way.

We can extend further to diagrams of model categories. Thus we obtain a zigzag
of adjunctions between HQ^US�top–mod and S�t –mod. At each stage, we have
localized the middle category of the diagram at the derived image (ie image under the
derived functor) of the set of maps fHQ^U.†�f /T g. We apply Lemma 3.1.4 to see
that we have a symmetric monoidal Quillen equivalence, as claimed.
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Corollary 3.4.6 Denote the derived images (ie images under the derived functor) of
the cells KT

top in S�t –mod by Kt . Then there is a zigzag of Quillen equivalences

KT
top–cell–S�top–mod'Kt –cell–S�t –mod:

Since cellularization is compatible with Quillen equivalences, all Quillen equivalences
presented above are still Quillen equivalences after cellularizing at the derived images
of the cells from the set KT

top . By the discussion in Sections 5.1 and 5.2, the above
zigzag consists of symmetric monoidal Quillen equivalences.

4 Simplifying the algebraic category

We have shown so far that the category of rational T–spectra has an algebraic model
of the form Kt –cell–S�t –mod. However, since this category is not well understood, in
this section we perform several steps to obtain a more concrete and easier algebraic
model.

4.1 Removing the localization

In this section we have two tasks: replace the commutative dga ySt of Definition 3.4.3
by something simpler and remove the localization of the middle model category,
L‚.H Q^U.†�f /T /.

ySt –mod/.

The main idea is to use a formality argument, similar to the one in [16, Section 10].
However, the important difference lies in adapting the formality argument to one for
modules over a commutative dga. This is enough to simplify the middle model category
in S�t .

The construction of ‚ comes with an isomorphism between H�.‚X / and ��.X / for
any HQ–module X . It follows that the homology of ySt is determined by the rational
homotopy groups of DEFT

C . We prove that the homology of ySt '‚.HQ^UDEFT
C/

is so well-structured that ySt is quasi-isomorphic to its homology. We then use this to
understand the set of maps AD‚.HQ^U.†�f /T /.

Recall that OF is the graded ring
Q

n>1 QŒcn� with each cn of degree �2, and E�1OF

is the colimit over n of OFŒc
�1
1
; : : : ; c�1

n �; see Section 2.1.

Lemma 4.1.1 We have isomorphisms of graded rings

H�. ySt /ŠH�
�
‚.HQ^U.DEFT

C//
�
Š ��.HQ^U.DEFT

C//

Š ��.DEFT
C/˝QŠ �T

� .DEFC/˝QŠ OF;

where the last isomorphism comes from [8].
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Note that for the step ��.DEFT
C/˝QŠ �T

� .DEFC/˝Q we require DEFC to be
a (positive) fibrant spectrum.

We want to create a zigzag of quasi-isomorphisms between ySt and OF . For each
n > 1 there is a cycle xn inside ySt which represents en (projection onto factor n)
in homology. It follows that the homology of ySt Œ.xn/

�1� is equal to en applied to
the homology of ySt . Note that for this argument to hold, we need to know that ySt

is a commutative dga, which requires that DEFC be a commutative ring object in
T–spectra.

Define zSt D
Q

n>1
ySt Œx

�1
n �. There is a canonical map ˛W ySt !

zSt , which is a
homology isomorphism. For each n> 1, pick a representative an in ySt Œx

�1
n � for the

homology class of cn . We thus have a map QŒcn�! ySt Œx
�1
n � which sends cn to an .

Define ˇW OF!
zSt as the product over n of these maps. We now have our zigzag of

quasi-isomorphisms.

Let A0 be the image of the set A under (derived) extension of scalars along ˛ . Define
a new P –diagram of model categories, zS�t , as

zSt –mod
Id
//
LA0. zSt –mod/

Id
oo

U
// Ch.Q/:

zSt˝�
oo

Extension and restriction of scalars along ˛W ySt !
zSt induce a symmetric monoidal

Quillen equivalence between yS�t –mod and zS�t –mod.

We repeat this construction once more using ˇ . Let A00 be the image of the set A0

under restriction of scalars along ˇ . Define a new diagram of model categories, zS�a , as

OF–mod
Id
//
LA00.OF–mod/

Id
oo

U
// Ch.Q/:

OF˝�
oo

Extension and restriction of scalars along ˇW OF!
zSt induce a symmetric monoidal

Quillen equivalence between zS�a–mod and zS�t –mod.

We summarize these results in the following:

Proposition 4.1.2 The adjoint pairs of extension and restriction of scalars along ˛
and ˇ induce symmetric monoidal Quillen equivalences

S�t –mod' zS�t –mod' zS�a–mod:

Let KQt be the derived images of the cells Kt in zS�t –mod and let Kza be the derived
images in zS�a–mod. Then we have Quillen equivalences between Kt –cell–S�t –mod,
KQt –cell– zS�t –mod and Kza–cell– zS�a–mod.
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Our next task is to understand the set of maps in A00 so that we can remove the
localization in the middle model category in the diagram of model categories zS�a . We
show that there is a zigzag of homology isomorphisms between

‚.UDEFT
C/!‚.U. zEF^DEFC/

T / and j W OF! E�1OF:

It will follow that we can replace the set A00 by the set of all shifts of j without
changing the effect of the localization. That is, we will show that the model categories
LA00.OF–mod/ and L†�j .OF–mod/ are equal.

The zigzag of homology isomorphisms of OF modules that we will use is as follows.
Factor ‚.UDEFT

C/ ! ‚.U. zEF ^ DEFC/
T / into a cofibration followed by an

acyclic fibration (with intermediate term R). Let C be the pushout of the top square
below:

‚.UDEFT
C/
// //

' ��

R

'

��

'
// ‚.U. zEF^DEFC/

T /

zSt
f

// C

OF

'

OO

a
//

Id
��

C

Id

OO

��

OF
// E�1C

OF

Id
OO

j
// E�1OF

E�1a

OO

Since OF–mod is left proper it follows that R!C is a quasi-isomorphism. The functor
defined by M 7! E�1M on OF–modules M is exact. It follows that C ! E�1C is
a homology isomorphism, since E�1 is already inverted on homology. The map f
induces a homology isomorphism once E has been inverted, hence so does a. It follows
that E�1a is a homology isomorphism.

Thus we have shown that model categories LA00.OF–mod/ and L†�j .OF–mod/ are
equal. Now we are ready to remove the localization altogether.

Lemma 4.1.3 The adjunction induced by the inclusion of rings j W OF ! E�1OF

induces a symmetric monoidal Quillen equivalence

E�1OF˝OF
�W L†�j .OF–mod/� E�1OF–mod Wj �:

Proof The cofibrations are unchanged by localization. The weak equivalences of the
model category L†�j .OF–mod/ are those maps f such that

H�.E
�1OF˝OF

f /D E�1H�.f /
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is an isomorphism. The left adjoint preserves (and detects) these new weak equivalences,
so we have a symmetric monoidal Quillen adjunction as claimed. The object E�1OF

is a homotopically small generator for (the homotopy category of) E�1OF–mod. If
we can show that the derived counit of this adjunction is a weak equivalence then it
will follow that we have a Quillen equivalence. This follows since the counit map is an
isomorphism on the generator,

E�1OF˝OF
E�1OF! E�1OF:

We use the above result to remove the localization from the middle term in our diagram
of model categories. We have a commuting diagram of model categories as below,
where U denotes the forgetful functor:

OF–mod
Id

//

Id

��

L†�j .OF–mod/
Id

oo

U
//

E�1OF˝OF
�

��

Q–mod
OF˝�

oo

Id

��

OF–mod
E�1OF˝OF

�
//

Id

OO

E�1OF–mod
j�

oo

U
//

j�

OO

Q–mod
E�1OF˝�
oo

Id

OO

We denote the bottom row by S�a , the left adjoint from top to bottom by E�1OF˝OF
�,

the right adjoint by j � and we summarize the above in the following:

Proposition 4.1.4 The adjunction (described above)

E�1OF˝OF
�W zS�a–mod� S�a–mod Wj �

is a symmetric monoidal Quillen equivalence, and thus the adjunction

E�1OF˝OF
�W Kza–cell– zS�a–mod�Ka–cell–S�a–mod Wj �

is a Quillen equivalence, where Ka is the derived image of Kza under the left adjoint.

Again the adjunction at the level of cellularized categories is a symmetric monoidal
Quillen equivalence, by discussion in Section 5.2.

4.2 Removing the cellularization

We now compare Ka–cell–S�a–mod and the algebraic model dAdual of Section 2. The
point is to move from a category whose weak equivalences are quite complicated to
define to a model category whose weak equivalences are the quasi-isomorphisms. The
idea behind this step is similar to one presented in [16, Sections 12 and 13].
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We first introduce an adjoint pair relating S�a–mod and d yA. An object

ˇW M ! E�1OF˝V

of d yA gives an object of S�a–mod defined by

.M; E�1ˇ; E�1OF˝V; Id; V /:

This functor, which we call ~ , includes d yA into S�a–mod. It has a right adjoint �v . Let
.a; ˛; b; 
; c/ be an object of S�a–mod. Then we can draw the diagram of OF–modules

a! E�1OF˝OF
a! b E�1OF˝ c:

If we take the pullback P of this in the category of OF–modules in Ch.Q/ we obtain
a map ıW P ! E�1OF˝ c . This map ı is an object of d yA. For more details see [11,
Section 7]. We call this adjoint pair .~; �v/ and we note that it is a strong symmetric
monoidal adjunction.

We can compose this adjunction with the adjunction .�; �h/ which relates d yA to dA

(see Section 2.2). We let �D ~ ı � and � D �h ı�v .

Lemma 4.2.1 The adjunction .�; �/ between the categories dA and S�a–mod is
symmetric monoidal.

This adjunction is also studied in [4, Section 7], where it is called .inc; �/ and S�a is
called R�a .

Recall that, up to a weak equivalence (and ignoring shifts), the cells Ktop consist of
objects of the form

S�^ k D .k ^DEFC! k ^DEFC ^ zEF k ^ zEF/;

where k 2K , ie k D S or k D �n for n> 1 (see Section 3.2).

Thus we have to calculate the cells in Ka , ie the derived images of cells from K

(or equivalently from Ktop ) in S�a–mod. Since all required Quillen equivalences are
symmetric monoidal (which follows from Section 5), they preserve the unit (up to weak
equivalence) and the unit is always cellular. So the derived image of S 2LSQTSp is
the unit in S�a–mod,

OF! E�1OF Q:

We will use the simplified notation S0 for this object. As for the other cells, consider
some S�^ �n 2Ktop . Let kn D .A! B C / be its derived image in S�a–mod. To
recap this process, one takes homotopy T–fixed points of S�^ �n to get an object
of KT

top and then one applies the derived functor ‚ from [27], to get an object of Kt .
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Finally, one applies a number of algebraic adjunctions from Section 4.1 to get the object
kn of Ka . All of these adjunctions are constructed by taking Quillen equivalences
(which preserve the unit up to weak equivalence) on each of the component categories.
It follows that we have isomorphisms

H�.A/D ŒOF;A�
OF–mod
� Š ŒDEFC;DEFC ^ �n�

DEFC–mod
� Š ŒS;DEFC ^ �n�

T
� :

Similar isomorphisms also hold for the other two components so, by the calculations
of [8, Example 5.8.1], we have

H�.A/D �
T
� .DEFC ^ �n/DQnh1i;

H�.B/D �
T
� .DEFC ^ zEF^ �n/D 0;

H�.C /D �
T
� .
zEF^ �n/D 0;

where Qnh1i is the torsion OF–module consisting of a copy of Q in factor n and
degree 1. It is immediate that there is a homology isomorphism

z�n D .Qnh1i ! 0 0/! .A! B C /D kn

given by simply picking a suitable representative cycle for 1 2Qnh1i. We therefore
have the following description of the cells:

Lemma 4.2.2 The set of cells Ka is given (up to weak equivalence) by all shifts of
objects of the form z�n for n> 1 and all shifts of S0 D .OF! E�1OF Q/.

The above argument on the behaviour of the derived adjunction extends to the following
useful result, which tells us that (after applying homology) our derived functors agree
with the functor �A

� of [8].

Theorem 4.2.3 Let X be a rational T–equivariant spectrum. Let ‡X be its derived
image in S�a–mod. Then H�.‡X /Š ��A

� .X /.

The adjunction .�; �/ is shown to be a symmetric monoidal Quillen equivalence
between dA with the dualizable model structure and a cellularization of S�a–mod in [4,
Theorem 7.6]. The cells for this cellularization are taken to be the “algebraic spheres”.
An algebraic sphere is an object of the form

S� D .OF.�/! E�1OF˝Q Q/;

where OF.�/ is the subset of E�1OF consisting of all those x such that c�x 2OF , for
�W F! Z>0 of finite support. We also allow negative spheres S�� and shifts of such
objects. Essentially these are just “partial shifts” of the unit, where we have shifted
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finitely many factors of OF by some varying amount. We let fS�g denote the set of
such objects.

To show that .�; �/ is a Quillen equivalence between dA with the dualizable model
structure and the cellularization of S�a–mod at the set of cells Ka , we want to use
[4, Theorem 7.6], which says that dA with the dualizable model structure is Quillen
equivalent to the cellularization of S�a–mod at the set of cells fS�g. Hence, it is
enough to show that these two cellularizations agree (that is, produce the same model
structure). We will prove that the algebraic spheres can be built via cofibre sequences
and coproducts in S�a–mod from cells in Ka and vice versa. It will follow that the
class of Ka –cellular objects equals the class of fS�g–cellular objects. Hence we will
see that the Ka –cellular equivalences and the fS�g–cellular equivalences agree and
that the model categories Ka–cell–S�a–mod and fS�g–cell–S�a–mod are equal.

The unit S0 (and all its suspensions) is in both sets: in Ka and in the set of “algebraic
spheres”. So consider the algebraic sphere S�1 for the function �1W F!Z>0 sending
a trivial subgroup to 1 and all other subgroups to 0. There is a cofibre sequence (in
S�a–mod)

S0
! S�1 !†�1;

where † denotes the suspension. This shows that we can build S�1 from �1 and
S0 and that we can build �1 from algebraic spheres. We can also create the negative
sphere S��1 using the cofibre sequence

S��1 ! S0
!†�1�1:

To build any algebraic sphere we apply the above argument repeatedly. Note that by
the definition of an algebraic sphere we need only finitely many steps. Equally we can
make all �i for i > 1 from the algebraic spheres.

By [4, Theorem 7.6] we have the following:

Proposition 4.2.4 The pair .�; �/ induces a symmetric monoidal Quillen equivalence
between the model categories dAdual and Ka–cell–S�a–mod.

This finishes the proof that dAdual provides an algebraic model for the category of
rational T–spectra. We leave the consideration that all our Quillen equivalences are in
fact symmetric monoidal to the last section.

5 Symmetric monoidal equivalences

All of the adjunctions in the zigzag between dAdual and TSp have been compatible
with the monoidal properties of the categories. By examining the cellularized model
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structures more clearly we are able to show that each of these model categories is a
proper, stable, cellular, monoidal model category that satisfies the monoid axiom. We
are thus able to conclude that this zigzag of Quillen equivalences consists of monoidal
Quillen equivalences. It follows that we also have Quillen equivalences of model
categories of ring objects and modules over ring objects.

Our method is to prove a monoidal version of the cellularization principle [13, Proposi-
tion 2.7]; see Propositions 5.1.6 and 5.1.7.

5.1 Cellularization of stable model categories

A cellularization of a model category is a right Bousfield localization at a set of objects.
Such a localization exists by [17, Theorem 5.1.1] whenever the model category is right
proper and cellular. When we are in a stable context the results of [6] can be used.

Those results, which we shall introduce in the next subsection, allow us to understand
the sets of generating cofibrations for our cellularized model categories and see that
they are all symmetric monoidal and cellular.

In this subsection we recall the notion of cellularization (when C is stable) and some
of basic definitions and results.

Definition 5.1.1 Let C be a stable model category and K a stable set of objects of C,
ie a class of K–cellular objects of C that is closed under desuspension.2 We say that a
map f W A! B of C is a K–cellular equivalence if the induced map

Œk; f �C�W Œk;A�
C
�! Œk;B�C�

is an isomorphism of graded abelian groups for each k 2K . An object Z 2 C is said
to be K–cellular if

ŒZ; f �C�W ŒZ;A�
C
�! ŒZ;B�C�

is an isomorphism of graded abelian groups for any K–cellular equivalence f .

Definition 5.1.2 A right Bousfield localization or cellularization of C with respect to
a set of objects K is a model structure K–cell–C on C such that

� the weak equivalences are Kcellular equivalences;

� the fibrations of K–cell–C are the fibrations of C;

� the cofibrations of K–cell–C are defined via left lifting property.

2Note that the class is always closed under suspension.
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By [17, Theorem 5.1.1], if C is a right proper, cellular model category and K a set of
objects in C, then the cellularization K–cell–C of C with respect to K exists and is a
right proper model category. The cofibrant objects of K–cell–C are called K–cofibrant
and are precisely the K–cellular and cofibrant objects of C.

We recall some definitions and results from [6] and prove our monoidal version of the
cellularization principle. We use ycK for a cofibrant replacement functor in K–cell–C.

Definition 5.1.3 Let K be a set of cofibrant objects in a monoidal model category C.
We say that K is monoidal if the following two conditions hold:

� Any object of the form k˝ k 0 for k , k 0 2K is K–cellular.

� For ycK SC a K–cofibrant replacement of the unit SC of C and any k 2K , the
map ycK SC˝ k! k is a K–cellular equivalence.

The cellularization of a right proper, cellular, stable model category at a stable set of
cofibrant objects K is very well behaved (see [6, Theorem 5.9]), in particular it is
proper, cellular and stable. Moreover, the second condition of the above definition
holds automatically when the unit of C is K–cellular.

There is another important property we will often want the cells to satisfy, which makes
right localization behave in an even more tractable manner; see [6, Section 9]. This
property is variously called small, compact or finite. We choose to call it homotopically
small to avoid those over-used terms.

Definition 5.1.4 We say that an object X of a stable model category C is homotopi-
cally small if, in the homotopy category,

�
X;
`

i Yi

�C is canonically isomorphic toL
i ŒX;Yi �

C ; see [25, Definition 2.1.2].

Using [25, Lemma 2.2.1] it is routine to check that if K consists of homotopically
small objects of C then K is a set of generators for K–cell–C. Hence we know a set
of generators for each of our cellularizations.

Notice that derived functors of both left and right Quillen equivalences preserve homo-
topically small objects. Now we may turn to monoidal considerations. The following
theorem is [6, Theorem 7.2]:

Theorem 5.1.5 Let C be a proper, monoidal, cellular, stable model category. Let K

be a monoidal and stable set of cofibrant objects of C. Then K–cell–C is a proper,
monoidal, cellular, stable model category. Furthermore, if C satisfies the monoid axiom
then so does K–cell–C.
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The next two results are our upgraded version of the cellularization principle; see [13,
Proposition 2.7]. They have slightly different assumptions according to whether the
given cells are on the left or right of the adjunction. The first has the cells on the left
and behaves as expected. The second starts with cells on the right of the adjunction
and here we need to assume that the adjunction is a Quillen equivalence to start with.
In both cases we have also assumed that a cofibrant replacement of the unit is in the
set of cells (and hence is homotopically small). This simplifies the proofs but is not
needed when the adjunction is already a Quillen equivalence.

For the following we let yc be the cofibrant replacement functor of C, let ycK be the
cofibrant replacement functor of K–cell–C and let yf be the fibrant replacement functor
of D.

Proposition 5.1.6 Consider a symmetric monoidal Quillen adjunction between a pair
of proper, cellular, stable, monoidal model categories,

LW C�D WR:

Let K be a stable and monoidal set of cofibrant objects of C which contains a cofibrant
replacement of the unit. Assume that each element of K and LK is homotopically
small and that the unit map k!R yfLk is a weak equivalence of C for each k 2K .
Then LK is a stable monoidal set of cofibrant objects of D and the unit of D is in LK

(up to weak equivalence). Moreover, we have an induced symmetric monoidal Quillen
equivalence

LW K–cell–C�LK–cell–D WR:

Proof We apply the cellularization principle [13, Proposition 2.7] to see that .L;R/
is a Quillen equivalence on the cellularized categories.

We must show that LK satisfies both parts of the definition of a monoidal set. For
the first part, let k and k 0 be objects of K . Then Lk ^Lk 0 is weakly equivalent to
L.k ^ k 0/, which is LK–cofibrant and hence is LK–cellular. For the second part,
the map L.ycSC/! SD is a weak equivalence since .L;R/ is a monoidal Quillen
pair. Hence SD is in LK (up to weak equivalence) and the second condition holds
automatically.

Now we know that LK–cell–D is a cellular monoidal model category. We must
show that .L;R/ is a symmetric monoidal Quillen adjunction on the cellularized
model categories. We know that the map L.ycSC/! SD is a weak equivalence. The
comonoidal map L.X ^Y /!LX ^LY is also a weak equivalence for any cofibrant
X and Y . Hence the proof is complete.
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Proposition 5.1.7 Consider a symmetric monoidal Quillen equivalence between a pair
of proper, cellular, stable, monoidal model categories

LW C�D WR:

Let H be a stable and monoidal set of cofibrant objects of D which contains a cofibrant
replacement of the unit of D. Assume that every element of H is homotopically small.
Then ycR yfH is a stable monoidal set of homotopically small cofibrant objects of C

which contains the unit up to weak equivalence. Furthermore we have an induced
symmetric monoidal Quillen equivalence

LW ycR yfH–cell–C�H–cell–D WR:

Proof We apply the cellularization principle [13, Proposition 2.7] to see that .L;R/ is
a Quillen equivalence on the cellularized categories. We must prove that K D ycR yfH

is a monoidal set and that the unit of C is in K (up to weak equivalence).

It is simple to check that L takes K–cellular equivalences between cofibrant objects to
H –cellular equivalences. Now consider the pair of maps, for k and k 0 elements of K ,

LycK .k ^ k 0/
Lq
�!L.k ^ k 0/ �

�!Lk ^Lk 0

The map � is the comonoidal map of L and hence is a weak equivalence as .L;R/
is monoidal. Since the codomain of � is H –cellular, so is the domain of � . The
map Lq is L applied to a K–cellular equivalence between cofibrant objects, hence
it is a H –cellular equivalence. We have shown that Lq is a H –cellular equivalence
between H –cellular objects of D and thus must be a weak equivalence. Since .L;R/
is a Quillen equivalence before cellularization, q must be a weak equivalence of C.
Thus k ^ k 0 must be K–cellular.

To complete the proof that K is monoidal it will suffice to prove that SC is K–cellular.
Thus we now show that the unit of C is in K up to weak equivalence. Since .L;R/ is
a symmetric monoidal Quillen pair, the composite map

LycSC!LSC! SD!
yf SD

is a weak equivalence. Hence the adjoint ycSC!R yf SD is a weak equivalence. Thus
we see that ycSC is in K up to weak equivalence. We have now shown that the set K

is monoidal and that K–cell–C is a symmetric monoidal model category.

The proof that this adjunction is symmetric monoidal on the cellularized model cate-
gories follows the same pattern as the previous case.
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5.2 Application to the classification

We start with the Quillen equivalence of Proposition 3.2.5,

S�^�W LSQ.TSp/�Ktop–cell–S�–mod Wpb:

The set of cells Ktop is given by S�^� applied to the set K of generators of LSQ.TSp/.
We know that this set is stable and every element is homotopically small and cofibrant.
By the proof of Proposition 5.1.6, it also follows that Ktop is a monoidal set. Thus
we may apply Proposition 5.1.6 to see that the adjunction .S�^�; pb/ is symmetric
monoidal.

We then have a large number of symmetric monoidal Quillen equivalences relating
S�–mod and S�a–mod. Our initial set of cells Ktop is monoidal, stable, contains the
unit and every element is homotopically small. Hence Propositions 5.1.6 and 5.1.7 tell
us that Ktop–cell–S�–mod and Ka–cell–S�a–mod are Quillen equivalent via symmetric
monoidal Quillen equivalences.

Theorem 5.2.1 The model category of rational T–spectra, TSp, is Quillen equivalent
to the algebraic model dAdual . Furthermore, these Quillen equivalences are all sym-
metric monoidal. Hence the homotopy categories of TSp and dAdual are equivalent as
symmetric monoidal categories.

Proof This now follows by combining Proposition 3.2.5, Corollaries 3.3.6 and 3.4.6,
Section 4.1 and Proposition 4.2.4 with Propositions 5.1.7 and 5.1.6.
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On the infinite loop space structure
of the cobordism category

HOANG KIM NGUYEN

We show an equivalence of infinite loop spaces between the classifying space of
the cobordism category with infinite loop space structure induced by taking disjoint
union of manifolds and the infinite loop space associated to the Madsen–Tillmann
spectrum.

55P47, 57R56; 57R90

1 Introduction

In this article we show that there is an equivalence of infinite loop spaces between the
classifying space of the d –dimensional cobordism category B Cob� .d/ and the 0th

space of the shifted Madsen–Tillmann spectrum MT�.d/Œ1�. This extends a result by
Galatius, Madsen, Tillmann and Weiss [5], who showed an equivalence of topological
spaces

(1) B Cob� .d/'MT�.d/Œ1�0:

Note that both spaces in the equivalence above admit infinite loop space structures.
The symmetric monoidal structure on the cobordism category, given by disjoint union
of manifolds, induces an infinite loop space structure on B Cob� .d/, while the infinite
loop space structure on MT�.d/Œ1�0 comes from it being the 0th space of an �–
spectrum. We will show that the equivalence (1) actually extends to an equivalence of
infinite loop spaces with the above mentioned infinite loop space structures.

In more detail, our proof will rely on certain spaces of manifolds introduced by Galatius
and Randal-Williams [4], which form an �–spectrum denoted here by  � . Using
these spaces, they obtain a new proof of (1), which we record as the following theorem.

Theorem 1.1 There are weak homotopy equivalences of spaces

B Cob� .d/'  �;0 'MT�.d/Œ1�0:

In this article, we will show that the equivalences of the above theorem come from
equivalences of spectra.

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.1021
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1022 Hoang Kim Nguyen

Instead of directly constructing an equivalence of spectra, our strategy will be to
construct � –spaces � Cob� .d/ and � � with underlying spaces B Cob� .d/ and
 �;0 respectively, and we show that � � is a model for the connective cover of the
spectrum  � , denoted by  �;�0 . This � –structure will be induced by taking disjoint
union of manifolds. We then show that their associated spectra have the stable homotopy
type of the connective cover of the shifted Madsen–Tillmann spectrum denoted by
MT�.d/Œ1��0 , by constructing a �–space model for MT�.d/Œ1��0 and exhibiting
an equivalence of � –spaces. But more is true; we will see that the equivalences of
Theorem 1.1 are the components of this equivalence of � –spaces and hence the main
result of this article will be the following.

Main Theorem There are stable equivalences of spectra

B� Cob� .d/'  �;�0 'MT�.d/Œ1��0

such that the induced weak equivalences of spaces

�1B� Cob� .d/'�
1 � '�

1MT�.d/Œ1�

are equivalent to the weak equivalences of Theorem 1.1.

Here, B� Cob� .d/ is the spectrum associated to the symmetric monoidal category
Cob� .d/. We would like to mention that a similar argument has been given by Madsen
and Tillmann in [6] for the case d D 1.

This article is organized as follows. In the next section we recall some basic notions on
spectra and � –spaces. This will also serve to fix notation and language. In Section 3
and Section 4 we review the proof of Theorem 1.1 of [4]. In Section 5 we will construct
� –space models for the spectra  � and MT�.d/, and in Section 6 we will show that
these � –spaces are equivalent. Finally in Section 7, we will relate these � –spaces to
the cobordism category with its infinite loop space structure induced by taking disjoint
union of manifolds.

Acknowledgements The author would like to thank Ulrich Bunke, John Lind and
George Raptis for many helpful conversations and especially Ulrich Bunke for his
encouragement to write this article. The author would also like to thank Ulrike Tillmann
for her helpful comments, and the anonymous referee, whose suggestions greatly
improved the exposition of the paper. Furthermore, the author gratefully acknowledges
support from the Deutsche Forschungsgemeinschaft through the SFB 1085 Higher
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2 Conventions on spectra and � –spaces

By a space we mean a compactly generated weak Hausdorff space. We denote by S

the category of spaces and by S� the category of based spaces. We fix a model for the
circle by setting S1 WDR[f1g.

We will work with the Bousfield–Friedlander model of sequential spectra; see Bous-
field and Friedlander [2] or Mandell, May, Schwede and Shipley [7]. Recall that a
spectrum E is a sequence of based spaces En 2 S� , n 2 N together with structure
maps

snW S
1
^En!EnC1:

A map of spectra f W E! F is a sequence of maps fnW En! Fn commuting with
the structure maps. We denote by Spt the category of spectra. A stable equivalence is
a map of spectra inducing isomorphisms on stable homotopy groups. An �–spectrum
is a spectrum E , where the adjoints of the structure maps †En! EnC1 are weak
homotopy equivalences. There is a model structure on Spt with weak equivalences the
stable equivalences and fibrant objects the �–spectra. Moreover, a stable equivalence
between �–spectra is a levelwise weak homotopy equivalence. We obtain a Quillen
adjunction

†1W S� ! Spt W�1;

where †1 takes a based space to its suspension spectrum and �1 assigns to a
spectrum its 0th space.

A spectrum E is called connective if its negative homotopy groups vanish. The case
that E is an �–spectrum is equivalent to En being .n�1/–connected for all n 2N .
Note that a map f W E! F between connective �–spectra is a stable equivalence if
and only if f0W E0! F0 is a weak homotopy equivalence. We denote by Spt�0 the
full subcategory of connective spectra. It is a reflective subcategory of Spt and we
denote the left adjoint of the inclusion by

.�/�0W Spt! Spt�0:

We will need two operations on spectra. The first one is the shift functor

.�/Œ1�W Spt! Spt

defined on a spectrum E by setting EŒ1�n DEnC1 and obvious structure maps. The
second operation is the loop functor

�W Spt! Spt

defined by .�E/n D�.En/ and looping the structure maps.

Algebraic & Geometric Topology, Volume 17 (2017)
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We recall Segal’s infinite loop space machine [9], which provides many examples of
connective spectra. We denote by �op the skeleton of the category of finite pointed
sets and pointed maps, ie its objects are the sets mC WD f�; 1; : : : ;mg. A � –space is a
functor

�op
! S�

and we denote by �S� the category of � –spaces and natural transformations.

There are distinguished maps �i W mC ! 1C defined by �i.k/ D � if k ¤ i and
�i.i/D 1. Let A 2 �S� . The Segal map is the map

A.mC/

Qm
iD1 �i

�����!

Y
m

A.1C/:

A �–space is called special if the Segal map is a weak homotopy equivalence. If
A 2 �S� is special, the set �0.A.1C// is a monoid with multiplication induced by the
span

A.1C/ A.2C/
'
�!A.1C/�A.1C/;

where the left map is the map sending i to 1 for i D 1; 2, and the right map is the
Segal map. A special � –space is called very special if this monoid is actually a group.

In [2], Bousfield and Friedlander construct a model structure on �S� with fibrant
objects the very special �–spaces and weak equivalences between fibrant objects
levelwise weak equivalences.

There is a functor B W �S�! Spt defined as follows. Denote by SW �op! S� the
inclusion of finite pointed sets into pointed spaces. Given A 2 �S� we have an
(enriched) left Kan extension along S

�op S�

S�

A

S

and we denote this left Kan extension by LSA. Now define BAn WDLSA.Sn/. The
structure maps are given by the image of the identity morphism S1 ^Sn! S1 ^Sn

under the composite map

S�.S
1
^Sn;S1

^Sn/Š S�.S
1;S�.S

n;SnC1//

! S�.S
1;S�.LSA.Sn/;LS.A.S

nC1////

Š S�.S
1
^LSA.Sn/;LSA.SnC1//:

By the Barratt–Priddy–Quillen theorem LSS is the sphere spectrum, hence the notation.

Algebraic & Geometric Topology, Volume 17 (2017)
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The functor B has a right adjoint AW Spt!�S� given by sending a spectrum E 2Spt
to the � –space

nC 7! Spt.S�n;E/

using the topological enrichment of spectra. Moreover, the adjoint pair B a A is a
Quillen pair which induces an equivalence of categories

Ho.�S�/' Ho.Spt�0/:

In view of this equivalence we will say that a � –space A is a model for a connective
spectrum E if there is a stable equivalence LBA'E , where LB is the left derived
functor. The main theorem of Segal [9] states that B sends cofibrant-fibrant � –spaces
to connective �–spectra.

Finally we make the following convention. We will refer to any zigzag of equivalences
(of spaces, spectra or � –spaces) as simply an equivalence.

3 Recollection on spaces of manifolds

We recall the spaces ‰� .Rn/ of embedded manifolds with tangential structure from
Galatius and Randall-Williams [4]. Denote by Grd .R

n/ the Grassmannian manifold
of d –dimensional planes in Rn and denote BO.d/ WD colimn2N Grd .R

n/ induced
by the standard inclusion Rn!RnC1 . Let � W X ! BO.d/ be a Serre fibration and
let M � Rn be a d –dimensional embedded smooth manifold. Then a tangential
� –structure on M is a lift

X

M BO.d/

�

�M

where �M is the classifying map of the tangent bundle (determined by the embedding).
The topological space ‰� .Rn/ has as underlying set pairs .M; l/, where M is a
d –dimensional smooth manifold without boundary which is closed as a subset of Rn ,
and l W M !X is a � –structure. We refer to [4] and for a description of the topology.
We will also in general suppress the tangential structure from the notation.

For 0�k�n, we have the subspaces  � .n; k/�‰� .Rn/ of those manifolds M �Rn ,
satisfying

M �Rk
� .�1; 1/n�k :

Algebraic & Geometric Topology, Volume 17 (2017)
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In other words,  � .n; k/ consists of manifolds with k possibly noncompact and .n�k/

compact directions. We denote

‰� .R
1/ WD colimn2N ‰� .R

n/

 � .1; k/ WD colimn2N  � .n; k/;

where the colimit is again induced by the standard inclusions. In [1] it is shown that the
topological spaces ‰� .Rn/ are metrizable and hence in particular compactly generated
weak Hausdorff spaces.

For all n 2N and 1� k � n� 1 we have a map

R� � .n; k/!  � .n; kC 1/;

.t;M / 7!M � t � ekC1;

where ekC1 denotes the .kC1/st standard basis vector. This descends to a map
S1 ^ � .n; k/!  � .n; kC 1/ when taking as basepoint the empty manifold.

Theorem 3.1 The adjoint map

 � .n; k/!� � .n; kC 1/

is a weak homotopy equivalence.

Proof See [4, Theorem 3.20].

Definition 3.2 Let  � be the spectrum with nth space given by

. � /n WD  � .1; nC 1/

and structure maps given by the adjoints of the translations.

By the above theorem, the spectrum  � is an �–spectrum.

4 The weak homotopy type of  �.1; 1/

This section contains a brief review of the main theorem of [5] as proven in [4]. Recall
first the construction of the Madsen–Tillmann spectrum MT�.d/ associated to a Serre
fibration � W X ! BO.d/. Denote by X.Rn/ the pullback

X.Rn/ X

Grd .R
n/ BO.d/

�n �

Algebraic & Geometric Topology, Volume 17 (2017)
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and by 
?
d;n

the orthogonal complement of the tautological bundle over Grd .R
n/. Then

define the spectrum T �.d/ to have as nth space the Thom space of the pullback bundle
T �.d/n WD Th.��n 


?
d;n
/. The structure maps are given by

S1
^Th.��n 


?
d;n/Š Th.��n 


?
d;n˚ "/! Th.��nC1


?
d;nC1/;

where " denotes the trivial bundle. Then define the Madsen–Tillmann spectrum
MT�.d/ to be a fibrant replacement of the spectrum T �.d/. Since the adjoints
of the structure maps of T �.d/ are inclusions, we can give an explicit construction of
MT�.d/ as

MT�.d/n WD colimk �
kT �.d/nCk :

Hence we have �1MT�.d/D colimk �
kT �.d/k .

The passage from MT�.d/ to our spaces of manifolds is as follows. We have a map

Th.��n 

?
d;n/!‰� .R

n/

given by sending an element .V;u;x/, where V 2 Grd .R
n/, u 2 V ? and x 2X , to

the translated plane V �u 2‰� .R
n/ with constant � –structure at x and sending the

basepoint to the empty manifold.

Theorem 4.1 [4, Theorem 3.22] The map Th.��n 

?
d;n
/!‰� .R

n/ is a weak homo-
topy equivalence.

On the other hand, by Theorem 3.1 we also have a weak homotopy equivalence

 � .n; 1/!�n�1‰� .R
n/:

Combining the two equivalences, we obtain

�n�1 Th.��n 

?
d;n/

'
�!�n�1‰� .R

n/
'
 �  � .n; 1/:

Now we have a map
S1
^‰� .R

n/!‰� .R
nC1/;

.t;M / 7!M � ftg;

and we obtain the following commutative diagram:

�n�1 Th.��n 

?
d;n
/ �n�1‰� .R

n/  � .n; 1/

�n Th.��
nC1


?
d;nC1

/ �n‰� .R
nC1/  � .nC 1; 1/

'' '

' '

Finally, letting n!1 we can determine the weak homotopy type of  � .1; 1/.

Algebraic & Geometric Topology, Volume 17 (2017)
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Theorem 4.2 There are weak equivalences of spaces

�1MT�.d/Œ1�
'
�! colimn2N �

n�1‰� .R
n/
'
 �  � .1; 1/:

5 � –space models for MT�.d/ and  �

In this section we construct � –space models for the spectra MT�.d/ and  � . The
comparison of these � –spaces to the respective spectra relies heavily on results of May
and Thomason [8].

We will encounter the following situation.

Definition 5.1 A functor EW �op! Spt is called a � –spectrum. It is called a special
� –spectrum if the Segal map

E.mC/!
Y
m

E.1C/

is a stable equivalence. Furthermore, we denote by �.k/E the � –space given by
evaluating at the k th space, that is,

�.k/E.mC/ WDE.mC/k :

The key proposition for showing that we have constructed the right � –spaces will be
the following.

Proposition 5.2 Let EW �op ! Spt be projectively fibrant and special. Then the
� –space �.k/E is a model for the connective cover of E.1C/Œk�.

Before we can prove the proposition, we will need some lemmas. The first one concerns
the behavior of Segal’s functor B with respect to the loop functor.

Lemma 5.3 For A 2 �S� there is a natural map of spectra

B�A!�BA

which is the identity on 0th spaces.

Proof Since SW �op! S� is fully faithful, we have a strictly commutative diagram
of functors:

�op S�

S�

�A

S
LS�A

Algebraic & Geometric Topology, Volume 17 (2017)
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The composition of the loop functor with the left Kan extension �LSA also gives a
strictly commutative diagram:

�op S�

S�

�A

S
�LSA

Hence by the universal property of the left Kan extension we get a natural transformation

 W LS�A) �LSA. Now the components at the spheres assemble into a map of
spectra B�A!�BA, since by naturality we have a commutative diagram:

S1 ^LS�A.Sn/ LS�A.SnC1/

S1 ^�LSA.Sn/ �LSA.SnC1/

id^
 


Finally, since S0 D 1C 2 �
op the map of spectra is the identity on 0th spaces.

In general for any A2�S� the spectrum BA might not have the right stable homotopy
type, as the functor B only preserves weak equivalences between cofibrant objects.
However for very special �–spaces, there is a more convenient replacement, which
gives the right homotopy type. As a second lemma we record the following fact from [8],
which generalizes a construction of [9].

Lemma 5.4 There is a functor W W �S�! �S� such that the following hold for all
very special X 2 �S� :

� The spectrum BW X is a connective �–spectrum.

� The � –space W X is very special and there is a weak equivalence W X !X .

� If X;Y are very special and there is a weak equivalence X ' Y , then BW X '

BW Y .

� There is a weak equivalence W�X !�W X .

Proof See [8, Appendix B].

The important thing for us will be that if X 2 �S� is very special, then BW X has
the right stable homotopy type.

Algebraic & Geometric Topology, Volume 17 (2017)
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Lemma 5.5 (up and across lemma [8; 3]) Let Ei , i 2N be a sequence of connec-
tive �–spectra together with stable equivalences f i W Ei ! �EiC1 . Let E0 be the
spectrum with .E0/n WDEn

0
and structure maps given by f n

0
W En

0
!�EnC1

0
. Then

there is a natural stable equivalence E0 'E0 .

Note that in particular E0 is connective. We are now ready to prove our key proposition.

Proof of Proposition 5.2 We prove the proposition for k D 0. The argument for
higher k is completely analogous.

We first show that the � –space �.0/E is very special. Note that the � –spaces �.k/E
are special, since E is projectively fibrant and thus the Segal map is a levelwise
equivalence. It remains to show that �0.�

.0/E.1C// is a group. To this end we
compose with the functor AW Spt! �S� to obtain a functor

�op E
�! Spt A

�! �S�

which is equivalently a functor

yA WD �op
��op

! S�:

Fixing the first variable gives a � –space

yA.kC/.�/W �
op
! S�

which is obtained by first evaluating the � –spectrum E at kC and then applying the
functor A to the spectrum E.kC/. In particular, we have

yA.1C/.�/DA.E.1C//W �
op
! S�;

which is very special by construction.

Fixing the second variable gives a � –space

yA.�/.kC/W �
op
! S�

which is obtained as the composition

�op E
�! Spt A

�! �S�
evkC
���! S�;

where the last functor is given by evaluating a � –space at the object kC . In particular,
we have

yA.�/.1C/DA.E.�//.1C/D �
.0/EW �op

! S�;

which is special since �.0/E is special.
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Now we have the following diagram, where the middle square commutes by functorial-
ity:

yA.1C/.1C/� yA.1C/.1C/

yA.2C/.2C/ yA.2C/.1C/

yA.1C/.1C/� yA.1C/.1C/ yA.1C/.2C/ yA.1C/.1C/

'

'

By the above identification of the � –spaces yA.�/.1C/ and yA.1C/.�/ we see that the
right vertical span represents the monoid structure of �.0/E and the lower horizontal
span represents the monoid structure of AE.1C/. In other words, the maps into the
products in the lower left and upper right corner are given by the Segal maps while
the maps into the lower right corner are the respective multiplications induced by the
nontrivial map 2C! 1C , as are the remaining maps.

Hence we obtain two monoid structures on �0. yA.1C/.1C// induced by AE.1C/ and
�.0/E . The commutativity of the middle square is now precisely the statement that they
are compatible, or in other words that one is a homomorphism for the other, thus by the
Eckmann–Hilton argument they agree. We now observe that the monoid AE.1C/ is
actually a group, since �0.AE.1C/.1C// is the 0th stable homotopy group of E.1C/.
It follows that �.0/E is very special.

As a next step, we compose with taking connective covers to obtain a special �–
spectrum in connective �–spectra

E�0W �
op
! Spt�0:

Note that �.0/E ' �.0/E�0 and hence �.0/E�0 is very special. For k � 1, the
� –spaces �.k/E�0 will automatically be very special since E�0.1C/ is connective
and hence �0.�

.k/E.1C//Š �0.E�0.1C/k/D 0.

We now consider the spectra associated to the very special � –spaces �.k/E�0 , ie
we apply May and Thomason’s replacement followed by Segal’s functor to obtain a
sequence of connective �–spectra

BW �.k/E�0 for k 2N:

Now by Lemma 5.4 we have the following equivalence:

BW �.k/E�0
'
�!BW��.kC1/E�0

'
�!B�W �.kC1/E�0:

By Lemma 5.3 we have a map B�W �.k/E!�BW �.k/E which is the identity on
0th spaces. In particular, since both spectra are �–spectra, this map is an equivalence on
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connective covers. We now observe that since E.1C/�0 is a connective �–spectrum,
we have

�0.BW �.k/E/D �0.E.1
C/�0;k/D 0

for k � 1 and hence �BW �.k/E is connective. Thus we obtain a stable equivalence

B�W �.k/E!�BW �.k/E

for k�1. Putting all these maps together we obtain a sequence of connective �–spectra
BW �.k/E�0 together with stable equivalences

BW �.k/E�0
'
�!BW��.kC1/E�0

'
�!B�W �.kC1/E�0

'
�!�BW �.kC1/E�0;

that is, we have BW �.k/E�0
'
�!�BW �.kC1/E�0 . Thus we are in the situation

of Lemma 5.5 and conclude that

BW �.0/E�0 DBW �.0/E 'E.1C/�0:

In light of obtaining the right stable homotopy type, we will from now on assume that
we replace a � –space A by WA before applying the functor B , ie in what follows,
BA will mean BWA.

We start with constructing a � –space model for the (connective cover of the) spec-
trum  � . Recall that  � has as nth space the space  � .1; nC 1/ and structure maps
given by translation of manifolds in the .nC1/st coordinate. The idea is that the spaces
 � .1; n/ come with a preferred monoid structure, namely taking disjoint union of
manifolds. To make this precise, we introduce the following notation.

Definition 5.6 Let � W X ! BO.d/ be a Serre fibration. We obtain for each m 2N
the Serre fibration a

m

� W
a
m

X ! BO.d/:

We denote this Serre fibration by �.mC/.

We can now associate to each mC 2 �
op the space ‰�.mC/.R

n/. We think of elements
of ‰�.mC/.R

n/ as manifolds with components labeled by nonbasepoint elements
of mC together with � –structures on those labeled components.

Lemma 5.7 For all n 2N , the spaces ‰�.mC/.R
n/ assemble into a � –space.

Proof We have to define the induced maps. Let � W mC! kC be a map of based sets.
We obtain a map a

��1.kCnf�g/

X !
a

kCnf�g

X:
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Now define the induced map ‰�.mC/.R
n/!‰�.kC/.R

n/ as follows. The image of a
pair .M; l/ is given by the manifold

M 0
WD l�1

� a
��1.kCnf�g/

X

�
together with �.kC/–structure given by the composition

M 0 ljM 0
���!

a
��1.kCnf�g/

X !
a

kCnf�g

X:

In other words, we relabel the components of M and forget about those components,
which get labeled by the basepoint. Taking the empty manifold as basepoint, it is easy
to see that this is functorial in �op .

Note that ‰�.0C/ Š � since it consists of only the empty manifold and we have
‰�.1C/.R

n/ D ‰� .R
n/. Also note that we obtain by restriction for any k � 1 the

� –spaces
mC 7!  �.mC/.1; k/:

As mentioned above, the � –structure can be thought of as taking disjoint union of
manifolds. Below we will see that, when stabilizing to R1 , taking disjoint union gives
a homotopy coherent multiplication on our spaces of manifolds.

Lemma 5.8 The spectra  �.mC/ assemble into a projectively fibrant � –spectrum.

Proof By the above lemma we have for each n 2N and each map of finite pointed
sets � W mC! kC a map

�n
� W  �.mC/.1; nC 1/!  �.kC/.1; nC 1/

which is functorial in �op for fixed n. Thus, we have to show that these maps commute
with the structure maps, that is we need to show that the diagram

S1 ^ �.mC/.1; nC 1/  �.mC/.1; nC 2/

S1 ^ �.kC/.1; nC 1/  �.kC/.1; nC 2/

id^�n
� �

nC1
�

commutes. But this is clear since the structure maps just translate the manifolds in the
.nC1/st coordinate, while the map �n

� relabels the components.

Definition 5.9 We denote by � � the � –spectrum

mC 7!  �.mC/:

Algebraic & Geometric Topology, Volume 17 (2017)



1034 Hoang Kim Nguyen

To avoid awkward notation, we will denote the induced � –spaces �.k/.� � / simply
by �.k/ � .

Proposition 5.10 The � –space �.0/ � is a model for the connective cover of  � , ie
there is a stable equivalence

B�.0/ � '  �;�0:

Proof We show that � � is a special � –spectrum. The assertion then follows from
Proposition 5.2. Since  �.mC/ is an �–spectrum for all mC 2 �

op , it suffices to show
that �.k/ � is a special � –space for every k .

We observe that the Segal map for �.k/ �

�.k/ � .mC/!
Y
m

�.k/ � .mC/

is an embedding, and we identify its image with a subspace of the product space. This
subspace can be characterized as follows. A tuple .M1; : : : ;Mm/ lies in this subspace
if and only if Mi \Mj D ∅ � R1 for all i ¤ j . We show that this subspace is a
weak deformation retract of the product spaceY

m

�.k/ � .mC/D
Y
m

 � .1; kC 1/:

To this end, we need a map that makes manifolds (or more generally any subsets)
disjoint inside R1 . Consider the maps

F W R1!R1;

.x1;x2; : : :/ 7! .0;x1;x2; : : :/;

as well as for any a 2R the map

GaW R
1
!R1;

.x1;x2; : : :/ 7! .aCx1;x2; : : :/:

These maps are clearly homotopic to the identity via a straight line homotopy. Choosing
a 2 .�1; 1/, the composition Ga ıF W R1!R1 induces a self-map

 � .1; kC 1/!  � .1; kC 1/

which is homotopic to the identity. Using for each factor of the product spaceQ
m  � .1; kC 1/ a different (fixed) real number gives a mapY

m

 � .1; kC 1/!
Y
m

 � .1; kC 1/;

which is our desired deformation retract; this is also illustrated in Figure 1.
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�1 1 �1 1 �1 1

11

M3M1 M2 M1 M2 M3 M1

M2

M3

Figure 1: Making manifolds disjoint

Recall from Lemma 5.7 that the association

mC 7!‰�.mC/.R
n/

defines a � –space for all n 2N .

Definition 5.11 Denote by �‰� the (levelwise) colimit of � –spaces

�‰� .mC/ WD colimn2N �
n�1‰�.mC/.R

n/:

From Theorem 4.2 we obtain for each mC 2 �
op equivalences

�.0/ � .mC/D  �.mC/.1; 1/
'
�! colimn2N �

n�1‰�.mC/.R
n/D �‰� .mC/

which are clearly functorial in �op . Hence we obtain a levelwise equivalence of
� –spaces �.0/ �

'
�! �‰� .

Corollary 5.12 The � –space �‰� is a model for the connective cover of the spec-
trum  � .

We now construct a � –space model for the Madsen–Tillmann spectrum MT�.d/
and we will show in the next section that this �–space is equivalent to �‰� . As
before, we will use the Serre fibrations �.mC/. First note that the construction of the
Madsen–Tillmann spectrum commutes with coproducts over BO.d/, that is we have
MT�.mC/.d/Š

W
m MT�.d/.

Definition 5.13 Define the � –spectrum �MT�.d/W �op! Spt by setting

�MT�.d/.mC/ WDMT�.mC/.d/:

For any based map � W mC! kC , define the induced map to be the fold map

�MT�.d/.mC/Š
_
m

MT�.d/!
_
k

MT�.d/Š �MT�.d/.kC/:

As before, we will denote the induced � –spaces by �.k/MT�.d/ for all k 2N .
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Proposition 5.14 The � –space �.1/MT�.d/ is a model for the connective cover of
the spectrum MT�.d/Œ1�.

Proof Again it suffices to show that �MT�.d/ is special. But this follows easily
since in Spt we have a stable equivalence

MT�.mC/.d/Š
_
m

MT�.d/'
Y
m

MT�.d/:

Thus by Proposition 5.2 we obtain a stable equivalence

B�.1/MT�.d/'MT�.d/Œ1��0:

6 Equivalence of � –space models

In the previous section we have constructed the �–space models �‰� for  � and
�.1/MT�.d/ for MT�.d/Œ1��0 . But more is true; by Theorem 4.2 we have for each
mC 2 �

op a weak equivalence of spaces

�.1/MT�.d/.mC/D�1MT�.mC/.d/Œ1�
'
�! colimn2N �

n�1‰�.mC/.R
n/D �‰� .mC/:

The following lemma shows that these equivalences define a levelwise equivalence of
� –spaces.

Lemma 6.1 The weak equivalences of Theorem 4.1

Th
�
��n 


?
d;n

� '
�!‰� .R

n/

assemble into a map of � –spaces. In particular, we obtain a levelwise equivalence

�.1/MT�.d/
'
�! �‰� :

Proof We need to show that for any map of based sets � W mC! kC the diagram

Th
�
�n.mC/

�
?
d;n

�
‰�.mC/.R

n/

Th
�
�n.kC/

�
?
d;n

�
‰�.kC/.R

n/

�� ��

commutes. But this follows easily since the left-hand vertical map is just the fold
map. In particular one can view this map as relabeling components of the wedge and
mapping components labeled by � to the basepoint. On the other hand this is precisely
the description of the right-hand vertical map.
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We can now prove the first part of our main theorem.

Theorem 6.2 There is an equivalence of spectra

MT�.d/Œ1��0 '  �;�0:

Proof By Lemma 6.1, we have an equivalence of � –spaces

�.1/MT�.d/
'
�! �‰� :

By Proposition 5.14, �.1/MT�.d/ is a model for the spectrum MT�.d/Œ1��0 , while
by Proposition 5.10 and its corollary, the � –space �‰� is a model for the connective
cover of  � . Hence we obtain equivalences

MT�.d/Œ1��0 'B�.1/MT�.d/'B�‰� '  �;�0:

7 The cobordism category

In the previous section we have exhibited an equivalence between the connective covers
of the spectra MT�.d/Œ1� and  � . It remains to relate these spectra to the (classifying
space of the) topological cobordism category.

Classically, the d –dimensional cobordism category has as objects closed .d�1/–
dimensional manifolds and morphisms given by diffeomorphism classes of cobordisms.
It is a symmetric monoidal category with monoidal product given by taking disjoint
union of manifolds. We will see that this is also true for the topological variant in a
sense we will make precise below. In particular, having a symmetric monoidal structure
endows the classifying space of the cobordism category with the structure of an infinite
loop space, and we will see that it is equivalent as such to the infinite loop space
associated to MT�.d/Œ1�.

Recall that a topological category C has a space of objects C0 and a space of mor-
phisms C1 together with source and target maps s; t W C1 ! C0; a composition map
cW C1 �C0

C1! C1; and a unit map eW C0! C1; which satisfy the usual associativity
and unit laws. There have appeared several definitions of the cobordism category as a
topological category, which all have equivalent classifying spaces. The relevant model
for us will be the topological poset model of [4]. We recall its definition. Define D� to
be the subspace

D� �R� � .1; 1/

consisting of pairs .t;M / where t 2 R is a regular value of the projection onto the
first coordinate M �R� .�1; 1/1!R. Order its elements by .t;M /� .t 0;M 0/ if
and only if t � t 0 with the usual order on R and M DM 0 .
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Definition 7.1 The d –dimensional cobordism category Cob� .d/ is the topological
category associated to the topological poset D� . That is, its space of objects is
given by ob.Cob� .d// D D� , and its space of morphisms is given by the subspace
mor.Cob� .d//�R2 � � .1; 1/ consisting of triples .t0; t1;M /, where t0 � t1 . The
source and target maps are simply given by forgetting regular values.

Given a topological category C we can take its internal nerve yielding a simplicial
space

N�CW �op
! S

as follows. The space of 0–simplices and 1–simplices is given by C0 and C1 respec-
tively. For n� 2 the space of n–simplices is given by the n–fold fiber product

NnC WD C1 �C0
� � � �C0

C1:

The face and the degeneracy maps are obtained from the structure maps of the topolog-
ical category. The associativity and unit laws ensure that we indeed obtain a simplicial
space. Applying this construction to the cobordism category now yields a simplicial
space

N� Cob� .d/W �
op
! S :

We will also write Cob� .d/ for the simplicial space obtained from taking the nerve
and write Cob� .d/k for the space of k –simplices.

Considering  � .1; 1/ as a constant simplicial space, we have a forgetful map of
simplicial spaces Cob� .d/!  � .1; 1/ defined on k –simplices by

Cob� .d/k !  � .1; 1/;

. t ;M / 7!M:

Theorem 7.2 The forgetful map induces a weak equivalence

B Cob� .d/
'
�!  � .1; 1/;

where B Cob� .d/ is the realization of the simplicial space Cob� .d/.

Proof See [4, Theorem 3.10].

We now encode the symmetric monoidal structure of Cob� .d/ in terms of a � –structure.

Lemma 7.3 The simplicial spaces Cob�.mC/.d/ assemble into a � –object in simpli-
cial spaces

Cob�.�/.d/W �
op
! S�op

:

Proof For mC 2 �
op the k –simplices are given as subspaces

Cob�.mC/.d/k �RkC1
� �.mC/.1; 1/DRkC1

��.0/ � .mC/:
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Thus for a map � W mC! nC , we define the map

Cob�.mC/.d/! Cob�.nC/.d/

on k –simplices to be induced by the map

id� ��W RkC1
��.0/ � .mC/!RkC1

��.0/ � .nC/;

where �� comes from the functoriality in �op of the � –space �.0/ � . From this
description it is clear that the maps just defined are functorial in �op and hence define
a map of simplicial spaces.

Definition 7.4 Denote by � Cob� .d/ the � –object in simplicial spaces

� Cob�.mC/.d/! S�op
;

mC 7! Cob�.mC/.d/:

Composing with the realization of simplicial spaces we get a functor

B� Cob� .d/W �
op
! S :

We obtain a � –space by choosing as basepoints the elements .0;∅/ 2 Cob� .d/k for
all k 2N .

Lemma 7.5 The forgetful map induces a levelwise equivalence of � –spaces

B� Cob� .d/
'
�! �.0/ � :

Proof By construction it is clear that the forgetful maps are functorial in �op so
that they indeed define a map of � –spaces. By Theorem 7.2, these maps are weak
equivalences and hence we obtain a levelwise equivalence of � –spaces.

In particular, the � –space B� Cob� .d/ is very special, and applying Segal’s functor we
obtain a connective �–spectrum, which we denote by B� Cob� .d/ to avoid awkward
notation. In conclusion, we obtain an equivalence of spectra

B� Cob� .d/
'
�!B�.0/ � :

Combining with Theorem 6.2, we obtain our main theorem.

Main Theorem There are stable equivalences of spectra

B� Cob� .d/'B�.0/ � 'MT�.d/Œ1��0;

such that the induced equivalences

�1B� Cob� .d/'�
1 � '�

1MT�.d/Œ1�

are equivalent to the equivalences of Theorem 4.2 and Theorem 7.2.
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Infima of length functions and dual cube complexes

JONAH GASTER

In the presence of certain topological conditions, we provide lower bounds for the
infimum of the length function associated to a collection of curves on Teichmüller
space that depend on the dual cube complex associated to the collection, a concept
due to Sageev. As an application of our bounds, we obtain estimates for the “longest”
curve with k self-intersections, complementing work of Basmajian [J. Topol. 6 (2013)
513–524].

51M10; 51M16

Let † be an oriented topological surface of finite type. We denote the Teichmüller
space of † by T .†/, which we interpret as the deformation space of marked hyperbolic
structures on †. Given X 2 T .†/ and a free homotopy class (or closed curve) 
 on †,
we denote by `.
;X / the length of the geodesic representative of 
 in the hyperbolic
structure determined by X . If � D f
ig is a collection of closed curves, then we define
`.�;X /D

P
`.
i ;X /.

In this note, we are concerned with translating topological information of � into
quantitative information about the length function `.�; � /W T .†/!R. In particular,
we develop tools to estimate the infimum of `.�; � / over T .†/. This work naturally
complements that of Basmajian [3], where such estimates are obtained that depend on
the number of self-intersections of � . Here we consider a finer topological invariant
than the self-intersection number.

A construction of Sageev [7] associates to a curve system � an isometric action of
�1† on a finite-dimensional cube complex, or the dual cube complex C.�/ of � . In
what follows we connect geometric properties of the dual cube complex C.�/ to the
length of the collection of curves � on any hyperbolic surface. Indeed, [1, Theorem 3]
of Aougab and Gaster suggests that any such information is implicitly contained in the
combinatorics of C.�/. We have:

Theorem A Suppose that the action of �1† on C.�/ has a set of cubes C1; : : : ;Cm ,
of dimensions n1; : : : ; nm , respectively, in distinct �1†–orbits, such that the union of
orbits

S
i �1† �Ci is hyperplane separated. Then

inf
X2T .†/

`.�;X /�

mX
iD1

ni log
�

1C cos�=ni

1� cos�=ni

�
:
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The definition of hyperplane separated can be found in Section 1. The main use of this
idea is that it allows one to conclude that large chunks of the preimage of the curves �
in the universal cover embed on the surface under the covering map. The proof of
Theorem A proceeds by minimizing the length of these large chunks.

Remark The contribution to the bound above from a cube Ci is useless when Ci is a
2–cube. On the other hand, it still seems reasonable to expect a lower bound on the
length function in the presence of many maximal 2–cubes. Note that the presence of m

2–cubes contributes m to the self-intersection number, so that Basmajian’s bounds
immediately imply a lower bound for the length function that is logarithmic in m.
While Basmajian’s lower bounds are sharp, the examples that demonstrate sharpness
have high-dimensional dual complexes. We expect a positive answer to the following.

Question If C.�/ contains m maximal 2–cubes, is there a lower bound for the length
function `.�;X / that is linear in m?

Remark The bounds in Theorem A are sharp in the following sense: for each n 2N ,
there exists a set of curves �n on the .nC1/–holed sphere †0;nC1 , and hyperbolic
structures Xn 2 T .†0;nC1/ such that

(1) the dual cube complex C.�n/ has a hyperplane separated n–cube, and
(2) the hyperbolic length `.�n;Xn/ is asymptotic to n log n.

The problem remains of determining when a collection of curves gives rise to hyperplane
separated orbits of cubes in the action of �1† on the dual cube complex. We offer a
sufficient condition below which applies in many cases, toward which we fix some
terminology. Recall that a ribbon graph is a graph with a cyclic order given to the
oriented edges incident to each vertex. A ribbon graph G is even if the valence of each
vertex is even. When an even ribbon graph G is embedded on a surface †, a collection
of homotopy classes of curves is determined by G by going straight at each vertex.
See Section 6 for a more precise description.

Theorem B Suppose that G ,! † is an embedding of an even ribbon graph G

into † with vertices of valence n1; : : : ; nm , such that the complement † nG contains
no monogons, bigons, or triangles. Let � indicate the union of the closed curves
determined by G . Then G is a minimal position realization of � , the self-intersection
of � is given by

�
n1

2

�
C� � �C

�
nm

2

�
, and C.�/ contains cubes C1; : : : ;Cm of dimensions

n1; : : : ; nm , respectively, in distinct �1†–orbits, whose union is hyperplane separated.

This provides a general method to construct curves with definite self-intersection
number and definite hyperplane separated cubes in their dual cube complexes. For
example:
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Example Consider the curve in Figure 4. Theorem B implies that the curve has six
hyperplane separated 3–cubes. The estimate in Theorem A now applies, so that the
length of the pictured curve is at least 18 log 3 in any hyperbolic metric on †6 .

Let Ck.†/ indicate curves on † with self-intersection number k . Basmajian examined
the following quantities, showing that they both are asymptotic to log k :

mk.†/ WD min

2Ck.†/

inff`.
;X / jX 2 T .†/g;

Mk WD inffmk.†/ j† is a finite-type surface with �.†/ < 0g:

Note that, for each k and †, there are finitely many mapping class group orbits among
Ck.†/. This justifies the use of minimum in the definition of mk.†/ above. One may
define analogously

mk.†/ WD max

2Ck.†/

inff`.
;X / jX 2 T .†/g;

M k WD supfmk.†/ j† is a finite-type surface with �.†/ < 0g:

The curves that realize the minima mk.†/ and Mk manage to gain a lot of self-
intersection while remaining quite short, which they achieve by winding many times
around a very short curve. By constructing explicit families of curves that behave
quite differently — namely, they return many times to a fixed small compact set on
the surface — we provide a lower bound for M k that grows faster than Basmajian’s
bounds for the “shortest” curves with k self-intersections.

Theorem C We have the estimate

lim sup
k!1

M k

k
�

log 3

3
:

Remark It is not hard to observe that

lim sup
k!1

mk.†/
p

k
> 0:

Indeed, given any k –curve 
 2 Ck.†/, consider the closed curve 
 n given by wrap-
ping n times around 
 . The infimum of the length function of 
 n will grow linearly
in n, while the self-intersection number will grow quadratically in n. Performing this
calculation with a curve with one self-intersection, one finds that

lim sup
k!1

mk.†/
p

k
� 4 log.1C

p
2/:
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The problem of sharpness for our examples, namely good upper bounds for mk.†/

and M k , seems subtle. In particular, such upper bounds would imply an asymptotically
good answer to the following question.

Question Given a curve 
 2 Ck.†/, what is an explicit function C.k; †/ such that
there is a point X 2 T .†/ with `.
;X /� C.k; †/?1

Note that one could also ask for an upper bound that is independent of †, towards
which the lower bound in Theorem C is more relevant.

Organization In Section 1 we briefly recall Sageev’s construction, and define hy-
perplane separation. In Section 2 we lay out the necessary tools for the proof of
Theorem A, and in Section 3 and Section 4 we prove these tools. Section 5 describes a
straightforward method of detecting self-intersection and hyperplane separation, and
Section 6 introduces even ribbon graphs and the proof of Theorem B. Finally, Section 7
describes a family of examples to which these tools apply, and contains a proof of
Theorem C.

Acknowledgements The author thanks Ara Basmajian, Martin Bridgeman, Spencer
Dowdall, and David Dumas for helpful conversations, and Ian Biringer for a correction
and reference in regard to Lemma 5.1.

1 Dual cube complexes and hyperplane separation

We recall Sageev’s construction. A collection � of homotopy classes of curves on †
gives rise to an isometric action of �1† on a CAT(0)-cube complex C.�/. This action
is obtained roughly as follows: choose a minimal position realization � of the curves
in � , and consider the preimage z� of � in the universal cover z†. In the language of [9],
the set z� decomposes into a union2 of elevations. Each elevation splits z† into two
connected components. A labeling of z� is a choice of half-space in the complement
of each of the elevations. The one skeleton of the cube complex C.�/ is built from
admissible labelings of z�, ie choices of half-spaces in the complement of the elevations
so that any pair intersect.

1While this paper was under review, this question has been given an answer by Aougab et al [2,
Theorem 1.4].

2An illustrative example is provided by the case that � is given by the geodesic representatives of �
relative to a chosen hyperbolic structure, in which case z��H2 is evidently a union of complete geodesics.
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Two such admissible labelings are connected by an edge when they differ on precisely
one elevation of z� (in analogy with the dual graph to the set z�). Finally, C.�/ is given
by the unique nonpositively curved cube complex with the prescribed 1–skeleton. The
action of �1† on the elevations comprising z� naturally induces a permutation of the
labelings, which induces an isometry of C.�/. See [7; 8; 4] for details.

We collect this information conveniently.

Theorem (Sageev) The action of �1† on the CAT.0/ cube complex C.�/ is inde-
pendent of realization. There is a �1†–equivariant incidence-preserving correspon-
dence of the hyperplanes of C.�/ with the elevations in z�, so that maximal n–cubes
are in correspondence with maximal collections of n pairwise intersecting elevations of
curves in � .

In light of Sageev’s theorem we may sometimes identify the elevations in z� with the
hyperplanes of the cube complex C.�/.

Given a cube C in a cube complex C , we denote the set of hyperplanes of C by H.C/,
and the set of hyperplanes of C by H.C /�H.C/.

Definition Suppose C and D are two cubes in a cube complex. We say that C and D

are hyperplane separated if either H.C /\H.D/D∅, or jH.C /\H.D/j D 1, and,
for any c 2H.C / and d 2H.D/ with c ¤ d , the hyperplanes c and d are disjoint.

A union of cubes
S

i Ci is hyperplane separated when every pair is hyperplane sepa-
rated.

2 Proof of Theorem A

Consider an n–cube C � C.�/. The orientation of z† induces a counterclockwise
cyclic ordering of the n elevations of curves from � that correspond to the hyperplanes
of C . In what follows, we fix a hyperbolic surface X 2 T .†/ and identify the universal
cover z† with H2 . We will work with the Poincaré disk model for H2 , with conformal
boundary S1 .

Enumerate the n geodesic representatives .
1; : : : ; 
n/ of the elevations of curves that
correspond to C , respecting the cyclic order. Each geodesic 
i has two endpoints
pi ; qi 2 S1 . Choose these labels so that p1; : : : ;pn; q1; : : : ; qn is consistent with the
cyclic order of S1 .

Given a trio of elevations 
i�1; 
i ; 
iC1 �H2 , consider the pair of distinct disjoint
geodesics .pi�1;piC1/ and .qi�1; qiC1/. We will refer to this pair as the separators
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i�1


i


iC1

ıi

Figure 1: The separators of the hyperplane 
i and the diagonal ıi

of the hyperplane 
i in C , and we will denote the pair by sep.
i ;C /. (When i D 1

or i D n, the separators of 
i are the geodesics .pi�1; qiC1/ and .qi�1;piC1/, with
indices read modulo n.) Let ıi indicate the portion of 
i between the separators. We
will refer to the arcs fı1; : : : ; ıng as the diagonals of the cube C . See Figure 1 for a
schematic picture.

Lemma 2.1 For each i , we have

`.ıi/D log
ˇ̌̌̌
.pi � qi�1/.pi � qiC1/.qi �piC1/.qi �pi�1/

.pi �piC1/.pi �pi�1/.qi � qiC1/.qi � qi�1/

ˇ̌̌̌
:

Proof The proof is a calculation in H2 .

Towards Theorem A, we suppose below that C1; : : : ;Cm are cubes of C.�/ in distinct
�1†–orbits. Let ıi

1
; : : : ; ıi

ni
be the diagonals of the cube Ci , let

Di WD

[
k

ıi
k

indicate the union of the diagonals of Ci , and D WD D1[ � � � [Dm .

For ease of exposition, we postpone the proof of the following proposition.

Proposition 2.2 If the union of orbits
S
�1† �Ci is hyperplane separated, then the

covering map � W H2!† is injective on the union D minus a finite set of points.

Finally, we will need the solution to the following optimization problem, whose proof
we also postpone: given 2n distinct points x1; : : : ;x2n2S1, for notational convenience
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we adopt the natural convention that subscripts should be read modulo 2n, so that
x2nC1 D x1 and x0 D x2n . Let F.x1; : : : ;x2n/ be defined by

F.x1; : : : ;x2n/D log
2nY

jD1

ˇ̌̌̌
.xj �xjCnC1/.xj �xjCn�1/

.xj �xjC1/.xj �xj�1/

ˇ̌̌̌
:

Lemma 2.3 When .x1; : : : ;x2n/ are cyclically ordered in S1 , we have

F.x1; : : : ;x2n/� n log
�

1C cos�=n

1� cos�=n

�
:

Assuming for now Proposition 2.2 and Lemma 2.3, we are ready to prove Theorem A.

Proof of Theorem A We bound from below the sum of lengths of the curves from �

in the hyperbolic structure determined by X 2 T .†/. Pull � tight to geodesics, and
consider the preimage under the covering transformation. As described above, each
cube Ci , of dimension ni , has ni hyperplanes with ni corresponding elevations of
mutually intersecting geodesics in H2 . These curves determine 2ni cyclically ordered
distinct points

pi
1;p

i
2; : : : ;p

i
ni
; qi

1; q
i
2; : : : ; q

i
ni

on S1 , the diagonals Di , and D , the union of Di . We estimate

`.�;X /� `.D/

D

mX
iD1

`.Di/

D

mX
iD1

niX
jD1

`.ıi
j /

D

mX
iD1

log
niY

jD1

ˇ̌̌̌
ˇ
�
pi

j � qi
j�1

��
pi

j � qi
jC1

��
qi

j �pi
jC1

��
qi

j �pi
j�1

��
pi

j �pi
jC1

��
pi

j �pi
j�1

��
qi

j � qi
jC1

��
qi

j � qi
j�1

� ˇ̌̌̌ˇ
�

mX
iD1

ni log
�

1C cos�=ni

1� cos�=ni

�
;

where the first, fourth and fifth lines follow from Proposition 2.2, Lemma 2.1 and
Lemma 2.3, respectively.
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bar

Figure 2: The notion of an H in H2 . From left to right: an H and its bar, the
cross of an H, and H’s with overlapping bars.

3 Proof of Proposition 2.2

Proposition 2.2 is the sole motivation for the definition of hyperplane separated. We
turn to the proof. To aid our exposition, we will say that an H in H2 is a pair of disjoint
geodesics, and a geodesic arc connecting them. Associated to an H is a cross, a pair
of intersecting geodesics with the same limit points as the H. See Figure 2 left and
middle for a schematic. For example, the union of the diagonal ıi and the separators
sep.
i ;C / form an H, with associated cross f
i�1; 
iC1g.

Lemma 3.1 Suppose H1;H2 �H2 are distinct H’s whose bars overlap in an interval.
Then the crosses of H1 and H2 intersect.

See Figure 2 right for a schematic.

Proof The convex hull of an H is an ideal quadrilateral. By assumption, the convex
hulls of H1 and H2 intersect. The lemma follows from the following simple observation:
if two ideal quadrilaterals intersect, then their crosses intersect. We demonstrate this
below. Note that the ideal points of an ideal quadrilateral are cyclically ordered. We
say that two such points are opposite if they are not neighbors in the cyclic order.

Let P and Q be intersecting ideal quadrilaterals, with cyclically ordered ideal points
@P and @Q in @1H2 . As P and Q intersect, there are two points q; q0 2 @Q lying in
distinct components of @1H2 n @P . Suppose that q and q0 are not opposite vertices.
The vertex that follows q0 in the cyclic order is either in the same component of
@1H2 n @P as q , in which case there are three vertices in the same component as q ,
or it is in a distinct component from q . Thus if P and Q intersect, there are a pair of
opposite vertices of @Q in distinct components of @1H2 n @P .

Opposite vertices of an ideal quadrilateral are boundary points of the cross of the
quadrilateral. Thus there is a geodesic of the cross of Q that runs between distinct
components of @1H2 n @P , so that the crosses of P and Q intersect.
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Proof of Proposition 2.2 As the union D is compact, properness of the action
of �1† ensures that there are finitely many elements g 2�1† such that g �D\D¤∅.
Let D0 indicate the complement in D of the finitely many points that are transversal
intersections of D with g �D . If � is not injective on D0 , then there is an element
1¤ g 2 �1† such that g � ık

i and ıl
j overlap in an open interval. In particular, note

that g sends the hyperplane containing ık
i to the hyperplane containing ıl

j .

If kD l and g �Ck DCk , then g �Dk DDk , and by Brouwer’s fixed point theorem there
would be a fixed point of g , violating freeness of the action of �1†. Since g �Ck ¤Cl

for k ¤ l (recall that the cubes fCig are in distinct �1†–orbits), we may thus assume
that g �Ck and Cl are distinct cubes that share the common hyperplane containing the
diagonals g � ık

i and ıl
j . Let the hyperplanes of Ck be given by f
1; : : : ; 
nk

g, and
those of Cl by f�1; : : : ; �nl

g, so that g � 
i D �j .

Observe that a trivial consequence of separatedness is that the separators sep.�j ;g �Ck/

are not the same pair of geodesics as the separators sep.�j ;Cl/: if they were identical,
then g �Ck and Cl would be two distinct cubes in the union

S
�1† �Ci that share the

hyperplanes corresponding to 
j�1 , 
j , and 
jC1 .

Consider then the two H’s formed by g �ık
i and sep.�j ;g �Ck/ on the one hand, and ıl

j

and sep.�j ;Cl/ on the other. By assumption these two H’s have overlapping bars,
so that by Lemma 3.1 their crosses intersect. Namely, one of g � 
i�1 and g � 
iC1

intersects one of �j�1 and �jC1 . This contradicts separatedness of C . We conclude
that � is injective on D0 , the union of the diagonals of C1; : : : ;Cm minus finitely
many points, as desired.

4 Proof of Lemma 2.3

We solve the necessary optimization problem.

Proof of Lemma 2.3 Note that F has several useful invariance properties: first it
is clear that F is invariant under rotations of S1 . More generally, the conformal
automorphisms of the disk Aut.D/ act diagonally on .S1/2n , and for any � 2Aut.D/,
F ı � D F . As well, it is immediate from the definition that F.x1;x2; : : : ;x2n/ D

F.x2; : : : ;x2n;x1/.

For each j D 1; : : : ; 2n, let xj D ei�j . Applying a rotation of S1 if necessary, we
assume that 0� �1 < � � �< �2n < 2� .

The identity jei˛ � eiˇj D
p

2� 2 cos.˛�ˇ/ implies that

log
ˇ̌̌̌
ei�j � ei�k

ei�j � ei�l

ˇ̌̌̌
D

1
2

log
1� cos.�j � �k/

1� cos.�j � �l/
:
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Taking a derivative we find

@F

@�j
D

sin.�j � �jCn�1/

1� cos.�j � �jCn�1/
C

sin.�j � �jCnC1/

1� cos.�j � �jCnC1/

�
sin.�j � �j�1/

1� cos.�j � �j�1/
�

sin.�j � �jC1/

1� cos.�j � �jC1/
:

Since sin �=.1� cos �/D cot �
2

, we may write the above as

@F

@�j
D cot

�j � �jCn�1

2
C cot

�j � �jCnC1

2
� cot

�j � �jC1

2
� cot

�j � �j�1

2
:

Towards candidates for absolute minima of F , we seek solutions to the system of
equations

˚
@F=@�j D 0

	
. Given the invariance properties of F , any such solution is

far from unique, even locally. In order to characterize the unique Aut.D/–orbit of a
solution, we pick a j , and fix the choices �nCj � �j D � , and �nCjC1� �jC1 D � .

With �j C� substituted for �nCj , the equations @F=@�j D 0 and @F=@�nCj D 0 now
yield

cot
�j � �jCn�1

2
C cot

�j � �jCnC1

2
D cot

�j � �jC1

2
C cot

�j � �j�1

2
;

tan
�j � �j�1

2
C tan

�j � �jC1

2
D tan

�j � �jCn�1

2
C tan

�j � �jCnC1

2
;

respectively. Eliminating tan �j��j C1

2
, we find

cot
�j � �jCn�1

2
C cot

�j � �jCnC1

2
� cot

�j � �j�1

2

D

�
tan

�j � �jCn�1

2
C tan

�j � �jCnC1

2
� tan

�j � �j�1

2

��1

:

Recall the remarkable fact that the solutions of the equation

1

x
C

1

y
C

1

z
D

1

xCyCz

are precisely the equations x D�y , x D�z , or y D�z . As a consequence, we have
one of the following:

tan
�j � �jCn�1

2
D� tan

�j � �jCnC1

2
;

tan
�j � �jCn�1

2
D tan

�j � �j�1

2
; or

tan
�j � �jCnC1

2
D tan

�j � �j�1

2
:
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By assumption,

0< �jCn�1� �j < � < �jCnC1� �j < �j�1� �j < 2�;

so that

�� <
�j � �j�1

2
<
�j � �jCnC1

2
< �

�

2
<
�j � �jCn�1

2
< 0:

The only possibility above is thus the first equation, so that

�nCjC1� �j

2
�� D

�j � �jCn�1

2
;

or �jCnC1C �jCn�1 D 2�j C2� . The equation @F=@�j D 0 now implies as well that
�j�1C �jC1 D 2�j C 2� .

On the other hand, we have also assumed that �jCnC1� �jC1 D � , so

�jCn�1C �jC1 D 2�j C 2� � �jCnC1C �jC1 D 2�j C�:

This implies that

�j�1� �jCn�1 D �j�1� .2�j C� � �jC1/

D �j�1� �2� .2�j C�/

D .2�j C 2�/� .2�j C�/

D �:

We now know that if we make the normalizing assumptions �jCn D �j C � and
�jCnC1D �jC1C� , then the equations

˚
@F=@�j D 0; @F=@�jCnD 0

	
ensure �j�1D

�jCn�1C � . Using all the equations
˚
@F=@�j D 0

	
, it is now evident that �nCk D

�k C� , for each k D 1; : : : ; n.

We apply this understanding to the equation @F=@�j D 0:

cot
�j � �j�1

2
C cot

�j � �jC1

2
D cot

�j � �jCn�1

2
C cot

�j � �jCnC1

2

D cot
�j � �j�1��

2
C cot

�j � �jC1��

2

D� tan
�j � �j�1

2
� tan

�j � �jC1

2
;

so that

� tan
�j � �j�1

2
� cot

�j � �j�1

2
D tan

�j � �jC1

2
C cot

�j � �jC1

2
:
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Since tan xC cot x D 2=sin 2x , we obtain

sin.�j � �j�1/D sin.�jC1� �j /:

If �j ��j�1D �� .�jC1��j /, then �jC1��j�1D � . However, �jCnD �jC� , and
the �j are distinct. Thus �j � �j�1 D �jC1� �j , for each j D 1; : : : ; 2n. Set �1 D 0,
and we see that

�
1; e�i=n; e2�i=n; : : : ; e.2n�1/�i=n

�
is the unique Aut.D/–orbit for

which the partial derivatives simultaneously vanish. As it is evident that F.x1; : : : ;x2n/

goes to C1 as points xj and xjC1 collide, the absolute minimum of F must occur
at a simultaneous zero of its partial derivatives. Evaluating F

�
1; e� i=n; e2�i=n; : : : ;

e.2n�1/�i=n
�

achieves the result.

5 Bigons and triangles

Towards Theorem B, for the computation of the self-intersection number of a self-
intersecting closed curve, we require a slight generalization of the “bigon criterion”
of [5]. Recall that a representative � of a collection of closed curves � is in minimal
position if its intersection points are transverse, and the number of intersections of �,
counted with multiplicity, is minimal among representatives of � . A monogon is a
polygon with one side and a bigon is a polygon with two sides.

Definition A representative � of a collection of closed curves � �† has an immersed
monogon if there is an immersion of a monogon whose boundary arc is contained in �,
and it has an immersed bigon if there is such an immersion of a bigon.

Lemma 5.1 If the representative � of a collection of closed curves on † is without
immersed monogons and without immersed bigons, then it is in minimal position.

Remark An error in a previous version of this lemma was pointed out by Ian Biringer,
as well as a reference to a very similar statement due to Hass and Scott. The corrected
statement is above (see [6, Theorems 3.5 and 4.2]). As they note, a nonprimitive curve
demonstrates that the converse is false [6, p. 94].

Proof Suppose � is without immersed bigons or monogons, and has n transverse
self-intersections. Let G� �† indicate the graph determined by �, choose a spanning
tree T� for G� , a lift of T� to the universal cover, and a representative of each of the
n intersection points. At each of these representative intersection points, the preimage
of � in e† consists of a pair of linked curves: if there was only one curve the covering
map would produce an immersed monogon for � on †, and if the pair of curves at this
intersection point were not linked the covering map would produce an immersed bigon
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for � on †. The self-intersection number of � is equal to the number of �1†-orbits
of linked elevations of curves from � in the universal cover e† , so we are done.

In order to recognize the presence of hyperplane separated cubes in the dual cube
complex of � , we will employ a lemma.

Lemma 5.2 Suppose that � has a minimal position realization ��† such that � has
k points of transverse self-intersection of orders n1; : : : ; nk , listed with multiplicity.
Then C.�/ has cubes of dimensions n1; : : : ; nk , with multiplicity. Moreover, the �1†–
orbit of the union of these cubes is hyperplane separated for the action of �1† on C.�/
if and only if the complement † n� has no triangles.

Proof Consider the preimage z� WD��1�� z†, and choose lifts p1; : : : ;pk of the self-
intersection points of �, where pi has order ni . By hypothesis, there are ni linked
elevations from z� through pi , so that there is an ni –cube in C.�/. We denote this
ni –cube corresponding to the choice of lift pi by Ci .

If the complement † n � had a triangle, then this triangle would lift to z†, so that
the curves corresponding to Ci , for some i , would contain two sides of the lifted
triangle. As a consequence, there would be a different lift p0 of one of the intersection
points, so that p0 would also abut this triangle. Let C 0 indicate the maximal cube
corresponding to the lift p0 . By construction, C 0 shares a hyperplane with Ci , while
there are two other hyperplanes, one of Ci and one of C 0 , that intersect. As C 0 is in the
same �1†–orbit as Cj , for some j , the union of orbits

S
�1† �Ci is not hyperplane

separated.

Finally, suppose the union of orbits is not hyperplane separated. Then there is g 2 �1†

such that Ci and g �Ci share a hyperplane 
 , and have a pair of other intersecting
hyperplanes, say 
1 and 
2 . In this case, there is a triangle T � z† formed by 
 ,

1 and 
2 . While this triangle may not embed under the covering map, it contains
an innermost triangle, namely a triangle in the complement of z† n z�. This triangle
must embed under the covering map, so † n� contains a triangle.

6 Closed curves from ribbon graphs

We now prove Theorem B, thus obtaining explicit constructions of curves to which
Theorem A applies. Recall that a ribbon graph is a graph with a cyclic order given to
the oriented edges incident to each vertex, and a ribbon graph is even if the valence of
each edge is even. In what follows, we introduce notation for even ribbon graphs and
analyze the closed curves that they determine.
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Let S.n/ indicate the union of the n line segments

ft exp.� im=n/ j t 2 Œ�1; 1�g;

for m D 1; : : : ; n, and label the endpoints exp.� im=n/ and � exp.� im=n/ by am

and a0m , respectively. Fix a permutation of endpoints � by �.am/D a0m D �
�1.am/,

for mD 1; : : : ; n. We refer to S.n/ as a star, and � as the switch map of the star.

Let n be the tuple .n1; : : : ; nk/, and consider the union S.n/ WD S.n1/t � � � tS.nk/.
Let � be a fixed-point-free, order-two permutation (that is, a pairing) of the set

faj ;i ; a
0
j ;i j 1� j � ni ; 1� i � kg:

Let �.n; �/ indicate the graph given by

�.n; �/ WD S.n/=�;

where aj; i � �.aj; i/. The vertices of �.n; �/ are in bijection with the stars S.nj /, and
the orientation of C at 0 induces a cyclic order to the vertex contained in each S.nj /.
These orientations give �.n; �/ the structure of an even ribbon graph. Moreover, it is
clear that every even ribbon graph can be constructed in this way.

Let †.n; �/ be the surface with boundary associated to the ribbon graph �.n; �/. We
identify �.n; �/ as smoothly3 and incompressibly embedded in †.n; �/, so that the
embedding induces isomorphisms on the level of fundamental groups. By a closed
curve in �.n; �/, we mean the free homotopy class of the image of a smooth immersion
of S1 into �.n; �/.

Lemma 6.1 Closed curves in �.n; �/ are in correspondence with fixed cycles of
.��/l , for l > 0. The closed curves in �.n; �/ are in minimal position in †.n; �/, and
the total intersection number of these closed curves is given by

�
n1

2

�
C
�
n2

2

�
C� � �C

�
nk

2

�
.

Proof The first statement is evident. The second follows from Lemma 5.1, since the
complement †.n; �/ n�.n; �/ contains no disks, and hence no immersed bigons or
monogons.

To obtain closed curves on closed surfaces, one may glue together †.n; �/ and another
(possibly disconnected) surface along its boundary. Some of the components that are
glued may be disks, so it is possible that the curves from �.n; �/ are no longer in
minimal position. While Section 5 can be used to build an algorithm that can be applied
on a case-by-case basis, a more straightforward control on this phenomenon can be
obtained in many cases.

3Note that the smooth structure of �.n; �/ in a neighborhood of its vertices is induced by viewing
S.nj / as an immersed submanifold of C .
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Lemma 6.2 Suppose that y† is a surface obtained by a gluing of †.n; �/, so that
there is a natural inclusion †.n; �/ ,! y†. If the complement y† n �.n; �/ contains
no monogons, bigons, or triangles, then the closed curve �.n; �/ � y† is in minimal
position.

Proof Suppose that �.n; �/� y† is not in minimal position, so by Lemma 5.1 it has
either an immersed monogon or bigon. Suppose that �W B ,! y† is an example of
the latter. By assumption, the bigon is not embedded. Thus ��1.�.n; �// consists
of the two sides of B , together with some connected arcs that connect opposite sides
of the bigon B . It is easy to see by induction on the number of such arcs that the
complement in B must contain either a bigon or a triangle. This triangle embeds
under � , violating the assumption that y† n�.n; �/ contains no triangles. The case of
an immersed monogon is straightforwardly similar.

Lemmas 6.1, 6.2 and 5.2 imply Theorem B directly.

7 A family of examples and Theorem C

Towards Theorem C, for each k let �k indicate the sequence .3; : : : ; 3/ with k terms.
The vertices of S.�k/ are given by

fa1;j ; a2;j ; a3;j ; a
0
1;j ; a

0
2;j ; a

0
3;j j 1� j � kg:

Let � indicate the following pairing:

a2;j $ a01;j ;

a3;j $ a02;j for j D 1; : : : ; k;

a1;j $ a03;jC1 for j D 1; : : : ; k � 1,

a1;k $ a03;1:

See Figure 3 for a schematic picture of �.�k ; �/, and Figure 4 for a gluing of †.�6; �/

to which Lemma 5.2 and Lemma 6.2 apply.

Proof of Theorem C Let † indicate the surface †.�k ; �/, so that † contains an
embedded minimal position copy of the curve �.�k ; �/, with the self-intersection
number 3k by Lemma 6.1.
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Figure 3: The ribbon graph �.�k ; �/

Figure 4: A gluing of †.�6; �/ without triangles or bigons in the complement
of �.�6; �/ , such that the given closed curve has six hyperplane separated
3–cubes

By Lemma 5.2, the dual cube complex of �.�k ; �/ in † contains k hyperplane
separated 3–cubes. Using Theorem A, we may estimate

lim sup
k!1

M k

k
� lim sup

k!1

M 3k

3k

� lim sup
k!1

1

3k
inff`.�.�k ; �/;X / jX 2 T .†/g

� lim sup
k!1

1

3k
k log

�1C cos�=3
1� cos�=3

�
D

1
3

log 3:
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Note that in the construction above, it is evident that the genus of †.�k ; �/ will grow
with the self-intersection number of � .�k ; �/. As a consequence, these lower bounds
are not applicable to mk.†/ for a fixed surface †. It seems likely4 that mk.†/ grows
as
p

k .
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Two-complete stable motivic stems
over finite fields

GLEN MATTHEW WILSON

PAUL ARNE ØSTVÆR

Let ` be a prime and q D p� , where p is a prime different from ` . We show that
the `–completion of the nth stable homotopy group of spheres is a summand of
the `–completion of the .n; 0/ motivic stable homotopy group of spheres over the
finite field with q elements, Fq . With this, and assisted by computer calculations,
we are able to explicitly compute the two-complete stable motivic stems �n;0.Fq/^2
for 0� n� 18 for all finite fields and �19;0.Fq/^2 and �20;0.Fq/^2 when q�1 mod 4
assuming Morel’s connectivity theorem for Fq holds.

16-04, 14F42, 18G15, 55T15

1 Introduction

The homotopy groups of spheres belong to the most important and puzzling invari-
ants in topology. See Kochman [28] and the more recent works of Isaksen [26] and
Wang and Xu [51] for amazing computer-assisted ways of computing these invariants
based on the Adams spectral sequence. The Adams spectral sequence of topology is a
well-studied method to calculate the stable homotopy groups of spheres; see Adams [2]
and Ravenel [40]. With two-primary coefficients, the second page of the Adams spectral
sequence has a description in terms of Ext groups over the mod 2 Steenrod algebra

E
s;t
2 D Exts;tA�.F2;F2/

and converges to the two-complete stable homotopy groups of spheres .�sn/
^
2 . Ex-

tensive computer calculations of these Ext groups have been carried out by Bruner
in [8] and [10]. However, even if one knew completely the answer for the Ext groups
in the Adams spectral sequence, one is still not finished with computing the stable
homotopy groups of spheres. One needs to know in addition the differentials and all
the group extensions hidden in the associated graded groups of the filtration. Only
partial results have been obtained in spite of an enormous effort.

Given any field k the stable motivic homotopy category SHk over k has the structure
of a triangulated category and encodes both topological information and arithmetic

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.1059
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information about k . An application of this framework is the proof of Milnor’s
conjecture on Galois cohomology given by Voevodsky [48]. Just as for the stable
homotopy category SH , it is an interesting and deep problem to compute the stable
motivic homotopy groups of spheres �s;w.k/ over k , that is, SHk.†s;w1; 1/, where 1
denotes the motivic sphere spectrum over k . When k has finite mod 2 cohomological
dimension and s � w � 0, the motivic Adams spectral sequence (MASS) converges to
the two-completion of the stable motivic stems:

E
f;.s;w/
2 D Extf;.sCf;w/A�� .H��;H��/H) .�s;w1/^2 :

This is a trigraded spectral sequence, where A�� is the bigraded mod 2 motivic
Steenrod algebra (see the work of Hoyois, Kelly and Østvær [22] and Voevodsky [48]),
and H�� is the bigraded mod 2 motivic cohomology ring of k . A construction
of the motivic Adams spectral sequence is given in Section 5. The calculational
challenges are (1) to identify the motivic Ext groups, (2) to determine the differentials
and (3) to reconstruct the abutment from the filtration quotients.

Based on the MASS, Dugger and Isaksen [12] have carried out calculations of the
two-complete stable motivic homotopy groups of spheres up to the 34 stem over the
complex numbers. Isaksen [25; 26] has extended this work largely up to the 70 stem.
We are led to wonder: how do the stable motivic homotopy groups vary for different
base fields? Morel [34] has given a complete description of the 0–line �n;n.k/ in
terms of Milnor–Witt K–theory. The 1–line �nC1;n.k/ is determined by Hermitian and
Milnor K–theory groups by the work of Röndigs, Spitzweck and Østvær [41], which
generalizes the partial results obtained by Ormsby and Østvær in [39]. Ormsby has
investigated the case of related invariants over p–adic fields in [37] and the rationals in
Ormsby and Østvær [38], and Dugger and Isaksen [13] have analyzed the case over the
real numbers. It is now possible to perform similar calculations over fields of positive
characteristic, thanks to work on the motivic Steenrod algebra in positive characteristic
by Hoyois, Kelly and Østvær [22]. In this paper we use computer-assisted motivic Ext
group calculations in tandem with theoretical arguments to determine stable motivic
stems �n;0 in weight zero over finite fields.

We now state our main results. For a prime ` and an abelian group G , we write the
`–completion of G by G^

`
.

Theorem 1.1 Let F be an algebraically closed field of positive characteristic p . For
all s � w � 0 or s < w , there are isomorphisms �s;w.F /Œp�1�Š �s;w.C/Œp�1�.

Proof By Proposition 5.14, when s > w � 0, the groups �s;w.F / and �s;w.C/ are
torsion. The isomorphism �s;w.F /Œp

�1�Š �s;w.C/Œp�1� follows when s > w � 0

Algebraic & Geometric Topology, Volume 17 (2017)
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from Theorem 1.3 by summing up the `–primary parts. When s D w � 0 the result
follows by Morel’s identification of the 0–line in [34]. If s < w then Morel’s connec-
tivity theorem implies that both groups are trivial by Corollary 2.14.

Let �sn denote the nth topological stable stem. Over the complex numbers, Levine
[29, Corollary 2] showed there is an isomorphism �sn Š �n;0.C/. We obtain a similar
result over any algebraically closed field of positive characteristic p after inverting p .

Corollary 1.2 Let F be an algebraically closed field of positive characteristic p . For
all n� 0 the homomorphism LcW .�sn/Œp

�1�! �n;0.F /Œp
�1� is an isomorphism.

We do not expect Levine’s theorem to hold over a field which is not algebraically closed.
Write Fq for the finite field with q D p� elements where p is a prime and �Fq for the
union of the field extensions Fqi over Fq with i odd. In this paper, we will see how the
groups �n;0.Fq/ differ from �sn using motivic Adams spectral sequence calculations.
Corollary 1.2 allows us to identify differentials in the mod 2 motivic Adams spectral
sequence over a finite field and identify the two-complete groups �n;0.Fq/^2 in a range.
The analogous calculations with the mod ` motivic Adams spectral sequence for ` an
odd prime are given by Wilson in [52]. The groups take the following form.

Theorem 1.3 If Morel’s connectivity theorem holds for the finite field Fq , then for
all 0� n� 18 there is an isomorphism

�n;0.Fq/Œp
�1�Š .�sn˚�

s
nC1/Œp

�1�:

In particular, the group �4;0.Fq/Œp�1� is trivial.

Proof Propositions 7.15 and 7.18 calculate the two-completion of �n;0.Fq/ for n
satisfying 0�n�18. For primes `¤2, the calculations are similar and given by Wilson
in [52, Sections 6 and 7]. The `–completions of �n;0.Fq/ are shown to agree with
the `–primary part of �n;0.Fq/ for n > 0 in Proposition 5.14. When nD 0, the result
follows by Morel’s identification of �0;0.Fq/ with the Grothendieck–Witt ring of Fq ,
since GW.Fq/Š Z˚Z=2, as shown by Scharlau in [42, Chapter 2, Section 3.3].

Remark 1.4 The above theorem depends on Morel’s connectivity theorem to prove
that the motivic Adams spectral sequence converges to the homotopy groups of the
`–completion of the sphere spectrum. The published proof of the theorem by Morel
in [34] holds for infinite fields. A private message from Panin gives a new proof of
Morel’s connectivity theorem which is valid for finite fields. We therefore state our
results under the assumption that Morel’s connectivity theorem holds for finite fields.

Algebraic & Geometric Topology, Volume 17 (2017)
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However, our argument for Theorem 1.3 goes through with the field Fq replaced by �Fq ,
where Morel’s connectivity theorem holds by Proposition 7.22. The uneasy reader may
replace Fq with �Fq throughout.

In the case of a finite field Fq with q � 3 mod 4, we use the �–Bockstein spectral
sequence to identify the additive structure of the E2 page of the MASS. Some hidden
products in the �–Bockstein spectral sequence were identified with the help of computer
calculations by Fu and Wilson, which can be found in [16].

It is interesting to note that the pattern �n;0.Fq/^2 Š .�sn ˚ �
s
nC1/

^
2 obtained in

Theorem 1.3 does not hold in general. We show that if q � 1 mod 4, then

�19;0.Fq/
^
2 Š .Z=8˚Z=2/˚Z=4 and �20;0.Fq/

^
2 Š Z=8˚Z=2:

We shall leave open for further investigations the question of whether or not an isomor-
phism �n;0.Fq/^2 Š .�

s
n˚�

s
nC1/

^
2 holds when q � 3 mod 4 and nD 19; 20.
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2 The stable motivic homotopy category

We first sketch a construction of the stable motivic homotopy category that will be
convenient for our purposes, and in the process, set our notation. Treatments of stable
motivic homotopy theory can be found in Voevodsky [47], Jardine [27], Hu [23], Dundas,
Röndigs and Østvær [15], Morel [32], Ayoub [4] and the Nordfjordeid lectures [14].

2.1 The unstable motivic homotopy category

A base scheme S is a Noetherian separated scheme of finite Krull dimension. We
write Sm=S for the category of smooth schemes of finite type over S . A space
over S is a simplicial presheaf on Sm=S . The collection of spaces over S forms
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the category Spc.S/, where morphisms are natural transformations of functors. We
write Spc�.S/ for the category of pointed spaces.

The first model category structure we endow Spc.S/ with is the projective model
structure; see, for example, Blander [5, Theorem 1.4], Dundas, Röndigs and Østvær
[15, Theorem 2.7], Hirschhorn [19, Theorem 11.6.1].

Definition 2.1 A map f W X ! Y in Spc.S/ is a (global) weak equivalence if for
any U 2Sm=S the map f .U /W X.U /!Y.U / of simplicial sets is a weak equivalence.
The projective fibrations are those maps f W X ! Y for which f .U /W X.U /! Y.U /

is a Kan fibration for any U 2 Sm=S . The projective cofibrations are those maps
in Spc.S/ which satisfy the left lifting property for trivial projective fibrations. The
projective model structure on Spc.S/ consists of the global weak equivalences, the
projective fibrations and the projective cofibrations.

The category Spc.S/ equipped with the projective model structure is cellular, proper
and simplicial; see Blander [5, Theorem 1.4]. Furthermore, Spc.S/ has the structure
of a simplicial monoidal model category, with product � and internal hom Hom.

The constant presheaf functor cW sSet! Spc.S/ associates to a simplicial set A the
presheaf cA defined by cA.U /DA for any U 2 Sm=S . The functor c is a left Quillen
functor when Spc.S/ is equipped with the projective model structure. Its right adjoint
EvS W Spc.S/ ! sSet satisfies EvS .X/ D X.S/. One can show that representable
presheaves and constant presheaves in Spc.S/ are cofibrant in the projective model
structure.

For a smooth scheme X over S , we write hX for the representable presheaf of
simplicial sets. We will occasionally abuse notation and write X for hX . Although
the representable presheaf functor embeds Sm=S into Spc.S/, colimits which exist
in Sm=S are not necessarily preserved in Spc.S/. That is, if XDcolimXi in Sm=S , it
need not be true that hX D colim hXi , for example, colim.hA1 hGm! hA1/¤ hP1 ,
as one can check by applying the Picard group functor. To fix this, one introduces the
Nisnevich topology on Sm=S .

Morel and Voevodsky proved in [35, Section 3, Proposition 1.4] that the Nisnevich
topology is generated by covers coming from the elementary distinguished squares.
Recall that an elementary distinguished square is a pull-back square in Sm=S

V 0 //

��

X 0

f
��

V
j
// X

for which f is an étale map, j is an open embedding and f �1.X �V /!X �V is
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an isomorphism, where these subschemes are given the reduced structure. Hence a
presheaf of sets F on Sm=S is a Nisnevich sheaf if and only if for any elementary
distinguished square the resulting square after applying F is a pull-back square.

Definition 2.2 For a pointed space X and n � 0, the nth simplicial homotopy
sheaf �nX of X is the Nisnevich sheafification of the presheaf U 7! �n.X .U //.

Write WNis for the class of maps f W X ! Y for which f�W �nX ! �nY is an
isomorphism of Nisnevich sheaves for all n� 0. The Nisnevich local model structure
on Spc�.S/ is the left Bousfield localization of the projective model structure with
respect to WNis .

Definition 2.3 Let WA1 be the class of maps �X W .X �A1/C!XC for X 2 Sm=S .
The motivic model structure on Spc�.S/ is the left Bousfield localization of the projec-
tive model structure with respect to WNis[WA1 . We write SpcA1

� .S/ for the category
of pointed spaces equipped with the motivic model structure. The homotopy category
of SpcA1

� .S/ is the pointed motivic homotopy category HA1
� .S/.

For pointed spaces X and Y , we write ŒX ;Y� for the set of maps HA1
� .S/.X ;Y/. The

nth motivic homotopy sheaf of a pointed space X over S is the sheaf �nX associated
to the presheaf U 7! ŒSn ^UC;X �.

There are two circles in the category of pointed spaces: the constant simplicial
presheaf S1 pointed at its 0–simplex and the representable presheaf Gm DA1 n f0g
pointed at 1. These determine a bigraded family of spheres S i;j D .S1/^i�j ^G^jm .

Definition 2.4 For a pointed space X over S and natural numbers i and j with i � j ,
write �i;jX for the set of maps ŒS i;j ; X�.

The category of pointed spaces Spc�.S/ equipped with the induced motivic model
category structure has many good properties which make it amenable to Bousfield
localization. In particular, Spc�.S/ is closed symmetric monoidal, pointed simplicial,
left proper and cellular.

2.2 The stable Nisnevich local model structure

With the unstable motivic model category in hand, we now construct the stable motivic
model category using the general framework laid out by Hovey in [20].

Let T be a cofibrant replacement of A1=A1�f0g. Morel and Voevodsky have shown
that T is weakly equivalent to S2;1 in SpcA1

� .S/ [35, Section 3, Proposition 2.15].
The functor T ^ � on SpcA1

� .S/ is a left Quillen functor, and we may invert it by
creating a category of T–spectra.
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Definition 2.5 A T–spectrum X is a sequence of spaces Xn 2 SpcA1
� .S/ equipped

with structure maps �nW T ^ Xn ! XnC1 . A map of T–spectra f W X ! Y is a
collection of maps fnW Xn! Yn which are compatible with the structure maps. We
write SptT .S/ for the category of T–spectra of spaces.

To start, the level model category structure on SptT .S/ is defined by declaring a map
f W X!Y to be a weak equivalence (respectively fibration) if every map fnW Xn!Yn
is a weak equivalence (respectively fibration) in the motivic model structure on Spc�.S/.
The cofibrations for the level model structure are determined by the left lifting property
for trivial level fibrations.

Definition 2.6 Let X be a T–spectrum. For integers i and j , the .i; j / stable
homotopy sheaf of X , written as �i;jX , is the Nisnevich sheafification of the presheaf
U 7! colimn �iC2n;jCnXn.U /. A map f W X! Y is a stable weak equivalence if for
all integers i and j the induced maps f�W �i;jX ! �i;jY are isomorphisms.

Definition 2.7 The stable model structure on SptT .S/ is the model category where
the weak equivalences are the stable weak equivalences and the cofibrations are the
cofibrations in the level model structure. The fibrations are those maps with the right
lifting property with respect to trivial cofibrations. We write SHS for the homotopy
category of SptT .S/ equipped with the stable model structure.

The stable model structure on SptT .S/ can be realized as a left Bousfield localization
of the levelwise model structure, as defined by Hovey [20, Definition 3.3].

Just as for the category SptS1 of simplicial S1–spectra, there is not a symmetric
monoidal category structure on SptT .S/ which lifts the smash product ^ in SHS .
One remedy is to use a category of symmetric T–spectra Spt†T .S/. The construction of
this category is given by Hovey in [20, Definition 8.7] and Jardine in [27]. It is proven
in [20, Theorem 9.1] that there is a zig-zag of Quillen equivalences from Spt†T .S/
to SptT .S/, hence SHS is equivalent to the homotopy category of Spt†T .S/ as well.
Since Quillen equivalences induce equivalences of homotopy categories, the category
SHS is a symmetric monoidal triangulated category with shift functor Œ1�D S1;0 ^�.

Definition 2.8 If E is a T–spectrum over S , write �i;jE for SHS .†i;j 1; E/. In
the case where E D 1 and S D Spec.R/ for a ring R , we simply write �i;j .R/
for SHS .†i;j 1; 1/.

In addition to the category of T–spectra, we will find it convenient to work with the
category of .Gm; S

1/–bispectra; see Jardine [27] or the Nordfjordeid lectures [14].

Definition 2.9 Consider the simplicial circle S1 as a space over S given by the
constant presheaf. An S1–spectrum over S is a sequence of spaces Xn 2 Spc�.S/
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equipped with structure maps �nW S1 ^Xn! XnC1 . A map of S1–spectra over S
is a sequence of maps fnW Xn ! Yn that are compatible with the structure maps.
The collection of S1–spectra over S with compatible maps between them forms a
category SptS1.S/.

First equip SptS1.S/ with the level model structure with respect to the Nisnevich local
model structure on Spc�.S/. The nth stable homotopy sheaf of an S1–spectrum E

over S is the Nisnevich sheaf �nED colim�nCjEj . A map f W E!F of S1–spectra
over S is a simplicial stable weak equivalence if for all n 2 Z the induced map
f�W �nE ! �nF is an isomorphism of sheaves. The stable Nisnevich local model
category structure on SptS1.S/ is obtained by localizing at the class of simplicial stable
equivalences, as in Definition 2.7.

The motivic stable model category structure on SptS1.S/ is obtained from the simplicial
stable model category structure by left Bousfield localization at the class of maps
WA1 Df†

1XC^A1!†1XC jX 2 Sm=Sg. Write SptA1

S1
.S/ for the motivic stable

model category LWA1
SptS1.S/ and write SHA1

S1
.S/ for its homotopy category. The

nth motivic stable homotopy sheaf of an S1–spectrum E is the Nisnevich sheaf �A1
n E

associated to the presheaf U 7! SHA1

S1
.Sn ^†1UC; E/.

Definition 2.10 In the projective model structure on Spc�.S/, the space Gm pointed
at 1 is not cofibrant. We abuse notation and write Gm for a cofibrant replacement
of Gm. A .Gm; S

1/–bispectrum over S is a Gm–spectrum of S1–spectra. We write
SptGm;S1.S/ for the category of .Gm; S

1/–bispectra over S . Viewing SptGm;S1.S/

as the category of Gm–spectra of S1–spectra, we first equip SptGm;S1.S/ with the level
model category structure with respect to the motivic stable model category structure
on SptS1.S/. The motivic stable model category structure on SptGm;S1.S/ is the left
Bousfield localization at the class of stable equivalences.

There are left Quillen functors

†1
S1
W Spc�.S/! SptS1.S/ and †1Gm W SptS1.S/! SptGm;S1.S/:

Additionally, the category SptGm;S1.S/ equipped with the motivic stable model struc-
ture is Quillen equivalent to the stable model category structure on SptT .S/; see the
Nordfjordeid lectures [14, page 216].

Definition 2.11 To any spectrum of simplicial sets E 2 SptS1 we may associate
the constant S1–spectrum cE over S with value E . That is, cE is the sequence of
spaces cEn with the evident bonding maps. For a simplicial spectrum E , we also
write cE for the .Gm; S

1/–bispectrum †1GmcE . This defines a left Quillen functor
cW SptS1! SptGm;S1.B/ with right adjoint given by evaluation at S . Compare with
Levine [29, Lemma 6.5].
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2.3 Base change of stable model categories

Definition 2.12 Let f W R ! S be a map of base schemes. Pull-back along f

determines a functor f �1W Sm=S ! Sm=R which induces Quillen adjunctions

.f �; f�/W SpcA1
� .S/! SpcA1

� .R/ and .f �; f�/W SptT .S/! SptT .R/:

We now discuss some of the properties of base change. A more thorough treatment
is given by Morel in [33, Section 5]. The map f� sends a space X over R to
the space X ı f �1 over S . The adjoint f � is given by the formula .f �Y/.U / D
colimU!f �1V Y.V /. For a smooth scheme X over S , a standard calculation shows
f �X D f �1X . Additionally, if cA is a constant simplicial presheaf on Sm=S , it
follows that f �.cA/D cA.

The Quillen adjunction .f �; f�/ extends to both the model category of T–spectra
and .Gm; S

1/–bispectra by applying the maps f �, and respectively f� , termwise to
a given spectrum. In the case of f � for T–spectra, for instance, the bonding maps
of f �E are given by T ^ f �En Š f �.T ^En/! f �.EnC1/ as f �T D T . The
same reasoning shows that the adjunction .f �; f�/ extends to .Gm; S

1/–bispectra.

Write Q (respectively R) for the cofibrant (respectively fibrant) replacement functor in
SptT .S/. The derived functors Lf � and Rf� are given by the formulas Lf �D f �Q
and Rf� D f�R .

Let f W C!B be a smooth map. The functor f#W Sm=C!Sm=B sends ˛W X!C to
f ı˛W X!B and, by restricting a presheaf on Sm=B to a presheaf on Sm=C , induces
a functor f#W SpcA1

� .B/! SpcA1
� .C /. The functor f � is canonically equivalent to f#

on the level of spaces and spectra.

2.4 The connectivity theorem

Morel establishes the connectivity of the sphere spectrum over fields F by studying the
effect of Bousfield localization at WA1 of the stable Nisnevich local model category
structure on SptS1.F / (see Definition 2.9).

An S1–spectrum E over S is said to be simplicially k–connected if for any n� k , the
simplicial stable homotopy sheaves �nE are trivial. An S1–spectrum E is k–connected
if for all n� k the motivic stable homotopy sheaves �A1

n E are trivial.

Theorem 2.13 (Morel’s connectivity theorem) If E is a simplicially k–connected
S1–spectrum over an infinite field F , then E is also k–connected.
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Morel’s connectivity theorem has been proven when F is an infinite field in [34], but
the argument there does not hold for finite fields. Private correspondence with Panin
gives a new argument to prove Morel’s connectivity theorem for finite fields as well.

The connectivity theorem along with the work of Morel in [32, Section 5] yield the
following. This also follows from Voevodsky [47, Theorem 4.14].

Corollary 2.14 Over a field F where Morel’s connectivity theorem holds, the sphere
spectrum 1 is .�1/–connected. In particular, for all s�w < 0 the groups �s;w.F / are
trivial.

3 Comparison to the stable homotopy category

The following result of Levine is crucial for our calculations [29, Theorem 1].

Theorem 3.1 If S D Spec.C/, the functor LcW SH! SHS is fully faithful.

Proposition 3.2 Let f W R! S be a map of base schemes. The following diagram of
stable homotopy categories commutes:

SH
Lc

##

Lc

{{

SHS
Lf �

// SHR

Proof The result follows by establishing f �ı c D c on the level of model categories.
For a constant space cA 2 Spc.S/, we have f �cAD cA by the calculation

.f �cA/.U /D colim
U!f �1V

cA.V /D A;

given the formula for f � in Section 2.3. As the base change map is extended to
T–spectra by applying f � termwise, the claim follows.

Proposition 3.3 Let S be a base scheme equipped with a map Spec.C/! S . Then
LcW SH! SHS is faithful.

Proof For symmetric spectra X and Y , the map LcW SH.X; Y /! SH.C/.cX; cY /
factors through SHS .cX; cY / by Proposition 3.2. Theorem 3.1 implies that the map
LcW SH.X; Y /! SHS .cX; cY / must be injective.

Corollary 3.4 Write W.Fp/ for the ring of Witt vectors of Fp and K for the fraction
field of W.Fp/ (see Serre [43, Chapter II, Section 6] for a definition). Because we have
maps W.Fp/!K!C , the map LcW �sn! �n;0.W.Fp// is an injection.
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4 Motivic cohomology

Spitzweck has constructed a spectrum HZ in Spt†T .S/ which represents motivic
cohomology Ha;b.X IZ/ defined using Bloch’s cycle complex when S is the Zariski
spectrum of a Dedekind domain [45]. Spitzweck establishes enough nice properties
of HZ so that we may construct the motivic Adams spectral sequence over general
base schemes and establish comparisons between the motivic Adams spectral sequence
over a Hensel local ring in which ` is invertible and its residue field.

4.1 Integral motivic cohomology

Definition 4.1 Over the base scheme Spec.Z/, the spectrum HZSpec.Z/ is defined
by Spitzweck in [45, Definition 4.27]. For a general base scheme S , we define HZS
to be f �HZSpec.Z/ where f W S ! Spec.Z/ is the unique map.

Let SDSpec.D/ for D a Dedekind domain. For X 2Sm=S , Spitzweck shows there is
a canonical isomorphism SHS .†1XC; †a;bHZ/ŠHa;b.X IZ/, where Ha;b.�IZ/
denotes Levine’s motivic cohomology defined using Bloch’s cycle complex [45, Corol-
lary 7.19]. The isomorphism is functorial with respect to maps in Sm=S . Additionally,
if i W fsg ! S is the inclusion of a closed point with residue field k.s/, there is a
commutative diagram for X 2 Sm=S :

SHS .†1XC; †a;bHZ/
Š

//

��

Ha;b.X IZ/

��

SH.k.s//.Li�†1XC; †a;bHZ/
Š
// Ha;b.Li�X IZ/

If the residue field k.s/ has positive characteristic, there is a canonical isomorphism of
ring spectra Li�HZS ŠHZk.s/ by Spitzweck [45, Theorem 9.16]. For a smooth map
of base schemes f W R!S , there is an isomorphism Lf �HZSŠHZR , because when
f is smooth we have Lf � D f � ; see Morel [33, page 44]. It is then straightforward
to see that f �HZS ŠHZR .

4.2 Motivic cohomology with coefficients Z=`

For a prime `, write HZ=` for the cofiber of the map HZ `�
�!HZ in SHS . The

spectrum HZ=` represents motivic cohomology with Z=` coefficients. For a smooth
scheme X over S , we write H��.X IZ=`/ for the motivic cohomology of X with Z=`
coefficients. When S is the Zariski spectrum of a ring R , we write H��.RIZ=`/
for H��.Spec.R/IZ=`/. We will frequently omit Spec from our notation when the
meaning is clear in other cases as well.
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The now resolved Beilinson–Lichtenbaum conjecture allows us to calculate the mod 2
motivic cohomology of a finite field Fq of odd characteristic. In particular, there
is an isomorphism H��.FqIZ=2/ŠKM� .Fq/=2Œ�� where � has bidegree .0; 1/ and
elements of KMn .Fq/=2 have bidegree .n; n/. The group KM1 .Fq/=2Š F�q =F

�2
q is

isomorphic to Z=2. We write u for the nontrivial element of F�q =F
�2
q and � for the

class of �1. It is well known that �1 is a square in Fq if and only if q � 1 mod 4.
Hence H��.FqIZ=2/Š Z=2Œ�; u�=.u2/ and uD � if and only if q � 3 mod 4.

The mod 2 Bockstein homomorphism ˇ is the motivic cohomology operation given by
the connecting homomorphism in the long exact sequence of cohomology associated
to the short exact sequence of coefficient groups

0! Z=2! Z=4! Z=2! 0:

The Bockstein is a cohomology operation of bidegree .1; 0/. On the mod 2 motivic
cohomology of a finite field Fq , the Bockstein is determined by ˇ.�/D � and ˇ.u/D 0
as it is a derivation. We remark that the Bockstein is trivial on the mod 2 motivic
cohomology of a finite field Fq if and only if q � 1 mod 4.

Proposition 4.2 Let D be a Hensel local ring in which ` is invertible. Write F
for the residue field of D and write � W D! F for the quotient map. Then the map
��W H��.DIZ=`/!H��.F IZ=`/ is an isomorphism of Z=`–algebras. Furthermore,
the action of the Bockstein is the same in either case.

Proof The rigidity theorem for motivic cohomology in Geisser [17, Theorem 1.2(3)]
gives the isomorphism. The map L�� gives comparison maps for the long exact
sequences which define the Bockstein over D and F . The rigidity theorem shows
the long exact sequences are isomorphic, so the action of the Bockstein is the same in
either case.

4.3 Mod 2 motivic cohomology operations and cooperations

The mod 2 motivic Steenrod algebra over a base scheme S , which we write as A��.S/,
is the algebra of bistable mod 2 motivic cohomology operations. A bistable cohomology
operation is a family of operations ���W H��.�IZ=2/!H�Ca;�Cb.�IZ=2/ which
are compatible with the suspension isomorphism for both the simplicial circle S1 and
the Tate circle Gm .

When S is the Zariski spectrum of a characteristic 0 field, Voevodsky identified the
structure of this algebra in [49; 50]. Voevodsky’s calculation was extended to hold where
the base is the Zariski spectrum of a field of positive characteristic p ¤ 2 by Hoyois,
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Kelly and Østvær in [22]. In particular, the algebra A��.S/ is generated over F2 by
the Steenrod squaring operations Sqi of bidegree .i; bi=2c/ and the operations given
by cup products x [� where x 2H��.S IZ=2/. The Steenrod squaring operations
satisfy motivic Adem relations, which are given by Voevodsky in [49, Section 10] (a
minor modification is needed in the case aC b � 1 mod 2).

We record the structure of the mod 2 dual Steenrod algebra A��.Fq/ for a finite
field Fq of characteristic different from 2 in the following proposition.

Proposition 4.3 Let Fq be a finite field of odd characteristic. The mod 2 dual Steenrod
algebra is an associative commutative algebra of the form

A��.Fq/ŠH��.Fq/Œ�i ; �j j i � 0; j � 1�=.�2i � ��iC1� ��iC1� ��0�iC1/;

where �i has bidegree .2iC1� 1; 2i � 1/ and �i has bidegree .2iC1� 2; 2i � 1/. Note
that if q � 1 mod 4, the relation for �2i simplifies to �2i D ��iC1 as �D 0.

The structure maps for the Hopf algebroid .H��.Fq/;A��.Fq//, which we write simply
as .H��;A��/, are as follows:

(a) The left unit �LW H��!A�� is given by �L.x/D x .

(b) The right unit �RW H�� ! A�� is determined as a map of Z=2–algebras
by �R.�/ D � and �R.�/ D � C ��0 . In the case where � is trivial, that is,
q � 1 mod 4, the right and left unit agree: �R D �L .

(c) The augmentation �W A��!H�� kills �i and �i , and for x 2H�� , it follows
that �.x/D x .

(d) The coproduct �W A�� ! A�� ˝H�� A�� is a map of graded Z=2–algebras
determined by

�.x/D x˝ 1 for x 2H��;

�.�i /D �i ˝ 1C 1˝ �i C
i�1P
jD0

�2
j

i�j ˝ �j ;

�.�i /D �i ˝ 1C 1˝ �i C
i�1P
jD1

�2
j

i�j ˝ �j :

(e) The antipode c is a map of Z=2–algebras determined by

c.�/D �; c.�/D � C ��0;

c.�i /D �i C
i�1P
jD0

�2
j

i�j c.�j /; c.�i /D �i C
i�1P
jD1

�2
j

i�j c.�j /:
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Proof The calculation can be found in the work of Hoyois, Kelly and Østvær [22]
and Voevodsky [49].

We now investigate the structure of the Hopf algebroid of mod 2 cohomology coopera-
tions over a Dedekind domain.

Definition 4.4 Let D be a Dedekind domain, and let C denote the set of sequences
.�0; r1; �1; r2; : : : / with �i 2f0; 1g, each ri nonnegative, and only finitely many nonzero
terms. The elements �i 2A2iC1�1;2i�1.D/ and �i 2A2iC1�2;2i�1.D/ are constructed
by Spitzweck in [45, Corollary 11.23]. For any sequence I D .�0; r1; �1; r2; : : : /
in C , write !.I / for the element ��00 �

r1
1 � � � and .p.I /; q.I // for the bidegree of the

operation !.I /.

Spitzweck calculates in [45, Theorem 11.24] that the dual Steenrod algebra is generated
by the elements �i and �j but does not identify the relations for �2i . We record
Spitzweck’s calculation in the following proposition.

Proposition 4.5 Let D be a Dedekind domain. As an HZ=2 module, there is a weak
equivalence

W
I2B†

p.I/;q.I/HZ=2! HZ=2^HZ=2. The map is given by !.I /
on the factor †p.I/;q.I/HZ=2.

To obtain the relations for �2i , we find an analog of the result of Voevodsky [49,
Theorem 6.10] when D is a Hensel local ring.

Proposition 4.6 Let D be a Hensel local ring in which 2 is invertible and let F
denote the residue field of D . Then the following isomorphism holds:

H��.B�2;Z=2/ŠH
��.D;Z=2/ŒŒu; v��=.u2 D �vC �u/:

Here v is the class v2 2 H 2;1.B�2/ defined by Spitzweck in [45, page 81] and
u 2H 1;1.B�2IZ=2/ is the unique class satisfying ž.u/D v , where ž is the integral
Bockstein determined by the coefficient sequence Z! Z! Z=2.

Proof The motivic classifying space B�2 over D (respectively F ) fits into a triangle
B�2C! .O.�2/P1/C!Th.O.�2// by [49, (6.2)] and [45, (25)]. From this triangle,
we obtain a long exact sequence in mod 2 motivic cohomology [49, (6.3)] and [45,
(26)]. The comparison map L��W SHD! SHF induces a homomorphism of these
long exact sequences. The rigidity Proposition 4.2 and the 5-lemma then show that the
comparison maps are all isomorphisms. As the desired relation holds in the motivic
cohomology of B�2 over F and the choices of u and v are compatible with base
change, the result follows.
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With this result, the relations �2i D��iC1C��iC1C��0�iC1 in A��.D/ follow when D
is a Hensel local ring in which 2 is invertible by the argument given by Voevodsky in
[49, Theorem 12.6]. Furthermore, the calculation of Spitzweck in [45, Corollary 11.23]
shows that the coproduct � is the same as in Proposition 4.3(d). The action of the
Steenrod squaring operations H��.D/ and H��.F / agree by the naturality of these
cohomology operations, since these cohomology groups are isomorphic. This shows that
the right unit �R and the antipode c are given by the formulas in Proposition 4.3(b,e).

Remark 4.7 Let D be a Dedekind domain in which 2 is invertible and consider
the map f W Z

�
1
2

�
! D . A key observation of Spitzweck in the proof of Theorem

11.24 in [45] is that the map Lf �W A��
�
Z
�
1
2

��
!A��.D/ satisfies Lf ��i D �i and

Lf ��i D �i for all i . It follows that for a map j W D! zD of Dedekind domains in
which 2 is invertible, Lj ��i D �i and Lj ��i D �i for all i .

Proposition 4.8 Let D be a Hensel local ring in which 2 is invertible and let F
denote the residue field of D . Then the comparison map ��W A��.D/!A��.F / is
an isomorphism of Hopf algebroids.

Proof Remark 4.7 shows that the map ��W A��.D/! A��.F / is an isomorphism
of left H��.F / modules. The compatibility of the isomorphism with the coproduct,
right unit and antipode was established above.

The following definition is taken from Dugger and Isaksen [12, Definition 2.11].

Definition 4.9 A set of bigraded objects X D fx.a;b/g is said to be motivically
finite if for any bigrading .a; b/ there are only finitely many objects y.a0;b0/ 2X for
which a�a0 and 2b�a� 2b0�a0 . We say a bigraded algebra or module is motivically
finite if it has a generating set which is motivically finite.

To motivate the preceding definition, observe that if H��.X/ is a motivically finite
H��.F / module, then H��.X/ is a finite dimensional F` vector space in each bide-
gree.

For a Hensel local ring D , the isomorphism A��.D/ŠA��.F / of motivically finite
algebras gives an isomorphism of their duals A��.D/ŠA��.F /. See Hoyois, Kelly
and Østvær [22, Section 5.2] and Spitzweck [45, Remark 11.25] for the proof that the
dual of the Hopf algebroid of cooperations is the Steenrod algebra.

The analogous results of this section hold for mod ` motivic cohomology over a base
field or a Hensel local ring in which ` is invertible for odd primes `. Precise statements
can be found in Wilson [52].
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5 Motivic Adams spectral sequence

The motivic Adams spectral sequence over a base scheme S may be defined using the
appropriate notion of an Adams resolution; see Adams [2], Switzer [46] or Ravenel [40]
for treatments in the topological case. We recount the definition for completeness and
establish some basic properties of the motivic Adams spectral sequence under base
change. We follow Dugger and Isaksen [12, Section 3] for the definition of the motivic
Adams spectral sequence. See also the work of Hu, Kriz and Ormsby [24, Section 6].

Let p and ` be distinct primes and let q D p� for some integer � � 1. We will be
interested in the specific case of the motivic Adams spectral sequence over a field and
over a Hensel discrete valuation ring with residue field of characteristic p . We write H
for the spectrum HZ=` over the base scheme S and H��.S/ for the motivic coho-
mology of S with Z=` coefficients. The spectrum H is a ring spectrum and is cellular
in the sense of Dugger and Isaksen [11] by work of Spitzweck [45, Corollary 11.4].

5.1 Construction of the mod ` MASS

Definition 5.1 Consider a spectrum X over the base scheme S and let H denote the
spectrum in the cofibration sequence H ! 1!H !†H . The standard H–Adams
resolution of X is the tower of cofibration sequences XfC1 ! Xf ! Wf given
by Xf DH^f ^X and Wf DH ^Xf :

X0 DX

j0 %%

H ^X
i1

oo

j1 &&

H ^H ^X
i2

oo � � �oo

H ^X

�

@0

::

H ^H ^X

�

@1

77

Compare this with [2, Section 15].

Definition 5.2 Let X be a T–spectrum over S and let fXf ; Wf g be the standard
H–Adams resolution of X . The motivic Adams spectral sequence for X with respect
to H is the spectral sequence determined by the following exact couple:

˚���Xf
i�

// ˚���Xf

j�xx

˚���Wf

@�

ff

The E1 term of the motivic Adams spectral sequence is Ef;.s;w/1 D �s;wWf . The
index f is called the Adams filtration, s is the stem and w is the motivic weight. The
Adams filtration of ���X is given by Fi���X D im.���Xi ! ���X/.
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Proposition 5.3 Let S denote the category of spectral sequences in the category of
abelian groups. The associated spectral sequence to the standard H–Adams resolution
defines a functor MW SHS !S. Furthermore, the motivic Adams spectral sequence is
natural with respect to base change.

Proof The construction of the standard H–Adams resolution is functorial because
SHS is symmetric monoidal. Given X ! X 0 we get induced maps of standard
H–Adams resolutions fXf ; Wf g ! fX 0f ; W

0
f
g. As ���.�/ is a triangulated functor,

we get an induced map of the associated exact couples and hence of spectral sequences
M.X/!M.X 0/.

Let f W R! S be a map of base schemes. The claim is that there is a natural transfor-
mation between MW SHS!S and MıLf �W SHS!SHR!S. Let X 2SHS and
let fXf ; Wf g be the standard HS–Adams resolution of X in SHS . We may as well
assume X is cofibrant, in which case QX DX where Q is the cofibrant replacement
functor. Let fX 0

f
; W 0
f
g denote the standard HR–Adams resolution of Lf �X D f �X .

Observe that we have ff �Xf ; f �Wf gDfX 0f ; W
0
f
g, since f �1D1, f �HS DHR and

Lf � is a monoidal functor. We therefore have a map fLf �Xf ;Lf �Wf g!fX 0f ; W
0
f
g.

Applying Lf �W SHS .†s;w1;�/!SHR.†s;w1;Lf ��/ to fXf ; Wf g gives a map of
exact couples and therefore a map ˆX W MS .X/!MR.Lf �X/. It is straightforward
to verify that ˆ determines a natural transformation.

Corollary 5.4 For a map of base schemes f W R!S , there is a map of motivic Adams
spectral sequences ˆW MS .1/!MR.1/. The map ˆ is furthermore compatible with
the induced map ���.S/! ���.R/.

Definition 5.5 A particularly well-behaved family of spectra in SHS are the cellular
spectra in the sense of Dugger and Isaksen [11, Definition 2.10]. A spectrum E 2 SHS
is cellular if it can be constructed out of the spheres †1Sa;b for any integers a and b
by homotopy colimits. A cellular spectrum is of finite type if for some k it has a cell
decomposition with no cells Sa;b for a� b < k and at most finitely many cells Sa;b

for any a and b ; see Hu, Kriz and Ormsby [24, Section 2].

In the following proposition, Ext is taken in the category of A��–comodules. The
homological algebra of comodules is investigated thoroughly in Adams [2], Switzer [46]
and Ravenel [40].

Proposition 5.6 Suppose X is a cellular spectrum over the base scheme S . The
motivic Adams spectral sequence for X has E2 page given by

E
f;.s;w/
2 Š Extf;.sCf;w/A��.S/

.H��S;H��X/;

with differentials dr W E
f;.s;w/
r !E

fCr;.s�1;w/
r for r � 2.
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Proof Spitzweck proves that H is a cellular spectrum in [45, Corollary 11.4]. The
argument given for [12, Proposition 6.10] by Dugger and Isaksen then goes through.
The cellularity of X and H is sufficient to ensure that the Künneth theorem holds,
which is needed in the argument.

Corollary 5.7 If X and X 0 are cellular spectra over S and X!X 0 induces an isomor-
phism H��X !H��X

0 , then the induced map M.X/!M.X 0/ is an isomorphism
of spectral sequences from the E2 page onwards.

Corollary 5.8 Let f W R ! S be a map of base schemes and consider a cellular
spectrum X over S . Suppose f �W H��.S/!H��.R/, f �W A��.S/!A��.R/ and
f �W H��X !H��.Lf �X/ are all isomorphisms. Then MS .X/!MR.Lf �X/ is
an isomorphism of spectral sequences from the E2 page onwards.

Corollary 5.9 Let D be a Hensel local ring in which ` is invertible and write F for
the residue field of D . Then the comparison map M.D/!M.F / is an isomorphism
at the E2 page.

Proof Propositions 4.2 and 4.8 and Corollary 5.8 give the result when X D 1.

5.2 Convergence of the motivic Adams spectral sequence

To simplify the notation, write Ext.R/ for ExtA��.R/.H��.R/;H��.R// when work-
ing over the base scheme S D Spec.R/. For any abelian group G and any prime `, we
write G.`/ for the `–primary part of G and G^

`
D lim
 �

G=`� for the `–completion of G .
If fXf ; Wf g is the standard H–Adams resolution of a spectrum X , the H–nilpotent
completion of X is the spectrum X^H D holimf X=Xf defined by Bousfield in [6,
Section 5]. The H–nilpotent completion has a tower given by Ci D holimf .Xi=Xf /.

Proposition 5.10 Let S be the Zariski spectrum of a field F with characteristic p¤ `
and let X be a cellular spectrum X over S of finite type (Definition 5.5). If either
` > 2 and F has finite mod ` cohomological dimension, or `D 2 and F Œ

p
�1� has

finite mod 2 cohomological dimension, the motivic Adams spectral sequence converges
to the homotopy groups of the H–nilpotent completion of X :

E
f;.s;w/
2 ) �s;w.X

^
H /:

Furthermore, there is a weak equivalence X^H ŠX
^
`

.

Proof The argument given by Hu, Kriz and Ormsby in [24], which requires Morel’s
connectivity theorem for F , carries over to the positive characteristic case from the
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work of Hoyois, Kelly and Østvær [22]. See Ormsby and Østvær [39, Section 3.1] for
the analogous argument for the motivic Adams–Novikov spectral sequence.

We say a line s D mf C b in the .f; s/–plane is a vanishing line for a bigraded
group Gf;s if Gf;s is zero whenever 0 < s < mf C b .

Proposition 5.11 If F is an algebraically closed field of characteristic p ¤ `, then a
vanishing line for Ext��.F /ŠExt��.W.F // at the prime ` is sD .2`�3/f . If Fq is a
finite field of characteristic p¤`, then a vanishing line for Ext��.Fq/ŠExt��.W.Fq//
at the prime ` is s D .2`� 3/f � 1.

Proof A vanishing line exists for Ext.F /Š Ext.W.F // when F is an algebraically
closed fields by comparison with C and the topological case by work of Dugger and
Isaksen [12]. The vanishing line sDf .2`�3/ from topology by Adams [1] is therefore
a vanishing line for Ext.F /Š Ext.W.F //.

For a finite field Fq , the line s D f .2`� 3/� 1 is a vanishing line for Ext.Fq/ Š
Ext.W.Fq// by the identification of the E2 page of the motivic Adams spectral se-
quence. When ` D 2 this is given in Proposition 7.1 when q � 1 mod 4 and the
calculation of the �–BSS when q � 3 mod 4. For odd `, see Wilson [52].

We now discuss the convergence of the motivic Adams spectral sequence over the ring
of Witt vectors associated to a finite field or an algebraically closed field. Consult Serre
[43, Chapter II, Section 6] for a construction of the ring of Witt vectors associated to a
field of positive characteristic.

Proposition 5.12 Let W.F / be the ring of Witt vectors of a field F that is either
a finite field or an algebraically closed field of characteristic p and let ` be a prime
different from p . The motivic Adams spectral sequence for 1 over W.F / converges to
���.1^H / filtered by the Adams filtration, where 1^H is the H–nilpotent completion of 1.

Proof The convergence MW.F /.1/) ���.1^H / follows by the argument given by
Dugger and Isaksen [12, Corollary 6.15], given the vanishing line in the motivic Adams
spectral sequence from Proposition 5.11.

Proposition 5.13 Let R and S be base schemes for which the motivic Adams spectral
sequence for 1 converges to ���.1^H /; see Propositions 5.10 and 5.12 for examples.
A map of base schemes f W R! S yields a comparison map MS .1^H /!MR.1^H /
which is compatible with the induced map

���.1
^
H .S//! ���.Lf

�1^H .S//! ���.1
^
H .R//:
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Proof Let fXf .S/;Wf .S/g denote the standard H–Adams resolution of 1 over S .
We now construct a map ���.1^H .S//! ���.1^H .R//. Recall from Proposition 5.3
that f �Xf .S/ D Xf .R/. Since Lf � is a triangulated functor, there are maps
Lf �.1=Xf .S//! 1=Xf .R/ and so a map Lf �1^H .S/! 1^H .R/ by the universal
property for 1^H .R/D holim 1=Xf .R/. Write Ci .S/ for the tower of 1^H .S/ over S
defined above (and in Bousfield [6, Section 5]). Similar considerations give a map
of towers Lf �Ci .S/! Ci .R/. Hence MS .1^H /!MR.1^H / is compatible with the
induced map ���.1^H .S//! ���.1^H .R//.

Proposition 5.14 Let F be a field of characteristic p with finite mod ` cohomological
dimension for all primes ` ¤ p and suppose H s;w.F IZ=`/ is a finite dimensional
vector space over F` for all s and w . Furthermore, assume that the mod ` motivic
Adams spectral sequence for 1 over F has a vanishing line, such as when F is a finite
field or an algebraically closed field. Then the `–primary part of �s;w.F / is finite
whenever s > w � 0.

Proof Ananyevsky, Levine and Panin show in [3] that the groups �s;w.F / are torsion
for s >w� 0. It follows that the group �s;w.F / is the sum of its `–primary subgroups
�s;w.F /.`/ . We set out to show that �s;w.F /.`/ is finite when `¤ p .

The motivic Adams spectral sequence converges to ���.1^` / by Proposition 5.10 (this
requires Morel’s connectivity theorem). The vanishing line in the motivic Adams
spectral sequence shows that the Adams filtration of �s;w.1^` / has finite length, and as
each group Ef;.s;w/2 is a finite dimensional F` vector space, we conclude the groups
�s;w.1^` / are finite. From the long exact sequence of homotopy groups associated to
the triangle 1^

`
!
Q

1=`�!
Q

1=`� defining 1^
`

, we extract the short exact sequence
of finite groups

(5-1) 0! lim
 �

1�sC1;w.1=`
�/! �s;w.1

^
` /! lim

 �
�s;w.1=`

�/! 0:

Similarly, from the triangles 1 `��
�! 1! 1=`� we extract the short exact sequences

0! �s;w.1/=`
�
! �s;w.1=`

�/! `��s�1;w.1/! 0;

which form a short exact sequence of towers. The maps in the tower f�s;w.1/=`�g
are given by the reduction maps �s;w.1/=`� ! �s;w.1/=`��1 . Since the tower
f�s;w.1/=`�g satisfies the Mittag–Leffler condition, we have lim

 �

1�s;w.1/=`� D 0.
The associated long exact sequence for the inverse limit gives the exact sequence

(5-2) 0! �s;w.1/
^
` ! lim
 �

�s;w.1=`
�/! lim

 �
`��s�1;w.1/! 0:

The group lim
 �

`��s�1;w.1/ is the `–adic Tate module of �s�1;w.1/, which is torsion-
free. As lim

 �
�s;w.1=`�/ is finite by (5-1), the map lim

 �
�s;w.1=`�/! lim

 �
`��s�1;w.1/
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is trivial. But since the sequence (5-2) is exact, the group lim
 �

`��s�1;w.1/ is trivial,
�s;w.1/^` Š lim

 �
�s;w.1=`�/ and �s;w.1/^` is finite.

Write K.i/ for the kernel of the canonical map �s;w.1/^` ! �s;w.1/=`i . The tower
� � � �K.i/�K.i � 1/� � � � �K.1/ consists of finite groups and so it must stabilize.
Hence the tower

� � � ! �s;w.1/=`
�
! �s;w.1/=`

��1
! � � � ! �s;w.1/=`

must also stabilize. There is then some N for which `N�s;w.1/ D `��s;w.1/ for
all � �N , and so `N�s;w.1/ is `–divisible. From the short exact sequence of towers
`��s;w.1/!�s;w.1/!�s;w.1/=`� , taking the inverse limit yields the exact sequence

0! `N�s;w.1/! �s;w.1/! �s;w.1/
^
` ! 0:

Since �s;w.1/^` is finite, it is `–primary and there is a short exact sequence

0! `N�s;w.1/.`/! �s;w.1/.`/! �s;w.1/
^
` ! 0:

The group `N�s;w.1/.`/ must be zero. Suppose for a contradiction that it is nonzero.
Then `N�s;w.1/.`/ must contain Z=`1 as a summand, which shows the `–adic Tate
module of �s;w.1/ is nonzero, a contradiction.

We now identify the groups �s;s.1^` / for s � 0.

Proposition 5.15 Let F be a finite field or an algebraically closed field of character-
istic p ¤ `. When s D w � 0 or s < w , the motivic Adams spectral sequence of 1
over F converges to the `–completion of �s;w.F /.

Proof If s < w , the convergence follows from Morel’s connectivity theorem. When
sDw � 0, Proposition 5.10 implies that at bidegree .s; w/ the motivic Adams spectral
sequence converges to the group �s;w.1^` /. Since �s�1;s.1/D 0 by Morel’s connectiv-
ity theorem, the short exact sequence (see, for example, Hu, Kriz and Ormsby [24, (2)])

0! Ext.Z=`1; �s;s.1//! �s;s.1
^
` /! Hom.Z=`1; �s�1;s.1//! 0

gives an isomorphism Ext.Z=`1; �s;s.1//Š �s;s.1^` /. In [34, Corollary 1.25], Morel
has calculated �0;0.F /ŠGW.F / and �s;s.F /ŠW.F / for s > 0 where W.F / is the
Witt group of the field F . For the fields under consideration, GW.F / and W.F / are
finitely generated abelian groups. But for any finitely generated abelian group A, there
is an isomorphism Ext.Z=`1; A/Š A^

`
, given in Bousfield and Kan [7, Chapter VI,

Section 2.1], which concludes the proof.
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6 Stable stems over an algebraically closed field

Let F be an algebraically closed field of positive characteristic p . Denote the ring
of Witt vectors of F by W DW.F /, the field of fractions of W by K DK.F /, and
the algebraic closure of K by K DK.F /. Note that K is a field of characteristic 0.
The previous sections have set us up with enough machinery to compare the motivic
Adams spectral sequences at a prime `¤p over the associated base schemes Spec.F /,
Spec.W / and Spec.K/. We will often write the ring instead of the Zariski spectrum
of the ring in our notation. For any Dedekind domain R , we write Ext.R/ for the
trigraded ring ExtA��.R/.H��.R/;H��.R//.

Proposition 6.1 Let F be an algebraically closed field of positive characteristic p ,
and let ` be a prime different from p . The E2 page of the mod ` motivic Adams
spectral sequence for 1 over W , the ring of Witt vectors of F , is given by

E
f;.s;w/
2 .W /Š Extf;.sCf;w/.W /Š Extf;.sCf;w/.F /:

Proof Since W is a Hensel local ring with residue field F , Corollary 5.9 applies.

Proposition 6.2 Let F be an algebraically closed field of characteristic p . The
homomorphism f W W !K induces isomorphisms of graded rings

f �W H��.W /!H��.K/ and f �W A��.W /!A��.K/:

Proof Since H��.S/ŠH��;��.S/, it suffices to establish isomorphisms for motivic
cohomology. Because H��.W / Š H��.Fp/, we have H��.W / Š F`Œ� � where
� 2 H 0;1.W / Š �`.W /. We also have that H��.K/ Š F`Œ� �. To identify the
ring map f �W H��.W /! H��.R/ it suffices to identify the value of f �.�/. The
homomorphism f �W H 0;1.W /!H 0;1.K/ may be identified with �`.W /!�`.K/,
which is an isomorphism. Hence f �W H��.W /!H��.K/ is an isomorphism. The
argument given for Proposition 4.8 establishes that f �W A��.W /! A��.K/ is an
isomorphism.

Corollary 6.3 Let F be an algebraically closed field of characteristic p . The homo-
morphisms W ! K and W ! F induce isomorphisms of motivic Adams spectral
sequences for 1 from the E2 page onwards. In particular, Ext.F /ŠExt.W /ŠExt.K/.

Lemma 6.4 Let f W xk!K be an extension of algebraically closed fields of character-
istic 0. For all s and w� 0, base change induces an isomorphism �s;w.xk/!�s;w.K/.
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Proof Let ` be prime. The maps f �W H��.xk/!H��.K/ and f �W A��.xk/!A��.K/
are isomorphisms, hence the induced map of cobar complexes f �W C�.xk/! C�.K/
is an isomorphism. It follows that the map Mxk.1/ ! MK.1/ is an isomorphism
from the E2 page onwards. The homomorphism Lf �W ���.1^H .

xk//! ���.1^H .K//
is therefore an isomorphism since it is compatible with the map of spectral sequences.
Propositions 5.14 and 5.15 identify �s;w.1^H / with �s;w.1/^` for all s � w � 0 over
both xk and K . By the work of Ananyevsky, Levine and Panin [3], the groups �s;w.xk/
and �s;w.K/ are torsion for s > w � 0 and so they are the sum of their `–primary
parts. This establishes the result for s > w � 0. When s D w � 0, the result follows
by Proposition 5.15 and Morel’s identification of the groups �n;n.F /. If s < w , the
connectivity theorem applies and gives the isomorphism.

Corollary 6.5 Let K be an algebraically closed field of characteristic 0. For any n� 0,
the map LcW �sn! �n;0.K/ is an isomorphism.

Proof The statement is true when K DC by Levine’s theorem. The previous propo-
sition extends the result to an arbitrary algebraically closed field of characteristic 0.

Theorem 6.6 Let F be an algebraically closed field of characteristic p and let ` be
a prime different from p . Then there is an isomorphism �s;w.F /

^
`
Š �s;w.C/^` for

all s � w � 0.

Proof Consider the homomorphisms F  W !K . The induced maps on the motivic
Adams spectral sequence are compatible with the maps of homotopy groups

���.1
^
H .F // ���.1

^
H .W //! ���.1

^
H .K//:

By Corollary 6.3, the maps MF .1/ MW .1/!MK.1/ are isomorphisms at the
E2 page, and so there are isomorphisms

���.1
^
H .F //Š ���.1

^
H .W //Š ���.1

^
H .K//:

For s � w � 0, Propositions 5.14 and 5.15 give isomorphisms

�s;w.1
^
H .F //Š �s;w.F /

^
` and �s;w.1

^
H .K//Š �s;w.K/

^
` :

The result now follows from Lemma 6.4.

Corollary 6.7 Let F be an algebraically closed field of characteristic p and let `
be a prime different from p . The homomorphism LcW .�sn/

^
`
! �n;0.F /

^
`

is an
isomorphism for all n� 0.
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Proof The previous theorem yields the following diagram for all n� 0:

.�sn/
^
`

Š

Lc

&&

Lc
��

Lc

xx

�n;0.F /
^
`

�n;0.1^H .W //
Š
//

Š
oo �n;0.K/

^
`

The map LcW .�sn/
^
`
! �n;0.K/

^
`

is an isomorphism by Corollary 6.5, and so all of
the maps in the above diagram are isomorphisms.

Corollary 6.8 For a finite field Fq with characteristic p ¤ `, the group .�sn/
^
`

is a
summand of �n;0.Fq/^` for n� 0.

Proof The map LcW �sn ! �n;0.Fp/ factors through �n;0.Fq/. Passing to the
`–completion, Corollary 6.7 implies the composition .�sn/

^
`
!�n;0.Fq/^`!�n;0.Fp/^`

is an isomorphism. Hence the result.

7 The motivic Adams spectral sequence for finite fields

We now analyze the two-complete stable stems y���.Fq/ D ���.Fq/^2 when q is
odd. The results of the previous section allow us to identify the nth topological two-
complete stable stem y�sn D .�

s
n/
^
2 as a summand of y�n;0.Fq/. With this, we are able

to analyze the MASS for Fq in a range. We remind the reader that these results assume
Morel’s connectivity theorem hold for Fq , or the results hold without qualification
for the fields �Fq . For the remainder of this section, write H for the mod 2 motivic
cohomology spectrum.

7.1 The E2 page of MASS over Fq when q � 1 mod 4

We will make frequent use of the calculation H��.FqIZ=2/Š Z=2Œ�; u�=.u2/ which
was given in Section 4. Recall � and u are in bidegree .0; 1/ and .1; 1/, respectively.

Proposition 7.1 The E2 page of the mod 2 motivic Adams spectral sequence for the
sphere spectrum over Fq with q � 1 mod 4 is the trigraded algebra

E2 Š Ext.Fq/Š F2Œ�; u�=.u
2/˝F2Œ�� Ext.Fp/:

We abuse notation and write � and u for their duals. Hence in the above, � and u are
of bidegree .0;�1/ and .�1;�1/, respectively.
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Proof Consult Dugger and Isaksen [12, Proposition 3.5] for a similar argument.
Recall from Proposition 4.3 that we have A��.Fq/Š A��.Fp/˝F2Œ�� F2Œ�; u�=.u

2/

and H��.Fq/ŠH��.Fp/˝ F2Œ�; u�=.u2/. Since F2Œ�; u�=.u2/ is flat as a module
over F2Œ� �, a free resolution H��.Fp/ P � by A��.Fp/ modules determines a free
resolution H��.Fq/  P � ˝ F2Œ�; u�=.u2/. It is necessary here that Sq1.�/ D 0

for P �˝F2Œ�; u�=.u2/ to be a resolution of A��.Fq/ modules. The canonical map

HomA��.Fp/
�
�;H��.Fp/

�
˝F2Œ�; u�=.u

2/

! HomA��.Fq/
�
�˝F2Œ�; u�=.u

2/;H��.Fq/
�

is a natural isomorphism, since a generating set for a module M over A��.Fp/ is
also a generating set for M ˝ F2Œ�; u�=.u2/ over A��.Fq/ by Proposition 4.3. We
conclude that Ext.Fp/˝F2Œ�; u�=.u2/Š Ext.Fq/.

By the previous proposition, the irreducible elements of Ext.C/ are also irreducible
elements of Ext.Fq/ when q � 1 mod 4. The only additional irreducible element
in Ext.Fq/ is the class u. The irreducible elements of Ext.Fq/ up to stem s D 21 can
be found in Table 1. These were obtained by consulting Isaksen [26, Table 8] and
independently verified by computer calculation by Fu and Wilson [16].

element
filtration
.f; s; w/

u .0;�1;�1/

� .0; 0;�1/

h0 .1; 0; 0/

h1 .1; 1; 1/

h2 .1; 3; 2/

h3 .1; 7; 4/

element
filtration
.f; s; w/

c0 .3; 8; 5/

Ph1 .5; 9; 5/

Ph2 .5; 11; 6/

d0 .4; 14; 8/

h4 .1; 15; 8/

Pc0 .7; 16; 9/

element
filtration
.f; s; w/

e0 .4; 17; 10/

P 2h1 .9; 17; 9/

f0 .4; 18; 10/

P 2h2 .9; 19; 10/

c1 .3; 19; 11/

Œ�g� .4; 20; 11/

Table 1: The irreducible elements of Ext.Fq/ with q � 1 mod 4 in stem s � 21

We now investigate the motivic May spectral sequence over the finite field Fq when
q � 1 mod 4. We will find it useful for calculating Massey products in the MASS.

Definition 7.2 Write J for the cokernel of the map �LW H��!A�� in the category
of bigraded F2 vector spaces and consider the increasing filtration of A�� given by

FnA�� D ker.A�� �
n

�!A˝nC1�� ! J˝nC1/:

This filtration on A�� induces a filtration on the cobar complex .C; d / defined by
Ravenel in [40, Definition A1.2.11]. The filtration of the cobar complex is compatible
and leads to a spectral sequence [40, Theorem A1.3.9] called the motivic May spectral
sequence.
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Following the work of Dugger and Isaksen [12, Section 5], we are able to identify the
structure of the motivic May spectral sequence over a finite field Fq when q� 1 mod 4.

Proposition 7.3 The associated graded Hopf algebroid E0A�� to the filtration F �A��
of the motivic dual Steenrod algebra over a finite field Fq when q � 1 mod 4 is the
exterior algebra over H��.Fq/Š F2Œ�; u�=.u2/

E0A�� ŠEH��.Fq/.�i ; �
2k

j j i � 0; j � 1; k � 0/:

If each generator �i of E0Atop
� is assigned the weight of �i�1 for i � 1 and �2

j

i is
assigned the weight of �2

j�1

i for j � 1, there is an isomorphism of trigraded algebras

E0A�� Š F2Œ�; u�=.u
2/˝F2 E

0A�;

where A� denotes the topological dual Steenrod algebra, which was studied by Milnor
in [31].

Proof Since u 2 F 0A��.Fq/ and A��.Fq/ Š F2Œ�; u�=.u2/˝F2Œ�� A��.C/, there
are isomorphisms F nA��.Fq/Š F nA��.C/˝F2Œ�� F2Œ�; u�=.u

2/. Over C , there is
an isomorphism

E0A��.C/Š F2Œ� �˝F2 E
0A�;

which follows by dualizing the result of Dugger and Isaksen in [12, Proposition 5.2(a)].
The result now follows as F2Œ� �! F2Œ�; u�=.u2/ is flat.

Proposition 7.4 The E2 page of the motivic May spectral sequence over a finite
field Fq with q � 1 mod 4 is given by

E
m;f;s;w
2 D Extf;.sCf;w;m/

E0A��.Fq/
.H��.Fq/;H��.Fq//

Š F2Œ�; u�=.u
2/˝F2Œ�� Extf;.sCf;w;m/

E0A��.C/
.H��.C/;H��.C//;

where f is the Adams filtration (or homological degree), s is the stem, w is the
motivic weight and m is the May filtration. The differential dr changes grading as
dr W E

m;f;s;w
r ! E

mCr�1;fC1;s�1;w
r . The motivic May spectral sequence converges

to ExtA��.H��;H��/.

To be consistent with the work of Dugger and Isaksen [12; 26], we write the grading of
an element in the May spectral sequence in the form .m; f; s; w/.

Proof The E2 page of the motivic May spectral sequence is identified by Ravenel
in [40, Theorem A1.3.9] in terms of the derived functors of the cotensor product
H���A���. In this case, the natural isomorphism HomA��.H��;�/ŠH���A���

Algebraic & Geometric Topology, Volume 17 (2017)



Two-complete stable motivic stems over finite fields 1085

identifies the Cotor groups with the Ext groups in the statement of the proposition. The
second isomorphism follows formally from the result over C established by Dugger
and Isaksen in [12, Proposition 5.2(b)] by the flatness of F2Œ�; u�=.u2/ over F2Œ� �.

A description of the motivic May spectral sequence E2 page over C is given by Dugger
and Isaksen in [12, Section 5] up to the 36 stem, from which one obtains a description
of the motivic May spectral sequence E2 page over Fq when q � 1 mod 4 using the
previous proposition. One must simply add u to the list of generators of the E2 page
given in [12, Table 1] and the relation u2 D 0.

7.2 The E2 page of MASS over Fq when q � 3 mod 4

For a finite field Fq with q � 3 mod 4, the E2 page of the MASS can be identified
in a range using the �–Bockstein spectral sequence (�–BSS) which was introduced
by Hill in [18]. Here �D Œ�1� is the nonzero class in H 1;1.Fq/Š F�q =2, since �1 is
not a square in F�q . We briefly describe the construction of the �–BSS and refer the
reader to Dugger and Isaksen [13] or Ormsby [38; 37] for more details.

Let C be the cobar construction corresponding to the Hopf algebroid�
F2Œ�; ��=.�

2/;A��.Fq/
�
:

The filtration of C given by 0� �C � C determines a spectral sequence, which in this
case is just the long exact sequence associated to the short exact sequence of complexes

0! �C! C! C=�C! 0:

Note that �C and C=�C are both isomorphic to the cobar construction over C . Hence
we have the following long exact sequence:

� � � ! �Exti;.�;�/.C/! Exti;.�;�/.Fq/! Exti;.�;�/.C/ d1�! �ExtiC1;.�;�/.C/! � � �

In spectral sequence notation, the E1 page is given by

E
�;f;.s;w/
1 Š

8<:
Extf;.s;w/.C/ if � D 0;
�Extf;.sC1;wC1/.C/ if � D 1;
0 otherwise,

with differential d1W E
�;f;.s;w/
1 !E

�C1;fC1;.s�1;w/
1 . The differential d1 satisfies the

Leibniz rule, so it suffices to identify the differential on irreducible elements. We
identify all differentials up to the 20 stem by hand in the following proposition; these
calculations have been verified by computer calculations.
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Proposition 7.5 In the �–BSS for Fq with q � 3 mod 4, every irreducible element x
of Ext.C/ in stem s � 19 other than � has d1.x/ D 0. Also, d1.�/ D �h0 and
d1.Œ�g�/ D �h2e0 . Here Œ�g� is the irreducible element of Ext.C/ in stem 20,
weight 11 and filtration 4.

Proof The differential d1 vanishes on all irreducible classes in Ext.C/ up to stem 20
for degree reasons except for possibly � , f0 and Œ�g�. The class � cannot survive
the �–BSS, since if it did, it would contribute a nonzero element to Ext0;0;�1.Fq/Š
Hom0;�1A .H��;H��/, which is trivial. We conclude d1.�/D �h0 , because this is the
only possible nonzero value for d1.�/.

The two possibilities for d1.f0/ are 0 and �h1e0 . Since h1f0 D 0 in Ext.C/, we
must have d1.h1f0/ D h1d1.f0/ D 0; hence d1.f0/ is annihilated by h1 . But as
�h1e0 is not annihilated by h1 , we must have d1.f0/D 0.

The only possible nonzero value for d1.Œ�g�/ is �h2e0 . From the relation h0Œ�g�D
�h2e0 , we calculate d1.�h2e0/ D �h0h2e0 and d1.h0Œ�g�/ D h0d1.Œ�g�/. Hence
h0d1.Œ�g�/D h0�h2e0 , from which the result follows.

Example 7.6 Since d1.h1/D0, we conclude d1.�h1/D�h0h1D0, as h0h1 vanishes
in Ext.C/. Hence there is a class Œ�h1� 2 Ext1;.1;0/.Fq/ which is irreducible.

With this analysis of the �–BSS for Fq with q � 3 mod 4, the structure of Ext.Fq/ as
a graded abelian group up to stem 21 follows immediately and we may further identify
all irreducible elements in this range. The results of this proposition were verified by
computer calculation by Fu and Wilson [16].

Proposition 7.7 When q � 3 mod 4, the irreducible elements of Ext.Fq/ up to stem
s D 21 are given in Table 2.

Proof The structure of Ext.Fq/ as an abelian group follows directly from the �–BSS
and the differentials calculated in Proposition 7.5. We now explain why the tabulated ele-
ments comprise all of the irreducible elements in this range. If y 2H��.�C/Š�Ext.C/,
then we may write y D � � x with x 2H��.C=�C/Š Ext.C/. So long as x ¤ 1 and
d1.x/ D 0, the element y is reducible. By Proposition 7.5 we conclude the only
irreducible elements arising from �Ext.C/ in this range are � , Œ��� and Œ��g�.

Now consider an element x of H��.C=�C/Š Ext.C/ which survives the �–BSS, that
is, d1.x/ D 0. Then x is irreducible in Ext.Fq/ if and only if for any factorization
xDa �b in Ext.C/ with d1.a/Dd1.b/D0 it follows aD1 or bD1. This observation
identifies all of the remaining irreducible elements in Ext.Fq/ in the range s � 21.
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element
filtration
.f; s; w/

� .0;�1;�1/

Œ��� .0;�1;�2/

Œ�2� .0; 0;�2/

h0 .1; 0; 0/

h1 .1; 1; 1/

Œ�h1� .1; 1; 0/

h2 .1; 3; 2/

Œ�h22� .2; 6; 3/

h3 .1; 7; 4/

Œ�h30h3� .4; 7; 3/

c0 .3; 8; 5/

element
filtration
.f; s; w/

Œ�c0� .3; 8; 4/

Ph1 .5; 9; 5/

Œ�Ph1� .5; 9; 4/

Ph2 .5; 11; 6/

Œ�h0h
2
3� .3; 14; 7/

d0 .4; 14; 8/

Œ�h20d0� .6; 14; 7/

h4 .1; 15; 8/

Œ�h70h4� .8; 15; 7/

Pc0 .7; 16; 9/

element
filtration
.f; s; w/

Œ�Pc0� .7; 16; 8/

e0 .4; 17; 10/

P 2h1 .9; 17; 9/

Œ�P 2h1� .9; 17; 8/

f0 .4; 18; 10/

P 2h2 .9; 19; 10/

c1 .3; 19; 11/

Œ�c1� .3; 19; 10/

Œ��g� .4; 19; 10/

Œ�2g� .4; 20; 10/

Table 2: The irreducible elements of Ext.Fq/ with q � 3 mod 4 in stem s � 21

Remark 7.8 Although Proposition 7.7 lists all of the irreducible elements in Ext.Fq/
when q�3 mod 4 in a range, there are hidden products in the �–BSS. For example, the
product Œ�h22� �h1D �c0 is hidden in the �–BSS. We obtained this product by computer
calculation, however the arguments by Dugger and Isaksen in [13, Lemma 6.2] can be
used to obtain some products by hand.

7.3 The Adams spectral sequence for H ZŒp�1�

We begin with the motivic Adams spectral sequence for X D HZŒp�1� over a
finite field Fq of characteristic p , as defined in Definition 5.2. In Propositions
7.10 and 7.11 we identify the differentials for MFq.HZŒp�1�/, which converges to
���.HZŒp�1�^2 /ŠH��.FqIZ/

^
2 . We accomplish this by working backwards from our

knowledge of the target group H��.FqIZ/^2 , which is isomorphic to H�et .FqIZ2.�//
as a consequence of the Beilinson–Lichtenbaum conjecture. Soulé’s calculation
of H�et .FqIZ2.�// in [44, Paragraphe IV.2] then gives

�s;w.HZŒp�1�/Š

8<:
Z` if s D w D 0;
Z=.qw � 1/^2 if s D�1 and w � 1;
0 otherwise:

Although the spectrum HZŒp�1� is cellular by the Hopkins–Morel theorem proven
by Hoyois [21, Section 8.1], it is unclear if it is of finite type. Instead of relying on
Proposition 5.10 for convergence, we establish a weak equivalence of the H–nilpotent
completion of HZŒp�1� with HZ^2 .

Lemma 7.9 Let Fq be a finite field of characteristic p¤ 2. The H–nilpotent comple-
tion of HZŒp�1� is weakly equivalent to HZ^2 .
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Proof We will show that the tower HZ=2  HZ=22  HZ=23  � � � under
HZŒp�1� is an H–nilpotent resolution under HZŒp�1� (as defined by Bousfield in
[6, Definition 5.6]). It will then follow that the homotopy limit of this tower is weakly
equivalent to the H–nilpotent completion of HZŒp�1�; that is, HZ^2 ŠHZŒp�1�^H
by the observations of Dugger and Isaksen in [12, Section 7.7], which shows Bousfield’s
result [6, Proposition 5.8] holds in the motivic stable homotopy category.

The spectrum HZŒp�1� is the homotopy colimit of the diagram HZ p�
�!HZ p�

�!� � � .
From the triangle HZ 2��

�!HZ! HZ=2� , we obtain, after inverting p , a triangle
HZŒp�1� 2

��
�! HZŒp�1� ! HZ=2� since p ¤ 2 and HZ=2� p�

�! HZ=2� is a
homotopy equivalence. Consider the following cofibration sequence of towers:

HZŒp�1�

D
��

HZŒp�1�
2�
oo

2�
��

HZŒp�1�
2�
oo

22�
��

� � �oo

HZŒp�1�

��

HZŒp�1�
D
oo

��

HZŒp�1�
D
oo

��

� � �oo

pt HZ=2oo HZ=22oo � � �oo

It is clear that HZ=2� is H–nilpotent for all � � 1. For any H–nilpotent spectrum N

we show that the induced map colim� SHFq.HZ=2� ; N /! SHFq.HZŒp�1�; N / is
an isomorphism following the proof of Bousfield [6, Lemma 5.7]. This isomorphism
holds if and only if

colim
˚
SHFq

�
HZ

�
1
p

�
; N
�
2�
�!SHFq

�
HZ

�
1
p

�
; N
�	
Š SHFq

�
HZ

�
1
p

�
; N
��
1
2

�
vanishes for all H–nilpotent N . This follows by an inductive proof with the following
filtration of the H–nilpotent spectra given in [6, Lemma 3.8]. Take C0 to be the
collection of spectra H ^X for X any spectrum, and let CmC1 be the collection of
the spectra N for which either N is a retract of an element of Cm or there is a triangle
X !N !Z with X and Z in Cm .

If N DH ^X , it is clear that SHFq.HZŒp�1�; N / 2
�! SHFq.HZŒp�1�; N / is the

zero map, which establishes the base case. If the claim holds for N in filtration Cm ,
the claim holds for N in filtration CmC1 by a standard argument. The claim now
follows.

Proposition 7.10 The mod 2 motivic Adams spectral sequence for X DHZŒp�1�
over Fq when q � 1 mod 4 has E1 page given by

E1 Š F2Œ�; u; h0�=.u
2/;

where h0 2E
1;.0;0/
1 .
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Write �2 for the 2–adic valuation and �.q/ for �2.q � 1/. For all r � 1 the differen-
tials dr vanish on u�j and hj0 . If r < �.q/C �2.j / the differentials dr�j vanish and
we have

d�.q/C�2.j /�
j
D u�j�1h

�.q/C�2.j /
0 :

In particular, the differential d1 is trivial, so E2 ŠE1 .

Proof We build the following H��–Adams resolution of HZŒp�1� utilizing the
triangles constructed in Lemma 7.9:

(7-1)

HZŒp�1�

j0
$$

HZŒp�1�
2�

oo

j1
$$

HZŒp�1�
2�

oo � � �oo

H

�

@0

::

H

�

@1

::

The spectrum HZŒp�1� is cellular, and so the motivic Adams spectral sequence for
X DHZŒp�1� converges to ���.HZŒp�1�^H / by Proposition 5.10. Lemma 7.9 shows
that ���.HZŒp�1�^H /Š ���.HZ^2 /, so the spectral sequence converges:

E
f;.s;w/
2 )H�s;�w.FqIZ/

^
2 :

The groups H s;w.FqIZ/^2 are isomorphic to the groups H s
et.FqIZ2.w// which were

calculated by Soulé in [44, Paragraphe IV.2]. If q � 1 mod 4,

(7-2) H�s;�w.FqIZ/
^
2 Š

8<:
Z` if s D w D 0;
Z=.qw � 1/^2 if s D�1 and w � 1;
0 otherwise:

Note that �2.qw �1/D �.q/C�2.w/ for all natural numbers w . The formulas for the
differentials on �j are the only choice to give H��.FqIZ/^2 as the E1 term.

Proposition 7.11 The mod 2 motivic Adams spectral sequence for X DHZŒp�1�
over Fq when q � 3 mod 4 has E1 page given by

E1 Š F2Œ�; �; h0�=.�
2/;

where h0 2E
1;.0;0/
1 .

For all r � 1 the differentials dr vanish on ��j and hj0 . For odd natural numbers j ,
we calculate d1.�j /D ��j�1h0 . Write �.q/ for �2.q2� 1/. If r < �.q/C �2.n/ the
differentials dr�2n vanish and

d�.q/C�2.n/�
2n
D ��2n�1h

�.q/C�2.n/
0 :
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Proof The proof of the previous proposition goes through, except the target groups
H�s;�w.FqIZ/^2 force different differentials in the spectral sequence when q� 3 mod 4.
Soulé’s calculation in (7-2) shows the order of H 1;1.FqIZ/^2 is �2.q � 1/ D 1, so
we conclude d1.�/ D �h0 . As we have �2.q2j � 1/ D �.q/C �2.j / for all natural
numbers j , the claimed formulas for the differentials on �2n hold.

Corollary 7.12 In the MASS of 1 over a finite field Fq with q � 1 mod 4, the
differentials dr.�j / vanish when r < �.q/C �2.j / and

d�.q/C�2.j /�
j
D u�j�1h

�.q/C�2.j /
0 :

In the MASS of 1 over a finite field Fq with q � 3 mod 4, the differentials dr.Œ�2�n/
vanish when r < �.q/C �2.n/ and

d�.q/C�2.n/Œ�
2�n D Œ���Œ�2�n�1h

�.q/C�2.n/
0 :

Proof The unit map 1! HZŒp�1� induces a map of motivic Adams spectral se-
quences M.1/!M.HZŒp�1�/. On the E2 page, observe that when q � 1 mod 4
the classes � and u map to � and u, respectively. When q � 3 mod 4, the classes
Œ�2�, � , Œ��� map to Œ�2�, � , Œ���, respectively. The identification of the differentials
in the MASS for HZŒp�1� in Propositions 7.10 and 7.11 then force the differentials
stated in the corollary.

Example 7.13 When q � 3 mod 4, the Massey product h�; �; h0i in the mod 2
motivic Adams spectral sequence for HZŒp�1� is �� . Since we have �2 D 0 and
d1.�/D �h0 , it follows that 0C �� is in the Massey product. It is straightforward to
verify that the indeterminacy is trivial.

7.4 Stable stems over Fq

We now begin an analysis of the differentials in the MASS to identify the two-complete
stable stems over Fq . To assist the reader with the computations presented below,
Figures 1 and 3 in Section 9 display E2 page charts of the MASS over Fq . Throughout
this section, Fq is a finite field with q elements where q is odd, and we write yG for
the two-completion of an abelian group G .

Corollary 6.8 shows that y�sn is a summand of y�n;0.Fq/ for all n� 0. We will soon see
that for small values of n� 0 we have y�n;0.Fq/Š y�sn˚ y�

s
nC1 . However this pattern

fails when nD 19 and q � 1 mod 4.

Lemma 7.14 For a finite field Fq with q odd, there is an isomorphism �0;0.Fq/Š
�s0˚�

s
1 .
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Proof The stem �0;0.Fq/ is isomorphic to the Grothendieck–Witt group GW.Fq/
by Morel [32]. The isomorphism GW.Fq/Š Z˚Z=2 was established by Scharlau in
[42, Chapter 2, Section 3.3]. Recall that �s0 Š Z and �s1 Š Z=2. Hence we conclude
�0;0.Fq/Š �s0˚�

s
1 .

Morel’s calculation of �0;0.Fq/ shows that 2 D .1� �/C ��, hence multiplication
by 2 in ���.Fq/ is detected in the mod 2 motivic Adams spectral sequence by the
class h0 C �h1 in Ext.Fq/. This is needed to solve the extension problems when
passing from the Adams spectral sequence E1 page to the stable stems.

Proposition 7.15 When q � 1 mod 4 and 0 � n � 18, there is an isomorphism
y�n;0.Fq/Š y�sn˚ y�

s
nC1 .

Proof Lemma 7.14 takes care of the case when nD 0. We now focus on 0 < n� 18
where the mod 2 MASS over Fq converges to the groups y�n;0.Fq/ by Propositions
5.10 and 5.14.

The irreducible elements of Ext.Fq/ in this range are given in Table 1. All differ-
entials dr for r � 2 vanish on h0 , h1 , h3 , c0 , Ph1 , d0 , Pc0 , P 2h1 for degree
reasons. As y�3;0.Fq/ must contain y�s3 Š Z=8 as a summand by Corollary 6.8, we
conclude d2.�2h2/ D �2d2.h2/ D 0. The only possible nonzero value for d2.h2/
is uh31 . If d2.h2/D uh31 , then d2.�2h2/D u�2h31 would be nonzero by the product
structure of Ext.Fq/ in Proposition 7.1, a contradiction. Hence d2.h2/D 0.

The nonzero Massey product Ph2 D hh3; h40; h2i has no indeterminacy, because
h3E

4;.3;2/
2 CE4;.7;4/2 h2D 0. Since y�s11ŠZ=8 is a summand of y�11;0 , the differential

d2.Ph2/ must vanish. The nonzero Massey product P 2h2 D hh3; h40; h2i has no
indeterminacy, because h3E8;.11;6/2 C E4;.7;4/2 Ph2 D 0. Since d2.Ph2/ D 0, the
topological result of Moss [36, Theorem 1.1(ii)] implies d2.P 2h2/D 0.

The comparison map M.Fq/!M.Fp/ shows that d2.h4/ and d3.h0h4/ must be
nonzero, as these differentials are nonzero in M.Fp/ by Corollary 6.3 and calculations
of Isaksen [26, Table 8] over C . The only possible choice for d2.h4/ is h0h23 , but
d3.h0h4/ is either h0d0 or h0d0Cuh1d0 . In order to have y�s14 Š Z=2˚Z=2 as a
summand of y�14;0 , we must have d3.h0h4/D h0d0 . A similar argument establishes
d2.e0/D h

2
1d0 and d2.f0/D h20e0 . Note that d4.h30h4/D 0 for degree reasons.

The elements in weight 0 are all of the form �jx or u�j�1x where x is not a multiple
of � and of weight j . The differentials of the elements in weight 0 are now readily iden-
tified by using the Leibniz rule from Corollary 7.12. Since y�sn is a summand of y�n;0.Fq/
for all n� 0, we see that there are no hidden 2–extensions for 0 < n� 18.

In the proof of the following proposition, we provide some technical details in footnotes
for the convenience of the reader. We follow the convention of Dugger and Isaksen [12]
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and write the grading of an element in the motivic May spectral sequence as .m; s; f; w/
where m is the May filtration, s is the stem, f is the Adams filtration and w is the
motivic weight. However, we continue to write the grading in the MASS as .f; .s; w//.

Proposition 7.16 When q � 1 mod 4, there are isomorphisms

y�19;0.Fq/Š .Z=8˚Z=2/˚Z=4 and y�20;0.Fq/Š Z=8˚Z=2:

In particular, when q � 1 mod 8 we find d2.Œ�g�/ is trivial, and when q � 5 mod 8
we calculate d2.Œ�g�/D uh0h2e0 .

Proof When q � 1 mod 4, it is possible that d2.Œ�g�/ is uh0h2e0 . We analyze this
differential using Massey products obtained from the May spectral sequence. We show
that h�; h41; h4iDfŒ�g�g in the E2 page of the MASS using Massey products in the May
spectral sequence and the May convergence theorem in Isaksen [26, Theorem 2.2.1].

At the E4 page of the May spectral sequence we calculate d4.b221/ D h41h4 and
d4.0/D �h

4
1 , as �h41D0; hence Œ�g�D �b2212h�; h

4
1; h4i in the May spectral sequence.

There are no crossing differentials, so the May convergence shows Œ�g� 2 h�; h41; h4i
in the MASS.1

The indeterminacy �E4;.20;12/2 CE3;.5;3/2 h4 in the MASS is trivial, so we conclude
h�; h41; h4i D fŒ�g�g.

We now identify d2.Œ�g�/ using the following formula of Moss [36, Theorem 1.1(ii)]:

(7-3) d2.h�; h
4
1; h4i/� hd2.�/; h

4
1; h4iC h�; 0; h4iC h�; h

4
1; h0h

2
3i:

The Massey product h�; 0; h4i contains 0 and has no indeterminacy.2

To calculate h�; h41; h0h
2
3i we again use the May spectral sequence and the May conver-

gence theorem. We calculate this Massey product at the E2 page using d2.h2b20/D�h41
and h41h0h

2
3 D 0 and see that 0 2 h�; h41; h0h

2
3i. There are no crossing differentials, so

0 is in this Massey product in the MASS.3

1In this case, we must check if there are crossing differentials dt for t � 5 . To see E�;5;3;34 D 0

over Fq , we check E�;5;3;34 D 0 and E�;6;3;44 D 0 over C using the chart in [12, Appendix C]. All that is
in .�; 5; 3; 3/ is h1b20 , but this does not survive to E4 . And nothing is in .�; 6; 3; 4/ even at the E2 page.

To see E�;20;4;125 is trivial over Fq , observe that all that is in E�;20;4;124 over C is b221 , which does
not survive to the E5 page. The group E�;21;4;134 over C is trivial. A potential contribution from h0h

3
3

or h0h22h4 is ruled out by weight reasons, and because they do not survive to the E4 page from the
differentials d2.h0.1// and d2.h0b22/ .

2Here 0 D d2.h41/ is in grading E6;.3;4/2 , so the indeterminacy is �E6;.19;12/3 CE5;.4;3/3 h4 . The
degree of h21e0 is 6; .19; 12/ , but it does not survive to the E3 page. The group E5;.4;3/3 is trivial by
checking the E2 page.

3Note that a01 D h1b20 is in degree .5; 5; 3; 3/ and a12 is in degree .8; 19; 6; 12/ . Then for a01
crossing differentials occur in .‹; 5; 3; 3/ , which is trivial from the fourth page on. For a12 crossing
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The indeterminacy for h�; h41; h0h
2
3i in the MASS is �E6;.19;12/2 CE3;.5;3/2 h0h

2
3 , which

is trivial. The group E6;.19;12/2 is generated by h21e0 , which is annihilated by � , while
E3;.5;3/2 is trivial.

We now handle the Massey product hd2.�/; h41; h4i, which depends on the base field.
Let us suppose that q � 1 mod 8 so that d2.�/ D 0 by Corollary 7.12. If a12
is in the E1 page of the MASS with d1.a12/ D h41h4 , then the Massey product
contains 0 � h4 C 0 � a12 D 0. It is straightforward to check that the indeterminacy
0 �E4;.20;12/2 CE5;.4;3/2 � h4 is trivial. We conclude d2.Œ�g�/D 0 when q � 1 mod 8.

When q � 5 mod 8, Corollary 7.12 establishes d2.�/D uh20 . We identify the Massey
product huh20; h

4
1; h4i using the May spectral sequence and the May convergence

theorem. At the E4 page of the May spectral sequence we have d4.b221/D h
4
1h4 and

uh20h
4
1 D 0. Hence uh20b

2
21 C 0h4 D uh0b21h2h0.1/ D uh0h2e0 is in the Massey

product under consideration. It is straightforward to verify that there are no crossing
differentials in this case.4

The indeterminacy of huh20; h
4
1; h4i in the MASS is uh20E

4;.20;12/
2 CE5;.4;3/2 h4 , which

is trivial. Thus the May convergence theorem shows the Massey product is exactly
fuh0h2e0g and we conclude d2.Œ�g�/D uh0h2e0 if q � 5 mod 8.

We now analyze the differentials in the MASS in the 19 and 20 stems. Since Œ�g�
has weight 11, the class �11Œ�g� is in E4;.20;0/ . If q � 1 mod 8, we calculate
d2.�

11Œ�g�/ D �11uh0h2e0 D u�10h20Œ�g�. If q � 5 mod 8, then d2.�
11Œ�g�/ D

u�10h20Œ�g�. This resolves all differentials in the 19 and 20 stems, so the calculation
of the 19 stem follows.

As y�s20 Š Z=8 must be a summand of y�20;0.Fq/, we conclude there is a hidden
extension from u�11h22h4 D u�

11h33 to �12h2e0 . The calculation of the 20 stem now
follows.

differentials occur in degree .m0; 19; 6; 12/ with m0 � 8 . The only thing in this filtration, stem and weight
is h21e0 , which has May filtration 10. But note that both h21 and e0 are permanent cycles, so that h21e0 is
as well. So there are no crossing differentials in this case.

4As a01 D 0 in E9;4;5;34 and a12 D b212 , we must check two conditions: (1) whenever m0 � 9 and
m0 � 5 < t that dt is trivial on Em

0;4;5;3
t and (2) whenever m0 � 8 and m0 � 4 < t that dt is trivial

on Em
0;20;4;12

t . Condition (1) is easily verified as E�;4;5;34 D 0 over C and E�;5;5;44 D 0 over C as
well. We conclude E�;4;5;34 D 0 over Fq as only these two groups can contribute to this graded piece. We
remark that uh51 does not contribute any terms, since to get the weight correct one needs to multiply by �
which annihilates the element. For condition (2), we will check that for all t � 6 the differentials vanish
on E.�;20;4;12/t . This graded piece contains b221 at the E4 page, but it does not survive to E5 D E6 .
The only other possible elements in this group arise from elements in E�;21;4;13t over C which we have
seen is trivial at the E4 page. This verifies the hypotheses of May’s convergence theorem.
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Remark 7.17 Note that over Fq with q � 5 mod 8 the map Lcfgg is detected
by u�11h33 , which is in Adams filtration 3. But over Fq , the map Lcfgg is in Adams
filtration 4.

Proposition 7.18 When q � 3 mod 4 and 0 � n � 18, there is an isomorphism
y�n;0.Fq/Š y�sn˚ y�

s
nC1 .

Proof The case nD 0 is resolved by Lemma 7.14, so we now consider 0 < n� 18,
where we may use the motivic Adams spectral sequence as in Proposition 7.15.

The differentials dr for r � 2 vanish on the following generators for degree reasons:

Œ���; �; h0; h1; h3; Œ�h
2
2�; Œ�c0�; Œ�Ph1�; d0; Œ�Pc0�; Œ�P

2h1�:

Since y�s1 ŠZ=2 is a summand of y�1;0.Fq/, we must have dr.Œ�h1�/D 0 for all r � 2.
Since y�s3 Š Z=8 is a summand of y�3;0.Fq/, we must have d2.h2/D 0. An argument
similar to that given for Proposition 7.15 establishes

d2.h4/D h0h
2
3; d2.e0/D h

2
1d0; d2.f0/D h

2
0e0

by comparison to M.Fq/. Also, we determine dr.Œ�c1�/D 0 for r � 2 by comparing
with M.Fq/, as the class Œ�c1� must be a permanent cycle.

The one exceptional case is d3.h0h4/. Here we must have d3.h0h4/D h0d0C�h1d0
in order for y�s14 D Z=2˚Z=2 to be a summand of y�14;0.Fq/.

The elements in weight 0 are all of the form Œ�2�ix or Œ���Œ�2�i�1x where x is not a
multiple of �2 and weight 2i , or of the form �Œ�2�ix if x is not a multiple of �2 and of
weight 2iC1. The differentials of the elements in weight 0 are now determined by using
the Leibniz rule. Since �.q/D �2.q2� 1/� 3, we have d2.�2/D 0. This is sufficient
to ensure that for elements x in stems s � 19 there are no nontrivial differentials
of the form dr.Œ�

2�ix/ D ��2i�1hr0x when Œ�2�ix has weight 0. This resolves all
differentials in weight 0 for stems s � 19 and there are no hidden 2–extensions in this
range. Hence for 0 < n� 18 there is an isomorphism y�n;0.Fq/Š y�sn˚ y�

s
nC1 .

Remark 7.19 When q � 3 mod 4, it is unclear whether d2.Œ�2g�/ D Œ��g� or
d2.Œ�

2g�/ D 0. This is all that obstructs the identification of the stems y�19;0.Fq/
and y�20;0.Fq/ in this case.

7.5 Base change for finite fields

Proposition 7.20 Let q D p� , where p is an odd prime. For a field extension
f W Fq! Fqi with i odd, the induced maps

Lf �W H��.Fq/!H��.Fqi / and Lf �W A��.Fq/!A��.Fqi /

are isomorphisms.

Algebraic & Geometric Topology, Volume 17 (2017)



Two-complete stable motivic stems over finite fields 1095

Proof The claim follows by checking on étale cohomology. The map on cohomol-
ogy is determined by H 1

et.FqI�2/! H 1
et.Fqi I�2/, which is just the induced map

F�q =2! F�
qi
=2. So long as i is odd, this map is an isomorphism.

Corollary 7.21 For qDp� with p an odd prime, the induced map M.Fq/!M.Fqi /
is an isomorphism of spectral sequences whenever i is odd.

Proposition 7.22 Let q D p� with p an odd prime. Let �Fq denote the union of the
field extensions Fqi over Fq with i odd. The field extension f W Fq ! �Fq induces
isomorphisms Lf �W H��.Fq/!H��.�Fq/ and Lf �W A��.Fq/!A��.�Fq/. Hence
the map M.Fq/!M.�Fq/ is an isomorphism of spectral sequences.

Proof This follows by a colimit argument using Proposition 7.20.

Corollary 7.23 For any integers s and w � 0, there is an isomorphism y�s;w.Fq/Š
y�s;w.�Fq/.
Proposition 7.24 Let q D p� , where p is an odd prime. For a field extension
f W Fq! Fqi with i even, the map f �W H 1;�.Fq/!H 1;�.Fqj / is trivial, and the map
f �W H 0;�.Fq/!H 0;�.Fqj / is injective.

Proof The map is determined by Lf �W H 1;1.Fq/! H 1;1.Fqi /, which is just the
map F�q =2! F�

qi
=2. However, any nonsquare x 2 F�q will be a square in F�

qi
when i

is even.

Corollary 7.25 Let q D p� with p an odd prime. For a field extension f W Fq! Fqi
with i even, the induced map M.Fq/ ! M.Fqi / kills the class u (respectively �
and Œ���) and all of their multiples at the E2 page.

Proof The induced map of cobar complexes is determined from Proposition 7.24 and
shows the class u (respectively � and Œ���) is killed under base change.

8 Implementation of motivic Ext group calculations

The computer calculations used in this paper were done with the program available
from Fu and Wilson [16]. The program is written in Python and calculates Ext.F /
when F is C , R or Fq by producing a minimal resolution of H��.F / by A��.F /
modules in a range. With this complex in hand, the program then produces its dual and
calculates cohomology in each degree.

Algebraic & Geometric Topology, Volume 17 (2017)



1096 Glen Matthew Wilson and Paul Arne Østvær

To calculate a free resolution of H��.F / of A��.F / modules, we first need the
program to efficiently perform calculations in A��.F /. The mod 2 motivic Steenrod
algebra is generated by the squaring operations Sqi and the cup products ˛ [ �
for ˛ 2H��.F /. These generators satisfy Adem relations, which are recorded in [22,
Section 5.1] by Hoyois, Kelly and Østvær and in [49, Theorem 10.2] by Voevodsky.
Additionally, one needs the commutation relations Sq2i�D� Sq2i C�� Sq2i�1 for i >0
and Sq2iC1� D � Sq2iC1C� Sq2i C�2 Sq2i�1 for i � 0 which are obtained from the
Cartan formula. With these relations, the program can calculate the canonical form of
any element of A�� , that is, as a sum of monomials ˛ � SqI where ˛ 2H��.F / and
I is an admissible sequence.

With the algebra of A��.F / available to the program, it then proceeds to calculate
a minimal resolution of H��.F / by A��.F / modules. This is where a great deal
of computational effort is spent. To clarify what a minimal resolution is in prac-
tice, let � denote the order on Z �Z given by .m1; n1/ � .m2; n2/ if and only if
m1Cn1 <m2Cn2 , or m1Cn1 Dm2Cn2 and n1 < n2 . The reader is encouraged
to compare this definition with the definition of McCleary in [30, Definition 9.3] and
consult Bruner [9] for detailed calculations of a minimal resolution for the Adams
spectral sequence of topology.

Definition 8.1 A resolution of H��.F / by A��.F / modules H��.F / P � is a
minimal resolution if the following conditions are satisfied:

(1) Each module P i is equipped with ordered basis fhi .j /g such that if j � k then
deg hi .j /� deg hi .k/.

(2) im.hi .k// … im.hhi .j / j j < ki/.

(3) deg hi .k/ is minimal with respect to degree in the order � over all elements
in P i�1 n im.hhi .j / j j < ki/.

The computer program calculates the first n maps and modules in a minimal resolution
up to bidegree .2n; n/. With this, it then calculates the dual of the resolution by
applying the functor HomA��.F /.�;H

��.F // to the resolution P � . With the cochain
complex HomA��.F /.P

�;H��.F // in hand, the program calculates cohomology in
each degree, that is, Extf;.sCf;w/.Fq/.

Because the program calculates an explicit resolution of H��.F /, the products of
elements in Ext.F / can be obtained from the composition product; see McCleary [30,
Theorem 9.5].
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Figure 1: E2 page of MASS for Fq with q � 1 mod 4 , weight 0
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Figure 2: E1 page of MASS for Fq with q � 1 mod 4 , weight 0
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Figure 4: E1 page of MASS for Fq with q � 3 mod 4 , weight 0
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9 Charts

The weight 0 part of the E2 page of the mod 2 MASS over Fq is depicted in Figures 1
and 3 according to the case q � 1 mod 4 or q � 3 mod 4. The weight 0 part of the
E1 page of the mod 2 MASS over Fq can be found in Figures 2 and 4.

In each chart, a circular or square dot in grading .s; f / represents a generator of the F2
vector space in the graded piece of the spectral sequence. The square dots are used
to indicate that the given element is divisible by u, � or �� , depending on the case.
Circular dots denote elements which are not divisible by u, � or �� . In Figure 4, there
is an oval dot which corresponds to the class with representative �8�h1d0 � �8h0d0 ,
as the class �h1d0C h0d0 is killed.

We indicate the product of a given class by h0 with a solid, vertical line. In the case
q � 3 mod 4, multiplication by �h1 plays an important role, so nonzero products
by �h1 are indicated by dashed vertical lines. In particular, when q � 3 mod 4,
multiplication by 2 in y���.Fq/ is detected by multiplication by h0C �h1 . The lines
of slope 1 indicate multiplication by �h1 or Œ�h1� depending on the case. We caution
the reader that the product structure displayed in this chart was obtained by computer
calculation and not all products were established by hand in this paper. For example,
the products in the 8 stem by h0 are hidden in the May spectral sequence.

Dotted lines are used in two separate instances in these charts. The first use is in
Figure 2, where dotted lines indicate hidden extensions by h0 and �h1 . The other
instance is in Figure 4 to indicate an unknown d2 differential.

Additional charts obtained from the program of Fu and Wilson [16] may be found at
the website http://math.rutgers.edu/~wilson47/image_viewer/.

References
[1] J F Adams, A finiteness theorem in homological algebra, Proc. Cambridge Philos. Soc.

57 (1961) 31–36 MR

[2] J F Adams, Stable homotopy and generalised homology, University of Chicago Press
(1974) MR

[3] A Ananyevskiy, M Levine, I Panin, Witt sheaves and the �–inverted sphere spectrum,
preprint (2015) arXiv

[4] J Ayoub, Les six opérations de Grothendieck et le formalisme des cycles évanescents
dans le monde motivique, I, Astérisque 314, Société Mathématique de France, Paris
(2007) MR

Algebraic & Geometric Topology, Volume 17 (2017)

http://math.rutgers.edu/~wilson47/image_viewer/
http://dx.doi.org/10.1017/S0305004100034824
http://msp.org/idx/mr/0122852
http://msp.org/idx/mr/0402720
http://msp.org/idx/arx/1504.04860
http://msp.org/idx/mr/2423375


1102 Glen Matthew Wilson and Paul Arne Østvær

[5] B A Blander, Local projective model structures on simplicial presheaves, K–Theory
24 (2001) 283–301 MR

[6] A K Bousfield, The localization of spectra with respect to homology, Topology 18
(1979) 257–281 MR

[7] A K Bousfield, D M Kan, Homotopy limits, completions and localizations, Lecture
Notes in Mathematics 304, Springer (1972) MR

[8] R R Bruner, Ext in the nineties, from “Algebraic topology” (M C Tangora, editor),
Contemp. Math. 146, Amer. Math. Soc., Providence, RI (1993) 71–90 MR

[9] R R Bruner, An Adams spectral sequence primer, notes (2009) Available at http://
math.wayne.edu/~rrb/papers/adams.pdf

[10] R R Bruner, The cohomology of the mod 2 Steenrod algebra, unpublished manuscript
(2016) Available at http://math.wayne.edu/~rrb/papers/cohom.pdf

[11] D Dugger, D C Isaksen, Motivic cell structures, Algebr. Geom. Topol. 5 (2005) 615–
652 MR

[12] D Dugger, D C Isaksen, The motivic Adams spectral sequence, Geom. Topol. 14 (2010)
967–1014 MR

[13] D Dugger, D Isaksen, Low-dimensional Milnor–Witt stems over R , Ann. K-Theory 2
(2017) 175–210 MR

[14] B I Dundas, M Levine, P A Østvær, O Röndigs, V Voevodsky, Motivic homotopy
theory, Springer (2007) MR

[15] B I Dundas, O Röndigs, P A Østvær, Motivic functors, Doc. Math. 8 (2003) 489–525
MR

[16] K Fu, G M Wilson, Motivic Adams spectral sequence program, Python code (2015)
Available at https://github.com/glenwilson/MassProg

[17] T Geisser, Motivic cohomology over Dedekind rings, Math. Z. 248 (2004) 773–794
MR

[18] M A Hill, Ext and the motivic Steenrod algebra over R , J. Pure Appl. Algebra 215
(2011) 715–727 MR

[19] P S Hirschhorn, Model categories and their localizations, Mathematical Surveys and
Monographs 99, Amer. Math. Soc., Providence, RI (2003) MR

[20] M Hovey, Spectra and symmetric spectra in general model categories, J. Pure Appl.
Algebra 165 (2001) 63–127 MR

[21] M Hoyois, From algebraic cobordism to motivic cohomology, J. Reine Angew. Math.
702 (2015) 173–226 MR

[22] M Hoyois, S Kelly, P A Østvær, The motivic Steenrod algebra in positive characteris-
tic, preprint (2013) arXiv To appear in J. Eur. Math. Soc.

Algebraic & Geometric Topology, Volume 17 (2017)

http://dx.doi.org/10.1023/A:1013302313123
http://msp.org/idx/mr/1876801
http://dx.doi.org/10.1016/0040-9383(79)90018-1
http://msp.org/idx/mr/551009
http://dx.doi.org/10.1007/978-3-540-38117-4
http://msp.org/idx/mr/0365573
http://dx.doi.org/10.1090/conm/146/01216
http://msp.org/idx/mr/1224908
http://math.wayne.edu/~rrb/papers/adams.pdf
http://math.wayne.edu/~rrb/papers/adams.pdf
http://math.wayne.edu/~rrb/papers/cohom.pdf
http://dx.doi.org/10.2140/agt.2005.5.615
http://msp.org/idx/mr/2153114
http://dx.doi.org/10.2140/gt.2010.14.967
http://msp.org/idx/mr/2629898
http://dx.doi.org/10.2140/akt.2017.2.175
http://msp.org/idx/mr/3590344
http://dx.doi.org/10.1007/978-3-540-45897-5
http://dx.doi.org/10.1007/978-3-540-45897-5
http://msp.org/idx/mr/2334212
http://www.math.uiuc.edu/documenta/vol-08/14.html
http://msp.org/idx/mr/2029171
https://github.com/glenwilson/MassProg
http://dx.doi.org/10.1007/s00209-004-0680-x
http://msp.org/idx/mr/2103541
http://dx.doi.org/10.1016/j.jpaa.2010.06.017
http://msp.org/idx/mr/2747214
http://msp.org/idx/mr/1944041
http://dx.doi.org/10.1016/S0022-4049(00)00172-9
http://msp.org/idx/mr/1860878
http://dx.doi.org/10.1515/crelle-2013-0038
http://msp.org/idx/mr/3341470
http://msp.org/idx/arx/1305.5690


Two-complete stable motivic stems over finite fields 1103

[23] P Hu, S –modules in the category of schemes, Mem. Amer. Math. Soc. 767, Amer.
Math. Soc., Providence, RI (2003) MR

[24] P Hu, I Kriz, K Ormsby, Remarks on motivic homotopy theory over algebraically
closed fields, J. K-Theory 7 (2011) 55–89 MR

[25] D C Isaksen, Classical and motivic Adams charts, preprint (2014) arXiv

[26] D C Isaksen, Stable stems, preprint (2014) arXiv

[27] J F Jardine, Motivic symmetric spectra, Doc. Math. 5 (2000) 445–553 MR

[28] S O Kochman, Stable homotopy groups of spheres: a computer-assisted approach,
Lecture Notes in Mathematics 1423, Springer (1990) MR

[29] M Levine, A comparison of motivic and classical stable homotopy theories, J. Topol. 7
(2014) 327–362 MR

[30] J McCleary, A user’s guide to spectral sequences, 2nd edition, Cambridge Studies in
Advanced Mathematics 58, Cambridge University Press (2001) MR

[31] J Milnor, The Steenrod algebra and its dual, Ann. of Math. 67 (1958) 150–171 MR

[32] F Morel, An introduction to A1–homotopy theory, from “Contemporary developments
in algebraic K–theory” (M Karoubi, A O Kuku, C Pedrini, editors), ICTP Lect. Notes
XV, Abdus Salam Int. Cent. Theoret. Phys., Trieste (2004) 357–441 MR

[33] F Morel, The stable A1–connectivity theorems, K–Theory 35 (2005) 1–68 MR

[34] F Morel, A1–algebraic topology over a field, Lecture Notes in Mathematics 2052,
Springer (2012) MR

[35] F Morel, V Voevodsky, A1–homotopy theory of schemes, Inst. Hautes Études Sci.
Publ. Math. 90 (1999) 45–143 MR

[36] R M F Moss, Secondary compositions and the Adams spectral sequence, Math. Z. 115
(1970) 283–310 MR

[37] K M Ormsby, Motivic invariants of p–adic fields, J. K-Theory 7 (2011) 597–618 MR

[38] K M Ormsby, P A Østvær, Motivic Brown–Peterson invariants of the rationals, Geom.
Topol. 17 (2013) 1671–1706 MR

[39] K M Ormsby, P A Østvær, Stable motivic �1 of low-dimensional fields, Adv. Math.
265 (2014) 97–131 MR

[40] D C Ravenel, Complex cobordism and stable homotopy groups of spheres, Pure and
Applied Mathematics 121, Academic Press, Orlando, FL (1986) MR

[41] O Röndigs, M Spitzweck, P A Østvær, The first stable homotopy groups of motivic
spheres, preprint (2016) arXiv

[42] W Scharlau, Quadratic and Hermitian forms, Grundl. Math. Wissen. 270, Springer
(1985) MR

[43] J-P Serre, Local fields, Graduate Texts in Mathematics 67, Springer (1979) MR

Algebraic & Geometric Topology, Volume 17 (2017)

http://dx.doi.org/10.1090/memo/0767
http://msp.org/idx/mr/1950209
http://dx.doi.org/10.1017/is010001012jkt098
http://dx.doi.org/10.1017/is010001012jkt098
http://msp.org/idx/mr/2774158
http://msp.org/idx/arx/1401.4983
http://msp.org/idx/arx/1407.8418
http://www.math.uiuc.edu/documenta/vol-05/15.pdf
http://msp.org/idx/mr/1787949
http://dx.doi.org/10.1007/BFb0083795
http://msp.org/idx/mr/1052407
http://dx.doi.org/10.1112/jtopol/jtt031
http://msp.org/idx/mr/3217623
http://msp.org/idx/mr/1793722
http://dx.doi.org/10.2307/1969932
http://msp.org/idx/mr/0099653
http://msp.org/idx/mr/2175638
http://dx.doi.org/10.1007/s10977-005-1562-7
http://msp.org/idx/mr/2240215
http://dx.doi.org/10.1007/978-3-642-29514-0
http://msp.org/idx/mr/2934577
http://dx.doi.org/10.1007/BF02698831
http://msp.org/idx/mr/1813224
http://dx.doi.org/10.1007/BF01129978
http://msp.org/idx/mr/0266216
http://dx.doi.org/10.1017/is011004017jkt153
http://msp.org/idx/mr/2811717
http://dx.doi.org/10.2140/gt.2013.17.1671
http://msp.org/idx/mr/3073932
http://dx.doi.org/10.1016/j.aim.2014.07.024
http://msp.org/idx/mr/3255457
http://msp.org/idx/mr/860042
http://msp.org/idx/arx/1604.00365
http://dx.doi.org/10.1007/978-3-642-69971-9
http://msp.org/idx/mr/770063
http://dx.doi.org/10.1007/978-1-4757-5673-9
http://msp.org/idx/mr/554237


1104 Glen Matthew Wilson and Paul Arne Østvær

[44] C Soulé, K–théorie des anneaux d’entiers de corps de nombres et cohomologie étale,
Invent. Math. 55 (1979) 251–295 MR

[45] M Spitzweck, A commutative P1–spectrum representing motivic cohomology over
Dedekind domains v3, preprint (2013) arXiv

[46] R M Switzer, Algebraic topology—homotopy and homology, Grundl. Math. Wissen.
212, Springer (1975) MR

[47] V Voevodsky, A1 –homotopy theory, from “Proceedings of the International Congress
of Mathematicians, I”, Documenta Mathematica, Bielefeld (1998) 579–604 MR

[48] V Voevodsky, Motivic cohomology with Z=2–coefficients, Publ. Math. Inst. Hautes
Études Sci. 98 (2003) 59–104 MR

[49] V Voevodsky, Reduced power operations in motivic cohomology, Publ. Math. Inst.
Hautes Études Sci. 98 (2003) 1–57 MR

[50] V Voevodsky, Motivic Eilenberg–Maclane spaces, Publ. Math. Inst. Hautes Études Sci.
112 (2010) 1–99 MR

[51] G Wang, Z Xu, The algebraic Atiyah–Hirzebruch spectral sequence of real projective
spectra, preprint (2016) arXiv

[52] G M Wilson, Motivic stable stems over finite fields, PhD thesis, Rutgers University–
New Brunswick (2016) MR Available at http://search.proquest.com/
docview/1844381634

Department of Mathematics, University of Oslo
PO Box 1053, 0316 Oslo, Norway

glenw@math.uio.no, paularne@math.uio.no

Received: 2 February 2016 Revised: 3 October 2016

Geometry & Topology Publications, an imprint of mathematical sciences publishers msp

http://dx.doi.org/10.1007/BF01406843
http://msp.org/idx/mr/553999
http://msp.org/idx/arx/1207.4078v3
http://msp.org/idx/mr/0385836
http://www.math.uiuc.edu/documenta/xvol-icm/00/Voevodsky.MAN.html
http://msp.org/idx/mr/1648048
http://dx.doi.org/10.1007/s10240-003-0010-6
http://msp.org/idx/mr/2031199
http://dx.doi.org/10.1007/s10240-003-0009-z
http://msp.org/idx/mr/2031198
http://dx.doi.org/10.1007/s10240-010-0024-9
http://msp.org/idx/mr/2737977
http://msp.org/idx/arx/1601.02185
http://msp.org/idx/mr/3597836
http://search.proquest.com/docview/1844381634
http://search.proquest.com/docview/1844381634
mailto:glenw@math.uio.no
mailto:paularne@math.uio.no
http://msp.org
http://msp.org


msp
Algebraic & Geometric Topology 17 (2017) 1105–1130

Operad bimodules and composition products
on André–Quillen filtrations of algebras

NICHOLAS J KUHN

LUÍS ALEXANDRE PEREIRA

If O is a reduced operad in a symmetric monoidal category of spectra (S –modules),
an O–algebra I can be viewed as analogous to the augmentation ideal of an aug-
mented algebra. From the literature on topological André–Quillen homology, one can
see that such an I admits a canonical (and homotopically meaningful) decreasing
O–algebra filtration I �

 � I1 I2 I3 � � � satisfying various nice properties
analogous to powers of an ideal in a ring.

We more fully develop such constructions in a manner allowing for more flexibility
and revealing new structure. With R a commutative S –algebra, an O–bimodule M

defines an endofunctor of the category of O–algebras in R–modules by sending
such an O–algebra I to M ıO I . We explore the use of the bar construction as a
derived version of this. Letting M run through a decreasing O–bimodule filtration
of O itself then yields the augmentation ideal filtration as above. The composition
structure of the operad then induces pairings among these bimodules, which in turn
induce natural transformations .I i/j ! I ij , fitting nicely with previously studied
structure.

As a formal consequence, an O–algebra map I ! J d induces compatible maps
In! J dn for all n . This is an essential tool in the first author’s study of Hurewicz
maps for infinite loop spaces, and its utility is illustrated here with a lifting theorem.

55P43; 18D50

1 Introduction

Let S–mod be the category of symmetric spectra (see Hovey, Shipley and Smith [7]),
one of the standard symmetric monoidal models for the category of spectra. Let S

denote the sphere spectrum, and let O be a reduced operad in S–mod. If R is a
commutative S –algebra, we let AlgO.R/ denote the category of O–algebras in R–
modules.

The starting point of this paper is the observation that if M is a reduced O–bimodule and
I 2AlgO.R/ then M ıOI is again in AlgO.R/, and that many interesting constructions
on O–algebras are derived versions of functors of I of this form.

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.1105

http://msp.org
http://www.ams.org/mathscinet/search/mscdoc.html?code=55P43, 18D50
http://dx.doi.org/10.2140/agt.2017.17.1105


1106 Nicholas J Kuhn and Luís Alexandre Pereira

Our first goal, presented in Section 2, is to develop the basic properties of a suitable
derived version of M ıO I , the bar construction B.M;O; I/, noting particularly how
structure on the category of O–bimodules is reflected in the category of endofunctors
of O–algebras.

In Section 2.1 and Section 2.2, we begin by introducing the setting in which we wish
to work. This includes the model structure on AlgO.R/ developed by Harper [3],
which piggybacks off of the “positive” model structure on S –mod first exploited by
Shipley [15].

Theorem 2.11 lays out the basic properties of B.M;O; I/ needed for homotopical
analysis. For example, a levelwise homotopy fibration sequence in the bimodule
variable M induces a homotopy fibration sequence in AlgO.R/.

In Section 2.5 and Section 2.6, we describe B.M;O; I/ in the case where M is
concentrated in one level, in terms of the topological André–Quillen spectrum TQ.I/D
B.O.1/;O; I/. This allows us to easily identify, in Section 2.7, the Goodwillie tower of
FM .I/DB.M;O; I/, viewed as an endofunctor of AlgO.R/. In particular, one learns
that @�IdDO , @�FM DM , and one gets the expected chain rule: @�.FM ıFN /'

M ıO N . See Pereira [13] for more about Goodwillie calculus in this setting.

Remark 1.1 TQ.I/ can be informally viewed as I=I2 : its study goes back to Basterra
[1]. The results in Section 2, and their proofs, clearly have much in common with
Harper and Hess [5, Section 4], and our definition of TQ.I/ agrees with that in Harper
[4]. However those authors use only one special family of bimodules in the M variable,
whereas for applications in this paper, and in ongoing work, greater generality is
essential. In particular, we try to make clear that, on the one hand, our constructions
connect nicely to TQ.I/ and, on the other, they are well suited to iteration using the
monoidal properties of ı.

Another new aspect of our work, also crucial to applications (see, for example, Kuhn [9]),
is that throughout we also have change-of-rings statements allowing for passage from
AlgO.R/ to AlgO.R

0/, given a map R!R0 of commutative S –algebras.

An O–algebra I can be viewed as similar to the augmentation ideal in an augmented
ring. In Section 3, we apply our bar construction to a natural decreasing O–bimodule
filtration of O itself, defining, for I 2 AlgO.R/, a homotopically meaningful natural
augmentation ideal filtration

I
�
 � I1

 I2
 I3

 � � � :

Algebraic & Geometric Topology, Volume 17 (2017)
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The results of the Section 2 show that In=InC1 is determined by O.n/ and TQ.I/.
Our model makes it easy to analyze connectivity properties: if R and O are connective
and I is .c�1/–connected, then In will be .nc�1/–connected.

The construction of such a filtration, or more precisely, the associated tower under I ,

I1=I2
 I=I3

 I=I4
 � � � ;

goes back to Minasian [12] and Kuhn [8] when O D Com. Harper and Hess [5]
construct this tower in exactly the same way we do. However, we now add new
structure by taking advantage of the observation that a pairing of bimodules

L ıO M !N

will induce a natural transformation of functors of I 2 AlgO.R/,

FL.FM .I//! FN .I/:

The multiplication O ıO ! O induces pairings among our O–bimodule filtration
of O , and these in turn induce natural pairings

.In/m! Imn

satisfying expected properties. As a formal consequence, an O–algebra map I ! J d

induces compatible maps In! J dn for all n.

This seems to be fundamental structure which has not previously appeared in the
literature. The following result is a consequence illustrating its utility.

Theorem 1.2 Let f W I ! J be a map in the homotopy category hoAlgO.R/. If f
factors as f D fs ı � � � ıf1 such that TQ.fi/ is null for all i , then there is a lifting in
hoAlgO.R/:

J 2s

��

I
f
//

Qf
>>

J

We restate this, with slightly different notation, as Theorem 3.11.

Further applications in this spirit can be seen in the work of the first author on Hurewicz
maps of infinite loop spaces [9], the project whose needs motivated this paper.

The deeper proofs from Section 2 are deferred to Section 4, which itself is supported
by the Appendix. Much of the technical work consists of generalizing results and
arguments from Pereira [14] from S –mod to R–mod for a general R.

Algebraic & Geometric Topology, Volume 17 (2017)
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2 General results about derived composition products

2.1 Our categories of modules and algebras

In this paper, the category of S –modules will mean the category of symmetric spectra
as defined in [7]: X 2 S–mod consists of a sequence X0;X1;X2; : : : of simplicial
sets equipped with extra structure.

With the smash product as product and sphere spectrum S as unit, S–mod is a closed
symmetric monoidal category. There is a notion of weak equivalence, and various
model structures on S–mod compatible with these, such that the resulting quotient
category models the standard stable homotopy category.

Recall that a symmetric sequence in S–mod then consists of a sequence

X.0/;X.1/;X.2/; : : : ;

where X.n/ is a symmetric spectrum equipped with an action of the nth symmetric
group †n . The category of such symmetric sequences in S–mod, Sym.S/, admits a
composition product ı defined by

(1) .X ıY /.s/D
_
r

X.r/^†r

� _
�W s!r

Y .s1.�//^ � � � ^Y .sr .�//

�
;

where s D f1; : : : ; sg and sk.�/ is the cardinality of ��1.k/. With this product,
.Sym.S/; ı;S.1// is monoidal, where S.1/D .�;S;�;�; : : :/.

An operad O is then a monoid in this category, and one makes sense of left O–modules,
right O–modules, and O–bimodules in the usual way. Furthermore, if X is a right
O–module, and Y is a left O–module, the symmetric sequence X ıO Y can be defined
as the coequalizer in Sym.S/ of the two evident maps

X ıO ıY !
! X ıY:

Extra structure on X or Y can then induce evident extra structure on X ıO Y .

For the purposes of this paper, it is natural to require that our operads O and bi-
modules M be reduced: O.0/ D � D M.0/. By contrast, an O–algebra is a left
O–module I concentrated in level 0: I.n/D � for all n> 0.

If R is a commutative S –algebra, these definitions and constructions extend to the
category of R–modules. Furthermore, one can mix and match. For example, if X is
a symmetric sequence in S–mod and Y is a symmetric sequence in R–mod, X ıY

will be the symmetric sequence in R–mod with

.X ıY /.s/D
_
r

X.r/^†r

� _
�W s!r

Y .s1.�//^R � � � ^R Y .sr .�//

�
:

Algebraic & Geometric Topology, Volume 17 (2017)
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We denote by Sym.R/ the category of symmetric sequences in R–mod, AlgO.R/ the
category of O–algebras in R–mod and Modl

O.R/ the category of left O–modules in
Sym.R/.

Remark 2.1 If O is an operad in S–mod, then the symmetric sequence R ^ O ,
defined as .R ^ O/.n/ D R ^ O.n/ is naturally an operad when viewed either in
Sym.R/ or Sym.S/. It is easily checked that the category Modl

O.R/ is isomorphic
to Modl

R^O.S/, and that both of these are isomorphic to Modl
R^O , the category of

left R^O–modules in Sym.R/. A similar remark holds for the three corresponding
categories of algebras.

2.2 Model structures

We specify model structures on the various categories just described.

We accept as given the S –model structure on symmetric spectra (called S –modules in
this paper) as defined in [7, Definition 5.3.6] and [15, Theorem 2.4]. This is monoidal
with respect to the smash product [7, Corollary 5.3.8].

We then give Sym.S/ its associated injective model structure: weak equivalences
and cofibrations are those morphisms which are levelwise weak equivalences and
cofibrations in S–mod. That this structure exists was checked in [14, Theorem 3.8 and
Section 5.3].1

As in [11, Section 15], [15], [5] and [14, Section 5.3], we need positive variants of these
model structures. Weak equivalences will be as before, but there are fewer cofibrations:
for X ! Y in S–mod to be a positive cofibration, we now insist that X0! Y0 also be
an isomorphism, and for M !N in Sym.S/ to be a positive cofibration, we now insist
that M.0/0!N.0/0 also be an isomorphism.2 It is worth noting that if M 2 Sym.S/

is reduced, then it is positive cofibrant exactly when each M.n/ is cofibrant, when
viewed in S–mod.

Given a commutative S –algebra R, the positive R–model structure on R–modules
is then defined to be the projective structure induced from that on S–mod with its
positive structure: weak equivalences and fibrations in R–mod are the maps which
are weak equivalences and positive fibrations in S–mod. Similarly, we define the
positive structure on Sym.R/, the category of symmetric sequences in R–mod, to be
the projective structure induced from that on Sym.S/ with its positive structure: weak
equivalences and fibrations in Sym.R/ are the maps which are weak equivalences and
positive fibrations in Sym.S/.

1This structure is different from the associated projective structure used in [3; 4; 5].
2On Sym.S/ , this agrees with [14] but is different from [5], where it is required that M.n/0!N.n/0

be an isomorphism for all n .

Algebraic & Geometric Topology, Volume 17 (2017)
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Thanks to Remark 2.1, the following theorem is an immediate consequence of [14,
Theorem 1.4]; see also [3]. Special cases go back to [15].

Theorem 2.2 AlgO.R/ has a projective model structure induced from the positive
structure on R–mod: f W I! J is a weak equivalence if it is one in R–mod .and thus
in S–mod /, and a fibration if it is a positive fibration in R–mod .and thus in S–mod /.
Similarly, Modl

O.R/ has a projective model structure induced from the positive structure
on Sym.R/: f W M ! N is a weak equivalence if it is one in Sym.R/ .and thus in
Sym.S//, and a fibration if it is a positive fibration in Sym.R/ .and thus in Sym.S//.

The next lemma says that the model structure on AlgO.R/ is really the same as the
model structure on Modl

O.R/, restricted to the subcategory of modules concentrated
in degree 0.

Lemma 2.3 An algebra map I ! J is a cofibration in AlgO.R/ if and only if it
is a cofibration in Modl

O.R/, when I and J are regarded as objects in Sym.R/

concentrated in level 0.

Proof The inclusion AlgO.R/ ,!Modl
O.R/ has right adjoint given by M 7!M.0/.

This is a Quillen pair, as it is easily checked that this right adjoint preserves weak
equivalences and fibrations.

2.3 Cofibrancy assumption on O and first consequences

Unless stated otherwise, we make the following standing cofibrancy assumption about
our operad O .

Assumption 2.4 The map S.1/ ! O is assumed to be a positive cofibration in
Sym.S/.

As O.0/ D � has been assumed earlier, equivalently this means that, in S–mod,
S !O.1/ is a cofibration, and O.n/ is cofibrant for all n.

Notation 2.5 Let AlgO.R/
c be the full subcategory of AlgO.R/ consisting of O–

algebras in R–mod which are cofibrant when just viewed as R–modules.

A key advantage of our particular model structure on AlgO.R/ is that the following
property holds.

Proposition 2.6 The forgetful functor AlgO.R/!R–mod preserves cofibrations be-
tween cofibrant objects. In particular, if I is cofibrant in AlgO.R/, then I 2 AlgO.R/

c .

When R D S , this is [14, Theorem 1.5]. We defer the proof of the general case to
Section 4.
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It follows that a functorial cofibrant replacement functor on AlgO.R/ takes values in
AlgO.R/

c . More elementary but also useful is that AlgO.R/c is well behaved under
change of rings.

Lemma 2.7 Let R!R0 be a map of commutative S –algebras. Then

R0 ^R W AlgO.R/! AlgO.R
0/

restricts to a functor
R0 ^R W AlgO.R/

c
! AlgO.R

0/c

which preserves weak equivalences.

Proof This is immediate since R0 ^R is left adjoint to a forgetful functor that is
easily seen to be right Quillen.

2.4 General properties of the bar construction

We will make much use of the bar construction. Given an O–bimodule M and
I 2 AlgO.R/, B.M;O; I/ 2 AlgO.R/ is defined as the geometric realization of the
simplicial object B�.M;O; I/ in R–mod defined by

Bn.M;O; I/DM ı

n‚ …„ ƒ
O ı � � � ıO ıI:

Similarly if M and N are O–bimodules, then B.M;O;N / is again an O–bimodule.

The theme of the next set of results is that this construction is well behaved when
the O–bimodules are positive cofibrant in Sym.S/, and I 2 AlgO.R/ is cofibrant in
R–mod. (We recall that a reduced M 2 Sym.S/ is positively cofibrant exactly when
it is levelwise cofibrant.)

Proposition 2.8 Let M;N be levelwise cofibrant O–bimodules. Then B.M;O;N /

is again levelwise cofibrant. Similarly, if M is levelwise cofibrant and I is in AlgO.R/
c ,

then B.M;O; I/ 2 AlgO.R/c .

The first statement is immediately implied by [14, Theorem 1.6] which says that
B�.M;O;N / is Reedy cofibrant in the category of simplicial objects in Sym.S/. We
defer the proof of the second statement for general R to Section 4.

We also record the following, which shows that the bar construction can be usefully
used as a derived circle product. This will also be proved in Section 4.

Proposition 2.9 Let M be a levelwise cofibrant right O–module. If I is cofibrant
in AlgO.R/, the natural map B.M;O; I/!M ıO I is a weak equivalence. Similarly,
if N is cofibrant in Modl

O.S/, then B.M;O;N /!M ıO N is a weak equivalence.

Algebraic & Geometric Topology, Volume 17 (2017)
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To emphasize the functors defined by levelwise cofibrant bimodules, we change notation.

Definition 2.10 If M is a levelwise cofibrant O–bimodule, define

FR
M W AlgO.R/

c
! AlgO.R/

c

by the formula FR
M
.I/D B.M;O; I/.

Theorem 2.11 The FR
M

construction satisfies the following properties:

(a) The functor sending .M; I/ to FR
M
.I/ takes weak equivalences in either the M

or I variable to weak equivalences in AlgO.R/.

(b) A levelwise homotopy fibration3 sequence of levelwise cofibrant O–bimodules

L!M !N

induces a homotopy fibration sequence in AlgO.R/

FR
L .I/! FR

M .I/! FR
N .I/:

(c) There is a natural isomorphism of functors

FR
M ıFR

N ' FR
B.M;O;N /:

(d) Let R!R0 be a map of commutative S –algebras. There is a natural isomor-
phism in AlgO.R

0/

FR0

M .R0 ^R I/'R0 ^R FR
M .I/:

Parts (a) and (b) will be proved in Section 4. By contrast, parts (c) and (d) are
straightforward. Part (c) follows from the natural isomorphism

B.M;O;B.N;O; I//' B.B.M;O;N /;O; I/;

while part (d) follows from the natural isomorphism

R0 ^R B.M;O; I/' B.M;O;R0 ^R I/:

Remark 2.12 As there is a natural map B.M;O;N /!M ıO N , it follows that a
bimodule pairing

�W M ıO N !L

3Equivalently, we could say cofibration, as levelwise homotopy fibration sequences agree with levelwise
homotopy cofibration sequences.
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induces a natural transformation

�W FR
M ıFR

N ! FR
L

defined as the composite

FR
M ıFR

N ' FR
B.M;O;N /! FR

MıON ! FR
L :

See Section 3 for examples of this.

2.5 Topological André–Quillen homology

In the next two subsections, we consider our constructions when M is concentrated
in just one level, ie there exists an n such that M.m/D � for all m¤ n. We show
that then FR

M
.I/ is determined by M.n/ together with the topological André–Quillen

homology of I .

We first need to define this last term in our context. The S –module O.1/ will be an
associative S –algebra, and can be viewed as an operad concentrated in level 1. From
this point of view, the evident maps O.1/!O and O!O.1/ are both maps of operads,
and the second of these gives O.1/ the structure of an O–bimodule concentrated in
level 1.

Let RO.1/–mod be the category of R ^O.1/–modules. It is illuminating to note
that this category is also AlgO.1/.R/, when one views O.1/ as an operad. The map
O!O.1/ induces a functor

zW RO.1/–mod! AlgO.R/

with left adjoint
QDO.1/ ıO W AlgO.R/!RO.1/–mod

making the pair of functors into a Quillen pair.

Definition 2.13 Define TQW AlgO.R/c ! RO.1/–mod by the formula TQ.I/ D
B.O.1/;O; I/.

The next proposition is a special case of Proposition 2.9.

Proposition 2.14 If I is cofibrant in AlgO.R/, the natural map TQ.I/!Q.I/ is an
equivalence.

Algebraic & Geometric Topology, Volume 17 (2017)
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As TQ is thus equivalent to the left derived functor of the left Quillen functor Q, one has
the next two consequences. To state the first, we let ŒI;J �Alg denote morphisms between
I and J in the homotopy category of AlgO.R/, and we similarly let ŒM;N �Mod denote
morphisms between M and N in the homotopy category of RO.1/–mod.

Corollary 2.15 There is an adjunction in the associated homotopy categories

ŒTQ.I/;N �Mod ' ŒI; z.N /�Alg:

Corollary 2.16 If I ! J !K is a homotopy cofibration sequence in AlgO.R/, then

TQ.I/! TQ.J /! TQ.K/

is a homotopy cofibration sequence in RO.1/–mod.

The next result is a particular instance of Theorem 2.11(d).

Proposition 2.17 Let R ! R0 be a map of commutative S –algebras. There is a
natural isomorphism

TQ.R0 ^R I/'R0 ^R TQ.I/:

The first TQ here is with respect to the S –algebra R0 .

2.6 O–bimodules with one term

As before, we can view O.1/ as either a commutative S –algebra or an operad concen-
trated in level 1.

Suppose M 2 Sym.S/ is a right O.1/–module with the operad interpretation, ie one
has M ıO.1/!M making appropriate diagrams commute. Unraveling the definitions,
one sees that this structure map amounts to †n –equivariant maps

M.n/^O.1/^n
!M.n/

exhibiting M.n/ as an O.1/^n –module. Equivalently, each M.n/ will be a right
†n oO.1/–module, where †n oO.1/ is the associative algebra with underlying S –
module

W
�2†n

O.1/^n , and evident “twisted” multiplication.

From this, it is easy to see that if J 2 AlgO.1/.R/DRO.1/–mod, then

M ıO.1/ J D
_
n

M.n/^†noO.1/ J^R n:
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Now suppose, given M.n/, an .O.1/; †n oO.1//–bimodule. Abusing notation, we
will also write M.n/ for the symmetric sequence concentrated at level n:

M.n/D .�; : : : ;�;M.n/;�; : : :/:

From this point of view, M.n/ is precisely an O.1/–bimodule, where O.1/ is viewed
as an operad. Furthermore, an O–bimodule structure on M.n/ will necessarily be an
O.1/–bimodule structure pulled back via the map of operads O!O.1/.

Theorem 2.18 Suppose M.n/ is also a cofibrant S –module. Then, for I 2AlgO.R/
c ,

there is a natural isomorphism

FR
M.n/.I/D z.M.n/^†noO.1/ TQ.I/^R n/;

and a natural equivalence

z.B.M.n/;O.1/;TQ.I///
�
�! FR

M.n/.I/:

Proof We suppress some applications of z , the pullback along O! O.1/. Firstly,
one has natural isomorphisms

M.n/^†noO.1/ TQ.I/^R n
DM.n/^†noO.1/B.O.1/;O; I/^R n

DM.n/ ıO.1/B.O.1/;O; I/
D B.M.n/;O; I/

D FR
M.n/.I/:

Secondly, the equivalence B.M.n/;O.1/;O.1// ��!M.n/ induces the equivalence

B.M.n/;O.1/;TQ.I//D B.M.n/;O.1/;B.O.1/;O; I//

D B.B.M.n/;O.1/;O.1//;O; I/
�
�! B.M.n/;O; I/

D FR
M.n/.I/:

Corollary 2.19 Let f W I ! J be a morphism in AlgO.R/
c . With M.n/ as in the

theorem, if TQ.f / is a weak equivalence, so is FR
M.n/

.f /.

2.7 The Goodwillie tower of F R
M

The second author has studied Goodwillie calculus on the category AlgO.R/ [13]. Here
we sketch how our results above lead to an understanding of the Goodwillie tower of
the functor FR

M
.

Algebraic & Geometric Topology, Volume 17 (2017)
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Given a levelwise cofibrant O–bimodule M , let M�n denote the O–bimodule with

M�n.k/D

�
M.k/ if k � n;

� if k > n:

Definition 2.20 Let PnFR
M
D FR

M�n W AlgO.R/
c! AlgO.R/

c .

Theorem 2.21 The Goodwillie tower of the functor FR
M

identifies with

P1FR
M  P2FR

M  P3FR
M  � � � ;

and its nth derivative @nFR
M

identifies with M.n/.

Sketch of proof The sequence of O–bimodules

M.n/!M�n
!M�.n�1/

satisfies the hypothesis of Theorem 2.11(b). Thus the homotopy fiber of the map

PnFR
M .I/! Pn�1FR

M .I/

identifies as FR
M.n/

.I/, which Theorem 2.18 tells us is

z.M.n/^†noO.1/ TQ.I/^R n/:

This is a homogeneous n–excisive functor; note that Corollary 2.16 first tells us that
TQ is a homogeneous linear functor. See [13, Theorem 3.2] for more detail.

It follows that PnFR
M

is n–excisive. With a bit more care, one can now check that
the natural transformation FR

M
! PnFR

M
identifies with the map from FR

M
to its

n–excisive quotient: the proof of [13, Theorem 4.3] generalizes immediately to our
setting.

Under connectivity hypotheses, one gets very concrete convergence estimates. Say that
X 2 Sym.S/ is connective if each X.n/ 2 S–mod is connective, ie �1–connected.

Proposition 2.22 If R, M , and O are connective, and I is .c�1/–connected, then
the map FR

M
.I/! PnFR

M
.I/ is .nC1/c–connected.

Proof We need to show that the homotopy fiber is ..nC1/c�1/–connected. By
Theorem 2.11(b), this homotopy fiber identifies with B.M>n;O; I/, where

M>n.k/D

�
M.k/ if k > n;

� if k � n:
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This fiber then is the homotopy colimit (in R–modules) of a diagram of R–modules
of the form

M.r/^O.s1/^ � � � ^O.sk/^ I^R t ;

with t � r > n. In particular, it is a homotopy colimit of a diagram of ..nC1/c�1/–
connected R–modules, and so is itself ..nC1/c�1/–connected.

These results also show the following, when combined with Corollary 2.19.

Theorem 2.23 Let f W I ! J be a morphism in AlgO.R/
c . If TQ.f / is a weak

equivalence, so is PnFR
M
.f / for any n and any levelwise cofibrant O–bimodule M .

Furthermore, if R, M and O are connective, and I and J are 0–connected, then
FR

M
.f / is itself a weak equivalence.

Special cases of this theorem appear in [8] and [5].

3 Application to the augmentation ideal filtration

In our constructions, when the O–bimodule is O itself, the resulting functor, sending
an O–algebra I to FR

O .I/DB.O;O; I/, is naturally weakly equivalent to the identity.
In this section we study structure on the augmentation ideal filtration of I arising from
using the levelwise bimodule filtration of O in conjunction with the operad structure
O ıO!O .

3.1 Construction and basic properties of the filtration

Definitions 3.1 Let 1� i <m�1.

(a) Let Om
i denote the O–bimodule with Om

i .k/D

�
O.k/ if i � k <m;

� otherwise.

(b) For I 2 AlgO.R/
c , let I i

m D FR
Om

i

.I/D B.Om
i ;O; I/.

Note that there is a natural weak equivalence I1
1! I . We sometimes write I i for I i

1 ,
and readers are encouraged to view I i

m as I i=Im ; see Theorem 3.4(b) below.

For j � i and n�m, it is not hard to see that the evident map

Om
i !On

j

is a map of O–bimodules, and thus induces natural maps

I i
m! Ij

n

for all I 2 AlgO.R/
c .
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Special cases of these are illustrated in the next examples.

Example 3.2 I 2 AlgO.R/
c has a natural augmentation ideal filtration

I
�
 � I1

 I2
 I3

 � � � :

Example 3.3 I1
n D Pn�1FR

O .I/ in the notation of the last section, so the tower

I1
2  I1

3  I1
4  � � �

identifies with the Goodwillie tower of the identity functor on AlgO.R/. This tower,
defined as we do here, is the subject of study in [5].

These examples are related: the filtration of the first example appears as the homotopy
fibers of the maps from I to the tower in the second example. More precisely, there
are homotopy fiber sequences

In
! I1

! I1
n :

This is a special case of property (b) in the next theorem.

Theorem 3.4 The functors sending I to I i
n satisfy the following properties:

(a) They preserve weak equivalences in the variable I 2 AlgO.R/
c .

(b) For 1 � i < m < l � 1, the sequence Im
l
! I i

l
! I i

m is a homotopy fiber
sequence. In particular, Im! I i! I i

m is a homotopy fiber sequence.

(c) There are natural isomorphisms I1
2
D z.TQ.I//, and more generally, Ik

kC1
D

z.O.k/^†k oO.1/ TQ.I/^R k/.

(d) Let R!R0 be a map of commutative S –algebras. There is a natural isomor-
phism R0 ^R I i

n ' .R
0 ^R I/in .

All of these properties follow immediately from the more general results of Section 2.
For example, part (b) follows from Theorem 2.11(b) applied to the sequence of O–
bimodules

Ol
m!Ol

i !Om
i :

Our connectivity estimates of Section 2.7 give the following.

Proposition 3.5 Suppose R and O are connective. If I is .c�1/–connected, then In

is .nc�1/–connected.
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3.2 Composition properties of the filtration

Now we look at composition structure. As will be shown in the proof of the next
proposition, it is not hard to see that the operad composition

�W O ıO!O

induces maps of O–bimodules

�W O1i ıO O1j !O1ij ;

and these pairings, in turn, define natural maps

�W .Ij /i! I ij

for all I 2 AlgO.R/
c .

With a little more care, one can check the following.

Proposition 3.6 Given i < m, j < n, and ij < N � min.ij C .n � j /;mj /, the
operad structure map

�W O ıO!O

induces maps of O–bimodules

�W Om
i ıO On

j !ON
ij

making the following diagram commute:

O ıO O

�o

��

O1i ıO O1j? _oo // //

�
��

Om
i ıO On

j

�
��

O O1ij? _oo // // ON
ij

These thus induce natural maps �W .Ij
n /

i
m! I

ij
N

making the following diagram com-
mute:

I .Ij /ioo //

�
��

.I
j
n /

i
m

�
��

I I ijoo // I
ij
N

Proof We begin by observing that .O1i ıO
1
j /.s/ equals a wedge of S –modules of

the form
O.r/^O.s1/^ � � � ^O.sr /

such that s D s1C � � �C sr , r � i , and sk � j for all k .
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These conditions force s� ij , and thus the dotted arrow exists in the following diagram:

O ıO
�

// O

O1i ıO
1
j

?�

OO

�
// O1ij
?�

OO

Similarly, if ij < N � min.ij C .n� j /;mj /, then the dotted arrow exists in this
diagram:

O1i ıO
1
j

����

�
// O1ij

����

Om
i ıO

n
j

�
// ON

ij

To see this, note that a wedge summand as above maps to � under the quotient
O1i ıO

1
j � Om

i ıO
n
j (the left map of the diagram) exactly when either r � m or

sk � n for at least one k . In the first case, it follows that s �mj . In the second case,
it follows that s � .r � 1/j C n � .i � 1/j C nD ij C .n� j /. We conclude that if
N �min.ij C .n� j /;mj /, then s �N , so this summand also maps to � under the
composite O1i ıO

1
j

�
�!O1ij � ON

ij . Thus the dotted arrow in the diagram exists.

Thus, the bimodule map Om
i ıOn

j !Omin.ijC.n�j/;mj/
ij induces an O–bimodule map

Om
i ıO On

j !Omin.ijC.n�j/;mj/
ij . This follows formally from the fact that each of the

maps O - O1i � Om
i are maps of O–bimodules, combined with the evident fact

that the operad pairing O ıO!O induces a map O ıO O!O .

Addendum 3.7 The construction shows a bit more compatibility than listed above:
given i � i 0 , m�m0 , j � j 0 , n� n0 , N �N 0 , with i <m, i 0 <m0 , j < n, j 0 <m0 ,
ij <N �min.ij C .n� j /;mj /, and i 0j 0 <N 0 �min.i 0j 0C .n0� j 0/;m0j 0/, there
is a commutative diagram of O–bimodules

Om0

i0 ıO On0

j 0
// //

�
��

Om
i ıO On

j

�
��

ON 0

i0j 0
// // ON

ij

and thus a commutative diagram

.I
j 0

n0 /
i0

m0
//

�
��

.I
j
n /

i
m

�
��

I
i0j 0

N 0
// I

ij
N
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Example 3.8 For simplicity, let Di.M /DO.i/^†i oO.1/M
^R i, for M2RO.1/–mod,

and let T D TQ. With this notation, Theorem 2.18 tells us that there is an isomorphism
I i

iC1
' zDiT .I/. Then there is a commutative diagram

.I
j
jC1

/i
iC1

�
// I

ij
ijC1

zDiT .zDj T .I// // zDiDj T .I/ // zDij T .I/

where the lower left map is induced by the counit T zM !M (which one can check
is a projection onto a wedge summand), and the lower right map is induced by the
operad structure map O.i/^O.j /^i ! O.ij /. Diagrams like this suggest that our
composition structure should be useful in doing calculations in spectral sequences
associated to the augmentation ideal filtration. There are hints of how this might go in
[10, Theorem 1.6].

3.3 Application to lifting filtrations

Theorem 3.9 Let I;J 2 AlgO.R/
c , and let f W I ! J d be a morphism in AlgO.R/.

Then f induces O–algebra maps fnW I
n! J dn for all n, and the assignment sending

f to fn is both functorial and preserves weak equivalences. Furthermore, the maps fn

are compatible as n varies: for m< n, the following diagram commutes:

In

��

fn
// J dn

��

Im fm
// J dm

Proof Let fn be the composite In f n

�! .J d /n
�
�! J dn .

Definition 3.10 Say that a map f 2 ŒI;J �Alg has AQ–filtration4 at least s if f factors
in ho.AlgO.R// as the composition of s maps

I D I.0/
f .1/
���! I.1/

f .2/
���! I.2/! � � � ! I.s� 1/

f .s/
���! I.s/D J

such that TQ.f .i// is null for each i .

4The reader can decide if AQ stands for André–Quillen or Adams–Quillen.
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Theorem 3.11 Let f 2 ŒI;J �Alg have AQ–filtration at least s . Then there exists
Qf 2 ŒI;J 2s

�Alg such that

J 2s

��

I
f
//

Qf
>>

J

commutes in ho.AlgO.R//.

Proof We work in ho.AlgO.R//.

Let f D f .s/ ı � � � ıf .1/ as in Definition 3.10.

For each i between 1 and s , there is an exact sequence of pointed sets

ŒI.i � 1/; I.i/2�Alg! ŒI.i � 1/; I.i/�Alg! ŒI.i � 1/; I.i/12�Alg;

and there are identifications

ŒI.i � 1/; I.i/12�Alg ' ŒI.i � 1/; z.TQ.I.i///�Alg ' ŒTQ.I.i � 1//;TQ.I.i//�Mod:

It follows that since TQ.f .i// is null, f .i/ lifts to Qf .i/W I.i � 1/! I.i/2 . Then
Theorem 3.9 gives maps

Qf .i/2i�1 W I.i � 1/2
i�1

! I.i/2
i

:

Now let Qf be the composite of these s maps: Qf D Qf .s/2s�1 ı � � � ı Qf .1/.

The theorem, combined with Proposition 3.5, has the following corollary.

Corollary 3.12 Suppose that R and O are connective and J 2 AlgO.R/ is .c�1/–
connected. If f W I ! J has AQ–filtration s , then f�W ��.I/! ��.J / will be zero
for �< 2sc .

For more results in this spirit, see [9].

4 Deferred proofs

In this section we prove Propositions 2.6, 2.8, and 2.9 and Theorem 2.11. When RDS ,
so that our algebras just have the underlying structure of an S –module, these results
can be deduced from the second author’s work, specifically [14, Theorem 1.1]. The
case of a general R requires a suitable generalization of that result, which we state as
Theorem 4.4.
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4.1 The homotopical behavior of the composition product

Fixing a commutative S –algebra R, it is useful to generalize the context slightly.

Notation 4.1 Let P be an operad in R–mod, ie a monoid object for the monoidal
structure ıR in Sym.R/ defined just as in (1) but with ^ replaced by ^R . We then
denote by Modr

P , Modl
P , and AlgP the associated categories of left modules, right

modules, and algebras over P in Sym.R/. We endow Modl
P , and AlgP with the model

structure as in Theorem 2.2.5

Remark 4.2 As noted in Remark 2.1, there are identifications

AlgR^O ' AlgO.R/' AlgR^O.S/

and
Modl

R^O 'Modl
O.R/'Modl

R^O.S/:

By contrast, one only has a proper inclusion of categories

Modr
R^O �Modr

R^O.S/;

where Modr
R^O is the category of right R^O–modules in Sym.R/, and Modr

R^O.S/

is the category of right R^O–modules in Sym.S/.

To see the reason for this, assume for simplicity that O.1/ D S . Then if N 2

Modr
R^O.S/, N.n/ will be a right †n oR–module. But unwinding definitions reveals

that, for any N 2Modr
R^O , this †n oR–module structure on M.n/ must be one pulled

back along the canonical ring map †n oR!†n �R.

To state our main technical theorem, we need the following construction.

Definition 4.3 Suppose given a map f1W M !N in Modr
P and a map f2W A! B

in Modl
P . Let .M ıP B/_MıPA .N ıP A/ be the pushout of the diagram

M ıP A

MıPf2

��

f1ıPA
// N ıP A

M ıP B

in Sym.R/, and then define the pushout circle product of f1 and f2 , to be the natural
map

f1�ıPf2W .M ıP B/_MıPA .N ıP A/!N ıP B:

5Note that we do not need to equip Modr
P with a model structure.
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Theorem 4.4 Suppose f2W A!B is a cofibration between cofibrant objects in Modl
P .

If a f1W M !N in Modr
P is an underlying positive cofibration in Sym.R/, then so is

f1�ıPf2W .M ıP B/_MıPA .N ıP A/!N ıP B:

Furthermore, this map will be a weak equivalence if either f1 or f2 is a weak equiva-
lence.

When RD S , this theorem nearly coincides with [14, Theorem 1.1], and we defer the
proof in the general case to the Appendix. For the purpose of proving results stated in
Section 2, we will just need the following corollary.

Corollary 4.5 Let O be an operad in S–mod. Suppose f2W I ! J is a cofibration
between cofibrant objects in AlgO.R/. If a map f1W M ! N in Modr

O.S/ is an
underlying positive cofibration in Sym.S/, then

f1�ıOf2W .M ıO J /_MıOI .N ıO I/!N ıO J

will be a positive cofibration in R–mod.

Furthermore, this map will be a weak equivalence if either f1 or f2 is a weak equiva-
lence.

Proof Since the functor R ^ W Sym.S/ ! Sym.R/ sends positive cofibrations
and trivial cofibrations in Sym.S/ respectively to positive cofibrations and trivial
cofibrations in Sym.R/, the result follows immediately from Theorem 4.4 applied to
PDR^O , R^f1 and f2 . Note that the positive model structure on Sym.R/ restricts
on level 0 to the positive model structure on R–mod.

4.2 Proofs of results from Section 2

Proof of Proposition 2.6 If f1 is the map �!O , and f2W I!J is map in AlgO.R/,
then f1�ıOf2 is just the map f2W I ! J , now viewed as a map in R–mod.

If I is cofibrant in AlgO.R/, then applying Corollary 4.5 to the map f2W �! I , shows
that I will be cofibrant in R–mod.

Similarly, if f2W I ! J is a cofibration between cofibrant objects in AlgO.R/, we
learn that f2W I ! J is a cofibration in R–mod.

Proof of Proposition 2.8 For the first statement, we note that B.M;O;N / is the real-
ization of the simplicial object B�.M;O;N /, and thus will be cofibrant in Sym.S/ if
B�.M;O;N / is Reedy cofibrant in Sym.S/�

op
. That this is true, under our hypotheses

on M and N , is precisely the conclusion of [14, Theorem 1.6].
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Proving the second statement is similar: one sees that B�.M;O; I/ is Reedy cofibrant
in R–mod�

op
by noting that the proof of [14, Theorem 1.6] (and in particular that

of the auxiliary [14, Lemma 5.47]) goes through if one simply replaces the very last
application of [14, Theorem 1.1] by an application of Corollary 4.5.

Proof of Proposition 2.9 First note that by Corollary 4.5 the functor

M ıO W AlgO.R/!R–mod

sends trivial cofibrations between cofibrant algebras to weak equivalences, and hence,
by Ken Brown’s lemma [6, Corollary 7.7.2], also preserves all weak equivalences
between cofibrant algebras.

Hence, rewriting the map
B.M;O; I/!M ıO I

as
M ıO .B.O;O; I/! I/

one sees that it suffices to show that B.O;O; I/ is cofibrant in AlgO.R/.

B.O;O; I/ is the realization of the simplicial algebra B�.O;O; I/, viewed as a sim-
plicial object in R–mod. By [5, Proposition 6.11], this agrees with the realization of
B�.O;O; I/, viewed as a simplicial object in AlgO.R/. Thus it suffices to show that
B�.O;O; I/ is Reedy cofibrant in AlgO.R/

�op
.

Checking this involves showing that the latching maps for B�.O;O; I/ are cofibrations
in AlgO.R/. These depend only on B�.O;O; I/ together with its degeneracies, ie face
maps can be ignored. From this perspective

B�.O;O; I/'O ıB�.S.1/;O; I/;

where S.1/ is our notation for the unit symmetric sequence .�;S;�;�; : : :/ under ı.

Hence, letting `On and `n respectively denote the nth latching map construction on
N –graded objects with degeneracies in AlgO.R/ and R–mod, one has

`On .B�.O;O; I//'O ı `n.B�.S.1/;O; I//:

Since O ı W R–mod! AlgO.R/ is a left Quillen functor, `On .B�.O;O; I// will be
a cofibration in AlgO.R/ if `n.B�.S.1/;O; I// is a cofibration in R–mod. But the
latter map is a cofibration, since it is a special case of the latching maps shown to be
cofibrations in the proof of Proposition 2.8.
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Proof of Theorem 2.11(a) and (b) In this proof we focus on the identification
AlgO.R/' AlgR^O.S/ so as to be able to directly apply [14, Theorem 1.1].

For part (a), note first that

FR
M .I/DM ıO B.O;O; I/:

That FR
M
.I/ preserves weak equivalences in the I variable then follows from the proof

of Proposition 2.9, where it was shown both that B.O;O; I/ is a cofibrant algebra and
that M ıO preserves weak equivalences between cofibrant algebras.

To see that weak equivalences are also preserved in the M variable, one uses a similar
argument: using the identifications of Remark 4.2 to change perspective to S–mod, one
applies [14, Theorem 1.1] to any trivial cofibration f1W M !N in Modr

R^O.S/ and
the map f2 D�!B.O;O; I/. One concludes that the functor sending M to FR

M
.I/

sends trivial cofibrations to weak equivalences. One now again uses Ken Brown’s
lemma.

The intuition behind part (b) comes from the observation that (1), the formula for the
composition product X ıY of symmetric sequences, is linear in the variable X . Our
official proof goes as follows. Note that homotopy fibration sequences in AlgO.R/ are
detected by considering them as sequences in S–mod. Again using the identifications
of Remark 4.2 to change perspectives, one immediately reduces to [14, Theorem 1.8]
applied to the operad R^O in S –modules.

Appendix: Proof of Theorem 4.4

We now turn to the task of proving Theorem 4.4. If one just tries to redo all the work
in [14] with a general commutative S –algebra R replacing occurrences of S , one
finds that most of results generalize, with the key exception being the characterization
of S cofibrations in [14, Proposition 3.9], which fails for general R (and, in particular,
cofibrations in Sym.R/ can not be detected by first forgetting the †n –actions at each
level). Here we take a somewhat blended approach: we use a string of arguments from
[14] to ultimately reduce ourselves to a situation covered by [14, Theorem 1.1].

We begin by noting the following elementary lemma, a consequence of the fact that
the positive model structure on Sym.R/ is the projective structure induced from the
positive model structure on Sym.S/.

Lemma A.1 A set of generating cofibrations for Sym.R/ can be obtained by applying
R^ to a set of generating cofibrations for Sym.S/.
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Let us remind ourselves of our goal. Given f1W M ! N in Modr
P and f2W A! B

in Modl
P , we are considering the pushout corner map, in Sym.R/, of the following

commutative square:

(2)

M ıP A
MıPf2

//

f1ıPA
��

M ıP B

f1ıPB
��

N ıP A
N ıPf2

// N ıP B

By this we mean the map from the pushout of the upper left corner of the square to the
lower right term.

We wish to show that if f2 is a cofibration between cofibrant objects6 in Modl
P , then

if f1 is a positive cofibration in Sym.R/, so is the pushout corner map. Furthermore,
in this situation, if either f1 or f2 is a weak equivalence, so is the pushout corner map.

We will address this last statement at the end of the Appendix, and focus on the first
statement. For this, we try to follow the proof of [14, Theorem 1.1], which is the
case when RD S . The majority of the arguments in that proof are agnostic as to the
category or model structure used — in particular, the filtrations of [14, Proposition 5.20]
cover R–mod — with the exception of the two instances where [14, Theorems 1.2, 1.3]
are used.

As in [14], we first assume that f2 is a map between algebras, rather than more general
left P–modules. In this case, arguing as in [14, Section 5.4], one reduces to the case
where f2W A! B is the pushout of a generating cofibration. Using Lemma A.1, this
means that f2 is the lower horizontal map of a pushout in AlgP of the form

P ıR .R^X /

��

// P ıR .R^Y /

��

A
f2

// B

with X ! Y a generating positive cofibration in S–mod.

The key is now to use the infinite filtration of the horizontal maps in (2) given by [14,
Proposition 5.20]. (This key filtration is a generalization of similar filtrations appearing
in [5, Proposition 5.10] and [2, proofs of Theorems 1.4 and 12.5].) Arguing as in [14,
Section 5.4], one is reduced to studying the pushout corner maps of the following

6This is a bit redundant: if A is cofibrant, and f2 is a cofibration, then B is necessarily cofibrant.
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squares, for which we will shortly explain our notation:

(3)

MA.r/^R�†r
.R^Qr

r�1
/ //

��

MA.r/^R�†r
.R^Y ^r /

��

NA.r/^R�†r
.R^Qr

r�1
/ // NA.r/^R�†r

.R^Y ^r /

Firstly, if we view X ! Y as a functor f0! 1g! S–mod, we can smash this functor
with itself r times, obtaining a cubical diagram f0! 1g�r ! S–mod. We let Qr

r�1

denote the colimit of this cube with the terminal object 1r removed; this comes with
an evident map Qr

r�1
! Y ^r.

Secondly, as in [14, Definition 5.15], MA denotes the M ıP
�
P
`

A
�
, where the

coproduct is taken in Modl
P .

We wish to show that the pushout corner map of (3) is a positive cofibration in R–mod.
Since X ! Y is a positive cofibration in S–mod, [14, Theorem 1.2] tells us that
Qr

r�1
! Y ^r is appropriately cofibrant in the category of S –modules with a †r

action.

If the map MA!NA were a generating positive cofibration in Sym.R/, one would be
able to pull a R^ .�/ factor out of the pushout corner map (by Lemma A.1), reducing
to the S case, which in turn follows by applying [14, Theorems 1.2, 1.3] as in the
proof of [14, Theorem 1.1].

Hence, by standard arguments, it suffices to show that MA!NA is a positive cofibra-
tion in Sym.R/. This would follow from the special case of our theorem when f2 has
the form i W P! P

`
A, which would say that the pushout corner map of the middle

square of the diagram

(4)

M

f1

��

M ıP P
MıP i

//

f1ıPP
��

M ıP
�
P
`

A
�

f1ıP.P
`

A/

��

MA

��

N N ıP P
N ıP i

// N ıP
�
P
`

A
�

NA

is a positive cofibration in Sym.R/.

Now we use our assumption that A is cofibrant in AlgP , and basically proceed as
before. The map i can be assumed to be an infinite composition of maps of the form
P
`

Aˇ
P
`

iˇ
����! P

`
AˇC1 , where iˇ is the lower horizontal map of a pushout in AlgP
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of the form
P ıR .R^Xˇ/

��

// P ıR .R^Yˇ/

��

Aˇ // AˇC1

with Xˇ! Yˇ a generating positive cofibration in S–mod.

It suffices to show by induction on ˇ that NAˇ

`
MAˇ

MAˇC1
!NAˇC1

is a positive
cofibration. Note that the induction hypothesis then implies MAˇ

!NAˇ
is a positive

cofibration.

After a filtration argument as before, one is left needing to show that the pushout corner
map in

M.P
`

Aˇ/.r/ L̂ R�†r
.R^Qr

r�1
/ //

��

M.P
`

Aˇ/.r/ L̂ R�†r
.R^Y L̂ r

ˇ
/

��

N.P
`

Aˇ/.r/ L̂ R�†r
.R^Qr

r�1
/ // N.P

`
Aˇ/.r/ L̂ R�†r

.R^Y L̂ r
ˇ
/

is a positive cofibration in Sym.R/, where L̂ denotes the smash product in Sym.R/.

Using the obvious analogue of Lemma A.1 for R bisymmetric sequences and [14,
Propositions 5.43, 5.44] (the analogues of [14, Theorems 1.2, 1.3] for Sym.S/) just
as in the argument following (3), one further reduces to just needing to show that
MP

`
Aˇ
!NP

`
Aˇ

is a positive cofibration in biSym.R/, the category of bisymmetric
sequences of R–modules. (The notion of cofibration is defined by analogy with
Sym.R/.) But since [14, Proposition 5.19] identifies the .r; s/ level of this map with
MAˇ

.r C s/!NAˇ
.r C s/, the result follows by our induction hypothesis.

To deal with the case of f2 a general map of left modules one repeats the argument in
the last paragraph of the proof of [14, Theorem 1.1].

Finally, the case where either f1 or f2 are additionally weak equivalences follows by
using the identifications of Remark 4.2 to reduce the question to the S–mod level and
then applying the monomorphism part of [14, Theorem 1.1].
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Odd primary homotopy types of SU.n/–gauge groups

STEPHEN THERIAULT

Let Gk.SU.n// be the gauge group of the principal SU.n/–bundle with second Chern
class k . If p is an odd prime and n� .p�1/2C1 , we classify the p–local homotopy
types of Gk.SU.n// .

55P15; 54C35

1 Introduction

Let G be a topological group, B be a space and P ! B be a principal G–bundle
over B . The gauge group G.P / is the group of G–equivariant automorphisms of P

that fix B . Crabb and Sutherland [2] showed that, even though there may be infinitely
many inequivalent principal G –bundles over B , their gauge groups have only finitely
many distinct homotopy types. However, their argument did not give an explicit
enumeration of the homotopy types. Using different methods, Kono [14] gave an
explicit enumeration in the case of gauge groups of principal SU.2/–bundles over S4 .
He then asked whether this can be done more generally.

Since then there has been considerable effort to classify the homotopy types of gauge
groups in specific cases. Let G be a simply connected, simple compact Lie group
and let BG be its classifying space. The number of equivalence classes of principal
G –bundles over S4 is in one-to-one correspondence with homotopy classes of maps
ŒS4;BG�ŠZ, and the correspondence in the case of G D SU.n/ is given by the value
of the second Chern class. Let Pk ! S4 be the principal G–bundle corresponding
to k 2 Z and let Gk.G/ be its gauge group. For integers a and b , let .a; b/ be their
greatest common divisor. Then:

� Gk.SU.2//' Gk0.SU.2// if and only if .12; k/D .12; k 0/ (Kono [14]);

� Gk.SU.3// ' Gk0.SU.3// if and only if .24; k/ D .24; k 0/ (Hamanaka and
Kono [6]);

� Gk.Sp.2//'.p/ Gk0.Sp.2// if and only if .40; k/D .40; k 0/ (Theriault [21]);

� Gk.SU.5//'.p/ Gk0.SU.5// if and only if .120; k/D .120; k 0/ (Theriault [23]);
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1132 Stephen Theriault

where the homotopy equivalence in the third and fourth cases is p–local for any
prime p or rational (using p D 0 to indicate rational localization). Bounds, but not
a classification, were obtained in the case of Gk.G2/ in Kishimoto, Theriault and
Tsutaya [13], and classifications involving spheres of different dimensions or non-
simply connected Lie groups can be found in Hamanaka and Kono [7], Kamiyama,
Kishimoto, Kono and Tsukuda [10] and Kishimoto, Kono and Tsutaya [12]. In all cases
the fixed number in the greatest common divisor is the order of the Samelson product
S3^G

hi;1i
���!G , where i is the inclusion of the bottom cell and 1 is the identity map

on G .

Here we consider Gk.SU.n// for all n. There is a canonical map jnW †CPn�1
!SU.n/

that induces a projection onto the generating set in cohomology. In what follows, while
spaces will be localized at a prime p , it is more illuminating to write the order of a
map as an integer m rather than the p–component of m. We prove the following:

Theorem 1.1 Localize at an odd prime p . Then:

(a) If n � 2, the composite S3 ^†CPn�1 1^jn
���! S3 ^ SU.n/ hi;1i���! SU.n/ has

order at most n.n2� 1/.

(b) If n� .p�1/2C1, the composite S3^†CPn�1 1^jn
���!S3^SU.n/ hi;1i���!SU.n/

has order exactly n.n2� 1/.

(c) If n� .p� 1/2C 1, the map S3 ^SU.n/ hi;1i���!SU.n/ has order n.n2� 1/.

(d) If n� .p� 1/2C 1, there is a homotopy equivalence Gk.SU.n//' Gk0.SU.n//
if and only if .n.n2� 1/; k/D .n.n2� 1/; k 0/.

Theorem 1.1(d) significantly improves on the known classifications of the homotopy
types of gauge groups. It is the first general result; all the previous results held for
specific Lie groups G and involved proofs that used particular properties of that Lie
group. It recovers the known odd primary information for SU.2/, SU.3/ and SU.5/
and gives exact information in a large range of previously unknown cases. For example,
Gk.SU.4//'.p/ Gk0.SU.4// at odd primes if and only if .60; k/D .60; k 0/.

Hamanaka and Kono [6], refining a result of Sutherland [19], showed that for any n� 2

the (integral) order of hi; 1i is at least n.n2 � 1/ by considering certain homotopy
sets ŒX;SU.n/� where X is a sphere or a suspension of CP2 . Theorem 1.1(a)–(b)
are much stronger reformulations of their result at odd primes. We obtain part (a) by
closely examining a map constructed by Toda [24] to give a topological proof of Bott
periodicity. The restriction to n� .p� 1/2C 1 in parts (b) and (c) arises from the fact
that for these n the space †CPn�1 “generates” SU.n/ in a sense that will be made
precise in Section 5. Part (d) follows as a consequence of part (c) and other general
results, to be discussed in Section 6.
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2 Gauge groups and function spaces

In this section we discuss some general results that translate the study of gauge groups
into that of function spaces, which is more suited to topological methods. This holds
for any simply connected, simple compact Lie group G , so it is stated that way. Since
ŒS4;BG� Š Z, principal G–bundles over S4 are classified by their second Chern
class, which can take any integer value. Let Pk ! S4 be the principal G–bundle
corresponding to k 2 Z, and let Gk.G/ be its gauge group. As this is a group it has a
classifying space BGk.G/.

Let Map.S4;BG/ and Map�.S4;BG/ respectively be the spaces of freely continuous
and pointed continuous maps between S4 and BG . The components of each space
are in one-to-one correspondence with the integers, where the integer is determined
by the degree of a map S4! BG . By [3] or [1], there is a homotopy equivalence
BGk.G/ 'Mapk.S

4;BG/ between BGk.G/ and the component of Map.S4;BG/

consisting of maps of degree k . Evaluating a map at the basepoint of S4 , we obtain a
map evW BGk.G/

ev
�!BG whose fibre is homotopy equivalent to Map�

k
.S4;BG/. It is

well known that each component of Map�.S4;BG/ is homotopy equivalent to �3
0
G ,

the component of �3G containing the basepoint. Putting all this together, for each
k 2 Z there is a homotopy fibration sequence

(1) G
@k
�!�3

0G! BGk.G/
ev
�!BG;

where @k is the fibration connecting map. In particular, the gauge group Gk.G/ is the
homotopy fibre of @k , and it is by understanding the map @k that information will be
deduced about Gk.G/.

Note that, while the components of Map�.S4;BG/ are all homotopy equivalent, the
same need not be true for the components of Map.S4;BG/. For example, in [25; 26]
it was shown that there is a homotopy equivalence

Mapk.S
4;BSU.2//'Mapk0.S

4;BSU.2//

if and only if k D ˙k 0 . However, many components become homotopy equivalent
after looping. In the SU.2/ example, Kono [14] showed that �Mapk.S

4;BSU.2//'
�Mapk0.S

4;BSU.2// (ie Gk.SU.2//' Gk0.SU.2//) if and only if .12; k/D .12; k 0/.
This example also shows that Theorem 1.1(d) likely cannot be upgraded to a statement
about the classifying spaces of the relevant gauge groups.

Algebraic & Geometric Topology, Volume 17 (2017)
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The triple adjoint of @k was described in [15, Theorem 2.7]. More precisely, the
homotopy class of a homotopy fibration connecting map is determined only up to
self-homotopy equivalences of its domain and range; in [15, Theorem 2.7] it was shown
that choices of self-homotopy equivalences could be made which allow for the triple
adjoint of @k to be described in terms of Samelson products. In fact, in [15] a four-fold
adjoint is taken using the fact that G '�BG , and this four-fold adjoint is described
in terms of Whitehead products. We choose for ease of presentation to use only a
three-fold adjoint, which is described in terms of a Samelson product.

Let i W S3!G be the inclusion of the bottom cell and let 1W G!G be the identity
map. In general, for an H –space Y , let kW Y ! Y be the k th –power map.

Lemma 2.1 The triple adjoint of the map G
@k
�!�3

0
G is homotopic to the Samelson

product S3 ^G
hkıi;1i
���!G .

The linearity of the Samelson product implies that hk ıi; 1i' k ıhi; 1i. Taking adjoints
therefore implies the following:

Corollary 2.2 There is a homotopy @k ' k ı @1 .

In what follows we will prove results about the order of @1 by proving them about the
order of hi; 1i.

3 Properties of Toda’s map

Take cohomology with Z–coefficients. Recall that H�.CP1/ Š ZŒx�, where x

has degree 2. Write �xi for the image of xi under the suspension isomorphism
H 2i.CP1/ Š�!H 2iC1.†CP1/. In his topological proof of Bott periodicity, Toda [24]
constructed a map

f W †3CP1!†CP1

with the property that f �.�xm/ D m�3xm�1 for m � 2. Composing, we obtain a
composite

gW †5CP1 †2f
���!†3CP1 f

�!†CP1

with the property that g�.�xm/Dm.m� 1/�5xm�2 for m� 3.

Let
g2nC1W †

5CPn�2
!†CPn

Algebraic & Geometric Topology, Volume 17 (2017)
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be the restriction of g to .2nC1/–skeletons. Then skeletal inclusions give a commuta-
tive square:

†5CPn�3 g2n�1
//

��

†CPn�1

��

†5CPn�1
g2nC3

// †CPnC1

Let X nC1 DCPnC1=CPn�1 be the stunted complex projective space. The commuta-
tivity of the preceding square implies that there is a homotopy cofibration diagram

(2)

†5CPn�3 g2n�1
//

��

†CPn�1

��

†5CPn�1
g2nC3

//

��

†CPnC1

��

†5X n�1
xg2nC3

//

��

†X nC1

��

†6CPn�3 †g2n�1
// †2CPn�1

for some map xg2nC3 .

We describe some properties of X nC1 and xg2nC3 . The quotient map CPnC1
!X nC1D

CPnC1=CPn�1 induces a map H�.X nC1/!H�.CPnC1/. A straightforward long ex-
act sequence argument immediately shows that H�.X nC1/ŠZfyn;ynC1g, where yn

and ynC1 are the images of xn and xnC1 , respectively. The homotopy commutativity
of the middle square in (2) and the description of g� immediately imply the following:

Lemma 3.1 We have:

(a) .xg2nC3/
�.�yn/D n.n� 1/�5yn�2 .

(b) .xg2nC3/
�.�ynC1/D .nC 1/n �5yn�1 .

It is useful to identify the homotopy type of X nC1 . Observe that X nC1 has a CW–
structure consisting of two cells, one each in dimensions 2n and 2nC2. The structure
of the Steenrod algebra on CPnC1 (see [27, Chapter VIII, Theorem 9.2], for example)
implies that there is a Sq2 connecting the two generators in H�.X nC1IZ=2Z/ if and
only if n is odd. Also, Sq2 detects the stable generator �m of �mC1.S

m/Š Z=2Z
(see [27, Chapter VIII, Corollary 8.8], for example). As the cofibre of �m is †m�2CP2 ,
we obtain the following:

Algebraic & Geometric Topology, Volume 17 (2017)
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Lemma 3.2 We have:

(a) If n is odd then X nC1 '†2n�2CP2 .

(b) If n is even then X nC1 ' S2n _S2nC2 .

At this point we localize at an odd prime p ; the explanation as to why this is done will
be deferred to Remark 4.5. At odd primes, the map �m generating the stable group
�mC1.S

m/Š Z=2Z is null homotopic. Thus †m�2CP2
' Sm _SmC2 for m � 3.

Consequently, Lemma 3.2 implies the following:

Corollary 3.3 Localize at an odd prime p . Then X nC1 ' S2n _S2nC2 .

By Corollary 3.3, the map †5X n�1 xg2nC3
���!†X nC1 is a self-map of S2nC1 _S2nC3 .

This lets us determine the homotopy class of xg2nC3 . In general, suppose that there is a
map hW Sm _SmC2! Sm _SmC2 , where m� 3. Let h1 and h2 be the restrictions
of h to Sm and SmC2 , respectively. The map h1W S

m! Sm _SmC2 is determined
by pinching to Sm and SmC2 . The pinch map to Sm is a map of some degree,
say d1 , and the pinch to SmC2 is null homotopic for dimensional reasons. Thus h1 '

d1C�. Since m� 2, the Hilton–Milnor theorem implies that �mC2.S
m _SmC2/Š

�mC2.S
m/˚ �mC2.S

mC2/. Therefore, the map h2W S
mC2 ! Sm _SmC2 is also

determined by pinching it to Sm and SmC2 . The pinch map to Sm is an element of
�mC2.S

m/Š 0 (at odd primes) and the pinch map to SmC2 is a map of some degree,
say d2 . Therefore h2 ' �C d2 . Thus h' d1 _ d2 . In particular, the homotopy class
of h is determined by the map it induces in cohomology. Hence, from Lemma 3.1 we
immediately obtain the following:

Lemma 3.4 Localize at an odd prime p . The map †5X n�1 xg2nC3
���!†X nC1 is homo-

topic to the wedge of degree maps d1 _ d2 , where d1 D n.n� 1/ and d2 D .nC 1/n.

4 An upper bound for the order of @1 in the unitary case

We wish to estimate the order of the map SU.n/ @1
�!�3

0
SU.n/. By Lemma 2.1, it is

equivalent to calculate the order of the Samelson product S3 ^SU.n/ hi;1i���! SU.n/.
Let SU.1/ be the infinite special unitary group and let t be the standard inclusion
t W SU.n/! SU.1/. There is a homotopy fibration sequence

�.SU.1/=SU.n//! SU.n/ t
�! SU.1/! SU.1/=SU.n/:

Since t is a group homomorphism, it is an H –map, and so it commutes with Samelson
products. That is, t ı hi; 1i ' ht ı i; ti. Since SU.1/ is an infinite loop space, it is
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homotopy commutative. Therefore the Samelson product ht ı i; ti is null homotopic,
implying that there is a lift

�.SU.1/=SU.n//

��

S3 ^SU.n/
hi;1i

//

�
66

SU.n/

for some map �.

There is a canonical map
jnW †CPn�1

! SU.n/;

which induces an epimorphism in cohomology (see [27, Chapter VII, Section 4.6], for
example). Let

qnW CPn�1
!X n�1

DCPn�1=CPn�3

be the quotient map. Observe that �.SU.1/=SU.n// is .2n�1/–connected. Therefore,
the restriction of the composite S3^†CPn�1 1^jn

���!S3^SU.n/ �
�!�.SU.1/=SU.n//

to S3^†CPn�3 is null homotopic. This implies that there is a homotopy commutative
diagram

(3)

S3 ^†X n�1 �
// �.SU.1/=SU.n//

��

S3 ^†CPn�1 1^jn
//

†4qn

77

S3 ^SU.n/
hi;1i

//

�
66

SU.n/

for some map � . Hamanaka and Kono [5, Proposition 5.2] showed that � can be
chosen so that �� ı .1^jn/� is a degree 1 isomorphism in dimensions 2n and 2nC2.
The homotopy commutativity of the left square in (3) therefore implies that �� is a
degree 1 isomorphism in dimensions 2n and 2nC 2.

Let Y be the .2nC2/–skeleton of �.SU.1/=SU.n// and let x�W †4X n�1! Y be the
factorization of � through the .2nC2/–skeleton. An integral homology Serre spectral
sequence calculation for the homotopy fibration �SU.1/!�.SU.1/=SU.n//!
SU.n/ immediately shows that Y can be given a CW–structure with two cells, one
each in dimensions 2n and 2nC 2. Localized at an odd prime this implies that Y '

S2n_S2nC2 . Thus x� is a self-map of S2n_S2nC2 , so arguing as for Lemma 3.4 shows
that x� is homotopic to a wedge of degree maps. Since �� is a degree 1 isomorphism
in dimensions 2n and 2nC 2. Hence, including Y into �.SU.1/=SU.n// we obtain
the following:

Lemma 4.1 The map †4X n�1 �
�!�.SU.1/=SU.n// induces a degree 1 isomor-

phism in cohomology in dimensions 2n and 2nC 2.
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We now assemble several pieces of information, aimed at establishing the homotopy
commutativity of (10). The naturality of the Samelson product implies that the compos-
ite S3 ^†CPn�1 1^jn

���! S3 ^SU.n/ hi;1i���! SU.n/ is the Samelson product hi; jni.
Notice that the map �.SU.1/=SU.n//! SU.n/ is a loop map. So we can take the
adjoint of diagram (3) to obtain a homotopy commutative diagram

(4)

†5X n�1 z�
// SU.1/=SU.n/

��

†5CPn�1
ehi;jni

//

†5qn

OO

BSU.n/

where Ahi; jni and z� are the adjoints of hi; jni and � , respectively.

On the other hand, by Corollary 3.3, †5X n�1 '†X nC1 ' S2nC1 _S2nC3 and, by
Lemma 4.1, z� induces a degree 1 isomorphism in cohomology in dimensions 2nC 1

and 2nC 3. So we may choose a homotopy equivalence †5X n�1 '†X nC1 so that
there is a homotopy commutative diagram

(5)

†5CPn�1 // †5X n�1

'

��

z�

''

†X nC1 �
// SU.1/=SU.n/

where � is the inclusion.

Next, the map †CPn�1 jn
�! SU.n/ is natural with respect to the usual inclusion of

SU.n/ into SU.nC1/. Let j be the composite †CPnC1 jnC2
���!SU.nC 2/! SU.1/.

Consider the diagram:

†CPn�1 //

jn

��

†CPnC1
†qnC2

//

j

��

†X nC1 //

a

��

†2CPn�1

b
��

SU.n/ // SU.1/ // SU.1/=SU.n/ // BSU.n/

The left square commutes by the naturality of jn . As the top row is a homotopy
cofibration and the bottom row is a homotopy fibration, the homotopy commutativity
of the left square induces the middle square and right square for some maps a and b . It
is standard that the CW–structure of SU.1/=SU.n/ is taken so that a is the inclusion
of the .2nC3/–skeleton. The Peterson–Stein formulas (see [8, Formula 3.4.2]) imply
that the map b may be taken to be the adjoint Qjn of jn . Therefore, reorienting the
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right square in the previous diagram, we obtain a homotopy commutative square:

(6)

†X nC1 a
//

��

SU.1/=SU.n/

��

†2CPn�1
Qjn

// BSU.n/

The last preparatory step is to manipulate degree maps on †5CPn�1 . By [17], there is
a p–local homotopy equivalence

†CPn�1
'

p�1_
iD1

Ai ;

where H�.Ai IZ=pZ/ consists of those elements in H�.†CPn�1
IZ=pZ/ that are

in degrees of the form 2i C 2.p� 1/kC 1 for some k � 0. Select indices i0 and i1
such that 2i0C2.p�1/k0C1D 2n�3 and 2i1C2.p�1/k1C1D 2n�1 for some
integers k0 and k1 . Then Ai0

and Ai1
inherit the mod-p cohomology generators of

†CPn�1 in degrees 2n� 3 and 2n� 1, respectively. For dimension and connectivity
reasons, there is a homotopy commutative diagram

(7)

†CPn�1 †qn
//

'

��

†X n�1

'

��Wp�1
iD1

Ai
Q

// Ai0
_Ai1

qi0
_qi1

// S2n�3 _S2n�1

where Q is the pinch map onto the two designated summands and qi0
and qi1

are the
pinch maps onto the top cells of Ai0

and Ai1
, respectively. Let x
 be the composite

x
 W †5CPn�1 '
�!

p�1_
iD1

†4Ai
†4Q
���!†4Ai0

_†4Ai1

d1_d2
���!†4Ai0

_†4Ai1

,!

p�1_
iD1

†4Ai
'
�!†5CPn�1;

where d1 D n.n�1/ and d2 D .nC1/n are the degree maps. Notice that all the maps
in the composite defining x
 are suspensions and so they commute with degree maps.
Therefore, the definition of x
 and (7) imply that there is a homotopy commutative
diagram:

Algebraic & Geometric Topology, Volume 17 (2017)



1140 Stephen Theriault

(8)

†5CPn�1 x

//

†5qn
��

†5CPn�1

†5qn
��

†5Xn�1

'

��

†5Xn�1

'

��

S2nC1 _S2nC3 d1_d2
// S2nC1 _S2nC3

It is also useful at this point to define the map 
 by the composite


 W †5CPn�1 '
�!

p�1_
iD1

†4Ai
†4Q
���!†4Ai0

_†4Ai1

d_d
���!†4Ai0

_†4Ai1

,!

p�1_
iD1

†4Ai
'
�!†5CPn�1;

where d D n.n2 � 1/. As before, the definition of 
 and (7) imply that there is a
homotopy commutative diagram:

(9)

†5CPn�1 

//

†5qn
��

†5CPn�1

†5qn
��

†5Xn�1
d
// †5Xn�1

Now we put things together. Consider the diagram:

(10)

†5CPn�1 x

//

†5qn

��

†5CPn�1

†5qn
��

†5X n�1

'

��

z�

((

†5X n�1
xg2nC3

//

��

†X nC1 a
//

��

SU.1/=SU.n/

��

†6CPn�3 †g2n�1
// †2CPn�1

Qjn
// BSU.n/

The upper left rectangle homotopy commutes by (8) and the description of xg2nC3

in Lemma 3.4; the upper right triangle homotopy commutes by (5); the lower left
square homotopy commutes by (2); and the lower right square homotopy commutes
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by (6). Thus the entire diagram homotopy commutes. In the upper direction around
the diagram, by (4) the composite

†5CPn�1 †5qn
���!†5X n�1 z�

�! SU.1/=SU.n/! BSU.n/

is homotopic to Ahi; jni , so the upper direction around the diagram is homotopic to
Ahi; jni ı x
 . On the other hand, in the lower direction around the diagram the left column

is null homotopic since it is two consecutive maps in a homotopy cofibration. Therefore
Ahi; jni ı x
 is null homotopic.

Lemma 4.2 Localize at an odd prime p . The map †5CPn�1 ehi;jni
���!BSU.n/ has

order dividing n.n2� 1/.

Proof We wish to show that the composite †5CPn�1 d
�!†5CPn�1 ehi;jni

���!BSU.n/
is null homotopic, where d D n.n2 � 1/. For convenience, label the map from
SU.1/=SU.n/ to BSU.n/ by ı . Consider the string of homotopies

Ahi; jni ı d ' ı ı z� ı†5qn ı d ' ı ı z� ı d ı†5qn ' ı ı z� ı†
5qn ı 
 ' Ahi; jni ı 
:

From left to right, the first homotopy holds by (4), the second holds since maps which
are suspensions commute with degree maps, the third holds by (9), and the fourth holds
by (4). Observe that, by its definition, 
 factors through x
 . Therefore, as Ahi; jni ı x
 is
null homotopic, so is Ahi; jni ı 
 . Hence Ahi; jni ı d is null homotopic, as asserted.

Recall that, by definition, Ahi; jni is the adjoint of the Samelson product hi; jni, which is
homotopic to the composite S3 ^†CPn�1 1^jn

���!S3 ^SU.n/ hi;1i���!SU.n/. Therefore
Lemma 4.2 immediately implies the following:

Corollary 4.3 Localize at an odd prime p . The composite S3 ^†CPn�1 1^jn
���!

S3 ^SU.n/ hi;1i���!SU.n/ has order at most n.n2� 1/.

Also, the map hi; 1i is the triple adjoint of the map SU.n/ @1
�!�3

0
SU.n/. Therefore,

Corollary 4.3 implies the following:

Proposition 4.4 Localize at an odd prime p . The composite †CPn�1 jn
�!SU.n/ @1

�!

�3
0
SU.n/ has order at most n.n2� 1/.

Remark 4.5 It is unclear whether an analogue of Proposition 4.4 holds at the prime 2.
At odd p the splitting †CPn�1

'
Wp�1

iD1
Ai lets us work with the two different degree

maps d1 D n.n� 1/ and d2 D .nC 1/n on S2nC1 and S2nC3 separately. However,
at 2 there is no such splitting of †CPn�1 , so it is unclear how a map x
 can be defined
so as to obtain a diagram as in (8).
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5 Retractile Lie groups and an upper bound for the order
of @1

This section is aimed at proving parts (b) and (c) of Theorem 1.1. To do so we consider
those n for which SU.n/ has the special property of being retractile (a term defined
in a moment). The results in this section hold in more generality than just the SU.n/
case, so they are stated this way. Throughout this section spaces and maps have been
localized at an odd prime p and homology is taken with mod-p coefficients.

Definition 5.1 An H –space B is retractile if there is a space A and a map i W A!B

with the following properties:

(i) There is an algebra isomorphism H�.B/Šƒ. zH�.A//.

(ii) i� is the inclusion of the generating set in homology.

(iii) The map †A
†i
�!†B has a left homotopy inverse.

Many simply connected, simple compact Lie groups are retractile. In [20] it was shown
that the retractile cases are:

SU.n/; n� .p� 1/2C 1I G2;F4;E6; p � 3I

Sp.n/; 2n� .p� 1/2C 1I E7; p � 5I

Spin.2nC 1/; 2n� .p� 1/2C 1I E8; p � 7I

Spin.2n/; 2.n� 1/� .p� 1/2C 1I

further, in each of these cases the space A is a co-H –space.

Let G be a simply connected, simple compact Lie group which is retractile. Recall the
map G

@1
�!�3

0
G from Section 2. Define the map x@1 by the composite

x@1W A
i
�!G

@1
�!�3

0G:

We will prove the following, which relates the order of @1 to that of x@1 :

Proposition 5.2 Let G be a retractile, simply connected, simple compact Lie group.
If pr ı x@1 is null homotopic then so is pr ı @1 .

Proposition 5.2 is very useful, in practise it tends to be much easier to prove facts
about x@1 rather than @1 . The proposition says that this is good enough. Granting
Proposition 5.2, we obtain the following corollary, which lets us go on to prove
Theorem 1.1(a)–(c).
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Corollary 5.3 Let G be a retractile simply connected, simple compact Lie group.
Then @1 has order pr if and only if x@1 has order pr .

Proof If @1 has order pr then, as x@1 factors through @1 , the order of x@1 is at most pr .
Conversely, if x@1 has order pr then by Proposition 5.2 @1 has order at most pr . Hence,
if a and b are the orders of @1 and x@1 , respectively, then a � b � a, implying that
aD b .

Proof of Theorem 1.1(a)–(c) Part (a) is the statement of Corollary 4.3. For part (c),
SU.n/ is retractile if n� .p�1/2C1, and in this case the space A is †CPn�1 and the
map i is the map †CPn�1 jn

�!SU.n/. Therefore the composite †CPn�1 jn
�!SU.n/ @1

�!

�3
0
SU.3/ is x@1 . Let pr be the p–component of n.n2�1/. By Proposition 4.4, pr ıx@1

is null homotopic, so Proposition 5.2 implies that pr ı @1 is null homotopic. By [6,
Theorem 2.4 and Lemma 2.5], @1 has order at least pr . Therefore the order of @1

equals pr . This proves part (c), and part (b) now follows by Corollary 5.3.

It remains to prove Proposition 5.2. To do so we describe a homotopy decomposition
of †G which is designed to behave well with respect to pr ı @1 . In [4] it was shown
that if G is retractile then †G '†A_C , where C can be chosen so that it factors
through the Hopf construction on G . We need a refinement of this, so the construction
will be described in more detail.

In general, let X and Y be path-connected, pointed spaces and let I be the unit
interval. The reduced join of X and Y is the quotient space X �Y D .X �Y � I/=�,
where .x;y; 0/ � .x;y0; 0/, .x;y; 1/ � .x0;y; 1/ and .�;�; t/ � .�;�; 0/ for all
x , x0 2X , y , y0 2 Y and t 2 I . The reduced suspension †.X �Y / is also a quotient
of X �Y � I , given by †.X �Y /D .X �Y � I/=�0 , where .x;y; 0/�0 .x0;y0; 0/,
.x;y; 1/�0 .x0;y0; 1/ and .�;�; t/�0 .�;�; 0/. The relations imply that the quotient
map from X � Y � I to †.X � Y / factors through X � Y . Thus there is a map
X �Y !†.X �Y /. Note that this map is natural in both variables. Note also that the
composites X �Y !†.X �Y /

†�1
���!†X and X �Y !†.X �Y /

†�2
���!†Y are

null homotopic, where �1 and �2 are the projections onto the first and second factors,
respectively. There is also a natural homotopy equivalence †X ^Y 'X �Y (see [18,
Proposition 7.7.1], for example), so we obtain a natural map

(11) †X ^Y !†.X �Y /;

which composes trivially with †�1 and †�2 . Iterating, if X1; : : : ;Xk are path-
connected, pointed spaces then there is a map

(12) †X1 ^ � � � ^Xk !†.X1 � � � � �Xk/
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which is natural in all k variables. In particular, if X�k is the Cartesian product of k

copies of X with itself and X^k is the k –fold smash product of X with itself, then
there is a natural map †X^k !†X�k .

Suppose now that X is an H –space with multiplication �W X �X !X . Let �� be
the composite

��W †X ^X !†.X �X /
†�
�!†X :

This composite is known as the Hopf construction on X . In particular, if G is
a simply connected, simple compact Lie group then there is a Hopf construction
†G ^G

��
�!†G .

Now we bring in the space A. As G is homotopy associative, the James construction [9]
implies that the map A i

�!G extends to an H –map j W �†A! G . By the Bott–
Samelson theorem, there is an algebra isomorphism H�.�†A/Š T . zH�.A//, where
T . � / is the free tensor algebra functor. Since G is retractile, there is an algebra
isomorphism H�.G/Šƒ. zH�.A//; observe also that ƒ. zH�.A//Š S. zH�.A//, where
S. � / is the free symmetric algebra functor. Since j is an H –map, j� is an algebra map
and so is determined by its restriction to the generating set zH�.A/ of T . zH�.A//. Since
j is an extension of i and i� is the inclusion of the generating set into ƒ. zH�.A//Š
S. zH�.A//, the map j� is therefore the abelianization of the tensor algebra. Let m

be the number of generators in zH�.A/. For 1 � k � m, let Mk be the submodule
of H�.G/Šƒ. zH�.A// consisting of monomials of length k . Observe that there is a
module isomorphism H�.G/Š

Lm
kD1 Mk .

Let EW A!�†A be the suspension map. Let Ek be the composite

Ek W A
�k E�k

�! .�†A/�k
!�†A;

where the left map is the iterated loop space multiplication. In [4] it was shown
that if 1 � k � m then there is a retract Sk.A/ of †A^k such that S1.A/ D †A,
H�.Sk.A//Š†Mk and the composite

�k W Sk.A/!†A^k
!†A�k †Ek

���!†�†A
†j
�!†G

induces an isomorphism onto the submodule †Mk of H�.†G/. Taking the wedge
sum over 1� k �m gives a map

�W

m_
kD1

Sk.A/!†G

which induces an isomorphism in homology and so is a homotopy equivalence. Notice
that, when kD1, we have S1.A/D†A and �1'†i . Thus if we let C D

Wm
kD2 Sk.A/
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then there is a homotopy equivalence

†A_C
�
�!†B;

where � restricted to †A is �1 '†i . The refinement on � we need is to show that
its restriction to C factors not just through the Hopf construction †G ^G

��
�!†G , as

stated in [4], but through the composite

x��W †G ^A
†1^i
���!†G ^G

��
�!†G:

Lemma 5.4 The restriction of the homotopy equivalence †A_C
�
�!G to C factors

through x�� .

Proof Consider the diagram

(13)

Sk.A/ // †A^k †E^k
//

��

†.�†A/^k †j^k

//

��

†G^k

��

†A�k †E�k
//

†Ek &&

†.�†A/�k †j�k

//

†�k

��

†G�k

†�k

��

†�†A
†j

// †G

where �k is the iterated multiplication on �†A and G (both of which are homotopy
associative, so the order in which the multiplication is taken is irrelevant). The two
upper squares homotopy commute by the naturality of (12), the left lower triangle
homotopy commutes by the definition of Ek , and the lower right square homotopy
commutes since j is an H –map. By the definition of �k , the lower direction around
the diagram is †�k . On the other hand, since j ıE ' i , if k � 2 then the upper
direction around the diagram can be rewritten as the composite

Sk.A/!†A^k i^.k�1/^1
�����!†G^.k�1/

^A!†G�.k�1/
^A

†�k�1^1
�����!†G ^A

†1^i
���!†G ^G

��
�!†G:

Notice that the last two maps in this composite define x�� , so the homotopy commuta-
tivity of (13) shows that �k factors through x�� .

Now we relate the homotopy equivalence for †G to the order of the boundary map
G

@1
�!�3

0
G . In general, if �B

@
�!F ! E! B is a homotopy fibration sequence

then there is a homotopy action

� W �B �F ! F
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such that the restriction of � to �B is @, the restriction of � to F is the identity map,
and there is a homotopy commutative diagram:

(14)
�B ��B

�
//

1�@
��

�B

@
��

�B �F
�
// F

In our case, since G
@1
�!�3

0
G is a homotopy fibration connecting map there is a

homotopy action � W G ��3
0
G!�3

0
G .

Let evW †�3
0
G!�2G be the canonical evaluation map. For an H –space X , recall

that pr W X !X is the pr –power map. For a co-H –space Y , let pr W Y ! Y be the
map of degree pr . Recall that x@1 is the composite

x@1W A
i
�!G

@1
�!�3

0G:

Let
�C W C !†G

be the restriction of the homotopy equivalence †A_C
�
�!†G to C .

Lemma 5.5 Let G be a retractile, simply connected, simple compact Lie group.
Suppose that pr ı x@1 is null homotopic. Then for 2� k �m the composite

C
�C
�!†G

†@1
���!†�3

0G
ev
�!�2G

pr

�!�2G

is null homotopic.

Proof Consider the diagram

G �A
�1

//

1�pr

��

G

i1

��

G �A

1�i

��

G �G
1�@1

//

�

��

G ��3
0
G

�
��

G
@1

// �3
0
G

where �1 is the projection onto the first factor and i1 is the inclusion of the first
factor. Since x@1D @1 ı i , the hypothesis that pr ıx@1 is null homotopic implies that the
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upper rectangle homotopy commutes. The lower square homotopy commutes by (14).
Suspending and using the naturality of (11) and the definition of x�� , we obtain a
homotopy commutative diagram:

†G ^A //

†.1^pr /

��

†.G �A/
†�1

//

†.1�pr /

��

†G

†i1

��

†G ^A //

x��

��

†.G �A/

†.1�i/

��

†.G �G/
†.1�@1/

//

†�

��

†.G ��3
0
G/

†�
��

†G
†@1

// †�3
0
G

ev
// �2G

By (11), the composite along the top row is null homotopic. Thus the lower direction
around the diagram is null homotopic. Observe that the map †1^pr is homotopic to
the degree pr map on †G ^A, so we obtain a null homotopy for ev ı†@1 ı x�

� ıpr .
In Œ†X; �Y � the group structure induced by the comultiplication equals that induced
by the multiplication, so we obtain a null homotopy for the composite †G ^A

x��
�!

†G
†@1
���!†�3

0
G

ev
�!�2G

pr

�!�2G . By Lemma 5.4, the restriction of the homotopy
equivalence †A_C

�
�!†G to C factors through x�� . Thus the composite

C
�C
�!†G

†@1
���!†�3

0G
ev
�!�2G

pr

�!�2G

is null homotopic.

Putting all this together, we prove Proposition 5.2:

Proof of Proposition 5.2 Consider the composite

 W †A_C
�
�!†G

†@1
���!�3

0G
ev
�!�2G

pr

�!�2G:

The restriction of � to †A is homotopic to †i , and by definition x@1 D @1 ı i . So
the restriction of  to †A is homotopic to pr ı ev ı†x@1 , which is null homotopic
since pr ı x@1 is null homotopic. By Lemma 5.5, the hypothesis that pr ı x@1 is null
homotopic implies that the restriction of  to C is null homotopic. Thus  is null
homotopic. As � is a homotopy equivalence, this implies that pr ı ev ı†@1 is null
homotopic. Taking adjoints, we obtain that pr ı @1 is null homotopic.
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6 Applications to gauge groups

The first application is to prove Theorem 1.1(d) by counting the number of distinct
homotopy types of gauge groups. This requires two known results. Hamanaka and
Kono [6] proved the following:

Theorem 6.1 If Gk.SU.n//' Gk0.SU.n// then .n.n2� 1; k/D .n.n2� 1/; k 0/.

Theorem 6.1 improved an earlier result of Sutherland [19] by a factor of 2 in the case
where n is odd. On the other hand, the author [21] proved the following. For positive
integers a and b , let .a; b/ be their greatest common divisor.

Theorem 6.2 Let X be a space and Y be an H –space with a homotopy inverse.
Suppose there is a map X

f
�!Y of order m, where m is finite. For a positive integer

k � 0, let Fk be the homotopy fibre of k ı f . If .m; k/D .m; k 0/ then Fk and Fk0

are homotopy equivalent when localized rationally or at any prime.

Proof of Theorem 1.1(d) Consider the map SU.n/ @1
�!�3

0
SU.n/. By Lemma 2.1,

k ı@1' @k , and recall that the homotopy fibre of @k is Gk.SU.n//. Localize at an odd
prime p . If n� .p� 1/2C 1 then Theorem 1.1(c) says that @1 has order n.n2� 1/.
So, by Theorem 6.2, if .n.n2�1/; k/D .n.n2�1/; k 0/ then Gk.SU.n//' Gk0.SU.n//
when localized at any odd prime. The converse is Theorem 6.1.

The next application is to a p–local homotopy decomposition of Gk.SU.n//. Assume
from now on that all spaces and maps are localized at p . In [16] it was shown
that there is a homotopy equivalence SU.n/ '

Qp�1
iD1

Bi , where the generators of
H�.Bi IZ=pZ/ are those of H�.SU.n/IZ=pZ/ which occur in dimensions of the form
2iC2.p�1/tC1 for some t�0. Let i0 and i1 be such that 2n�3D2i0C2.p�1/t0C1

and 2n�1D 2i1C2.p�1/t1C1 for some integers t0 and t1 . In what follows, when
we write BiC2 and i D p� 2 or p� 1 we mean B1 or B2 , respectively. In [22] in
the retractile case and in [11] in the general case it was shown that there is a homotopy
equivalence

(15) Gk.SU.n//'
� p�1Y

iD1
i¤i0;i1

Bi ��
4
0BiC2

�
�Xi0

�Xi1
;

where for j 2 fi0; i1g there are homotopy fibrations �4
0
BjC2!Xj ! Bj .

The extra information we can now add is when the spaces Xi0
and Xi1

decom-
pose as products. If SU.n/ is retractile and k is a multiple of n.n2 � 1/ then,
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by Theorem 1.1(c) and Lemma 2.1, @k ' k ı @1 is null homotopic. Therefore,
Gk.SU.n// ' SU.n/ � �4

0
SU.n/, implying that there are homotopy equivalences

Xi0
'Bi0

��4Bi0C2 and Xi1
'Bi1

��4
0
Bi1C2 . On the other hand, by Theorem 1.1(d),

there is a homotopy equivalence Gk.SU.n//' SU.n/��4
0
SU.n// if and only if k is

a multiple of n.n2�1/. Hence if k is not a multiple of n.n2�1/ then there cannot be
simultaneous homotopy equivalences Xi0

'Bi0
��4Bi0C2 and Xi1

'Bi1
��4

0
Bi1C2 .

Thus we obtain the following:

Theorem 6.3 Localize at an odd prime p and suppose n� .p�1/2C1. Then in (15)
there are homotopy equivalences Xi0

' Bi0
��4Bi0C2 and Xi1

' Bi1
��4

0
Bi1C2 if

and only if k is a multiple of n.n2� 1/.
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Relative Thom spectra via operadic Kan extensions

JONATHAN BEARDSLEY

We show that a large number of Thom spectra, that is, colimits of morphisms
BG! BGL1.S/ , can be obtained as iterated Thom spectra, that is, colimits of mor-
phisms BG! BGL1.Mf / for some Thom spectrum Mf . This leads to a number
of new relative Thom isomorphisms, for example M UŒ6;1/^M String M UŒ6;1/'
M UŒ6;1/^SŒB3Spin� . As an example of interest to chromatic homotopy theorists,
we also show that Ravenel’s X.n/ filtration of M U is a tower of intermediate Thom
spectra determined by a natural filtration of BU by subbialagebras.

An errata was posted on 26 May 2017 in an online supplement.

55N22, 55P42

1 Introduction

We prove several new results about Thom spectra which are En –ring spectra. The most
immediately accessible results are relative Thom isomorphisms like the following from
Section 3:

� M Spin^M String M Spin'M Spin^SŒK.Z; 4/�.

� M SO^M U M SO'M SO^SŒSpin�.

� M U^M Sp M U'M U^SŒSO=U�.

� M UŒ6;1/^M String M UŒ6;1/'M UŒ6;1/^SŒB3Spin�.

� HZ=2^H Z HZ=2'HZ=2^SŒS1�.

However, in consideration of the fact that there are now a number of different methods
for defining such objects, we will take a moment to clarify precisely which models we
use for the remainder (though we do not expect that the choice of model is relevant to
the veracity of the statements). By the category of spectra, which we denote by S , we
will always mean Lurie’s symmetric monoidal quasicategory of spectra defined in [13,
Section 1.4.3]. In general, except when we explicitly state otherwise, we will always be
working with quasicategories and all of our constructions will be homotopy invariant.
For example, all of our tensor products are derived (as they must be when working
internally to a quasicategory), all of our limits and colimits are the quasicategorical
analogs of homotopy colimits and limits, and our functors are actually morphisms

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.1151
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of simplicial sets. We also make use of Lurie’s notion of 1–operads, defined and
described in [13, Chapter 2]. We will not review the theory of 1–operads here except
to say that they are a natural generalization of the notion of multicategories and the
categories of operators of May and Thomason [17]. We are especially interested in
the En 1–operads of [13, Chapter 5] and will refer to them frequently in this paper.
These 1–operads capture the same structure as Boardman and Vogt’s little n–cubes
operads, which use embeddings of n–dimensional cubes to parametrize multiplicative
structure (see May [15, Chapter 4]). It is nontrivial to show that these quasicategorical
constructions behave identically to their model category theoretic analogs, and that
results obtained thereby are compatible with results obtained using model categories.
The interested reader is invited to refer to Lurie [12; 13] for proofs that these conditions
are met. We recognize, of course, that these references are expansive in their own right,
so will endeavor to give more specific citations throughout the paper.

Thom spectra, the main objects of investigation here, are classically constructed by
considering spaces associated to stable spherical bundles on topological spaces (see
eg Sullivan [22]). However, after work of May and Sigurdsson [16] and later work
of Ando, Blumberg, Gepner, Hopkins and Rezk [2], it became clear that there was
an alternative way to think of Thom spectra: as quotients of ring spectra by group
actions. In general, given an En –ring spectrum R, there is an n–fold loop space of
units, GL1.R/. Thus a morphism of n–fold loop spaces X !GL1.R/ gives an action
of X on R, and induces a morphism of .n�1/–fold loop spaces BX ! BGL1.R/.
By working quasicategorically, we can see that there is in fact a functor (thinking of
BX and BGL1.R/ as quasicategories) BGL1.R/ ,!LModR which is fully faithful.
Thus we have a morphism of simplicial sets BX !LModR (the quasicategory of left
R–modules, where R is considered as an E1 –ring spectrum) which is picking out an
action of X on R by R–module equivalences. This determines a diagram in LModR

whose colimit, as the thing on which every point of X , including the identity, acts in
the same way, must be exactly R=X . When RD S , the sphere spectrum BGL1.S/ is
precisely the classifying space of stable spherical fibrations, and taking the colimit of a
morphism BX ! BGL1.S/ ,!LModS produces a spectrum which is equivalent to
the one produced classically by taking a sequence of Thom spaces over BX (see [2,
Proposition 3.23]). Thus, for instance, M U is just S=U and M O is just S=O, and so
on and so forth.

Similarly, if we have an action of a Lie group G on a smooth manifold X , we can
take its homogeneous space X=G . If we happen to have an inclusion of a normal
subgroup H ,! G , then we obtain an action of H on X and can also take the
homogeneous space X=H . It is a classical fact then that X=H admits an action of G=H

and moreover that the iterated homogeneous space .X=H /=.G=H / is diffeomorphic

Algebraic & Geometric Topology, Volume 17 (2017)
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to X=G (see Bourbaki [5, Section 1.6, Proposition 13]). It stands to reason then that
something similar should be true for actions of n–fold loop spaces on a ring spectrum R,
and that is one of the main theorems of this document (see Theorem 1) if we allow
ourselves to replace the condition “H is a normal subgroup of G ” with “there is a fiber
sequence of n–fold loop spaces H!G!G=H ”. Specifically, if we have a G –action
on an En –ring spectrum R, then we obtain a G=H –action on R=H and a sequence
of ring spectra R!R=H ! .R=H /=.G=H /'R=G . In other words, R=G can be
produced as the Thom spectrum associated to an action map G=H ! BGL1.R=H /.

In Section 2 we show that a number of classical Thom spectra over S can in fact be
constructed as Thom spectra over other Thom spectra. This statement is made rigorous
by the following theorem:

Theorem 1 Suppose Y
i
�!X

q
�!B is a fiber sequence of reduced En –monoidal Kan

complexes for n> 1 with i and q both maps of En –algebras. Let f W X !BGL1.S/
be a morphism of En –monoidal Kan complexes for n> 1. Then there is a morphism of
En�1 –algebras B!BGL1.M.f ı i// whose associated Thom spectrum is equivalent
to Mf .

By constructing Mf as a Thom spectrum over an intermediate Thom spectrum, we
get a relative Thom isomorphism:

Corollary There is a morphism of En�1 –ring spectra R!M.f ı i/!Mf and
a relative Thom isomorphism Mf ^M.f ıi/ Mf ' Mf ^R RŒB�, where RŒB� D

R^S†
1
CB .

The proof requires certain technical details and constructions from Lurie [13], so we
separate the relevant lemmas into their own subsection, Section 2.1, and refer to them
as needed. In Section 3 we give a number of examples of constructions of intermediate
Thom spectra which are En –rings. The last example we present is a new construction
of M U, which bears some resemblance to Lazard’s construction of the Lazard ring
in [10]. This construction is unrelated to recent work regarding M U and complex
orientations by McKeown [18]. This paper comprises work contained in the author’s
doctoral thesis.

Let us fix some notation for the remainder of the paper: the quasicategory of spectra will
be denoted by S and the quasicategory of Kan complexes, sometimes called spaces,
will be denoted by T ; the quasicategory of small quasicategories will be denoted
by qCat (to avoid set-theoretic issues we assume the existence of inaccessible cardinals
as necessary, as in Lurie [12, Section 1.2.15]); O˝ or O will always refer to an 1–
operad; En will refer to the little n–cubes1–operad, but sometimes when considering
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the E1–operad in its role as the terminal 1–operad we will denote it by F in� , to
indicate that it is equivalent to the nerve of the category of finite pointed sets; for an
En –ring spectrum R, we denote by LModR the En�1 –monoidal quasicategory of
left R–modules over R as an E1 –ring spectrum; BGL1.R/ will be the Kan complex
defined in [2], ie the delooping of the Kan complex of homotopy automorphisms of R

in LModR .

2 Intermediate Thom spectra

The following theorem describes our general method for producing intermediate Thom
spectra:

Theorem 1 Suppose Y
i
�!X

q
�!B is a fiber sequence of reduced En –monoidal Kan

complexes for n> 1 with i and q both maps of En –algebras. Let f W X !BGL1.R/

be a morphism of En –monoidal Kan complexes for n> 1. Then there is a morphism of
En�1 –algebras B!BGL1.M.f ı i// whose associated Thom spectrum is equivalent
to Mf .

The following two corollaries follow immediately from Theorem 1:

Corollary 2 Given the assumptions of Theorem 1, there is an equivalence of En�1 –
R–algebras Mf 'M.f ı i/^RŒ�B�R, where R is equipped with the trivial RŒ�B�–
module structure.

Proof For a fiber sequence Y ! X ! B of En –spaces we have a fiber sequence
�B! Y !X such that X is equivalent to a bar construction Bar�.Y; �B;�/. Thus,
since the Thom spectrum functor is symmetric monoidal and preserves colimits (see
[1, Corollary 8.1] or Lewis’ slightly weaker result in [11]), the Thom spectrum of
X ! BGL1.R/ is equivalent to the bar construction in En –R–algebras, and so in
general only admits the structure of an En�1 –algebra.

Remark 3 Constructing Thom spectra as bar constructions is not a new idea, and
should be compared to the bar construction definition of generalized Thom spectra
given in [16, Sections 23.4 and 23.5].

Corollary 4 Given the assumptions of Theorem 1, there is a morphism of En�1 –R–
algebra spectra R!M.f ı i/!Mf and a relative Thom isomorphism Mf ^M.f ıi/

Mf 'Mf ^R RŒB�, where RŒB�DR^S†
1
CB .

Algebraic & Geometric Topology, Volume 17 (2017)
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Proof The fact that the equivalence exists and is an equivalence of En�1 –R–algebras
follows from [1, Corollary 1.8]. In particular, we know that the equivalence is given
by a morphism Mf ^M.f ıi/ Mf ! Mf ^M.f ıi/ Mf ^R RŒB�! Mf ^R RŒB�,
where the first map is the Thom diagonal and the second map is the M.f ı i/–algebra
structure map of Mf .

We now give a proof of Theorem 1, though it relies on lemmas which we defer to
Section 2.1. It also makes crucial use of the notion of an operadic left Kan extension,
as described in [13, Section 3.1.2].

Proof Note that M.f ı i/ is an En –algebra, so BGL1.M.f ı i// is an .n�1/–fold
loop space, so we cannot hope for the desired map to be more structured than this. By
Lemmas 5 and 6 the En�1 –monoidal left Kan extension of X

f
�!BGL1.S/ ,! S

along qW X ! B exists and takes the unique 0–simplex of B to M.f ı i/. By
Proposition 8, this Kan extension factors as a morphism of En�1 –monoidal Kan
complexes through BGL1.M.f ı i//. Taking the Thom spectrum of the induced
morphism B ! BGL1.M.f ı i// produces M.f ı i/=.�B/ as a Thom spectrum
over M.f ı i/. Moreover, taking the colimit of the functor B! BGL1.M.f ı i//

is equivalent to forming the left operadic Kan extension along the map B! �. By
Lemma 7 and [13, Corollary 3.1.4.2] we have that the left operadic Kan extension
along X !B followed by the left operadic Kan extension along B!� is equivalent
to the left operadic Kan extension along X !� (ie Kan extensions compose). Thus
the iterated Kan extension which produces M.f ı i/D S=�Y and then quotients it by
the action of �B is equivalent to the one-step Kan extension producing S=�X 'Mf

with an “action” of the trivial En�1 –space. Hence Mf is produced as a Thom spectrum
over M.f ı i/.

2.1 The lemmas

Lemma 5 Let X be a Kan complex and f W X ! C an En –monoidal morphism of
quasicategories, where C is a cocomplete quasicategory. Then, for any morphism of
En –monoidal Kan complexes pW X ! B , the operadic Kan extension of f along p

exists.

Proof Since X and B are Kan complexes, hence essentially small, and C is co-
complete, the result follows from [13, Corollary 3.1.3.5].

Lemma 6 Let Y
i
�!X

q
�!B be a fiber sequence of En –monoidal Kan complexes.

The En�1 –monoidal left Kan extension of an En –monoidal morphism

f W X ! BGL1.S/!LMod.M.f ı i//

Algebraic & Geometric Topology, Volume 17 (2017)
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along qW X ! B is computed by taking the colimit of the composition

fib.X ! B/' Y !X ! BGL1.S/!LMod.M.f ı i//:

Proof Following the notation given in Definition 3.1.2.2 and the construction in
Remark 3.1.3.15 of [13], we have a correspondence of 1–operads given by

M˝ ' .X˝ ��1/q
a

X ˝�f1g

B˝! F in� ��1:

In other words, there is a family of 1–operads indexed by �1 which looks like X˝

(the 1–operad associated to X as an En –monoidal Kan complex) at one end and B˝

at the other end. Formula .�/ of [13, Definition 3.1.2.2] states that the value of the
desired Kan extension at a 0–simplex � 2 B is given by the colimit diagram

..M˝act/=� �M˝ X˝/F! .M˝/F=� !M˝! T ;

where the morphism .M˝/F
=�
!M˝ takes the cone point to � . In other words, the

value of the Kan extension at � is computed by taking the colimit over the diagram
in M˝ of objects (and active morphisms) living over � . As the simplicial set M˝

is nothing more than the mapping cylinder of the morphism of En –monoidal Kan
complexes X˝! B˝ , we have the result.

Lemma 7 There is a �2 –family of 1–operads induced by the morphisms of En�1 –
monoidal Kan complexes X ! B and B!�, denoted by M˝! �2 �F in� , and
the induced projection M˝!�2 is a flat categorical fibration.

Proof The equivalence of morphisms .X ! B! �/' .X ! �/ is given by a 2–
simplex in the quasicategory of En�1 –monoidal quasicategories, hence by a morphism
of simplicial sets in Hom.�2;Hom.E˝

n�1
; qCat//' Hom.�2 �E˝

n�1
; qCat/. By the

quasicategorical Grothendieck construction of [12], we obtain a cocartesian fibration
of simplicial sets pWM˝ ! �2 � E˝

n�1
such that p�1.0/ ' X˝, p�1.1/ ' B˝

and p�1.2/'�˝ , where X˝, B˝ and �˝ are the 1–operads witnessing the En�1 –
monoidal structure on X, B and �. The projection map induces a family of1–operads
M˝! �2 . This projection is a flat fibration as it satisfies the requirements of [13,
Example B.3.4], ie there are cocartesian lifts of every edge in �2'�2����2�F in� .

Proposition 8 Let Y
i
�!X

q
�!B be a fiber sequence of reduced, connected En –

monoidal Kan complexes. The left operadic Kan extension of an En –morphism
f W X ! BGL1.S/!LMod.M.f ı i// along the En –morphism qW X ! B factors
as a morphism of En�1 –monoidal Kan complexes through BGL1.M.f ı i//.
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Proof Note that the left operadic Kan extension along q takes the unique zero simplex
of B to M.f ı i/ by Lemma 6. Since B is a Kan complex it must be that this
Kan extension factors through BGL1.M.f ı i//. This morphism is only En�1 since
BGL1.M.f ı i// is only an .n�1/–fold loop space.

3 Examples

A large number of morphisms of En –monoidal Kan complexes fit into the framework
described in the introduction and Theorem 1. In the following we repeatedly use the fact
from [4, Examples 6.39] that there is a sequence of infinite loop maps U!O!GL1.S/
(where they write F for GL1.S/). The delooped (infinite loop) map BO!BGL1.S/ is
called the j –homomorphism and the composition BU!BO!BGL1.S/ is called the
complex j –homomorphism. We also use the fact that deloopings and connective covers
(modeled by a bar construction and based loops on a bar construction, respectively)
take En –spaces to En�1 –spaces and En –spaces to En –spaces, respectively.

(1) BSU! BU!CP1 is a fiber sequence of infinite loop spaces. The complex
j –homomorphism BU! BGL1.S/ is a morphism of infinite loop spaces.

(2) BString!BSpin!K.Z; 4/ is a fiber sequence of infinite loop spaces. Using
the covering map BSpin ! BO composed with the j –homomorphism, we
obtain a map of infinite loop spaces BSpin! BGL1.S/.

(3) BU ! BSO ! Spin is a fiber sequence of infinite loop spaces as a result
of [9, Table 2.1.1], and the map BSO! BGL1.S/ comes from the classical
j –homomorphism, as above.

(4) That BSp!BU!SO=U is a fiber sequence of infinite loop spaces also follows
from [9].

(5) BString! BUŒ6;1/! B3Spin is a fiber sequence of infinite loop spaces,
again from [9]. The map BUŒ6;1/! BGL1.S/ is the obvious one.

(6) BSpin!BSO!B.SO=Spin/ is clearly a fiber sequence of infinite loop spaces,
and the map BSO! BGL1.S/ is clear.

(7) �SU.n/ ! �SU.n C 1/ ! �S2nC1 is a fiber sequence of E2 –spaces, as
shown in [20, Diagram 9.1.2]. Since, by Bott periodicity, �SU' BU, there is
a morphism of E2 –spaces �SU.nC 1/!�SU' BU! BGL1.S/.

(8) BSO! BO! Z=2 is the usual fiber sequence of infinite loop spaces giving
the 1–connected cover.

(9) �2S3Œ3;1/!�2S3! S1 is a fiber sequence of E2 –spaces, after [14], and
the morphism �2S3! BGL1.S/ is also the one given there.
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Thus from Corollaries 2 and 4 we obtain the following equivalences (with respect to
the numbering given above):

(1) M U'M SU^SŒS1� S and M U^M SU M U'M U^SŒCP1�.

(2) M Spin'M String^K.Z;3/ S and

M Spin^M String M Spin'M Spin^SŒK.Z; 4/�:

(3) M SO'M U^SO=U S and M SO^M U M SO'M SO^SŒSpin�.

(4) M U'M Sp^SŒU=Sp� S and M U^M Sp M U'M U^SŒSO=U�.

(5) M UŒ6;1/'M String^BBSpin S and

M UŒ6;1/^M String M UŒ6;1/'M UŒ6;1/^SŒB3Spin�:

(6) M SO'M Spin^SŒSO=Spin� S and

M SO^M Spin M SO'M SO^SŒB.SO=Spin/�:

(7) X.nC 1/'X.n/^�2SU.n/ S and

X.nC 1/^X .n/X.nC 1/'X.nC 1/^SŒ�S2nC1�:

(8) M O'M SO^SŒZ=2� S and M O^M SO M O'M O^SŒRP1�.

(9) HZ=2'HZ^SŒZ� S and HZ=2^H Z HZ=2'HZ=2^SŒS1�.

Remark 9 Some of the examples given above can be verified by computations using
the spectral sequence found in [8, Theorem 6.4],

TorE�.R/
p;q .E�.M /;E�.N //)EpCq.M ^R N /:

For instance, for E DHZ we can relatively easily check that

H�.X.nC 1/^X .n/X.nC 1/IZ/ŠH�.X.nC 1/IZ/˝Z H�.�S2nC1
IZ/:

Similar computations can be made for M U over M SU as well as for the fiber sequences
appearing in Bott periodicity. Much of the relevant algebra for the latter has in fact
already been determined in [6]. It is the author’s hope that the above equivalences will
be of use to homotopy theorists doing the much harder computations related to various
connective covers of BO.

Remark 10 The relative Thom isomorphisms described above can be interpreted as
torsor conditions for modules over spectral algebraic group schemes. In particular, if
X is a Kan complex (and thus a coalgebra by the diagonal map) then we may think
of an equivalence Mf ^M.f ıi/Mf 'Mf ^SŒX � as giving Spec.Mf / the structure
of a Spec.SŒX �/–torsor over Spec.M.f ı i//. Indeed, in terminology familiar to
noncommutative geometers, many of the above examples are Hopf–Galois extensions
in the sense of Rognes [21]. We delay an investigation of this structure to future work.
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3.1 A new construction of M U

The Lazard ring, which classifies formal group laws over discrete rings, is constructed
iteratively by obstruction theory, one polynomial generator at a time (see [10]). The
spectrum M U, which classifies complex oriented ring spectra, is given in [19] as the
colimit of the sequence of spectra X.n/ described in the previous section. Moreover,
the spectra X.n/ are strongly related to rings used to construct the Lazard ring. This nat-
urally leads to the question of whether or not the X.n/ spectra, and thus M U, can also
be constructed by some form of obstruction or deformation theory. Theorem 1 and its
corollaries indicate that X.nC1/ is a “torsor” over X.n/ for the coalgebra SŒ�S2nC1�.
The stable splitting of �S2nC1 then further implies that X.nC1/ can be thought of a
twisted polynomial extension of X.n/ (by a polynomial algebra with a single generator
in degree 2n).

What we show in this section is that even more is true. By invoking [3, Theorem 4.10],
we can deduce that X.nC1/ is in fact a so-called versal E1 –X.n/–algebra of charac-
teristic �n , where �n is a class in �2n�1.X.n//. This terminology, introduced in [23],
indicates that X.nC 1/ can be thought of as a highly structured (E1 , to be specific)
homotopy quotient of X.n/ along �n . It is never equivalent to the simpler process of
“coning off” that class. What is true, however, is that X.nC 1/–module structure on a
spectrum (where we are thinking of X.nC 1/ as an E1 –algebra) is equivalent to an
X.n/–module structure on that spectrum and a null-homotopy of multiplication by �n .
Moreover, it is a result of the nilpotence theorem of [7] that each �n is nilpotent for
all n. Recalling that �2n�1 is the first homotopy degree of X.n/ which is not either
polynomial or empty, we see then that our construction of M U is given by iteratively
attaching E1 –cells along nilpotent elements, which is exactly what one might expect to
do if one wished to construct the universal nilpotence detecting ring spectrum (which
M U is).

Definition 11 Given ˛ 2 �k.R/ for R an En –ring spectrum, we define the versal
En –R–algebra of characteristic ˛ to be the pushout in En –R–algebras

FrEn
.†kR/

adj.˛/
��

adj.0/
// R

��

R // R==˛

where FrEn
is the free En –algebra functor and the maps adj.˛/ and adj.0/ are the

adjoints of the associated maps of R–modules ˛W †kR!R and 0W †kR!R.
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Corollary 12 Let X.n/ be the Thom spectrum associated to the morphism of E2 –
monoidal Kan complexes �SU.n/!BU!BGL1.S/. Then X.nC1/ is a versal E1 –
algebra over X.n/ of characteristic �n where �n is a canonical class in �2n�1.X.n//.

Proof Given the fiber sequence �SU.n/!�SU.nC 1/!�S2nC1 and an appli-
cation of Theorem 1 above, we can identify X.nC 1/ as the E1 –monoidal Thom
spectrum given by the E1 –monoidal left Kan extension �S2nC1 ! BGL1.X.n//.
By application of standard adjunctions, the map of E1 –monoidal Kan complexes
zz�n 2MapE1

.�S2nC1;BGL1.X.n/// induces a map of Kan complexes

z�n 2MapT
�
S2n�1;GL1.X.n//

�
:

Note z�n must have image contained in a connected component u 2 �0.GL1.X.n///'

Z=2 which induces a translation �uW �
1X.n/!�1X.n/. The composition

�u ı z�nW S
2n�1

!�1X.n/

lifts to a morphism of spectra �nW S2n�1!X.n/. An application of [3, Theorem 4.10]
gives that X.nC 1/ is the versal E1 –algebra of characteristic �n on X.n/. In other
words, X.nC 1/ in the following diagram is a pushout:

FE1
.†2n�1X.n//

adj.0/
//

adj.�n/

��

X.n/

��

X.n/ // X.nC 1/

This concludes the proof.

Remark 13 The content of [3] allows us to consider X.nC 1/ as the E1 –spectrum
obtained by attaching an E1 –X.n/–cell to X.n/ along the map �n described above.
Note that �1 , as a nonzero element of �1.S/, must be equivalent to �, the Hopf
element. The Hopf element is, of course, the first nilpotent element in the stable
homotopy groups of spheres and so, again, it stands to reason that it would be the
first element eliminated in an effort to construct the maximal nilpotence detecting ring
spectrum.

The following result is included since it follows immediately from [3]:

Corollary 14 The E1 –cotangent complex of the E1 –algebra X.nC 1/ in X.n/–
modules is equivalent to †2nFE1

.X.n//^X .n/X.nC 1/.

Proof Compare [3, Proposition 5.4].
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On the geometry and topology of partial configuration spaces
of Riemann surfaces

BARBU BERCEANU

DANIELA ANCA MĂCINIC
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CLEMENT RADU POPESCU

We examine complements (inside products of a smooth projective complex curve
of arbitrary genus) of unions of diagonals indexed by the edges of an arbitrary
simple graph. We use Orlik–Solomon models associated to these quasiprojective
manifolds to compute pairs of analytic germs at the origin, both for rank-1 and rank-2
representation varieties of their fundamental groups, and for degree-1 topological
Green–Lazarsfeld loci. As a corollary, we describe all regular surjections with
connected generic fiber, defined on the above complements onto smooth complex
curves of negative Euler characteristic. We show that the nontrivial part at the
origin, for both rank-2 representation varieties and their degree-1 jump loci, comes
from curves of general type via the above regular maps. We compute explicit finite
presentations for the Malcev Lie algebras of the fundamental groups, and we analyze
their formality properties.

55N25, 55R80; 14F35, 20F38

1 Introduction and statement of results

Let � be a finite simple graph with cardinality n, vertex set V and edge set E. The
partial configuration space of type � on a space † is

(1) F.†; �/D fz 2†V
j zi ¤ zj for all ij 2 Eg:

When � DKn , the complete graph with n vertices, F.†; �/ is the classical ordered
configuration space of n distinct points in †. In this note, we analyze the inter-
play between geometry and topology when †D†g is a compact genus-g Riemann
surface with partial configuration space denoted F.g; �/, with special emphasis on
fundamental groups. The partial pure braid groups of type � in genus g , namely
P.g; �/ D �1.F.g; �//, are natural generalizations of classical pure braid groups,
which correspond to the case when �DKn and †DC . When the graph is not complete,
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the classical approach to pure braid groups based on Fadell–Neuwirth fibrations does
not work in full generality. Nevertheless, we are able in this note to compute rather
delicate invariants of arbitrary partial pure braid groups, using techniques developed in
Dimca and Papadima [11] and Măcinic, Papadima, Popescu and Suciu [18].

Viewing †g as a smooth genus-g complex projective curve, F.g; �/ acquires the
structure of an irreducible, smooth, quasiprojective complex variety (for short, a
quasiprojective manifold). For such a quasiprojective manifold M , important geometric
information is provided by maps onto manifolds of smaller dimension. Particularly
interesting are the admissible maps in the sense of Arapura [2], ie the regular surjections
onto quasiprojective curves, f W M ! S , having connected generic fiber. We say the
admissible map f is of general type if �.S/ < 0. We know from [2] that the set
of admissible maps of general type on M , modulo reparametrization at the target,
denoted E.M/, is finite and is intimately related to the so-called cohomology jump loci
of � WD �1.M/.

When M D F.g; �/, it is relatively easy to construct certain admissible maps of
general type on M , associated to complete graphs f W Km ,! � embedded in � ; see
Section 2. For g � 2, the relevant m equals 1, and fi W F.g; �/!†g is induced by
the projection specified by the corresponding vertex i 2 V . For g D 1, the relevant m
is 2, and fij W F.1; �/!†1 n f0g is given by the projection corresponding to ij 2 E,
followed by the difference map on the elliptic curve †1 . For g D 0, the relevant m
equals 4, and fijkl W F.0; �/! P1 n f0; 1;1g is the composition of the cross-ratio
with the projection associated to the vertex set of the embedded K4 . Our first main
result, proved in Section 2, establishes that there are no other admissible maps of
general type on M D F.g; �/.

Theorem 1.1 A complete set of representatives for E.F.g; �// is given by the admis-
sible maps of general type described above.

A basic topological invariant of a connected finite CW-complex M related to its
cohomology jump loci is the Malcev Lie algebra of the fundamental group � WD�1.M/;
cf [11]. The Malcev Lie algebra m.�/ of a group, over a characteristic zero field k,
defined by Quillen in [21], is a complete k–Lie algebra whose filtration satisfies certain
axioms, obtained by taking the primitives in the completion of the group ring k� with
respect to the powers of the augmentation ideal.

Following Sullivan [23], we will say that a finitely generated group � is 1–formal if
its Malcev Lie algebra is isomorphic to the completion with respect to the lower central
series ( lcs) filtration of a quadratic Lie algebra L (ie a Lie algebra presented by degree-
1 generators and relations of degree 2): m.�/ ' yL. 1–formal groups enjoy many
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pleasant topological properties; see, for instance, Dimca, Papadima and Suciu [12].
The 1–formality of classical pure braid groups and pure welded braid groups also has
strong consequences in the corresponding theories of finite-type invariants, as shown
in Berceanu and Papadima [4].

In Section 3, we compute the Malcev Lie algebras of partial pure braid groups and
determine precisely when they are 1–formal, as follows. Our next main result extends
computations done by Bezrukavnikov [5] (for g � 1 and � D Kn ) and Bibby and
Hilburn [6] (for g � 1 and chordal graphs). Moreover, in our presentations below,
redundant relations have been eliminated for g � 1.

Theorem 1.2 The Malcev Lie algebra m.P.g; �// is isomorphic to the lcs completion
of a finitely presented Lie algebra, L.g; �/, with generators in degree 1 and relations in
degrees 2 and 3, described in Proposition 3.2 for g D 0 and Proposition 3.4 for g � 1.
The group P.g; �/ is not 1–formal if and only if g D 1 and the graph � contains
a K3 subgraph.

Now, we move to our unifying theme: the interplay between the geometry of a quasipro-
jective manifold M , encoded by a smooth compactification SM , and the embedded
topological jump loci of M . We start by recalling a couple of relevant definitions and
facts related to the topological side of this story. Fix q 2 Z>0 [ f1g. We will say
that M is a q–finite space if (up to homotopy) M is a connected CW-complex with
finite q–skeleton, whose (finitely generated) fundamental group will be denoted by � .
Let �W G!GL.V / be a morphism of complex linear algebraic groups. The associated
characteristic varieties (in degree i � 0 and depth r � 0),

(2) V i
r .M; �/D f� 2 Hom.�;G/ j dimH i .M; ��V /� rg;

are Zariski closed subvarieties (for i�q ) of the affine representation variety Hom.�;G/,
for which the trivial representation provides a natural basepoint, 12Hom.�;G/. These
cohomology jump loci are called topological Green–Lazarsfeld loci for r D 1. They
were introduced in the rank-one case (ie for �D idC� ) in Green and Lazarsfeld [14],
for a smooth projective complex variety M . In the rank-one case, we simplify notation
to V i

r .M/. Note that, in general, V 1
r .M; �/ WD V 1

r .�; �/ depends only on � for all r .

We go on by describing the infinitesimal analogs of the above notions, following [11].
Let .A�; d / be a complex commutative differential graded algebra with positive grading
(for short, a cdga). We will say that A� is q–finite if A0DC �1 and

Pq
iD1 dimAi <1.

Let � W g!gl.V / be a finite-dimensional representation of a finite-dimensional complex
Lie algebra. The affine variety of flat connections, F .A; g/, consists of the solutions
in A1˝ g of the Maurer–Cartan equation, has the trivial flat connection 0 as a natural
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basepoint, and is natural in both A and g. For ! 2 F .A; g/, there is an associated
covariant derivative, d! W A� ˝ V ! A�C1 ˝ V , with d2! D 0, by flatness. The
resonance varieties

(3) Ri
r.A; �/D f! 2F .A; g/ j dimH i .A˝V; d!/� rg

are Zariski closed subvarieties (for i � q ). We use the simplified notation Ri
r.A/ in

the rank-one case (ie when � D idC ).

We say that the cdga A� is a q–model of M (and omit q from all terminology when
q D1) if A� has the same Sullivan q–minimal model as the de Rham cdga ��.M/;
cf [23]. In particular, H �.A/'H �.M/ as graded algebras, when A is a model of M .

The link between topological and infinitesimal objects is provided by [11, Theorem B].
Assume that both A and M are q–finite and A is a q–model of M . Denote by � the
tangential representation of �. Then for i � q and r � 0, the embedded analytic germs
V i
r .M; �/.1/ � Hom.�;G/.1/ at 1 are isomorphic to the corresponding embedded

germs Ri
r.A; �/.0/�F .A; g/.0/ at 0. Moreover, by [11, Theorem A], if � is a finitely

generated group, then the germ Hom.�;G/.1/ depends only on the Malcev Lie algebra
m.�/ and the Lie algebra of G .

Finally, assume that M is a quasiprojective manifold, and M D SM nD is a smooth
compactification obtained by adding at infinity a hypersurface arrangement D in SM
(in the sense of Dupont [13]). Then there is an associated (natural, finite) Orlik–
Solomon model A�. SM;D/ of the finite space M , constructed in [13]. It follows from
[11, Theorem C] that this model A determines E .M/, which is in bijection with
the positive-dimensional irreducible components through the origin, for both R1

1.A/

and V 1
1 .M/.

When M D F.g; �/, we may take SM D†V
g and D� D

S
ij2E�ij (the union of the

diagonals associated to the edges of the graph). We prove Theorem 1.1 by computing
the irreducible decomposition of R1

1.A/ for the Orlik–Solomon model ADA. SM;D�/.
When g D 1 and � D Kn , the result follows from a more precise description of all
positive-dimensional components of V 1

1 .M/, obtained by Dimca in [10]. Given a
1–finite 1–model A of a connected CW-space M , we show in Theorem 3.1 that the
Malcev Lie algebra m.�1.M// is isomorphic to the lcs completion of the holonomy
Lie algebra of A, introduced in [18]. This general result is the basic tool for the proof
of Theorem 1.2, where M D F.g; �/ and AD A. SM;D�/.

SL2.C/–representation varieties received a lot of attention, both in topology and
algebraic geometry. In order to describe their germs at 1 for partial pure braid
groups, together with the embedded germs of associated nonabelian characteristic
varieties (in degree 1 and depth 1), we use their infinitesimal analogs, described
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above. Let � W g! gl.V / be a finite-dimensional representation of g D sl2 or sol2 ,
the Lie algebra of SL2.C/ or of its standard Borel subgroup. To state our next
main result, we need two definitions from [18]. Denote by F1.A; g/ � F .A; g/

the flat connections of the form ! D � ˝ g , with d� D 0 and g 2 g, and set
….A; �/ D f! 2 F1.A; g/ j det �.g/ D 0g. To have a uniform notation, denote by
f W F.g; �/! S D xS n F the admissible maps from Theorem 1.1, where xS D †g
and F � xS is a finite subset (in particular, a hypersurface arrangement in xS ). To
avoid trivialities, we will assume in genus 0 that H 1.F.g; �//¤ 0. (The complete
description of H 1.F.g; �// may be found in Lemma 2.3; what happens in general
with the embedded topological Green–Lazarsfeld loci in degree 1 of M at the origin,
when b1.M/D 0, is explained in Section 4.)

Theorem 1.3 In the above setup, there is a regular extension xf W . SM;D/! . xS; F /

of f , for all f 2 E WD E .F.g; �//, where D is a hypersurface arrangement in SM
with complement F.g; �/, which induces cdga maps between Orlik–Solomon models,
f �W A�. xS; F /! A�. SM;D/, with the property that

(4) F .A�. SM;D/; g/DF1.A�. SM;D/; g/[
[
f 2E

f �F .A�. xS; F /; g/

for gD sl2 or sol2 , and

(5) R1
1.A

�. SM;D/; �/D….A�. SM;D/; �/[
[
f 2E

f �F .A�. xS; F /; g/

for any finite-dimensional representation � W g! gl.V /.

This shows that for partial configuration spaces on smooth projective curves, the non-
trivial part at the origin, for both SL2.C/–representation varieties and their degree-one
topological Green–Lazarsfeld loci, “comes from curves of general type, via admissible
maps”. (The contribution of these curves, f �F .A�. xS; F /; g/, was computed in [18,
Lemma 7.3].) A similar pattern is exhibited by quasiprojective manifolds with 1–formal
fundamental group; cf [18, Corollary 7.2]. The geometric formulae from Theorem 1.3
seem to be quite satisfactory, since in genus 1, where non-1–formal examples appear
(cf Theorem 1.2), the purely algebraic description from [18, Proposition 5.3] (obtained
by assuming formality) may not hold, as we explain in Example 4.6.

2 Admissible maps and rank-one resonance

We devote this section to the proof of Theorem 1.1. Our strategy is to compute the
irreducible decomposition of R1

1.A.g; �//, where A�.g; �/ is the Orlik–Solomon
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model of M WD F.g; �/D SM nD� from [13], SM D†V
g and D� D

S
ij2E�ij . As a

byproduct, we obtain a complete description of the irreducible components through 1,
for the rank-one characteristic variety V 1

1 .P.g; �//, as explained in the introduction.

The Dupont models A�. SM;D/ are defined over Q and generalize Morgan’s construc-
tion of Gysin models from [19], which corresponds to the case of a simple normal
crossing divisor D . Among other things, the models of Dupont are natural with
respect to regular morphisms xf W . SM;D/! . SM 0;D0/, in the following sense. When
the regular map xf W SM ! SM 0 has the property that xf �1.D0/ � D , it induces a
regular map f W SM nD! SM 0 nD0 , and a cdga map f �W A�. SM 0;D0/! A�. SM;D/.
Plainly, a graph inclusion f W � 0 ,! � (ie f embeds V0 into V and E0 into E) in-
duces by projection a regular morphism xf W .†V

g ;D�/! .†V0

g ;D� 0/, and a cdga map
f �W A�.g; � 0/! A�.g; �/. Moreover, A�.g; �/D A�

�
.g; �/ is a bigraded cdga with

positive weights, in the sense of Definition 5.1 from [11]. The lower degree, called
weight, is preserved by cdga maps induced by graph inclusions. A simple example is
A�.g;∅/D .H �.†�ng /; d D 0/.

Now, we recall from [11; 18] a couple of facts about rank-1 resonance, needed in
the sequel. Let A� be a finite cdga. For � 2 A1 ˝ C D A1 , the Maurer–Cartan
equation reduces to d� D 0. Thus, F .A;C/ is naturally identified with H 1.A/�A1 ,
since A0 D C � 1. By definition, R1

1.A/ D f� 2 H
1.A/ j H 1.A; d�/ ¤ 0g, where

d�� D d�C �� for � 2 A1 . Clearly, R1
1.A/ depends only on the truncated cdga

A�2 WDA�=
L
i>2A

i , and R1
1.A/D∅ when H 1.A/D 0. We will use the following

consequence of Theorem C from [11], applied to M D F.g; �/ and AD A.g; �/.

Theorem 2.1 For a quasiprojective manifold M with finite model A having posi-
tive weights, E .M/ is in bijection with the positive-dimensional (linear) irreducible
components of R1

1.A/, via the correspondence f 2 E .M/ 7! imH 1.f /�H 1.A/.

The maps from Theorem 1.1 are constructed in the following way. For a subset V0 � V ,
we denote by prV0 W F.g; �/! F.g; � 0/ the regular map induced by the canonical
projection, prV0 W†

V
g!†V0

g , where � 0 is the full subgraph of � with vertex set V0 .
For an elliptic curve †1 , let xıW .†21; �12/! .†1; f0g/ be the regular morphism defined
by xı.z1; z2/ D z1 � z2 . In genus 0, the regular map �W F.0;K4/! P1 n f0; 1;1g
is defined by �.z1; z2; z3; z4/D ˛.z4/, where ˛ 2 PSL2 is the unique automorphism
of P1 sending z1 , z2 and z3 to 0, 1 and 1, respectively. For g� 2 and f W K1 ,!� ,
corresponding to i 2 V , set fi WD pri W F.g; �/! †g . For g D 1 and f W K2 ,! � ,
corresponding to ij 2 E, set fij WD ı ı prij W F.1; �/! †1 n f0g. For g D 0 and
f W K4 ,! � , with vertex subset fijklg � V , set fijkl WD � ı prijkl W F.0; �/ !
P1 n f0; 1;1g.
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Lemma 2.2 The above maps, fi ; fij and fijkl , are admissible, of general type.

Proof In coordinates, �.z1; z2; z3; z4/D .z4�z1/=.z2�z1/ W .z4�z3/=.z2�z3/ and
�.0; 1;1; z/D z: Clearly, the maps �W F.0;K4/!P1nf0; 1;1g and ıW F.1;K2/!
†1 n f0g, and the projections pr�W F.g; �/! F.g;Kj�j/ (where � stands for i , ij or
ijkl and j�j is 1, 2 or 4) are regular and surjective. The general-type condition is also
clear: the spaces P1 n f0; 1;1g' S1 _S1 '†1 n f0g have Euler characteristic �1,
and �.†g/� �2 for g � 2.

In order to finish the proof, we show that all the fibers are connected. Let us denote by f�
any of the maps fi , fij or fijkl and by '� the restriction of f� to F.g;Kn/�F.g; �/.
The fiber '�1� .z/ is dense in f �1� .z/ (fix one or two or four points and move the other
points outside the diagonals zp D zq ), so it is enough to show that the fibers of '� are
connected. The fibers of ı and � are path-connected:

†1 � ı
�1.z/� F.1;K2/; F .0;K3/� �

�1.z/� F.0;K4/:

The fibers of '� are path-connected as preimages of path-connected spaces through
the locally trivial fibrations pr�W F.g;Kn/ ! F.g;Kj�j/ (j � j D 1, 2 or 4) with
path-connected fibers F.†g n fz�g; Kn�j�j/.

We recall from [13, Section 6] the complete description of the cdga A�2 for A WD
A.g; �/. We set H � WD H �.†g/, with H 2 D C �! and with canonical symplectic
basis fx1; y1; : : : ; xg ; ygg of H 1 for g � 1, with xsys D ! for all s . We know
from [13] that A� is generated as an algebra by .H �/˝V (with weight equal to degree)
and G WD spanfGij j ij 2 Eg (with degree 1 and weight 2). The bigraded cdga map
f �W A�.g; � 0/! A�.g; �/, associated to f W � 0 ,! � , is determined by the canonical
inclusions, .H �/˝V0 ,! .H �/˝V and G0 ,!G . For i 2V and g�0, we set f �i ! WD!i ,
and for g � 1, we set f �i x

s WD xsi and f �i y
s WD ysi for all s . The structure of the

truncated algebra A�2 D A�2.g; �/ is described as follows:

� A11 DH
1.†V

g/D
L
i2V f

�
i H

1 and A12 DG ;

� A22 DH
2.†V

g/;

� A23 D A11 ˝ G modulo the relations (in genus g � 1) .xsi � x
s
j /˝ Gij and

.ysi �y
s
j /˝Gij for s D 1; : : : ; g and ij 2 E;

� A24 D
V2
G modulo the relations Gjk ^ Gik � Gij ^ Gik C Gij ^ Gjk for

f W K3 ,!� (note that A24DOS2.A�/, the degree-2 piece of the Orlik–Solomon
algebra [20] of the associated graphic arrangement of hyperplanes in CV );

� d.A11/ D 0, d.Gij / D !i C!j C
P
s.y

s
i ˝ x

s
j � x

s
i ˝ y

s
j / 2 A

2
2 when g � 1,

and d.Gij /D !i C!j when g D 0;
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� �W
V2
G!A24 is the quotient map (exactly as in the graded algebra OS�.A�/);

� �W
V2
A11! A22 is the cup-product in the cohomology ring H �.†V

g/;

� �W A11˝G! A23 is the quotient map.

(The lower indices of f , x , y , ! and G show the position in the cartesian or tensor
product; the same convention will be used in Section 3 for a , b , z and C .)

Lemma 2.3 In degree one, we have the following:

(1) If gD 0, then H 1.F.0; �//D 0 if and only if every connected component of �
is a tree or contains a unique cycle and this cycle has an odd length.

(2) If g � 1, then H 1.F.g; �//DH 1.†V
g/¤ 0.

Proof Due to the fact that A is a model of F.g; �/, we have

H 1.F.g; �//D A11˚ ker.d W A12! A22/DH
1.†V

g/˚ ker.d W G!H 2.†V
g//:

We can split the differential according to the connected components of the graph
� Dq�.˛/, VDqV.˛/, G DqG.˛/:

ker.d W G!H 2.†V
g//D

M
˛

ker.d W G.˛/!H 2.†V.˛/
g //;

so we give the proof for a connected graph � .

For g � 1, the coefficient of ysi ˝ x
s
j in the differential of 
 D

P
ij2EtijGij is tij ;

therefore, d W G!H 2.†V
g/ is injective.

For g D 0, we have that 
 D
P
ij2E tijGij is a cocycle if and only if the coefficient

of !i in d.
/ is zero, ie

(6)
X

j2V; ij2E

tij D 0 for any i 2 V:

This system of equations has n equations and jEj unknowns; if �.�/D n� jEj< 0,
one can find a nontrivial solution; hence b1.F.0; �// � 1. If �.�/ � 0, we have to
analyze only two cases (since � is connected):

Case a (�.�/D1) In this case, � is a (finite) tree; hence it has a vertex i of degree 1.
One of the equations in the system (6) is tij D 0, and induction on jVj applied to the
tree � n fig shows that the system has only the trivial solution (the induction starts
with nD 1, when G D 0).

Case b (�.�/D 0) In this case, � ' S1 contains a unique cycle �0 and, possibly,
some branches; starting with a vertex of degree 1, we can eliminate these branches
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(if any), like in the previous case. The system is reduced to the equations corresponding
to the vertices of �0 , say 1; 2; : : : ; l :

ti�1;i C ti;iC1 D 0; i � 1; : : : ; l .mod l/:

We get a nonzero solution .a;�a; a; : : : ;�a/ only for l even.

Example 2.4 �1 W

�

�

� �

� �

�

�

�

� �

�

� �

�

�

� �

�

�

�

��

��

�

@

@
�
@��

A
A

HH

�
�
�
@

b1.F.0; �1//D 0

Example 2.5 Every edge is marked with its coefficient in an arbitrary cocycle; the
unmarked edges have coefficient 0.

�2 W
� �

�

�

� � �

�

� �

�

��

a

a

b
b

c

c

.aC bC c D 0/

b1.F.0; �2//D 3
�d �d

d d

d d
�2d









��HH

J
J
JJ

��
�
�

�
�

H
H HH

A
A

Remark 2.6 More generally, let † be an arbitrary complex projective manifold of
dimension m � 1. The full configuration space F.†;Kn/ has a remarkable cdga

model, E�.†; n/; when m D 1, we have E�.†g ; n/ D A�.g;Kn/ (see eg [3] for
details and references related to these models). As a graded algebra, E�.†; n/ is
generated by H �.†n/ and G WD spanfGij j 1� i < j � ng, taken in degree 2m� 1.
Denote by EE�.†; n/ the graded subalgebra of E�.†; n/ generated by G . It is shown
in [3] that, when †¤†0 , the restriction of d to EEC.†; n/ is injective. This more
general result gives an alternative proof of Lemma 2.3(2).

Proposition 2.7 If g � 2, then R1
1.A.g; �// D

S
i2V imH 1.fi / is the irreducible

decomposition.

Proof The inclusion
S
i2V imH 1.fi /�R1

1.A.g; �// is an obvious consequence of
Theorem 2.1 and Lemma 2.2. For the proof of the opposite inclusion, we start with a
nonzero cohomology class � in H 1.A/ and a d� –cocycle � 62C � � :

� D
X
i;s

.psi x
s
i C q

s
i y
s
i /; �D

X
i;s

.usi x
s
i C v

s
i y
s
i /C

X
ij2E

tijGij :
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(From Lemma 2.3(2), � has no component in G .) For an arbitrary �, the differential
d��D d�C � � � belongs to A22˚A

2
3 ; these two components are

A22 3
X
ij2E

tij

�
!i C!j C

X
s

.ysi ˝ x
s
j � x

s
i ˝y

s
j /

�
C

X
i;s

.psi x
s
i C q

s
i y
s
i / �

X
i;s

.usi x
s
i C v

s
i y
s
i /;

A23 3
X
i;s

.psi x
s
i C q

s
i y
s
i / �

X
ij2E

tijGij D � � 
:

We will show that the G–component of the d� –cocycle �, namely 
 D
P
ij2E tijGij ,

is 0. Otherwise, there is an edge ij with tij ¤ 0. Since the annihilator of Ghk is the
span of fxs

h
�xs

k
; ys
h
�ys

k
g1�s�g , the vanishing of the A23–component of d�� implies

that � is reduced to

� D
X
s

ps.xsi � x
s
j /C

X
s

qs.ysi �y
s
j /;

and also that 
 has only one nonzero coefficient t� (we can normalize it: tij D 1).
In A22 , if h¤ i; j , the coefficients of xsi ˝x

r
h

, xsi ˝y
r
h

, ysi ˝x
r
h

and ysi ˝y
r
h

should
be 0; hence us

h
D vs

h
D 0 for any h ¤ i; j and any s . Hence, the A22–component

of d�� is reduced to

!i C!j C
X
s

.ysi ˝ x
s
j � x

s
i ˝y

s
j /

C

�X
s

ps.xsi � x
s
j /C

X
s

qs.ysi �y
s
j /

�
�

X
s

.usi x
s
i Cu

s
jx
s
j C v

s
i y
s
i C v

s
j y
s
j /I

the coefficients of the following elements in the canonical basis of A22 are 0:

!i xsi ˝y
s
j ysi ˝ x

s
j xri ˝ x

s
j

1C
P
s p

svsi �
P
s q
susi �1Cpsvsj C q

susi 1C qsusj Cp
svsi prusj Cp

suri

We show that this system has no solution. By the symmetry .p; x/ $ .q; y/, we
can suppose that there is an index s such that ps ¤ 0; if some pr D 0, the second
equation (for s! r ) implies that uri ¤ 0, and from the last equation we get ps D 0, a
contradiction. If all the coefficients ps are nonzero, the last equation (for sD r ) implies
that usj D �u

s
i for any s , and the third equation shows that 1 � qsusi C p

svsi D 0

for any s . Adding these g equations, we find g C
P
s p

svsi �
P
s q
susi D 0, and,

comparing with the first equation, we obtain g D 1, again a contradiction.
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Therefore, 
 D 0; the nonvanishing of H 1.A; d�/ is equivalent to

d��D � � �D 0; � 62C � �:

This implies that � 2R1
1.H

�.†g/
˝V; d D 0/. We infer from the Künneth formula for

resonance [17, Proposition 5.6] that � 2 imH 1.fi / for some i 2 V .

In conclusion, R1
1.A/D

S
i2V imH 1.fi / is a finite union of linear subspaces. Since

clearly there are no redundancies, this is the irreducible decomposition, as claimed.

Proposition 2.8 When g D 1, we have that R1
1.A.1; �//D

S
ij2E imH 1.fij / is the

irreducible decomposition if E¤∅. Otherwise, R1
1.A.1; �//D f0g.

Proof Suppose that ED∅. As mentioned before, A.1;∅/D
�V
.xi ; yi /; d D 0

�
, and

it is well known that the resonance variety R1
1 of an exterior algebra is reduced to 0.

Suppose that E is nonempty. Given � D
P
i pixi C

P
i qiyi , a nonzero cohomology

class in R1
1.A/ (see Lemma 2.3(2)), we may find

�D
X
i

uixi C
X
i

viyi C
X
ij2E

tijGij

such that d��D 0 and � 62 C � � . We may also suppose that there is one coefficient
tij ¤ 0 (otherwise we are in the previous case). Now we can apply the argument
given in the proof of Proposition 2.7: there is only one nonzero coefficient t� and
� 2 Ann.Gij /; hence � D p.xi � xj /C q.yi � yj /. On the other hand, it is obvious
that H 1.fij /.z/D zi � zj for z 2H 1.†1 n f0g/DH

1.†1/.

We conclude, like in the proof of Proposition 2.7, that R1
1.A/D

S
ij2E imH 1.fij / is

the irreducible decomposition, in this case.

Proposition 2.9 If g D 0 and H 1.A.0; �//D 0, then R1
1.A.0; �//D∅.

If H 1.A.0; �// ¤ 0, then R1
1.A.0; �// D f0g [

S
imH 1.fijkl/ is the irreducible

decomposition, where the union is taken over all K4–subgraphs of � with vertex
set fijklg, and f0g is omitted when � contains such a subgraph.

Proof If H 1.A.0; �//D 0 and � 2R1
1.A/, the definitions imply that d0�D d�D 0

for some � 2 A1 . From this we get �D 0, which shows that R1
1.A.0; �//D∅.

From now on, we assume H 1.A/¤ 0. For any K4 ,! � on vertices i , j , k and l ,
let us denote by Rijkl �H 1.A/ the 2–dimensional subspace

fa.Gij CGkl/C b.GikCGjl/C c.GjkCGil/ j aC bC c D 0g:
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When � DK4 , we find that H 1.A.0;K4//DR1234 , by solving the system (6). The
map H 1.fijkl/ is injective, sincefijkl is admissible. Therefore, imH 1.fijkl/DRijkl .

The inclusion R1
1.A/ � f0g [

S
Rijkl follows from Theorem 2.1 and Lemma 2.2.

Since plainly there are no redundancies in the above finite union of linear subspaces,
we are left with proving that R1

1.A/ n f0g �
S
Rijkl . To achieve this, we will also

need to consider, for any K3 ,! � on vertices i , j and k , the linear subspace
Rijk �G D OS1.A�/ defined by Rijk D faGij C bGjkC cGik j aC bC c D 0g.

If � 2 R1
1.A/ n f0g � G n f0g, then d� D 0 and there is � 2 G n C � � such that

d��D d�C � � �D 0 2 A
2
2˚A

2
4 , or, equivalently, d�D 0 and � � �D 0 2 OS2.A�/.

In particular, � 2 R1
1.OS�.A�/; d D 0/ n f0g. It follows from [22, Section 3.5] that

either � 2Rijk for some K3 ,! � , or � 2Rijkl for some K4 ,! � .

The first case cannot occur, since clearly Rijk\ker.d/D 0, by (6), and we are done.

Theorem 2.1 and Lemma 2.2, together with Propositions 2.7–2.9, prove Theorem 1.1
from the introduction. In the genus-0 case, the implication

H 1.A.0; �//D 0 D) � has no K4–subgraphs

is provided by Lemma 2.3(1).

3 Malcev completion and formality

We continue our analysis of partial pure braid groups with the proof of Theorem 1.2.
Their Malcev Lie algebras are computed with the aid of the holonomy Lie algebras of
their Orlik–Solomon models, A�.g; �/.

We will also consider a weaker notion of 1–formality: a finitely generated group � is
filtered formal if its Malcev Lie algebra m.�/ is isomorphic to the lcs completion of
a Lie algebra presentable with degree-1 generators and relations homogeneous with
respect to bracket length. We recall that the free Lie algebra on a vector space, L�.W /,
is graded by bracket length. In low degrees, L1.W /DW , and the Lie bracket identifies
L2.W / with

V2
W .

We are going to make extensive use of the following construction, introduced in [18,
Definition 4.2]. The holonomy Lie algebra h.A/ of a 1–finite cdga A is the quotient of
L.A1�/ by the Lie ideal generated by im.d�C��/, where d W A1!A2 (respectively
�W

V2
A1! A2 ) is the differential (respectively the product) of the cdga A�2 , and

. � /� denotes vector space duals. This Lie algebra is functorial with respect to cdga

maps, and has the following basic property. (A result similar to our theorem below was
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proved by Bezrukavnikov in [5], under the additional assumption that A� is quadratic
as a graded algebra; note that this condition is not satisfied in general by finite cdga

models of spaces, in particular by the models A�.0; �/.)

Theorem 3.1 If A is a 1–finite 1–model of a connected CW-space M, then m.�1.M//

is isomorphic to the lcs completion of h.A/ as filtered Lie algebras.

Proof Our approach is based on a key result obtained by Chen in [7] and refined by
Hain in [15]. This result provides the following description for the Malcev completion
of � WD �1.M/, over a characteristic zero field k, in terms of iterated integrals and
bar constructions.

Consider the complete Hopf algebra ck� , where the completion is taken with respect to
the powers of the augmentation ideal of the group ring k� . The complete Lie algebra
m.�/ is the Lie algebra of primitives, Pck� , endowed with the induced filtration, defined
by Quillen in [21, Appendix A]. On the other hand, let B�.A/ be the differential graded
Hopf algebra obtained by applying the bar functor to the augmented cdga A� , where the
augmentation sends AC to 0 and is the identity on A0D k �1; see eg [15, Section 1.1].
The dual Hopf algebra, H 0B.A/� DHomk.H

0B.A/;k/, is a complete Hopf algebra,
with filtration induced from the bar filtration of H 0B.A/; see [15, Section 2.4].

Next, let f W A0!A00 be an augmented cdga map inducing an isomorphism in H i for
i � 1 and a monomorphism in H 2 (for short, f is an augmented 1–equivalence). If
H 0.A0/Dk �1, we claim that the induced map, H 0B.f /�WH 0B.A00/�!H 0B.A0/� ,
is a filtered isomorphism. Indeed, a standard argument based on the Eilenberg–Moore
spectral sequence (like in Proposition 1.1.1 from [15]) shows that H 0B.f / induces
an isomorphism at the associated graded level, with respect to the bar filtrations, which
clearly implies our assertion. The fact that A� and ��.M/ have the same Sullivan
1–minimal model, M� , implies by rational homotopy theory [23] the existence of two
augmented 1–equivalences, M�! A� and M�!��.M/. Here, both A� and M�

are canonically augmented, as above, since A0 DM0 D k � 1, and the augmentation
of ��.M/ is induced by the basepoint chosen for �1.M/, as in [15].

It follows from [15, Corollary 2.4.5] that integration induces an isomorphism be-
tween ck� and H 0B.A/� , as complete Hopf algebras. This leads to the aforementioned
description of the Malcev Lie algebra: m.�/' PH 0B.A/� , as complete Lie algebras.

Now, we claim that we may assume that A� is of finite type, ie all graded pieces are
finite dimensional. Indeed, the canonical cdga projection, A� � A�2 , is clearly a 1–
equivalence. Hence, A�2 is also a 1–model of M , by [23]. It is equally easy to check
that �W k �1˚A1˚ .im.d/C im.�// ,!A�2 is a cdga inclusion and a 1–equivalence.
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Therefore, we may replace A�2 by the above finite-type sub-cdga, without changing
the holonomy Lie algebra, as claimed.

We may thus consider the dual cocommutative differential graded coalgebra, A� WDA�� .
By the standard duality between the bar construction for a cdga and the Adams cobar
construction C for a cocommutative differential graded coalgebra [1], the complete
Hopf algebras H 0B.A�/� and yH0C.A�/ are isomorphic. In concrete terms, the Hopf
algebra H0C.A�/ is easily identified with the quotient of the primitively generated
tensorial Hopf algebra on A1 , by the two-sided Hopf ideal generated by im.�d�C��/,
and the completion is taken with respect to the descending filtration induced by ten-
sor length.

Denote by q.A/ the quotient of the free Lie algebra L.A1/ by the Lie ideal generated
by im.�d� C ��/. The above discussion shows that the complete Hopf algebras
H 0B.A/� and yU q.A/ are isomorphic, where yU is Quillen’s completed universal
enveloping algebra functor from [21, Appendix A].

Plainly, � idWA1 ! A1 induces an isomorphism between the Lie algebras q.A/

and h.A/. We infer that m.�/' P yU h.A/, as complete Lie algebras.

Finally, let h be a Lie algebra, and consider the canonical Lie homomorphism from
[21, Appendix A], �W h! P yU h. By [21, Corollary A3.9 and Remark A3.11], � sends
the lcs filtration of h into the Malcev filtration of P yU h, inducing an isomorphism at
the associated graded level. Passing to completions, we infer that y�W yh! P yU h is a
filtered Lie isomorphism. We conclude that m.�/ ' bh.A/, as filtered Lie algebras,
thus finishing our proof.

When M DF.g; �/ and ADA.g; �/, set L.g; �/ WD h.A.g; �//. We will denote, for
g� 0, the basis dual to fGij gij2E and f!igi2V by fCij gij2E and fzigi2V , respectively.
For g � 1, the basis dual to fxsi ; y

s
i j 1� i � n; 1� s � gg will be denoted fasi ; b

s
i g.

Proposition 3.2 The Malcev Lie algebra m.P.0; �// is isomorphic to the lcs comple-
tion of L.0; �/, where the Lie algebra L.0; �/ is the quotient of the free Lie algebra
on fCij gij2E by the relationsX

j2V; ij2E

Cij .i 2 V/;(7)

ŒCij ; Ckl � .ij; kl 2 E/;(8)

ŒCij ; Cjk� .ij; jk 2 E and ik 62 E/;(9)

ŒCij CCjk; Cik� .ij; jk; ik 2 E/:(10)

In particular, the group P.0; �/ is always 1–formal.
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zi Cij ^Ckl Cij ^Cjk Cij ^Cik Cij ^Cjk
i 2 V i;j;k; l distinct ik … E ij; ik;jk 2 E ij; ik;jk 2 E

d�
P

j2V; ij2E

Cij 0 0 0 0

�� 0 ŒCij ; Ckl � ŒCij ; Cjk� ŒCijCCjk; Cik� ŒCijCCik; Cjk�

+ (7) (8) (9) (10) (10)

Table 1: From the proof of Proposition 3.2. In the last two columns, i < j < k .

Proof We consider the following canonical basis in .A2/� :

fzigi2V [ fCij ^Cklgij;kl2E [ fCij ^Cjkgik…E [ fCij ^Cik; Cij ^Cjkgij;ik;jk2E

(in the product Cij ^Ckl we take i < j , i < k < l and j ¤ k; l , and in the last set
we take i < j < k ; see [5]). Dualizing d and �, where

dGij D !i C!j ; �.Gik ^Gjk/DGij ^Gjk �Gij ^Gik;

we obtain the defining relations in the last row of Table 1. From the last two relations, we
see ŒCikCCjk; Cij �D0, hence the relation (10), where i; j; k are arbitrarily ordered.

Remark 3.3 By [19, Corollary 10.3], if the quasiprojective manifold M has the
vanishing property in degree 1, ie W1H 1.M/D 0, then �1.M/ is 1–formal, where
W� denotes Deligne’s weight filtration [8; 9]. According to [8; 9], W1H 1.M/ D 0

whenever M admits a smooth compactification SM with b1. SM/D 0. Hence, P.0; �/
is actually 1–formal in this stronger sense.

Proposition 3.4 For g � 1, the Malcev Lie algebra m.P.g; �// is isomorphic to the
lcs completion of L.g; �/, where the Lie algebra L.g; �/ is the quotient of the free
Lie algebra on fasi ; b

s
i g by the relations

Cij WD Œa
s
i ; b

s
j �D Œa

t
j ; b

t
i � .8i ¤ j;8s; t/;(11)

Cij D 0 .ij 62 E/;(12)

Œasi ; b
t
j �D Œa

s
j ; b

t
i �D 0 .8i < j; 8s ¤ t /;(13)

Œasi ; a
t
j �D Œb

s
i ; b

t
j �D 0 .8i ¤ j; 8s; t/;(14) X

j
Cij D

X
s
Œbsi ; a

s
i � .i 2 V/;(15)

Œask; Cij �D Œb
s
k; Cij �D 0 .8k ¤ i;j; 8s/:(16)

In particular, L.g; �/ is generated in degree 1 with relations in degrees 2 and 3, and
consequently, the group P.g; �/ is always filtered formal.
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1 2 3 4 5

zi Cij ^Ckl Cij ^Cjk Cij ^Cik Cij ^Cjk
i 2 V i;j;k; l distinct ik … E ij; ik;jk 2 E ij; ik;jk 2 E

d�
P

j2V; ij2E

Cij 0 0 0 0

��
P
s
Œasi ; b

s
i � ŒCij ; Ckl � ŒCij ; Cjk� ŒCijCCjk; Cik� ŒCijCCik; Cjk�

+ (15) (17) (20) (19) (19)

6 7 8 9 10 11 12 13

asi˝b
t
j bsi˝a

t
j asi˝a

t
j bsi˝b

t
j as

k
˝Cij bs

k
˝Cij asi˝Cij bsi˝Cij

i < j i < j i < j i < j k ¤ i;j k ¤ i;j i < j i < j

�ıstCij ıstCij 0 0 0 0 0 0

Œasi ;b
t
j � Œbsi ;a

t
j � Œasi ;a

t
j � Œb

s
i ;b

t
j � Œa

s
k
;Cij � Œb

s
k
;Cij � Œa

s
iCa

s
j ;Cij � Œb

s
iCb

s
j ;Cij �

(11)–(13) (11)–(13) (14) (14) (16) (16) (18) (18)

Table 2: From the proof of Proposition 3.4. The indices in columns 4 and 5
satisfy i < j < k . For any Cpq in the table, pq 2 E , and the entries in
columns 6 and 7 are to be replaced by 0 in the second row when ij 62 E .

Proof The canonical basis in .A2/� contains the list in the proof of Proposition 3.2,
and also (with indices 1� i < j � n, 1� s; t � g and k ¤ i; j )

fasi ˝ a
t
j ; a

s
i ˝ b

t
j ; b

s
i ˝ a

t
j ; b

s
i ˝ b

t
j g [ fa

s
k˝Cij ; b

s
k˝Cij ; a

s
i ˝Cij ; b

s
i ˝Cij g:

To dualize d and �, the relevant relations are

dGij D !i C!j C
P
s
.ysi ˝ x

s
j � x

s
i ˝y

s
j /;

�.xsi ^y
s
i /D !i ; �.xsi ^y

t
j /D x

s
i ˝y

t
j ; �.ysi ^ x

t
j /D y

s
i ˝ x

t
j .i < j /;

�.xsi ^ x
t
j /D x

s
i ˝ x

t
j ; �.ysi ^y

t
j /D y

s
i ˝y

t
j .i < j /;

�.xsi ^Gjk/D x
s
i ˝Gjk; �.ysi ^Gjk/D y

s
i ˝Gjk;

�.xsi ^Gij /D x
s
i ˝Gij D �.x

s
j ^Gij /; �.ysi ^Gij /D y

s
i ˝Gij D �.y

s
j ^Gij /:

The defining relations are obtained in the last row of Table 2. Note that, when ij 2 E, in
the relations (11) Cij is the dual of Gij . The relations (16) are obtained in columns 10
and 11 for ij 2 E and, otherwise, are a trivial consequence of (12). It remains to prove
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that the relations (11)–(16) imply the following list:

ŒCij ; Ckl �D 0 .if cardfi; j; k; lg D 4/;(17)

Œasi C a
s
j ; Cij �D Œb

s
i C b

s
j ; Cij �D 0 .8i ¤ j;8s/;(18)

ŒCij CCjk; Cik�D 0 .if ij; ik; jk 2 E/;(19)

ŒCij ; Cjk�D 0 .if ij; jk 2 E and ik … E/:(20)

The first relation is obvious:

ŒCij ; Ckl �D ŒCij ; Œa
s
k; b

s
l ��D 0 .by (11) and (16)/:

The second equation comes from the equalities

Œasj ; Cij �D
�
asj ;

P
k Cik

�
.by (16)/

D
�
asj ;

P
t Œb

t
i ; a

t
i �
�
.by (15)/

D Œasj ; Œb
s
i ; a

s
i �� .by (13) and (14)/

D ŒCij ; a
s
i � .by (11) and (14)/

(by symmetry, we get Œbsi C b
s
j ; Cij �D 0).

Using (18), we can finish the proof as follows:

ŒCij CCjk; Cik�D ŒŒa
s
i ; b

s
j �C Œa

s
k; b

s
j �; Cik� .by (11)/

D ŒŒasi C a
s
k; b

s
j �; Cik�D 0 .by (16) and (18)/;

and finally (20) may be established as follows:

ŒCij ; Cjk�D ŒCij ; Œa
s
j ; b

s
k�� .by (11)/

D ŒŒCij ; a
s
j �; b

s
k� .by (16)/

D�ŒŒCij ; a
s
i �; b

s
k� .by (18)/

D�ŒCij ; Œa
s
i ; b

s
k��D 0 .by (16), (11) and (12)/:

Example 3.5 Note that filtered formality is strictly weaker than 1–formality, as shown
by the Torelli group in genus 3, which has a cubic, non-1–formal Malcev Lie algebra;
cf Hain’s work from [16].

Proposition 3.6 Suppose that either g � 2, or g D 1 and � contains no K3 . Then
the group P.g; �/ is 1–formal.
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Proof The cubic relations (16) follow from the quadratic relations: if g � 2, take
t ¤ s ; then

Œask; Cij �D Œa
s
k; Œa

t
i ; b

t
j ��D 0 .by (11), (13) and (14)/:

If g D 1 and, say, ik … E, we find

Œa1k; Cij �D Œa
1
k; Œa

1
j ; b

1
i ��D 0 .by (11), (12) and (14)/:

Proposition 3.7 If g D 1 and � contains a K3 subgraph, then the group P.1; �/ is
not 1–formal.

Proof When g � 1 and f W � 0 ,! � is arbitrary, note that f�W H1.†V
g/�H1.†

V0

g /

extends to f�W L�.H1.†V
g// � L�.H1.†V0

g //, a graded Lie surjection which pre-
serves the graded parts of the defining Lie ideals (11)–(16). Furthermore, the canon-
ical injection f�W H1.†

V0

g / ,! H1.†
V
g/ extends to a graded Lie monomorphism,

f�W L
�.H1.†

V0

g // ,!L�.H1.†V
g//, which preserves the cubic relations (16). Therefore,

the 1–formality of P.1; �/ would imply the 1–formality of P.1;K3/, in contradiction
with [12, Example 10.1].

Remark 3.8 It follows from Proposition 2.7 and [17, Proposition 5.6] that when g� 2,
we have R1

1.A
�.g; �//DR1

1.H
�.†V

g// for any graph � . Nevertheless, m.P.g; �// 6'
m.�1.†

V
g// if E¤∅. Indeed, assuming the contrary, we infer from [23] that the spaces

F.g; �/ and †V
g have isomorphic decomposable subspaces in the cohomology ring

in degree two: DH 2.F.g; �// ' DH 2.†V
g/. Plainly, DH 2.†V

g/ D H
2.†V

g/. The
description of the Orlik–Solomon model A�.g; �/ from Section 2 readily implies that
DH 2.F.g; �//DH 2.†V

g/=dG . By Lemma 2.3(2), the above two vector spaces DH 2

have different dimensions if E¤∅, a contradiction.

4 Nonabelian representation varieties and jump loci

Finally, we analyze germs at 1 of rank-2 nonabelian representation varieties and
their degree-one topological Green–Lazarsfeld loci for partial pure braid groups, via
admissible maps and Orlik–Solomon models, and we prove Theorem 1.3. In this
section, GD SL2.C/ or its standard Borel subgroup, with Lie algebra gD sl2 or sol2 .
Key to our computations is the well-known fact that ŒA; B� D 0 in g if and only if
rankfA;Bg � 1.

If S D xS n F is a quasiprojective curve, where xS is projective and F � xS is a
finite subset, then . xS; F / is the unique smooth compactification of S . For a quasi-
projective manifold M , it is known that there is a convenient smooth compactification,
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M D SM nD , where D is a hypersurface arrangement in SM , which has the property
that every admissible map of general type, f W M ! S , is induced by a regular
morphism, xf W . SM;D/! . xS; F /. These in turn induce cdga maps between Orlik–
Solomon models, denoted f �W A�. xS; F / ! A�. SM;D/. By naturality, we obtain
an inclusion

(21) F .A�. SM;D/; g/�F1.A�. SM;D/; g/[
[

f 2E .M/

f �F .A�. xS; F /; g/:

For any finite-dimensional representation � W g ! gl.V /, we also know from [18,
Corollary 3.8] that ….A; �/�Rk

1 .A; �/ if Hk.A/¤ 0.

Let ff W B�
f
! A�g be a finite family of cdga maps between finite objects.

Proposition 4.1 Assume that H 1.A/ ¤ 0. For every f , suppose that B�
f
D B

�2
f

,
�.H �.Bf // < 0 and f is a monomorphism. If R1

1.A/ D
S
f imH 1.f / and (21)

holds as an equality for the family ff W B�
f
! A�g, then

(22) R1
1.A; �/D….A; �/[

[
f

f �F .Bf ; g/

for any finite-dimensional representation � W g! gl.V /.

Proof We first show the inclusion “�”. The fact that ….A; �/ � R1
1.A; �/ is due

to the assumption H 1.A/ ¤ 0. The equality R1
1.Bf ; �/ D F .Bf ; g/ follows from

[18, Proposition 2.4] since B�
f
D B

�2
f

and �.H �.Bf // < 0. Lemma 2.6 from [18]
implies that f �R1

1.Bf ; �/ � R1
1.A; �/, since f is injective in degree 1. To verify

the inclusion “�”, pick ! 2 R1
1.A; �/ n

S
f f
�F .Bf ; g/. We infer from (21) that

! D �˝ g , with d� D 0 and g 2 g. Theorem 1.2 from [18] says then that there
is an eigenvalue � of �.g/ such that �� 2 R1

1.A/. If det �.g/ ¤ 0, then � ¤ 0.
Since R1

1.A/ D
S
f imH 1.f /, we deduce that � D f ��f for some f and some

�f 2 H
1.Bf /. Hence, f �.�f ˝ g/ 2 F .A; g/. The injectivity of f forces then

�f ˝g 2F .Bf ; g/. This implies that ! 2f �F .Bf ; g/, a contradiction. Consequently,
! 2….A; �/, and we are done.

Let A be a finite model of the finite space M . If b1.M/D 0, then it follows from [21]
that m.�1.M//D 0. Theorems A and B in [11] together imply then that both germs
Hom.�1.M/;G/.1/ and F .A; g/.0/ contain only the origin. Furthermore, b1.M/D 0

implies that V 1
1 .M; �/.1/ DR1

1.A; �/.0/ D∅; cf [11, Theorem B] and [18, (15)]. For
a quasiprojective manifold M with b1.M/ > 0, it follows from [11, Example 5.3]
that we may always find a convenient compactification (by adding at infinity a normal
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crossing divisor) which satisfies all hypotheses from Proposition 4.1, for the family
ff �W A�. xS; F /! A�. SM;D/gf 2E .M/ , except possibly the last assumption.

In this way, we infer from Remark 3.3 and Proposition 4.1 that the genus-0 case of
Theorem 1.3 becomes a consequence of the following general result.

Theorem 4.2 If b1.M/ > 0 and W1H 1.M/ D 0, then equality holds in (21) for a
convenient compactification with normal crossings and for gD sl2 or sol2 .

Proof For every f 2 E .M/, note that H �. xf /W H �. xS/!H �. SM/ is injective; see eg
[11, Example 5.3]. Our vanishing assumption on W1H 1.M/ implies that H 1. SM/D 0;
cf [8; 9]. Hence, W1H 1.S/D 0.

Let A�
�
WD A�. SM;D/ be the Gysin model, and assume that W1H 1.M/ D 0. Then

A1 D A12 , by [19]. Set Z12 WDH
1.A/� A12 , and denote by A�Z � A

�2 the sub-cdga
with d D 0 defined by A0Z DQ � 1, A1Z DZ

1
2 and A2Z D �.

V
2Z12/� A

2
4 . Note that

d.A12/� A
2
2 . We infer that the cdga inclusion �W A�Z ,! A�2 is a 1–equivalence, ie it

induces an isomorphism in H 1 and a monomorphism in H 2 . On the other hand, it fol-
lows from the definitions that the variety F .A; g/ depends only on the corestrictions of
d W A1!A2 and �W

V2
A1!A2 to the subspace im.d/Cim.�/�A2 for any cdga A

and any Lie algebra g. Therefore, we have an inclusion ��W F .AZ ; g/�F .A; g/.

Since � is a 1–equivalence, it follows from Theorem 3.9 and Sections 7.3–7.5 in [11]
that F .AZ ; g/ and F .A; g/ have the same analytic germs at 0. Now, we recall from
[11] that each cdga, A and AZ , has positive weights, and the associated C�–actions
preserve the varieties F .AZ ; g/ and F .A; g/, and the origin 0. This implies that all
irreducible components of F .A; g/ pass through 0, and similarly for F .AZ ; g/. This
in turn is enough to infer that actually F .AZ ; g/DF .A; g/, since the germs at 0 are
equal. Moreover, F .AZ ; g/DF .H �.A/; g/, by construction.

The equalities F .A�. SM;D/; g/DF .H �.M/; g/ and F .A�. xS; F /; g/DF .H �.S/; g/

are clearly compatible with the natural maps induced by xf W . SM;D/! . xS; F / for any
f 2 E .M/. Plainly F1.A�. SM;D/; g/ depends only on H 1.M/ and g. Thus, we may
replace in (21) A�. SM;D/ by .H �.M/; d D 0/ and A�. xS; F / by .H �.S/; d D 0/. In
this way, our claim reduces to the equality proved in [18, Corollary 7.2(55)].

In positive genus, we are going to describe explicitly the convenient compactifications
from Theorem 1.3, and check that all hypotheses from Proposition 4.1 hold for the
associated families of cdga maps, ff �W A�. xS; F /! A�. SM;D/gf 2E .M/ , except the
last assumption.

When g� 2, we have that M WDF.g; �/D†V
g nD� is a convenient compactification:

for i 2V , the regular morphism xfi WDpri W .†
V
g ;D�/! .†g ;∅/ extends the admissible
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map fi W F.g; �/ ! †g from Lemma 2.2. By Lemma 2.3(2), H 1.A.g; �// ¤ 0

for g � 1. Clearly, B�
f
D B

�2
f

and �.H �.Bf // < 0 for any f 2 E .M/, since
B�
f
D .H �.†g/; d D 0/. It is easy to check that f �W A�.g; � 0/!A�.g; �/ is injective

in degree ��2 for any f W � 0 ,!� and g�0. Finally, the assumption on R1
1.A.g; �//

in Proposition 4.1 follows from Proposition 2.7.

In genus gD 1, we have that M WDF.1; �/D†V
1 nD� is again a convenient compact-

ification. For ij 2 E, denote by prij W .†
V
1 ;D�/! .†21;DK2

/ the regular morphism
induced by projection. Let xıW .†21;DK2

/! .†1; f0g/ be the regular morphism induced
by the difference map of the elliptic curve †1 . Then clearly the regular morphism
xfij WD xı ı prij extends the admissible map fij W F.1; �/!†1 n f0g from Lemma 2.2.

For any f 2 E .M/, we have that B�f D A�.†1; f0g/D B
�2
f

is given by B0f DC � 1,
B1f D spanfx; y; gg and B2f D C �O . The differential is given by dx D dy D 0 and
dg DO , and the multiplication table is xg D yg D 0 and xy DO . The hypotheses
on B�f from Proposition 4.1 are clearly satisfied. It follows from naturality of Orlik–
Solomon models [13] that ı�xDx1�x2 , ı�yDy1�y2 and ı�gDG12 . In particular,
ı�W A�.†1; f0g/ ,! A�.1;K2/ is injective, which proves the injectivity of B�f ! A�

for any f 2 E .M/. Finally, the assumption on R1
1.A.1; �// in Proposition 4.1 follows

from Proposition 2.8, when E¤∅. Otherwise, the claims in Theorem 1.3 follow from
[18, Corollary 7.7].

By virtue of Proposition 4.1, we have thus reduced the proof of Theorem 1.3 in positive
genus to checking that (21) holds as an equality for the families ff �W A�. xS; F /!
A�. SM;D/gf 2E .M/ described above. To verify this equality, we will use another
basic property of the holonomy Lie algebra of a cdga A, proved in Proposition 4.5
from [18]. This result allows us to naturally replace the variety of flat connections
F .A; g/ by the variety of Lie homomorphisms, HomLie.h.A/; g/, and F1.A; g/ by
Hom1Lie.h.A/; g/ WD f' 2 HomLie.h.A/; g/ j dim im.'/� 1g.

Proposition 4.3 If '2HomLie
�
h.A.1; �//; g

�
nHom1Lie

�
h.A.1; �//; g

�
, there is ij 2E

such that ' 2 f �ij HomLie
�
h.A.†1; f0g//; g

�
.

Proof For g � 1, the holonomy Lie algebra h.A.g; �// is isomorphic to the Lie
algebra L.g; �/ from Proposition 3.4. By (14), a morphism ' 2HomLie

�
h.A.1; �//; g

�
satisfies

Œ'.ai /; '.aj /�D Œ'.bi /; '.bj /�D 0;

thus ' is defined by two elements v;w2g and two n–vectors ˛�D .˛i / and ˇ�D .ˇi /:

'.ai /D ˛iv; '.bi /D ˇiw:
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Equation (11) implies that .˛i ǰ � j̨ˇi /Œv; w� D 0. If ' … Hom1Lie

�
h.A.1; �//; g

�
,

we have ˛� ¤ 0, ˇ� ¤ 0 and Œv; w�¤ 0; hence rankf˛�; ˇ�g D 1. Equation (15) is
equivalent to X

j

Œai ; bj �D
X
j

Œaj ; bi �D 0 .i 2 V/:

Together with relation (14), these imply that
P
i ai and

P
i bi are central elements;

therefore, their images
P
i ˛iv and

P
i ˇiw are 0. In particular, at least two compo-

nents of ˛� (and the same components of ˇ� ) are nonzero.

We will show that ˛� and ˇ� have exactly two nonzero components. Relations (11)
and (16) imply that, for any three distinct indices i , j and k ,

˛k˛i ǰ Œv; Œv; w��D ˇk˛i ǰ Œw; Œv; w��D 0:

The brackets Œv; Œv; w�� and Œw; Œv; w�� cannot be both 0 (otherwise rankfv;wg D 1);
if Œv; Œv; w��¤ 0, we have (for any three indices) ˛k˛i ǰ D 0, which proves our claim
(similarly if Œw; Œv; w��¤ 0).

We infer that ' must be of the form

(23)
'.ai /D ˛v; '.aj /D�˛v; '.ak/D 0;

'.bi /D ˇw; '.bj /D�ˇw; '.bk/D 0;

with ˛; ˇ ¤ 0 (where k ¤ i; j ). Therefore, ij 2 E, by (12).

The description of A�.†1; f0g/ implies, by a straightforward computation, that the
Lie algebra h.A.†1; f0g// is the quotient of the free Lie algebra L.x�; y�; g�/ by the
relation g�CŒx�; y��D 0, where fx�; y�; g�g is the basis dual to fx; y; gg. Therefore,
h.A.†1; f0g// D L.x�; y�/. Moreover, the description of the action of ı� and pr�ij
on Orlik–Solomon models implies, by taking duals, that the Lie homomorphism
fij�W h.A.1; �//! h.A.†1; f0g// sends ai to x� , aj to �x� , bi to y� , bj to �y� ,
and ak; bk to 0 for k ¤ i; j ; see [18, Definition 4.2].

Define  2 HomLie
�
h.A.†1; f0g//; g

�
by x� 7! ˛v and y� 7! ˇw . By (23), we have

' D f �ij . /.

Proposition 4.4 Assume that g � 2. If

' 2 HomLie
�
h.A.g; �//; g

�
nHom1Lie

�
h.A.g; �//; g

�
;

there is i 2 V such that ' 2 f �i HomLie
�
h.A.†g ;∅//; g

�
.
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Proof The holonomy Lie algebra of A.†g ;∅/ D A.g;K1/ is generated by the
elements fa1; b1; : : : ; ag ; bgg modulo the relation

P
sŒa

s; bs�D 0; hence a morphism
 2 HomLie

�
h.A.†g ;∅//; g

�
is defined by 2g elements v1; w1; : : : ; vg ; wg 2 g sat-

isfying the relation
P
sŒv

s; ws�D 0.

It is sufficient to show that for ' 2 HomLie
�
h.A.g; �//; g

�
nHom1Lie

�
h.A.g; �//; g

�
,

there is an index i such that '.atj /D '.b
t
j /D 0 for any j ¤ i and any t ; this implies,

via (11), that '.Cjk/D 0 (for any j ¤ k ) and, using (15), that
P
sŒ'.a

s
i /; '.b

s
i /�D 0.

Denote by A and B the span of f'.a��/g and f'.b��/g respectively. As dim im.'/� 2,
we have to analyze only two cases:

Case 1 (dim.A/ D dim.B/ D 1) In this case there are two linearly independent
elements v;w 2 g and indices .i; s/ and .k; t/ such that

'.arj /D ˛
r
j v and '.brj /D ˇ

r
jw for any j; r and ˛si ¤ 0¤ ˇ

t
k
:

Relation (13) and Œv; w�¤ 0 imply that ˇrj D 0 if j ¤ i and r ¤ s ; from the hypothesis
g � 2 and relation (11), we obtain

'.Cij /D ˛
s
i ˇ
s
j Œv; w�D ˛

r
i ˇ
r
j Œv; w�D 0;

hence ˇrj D 0 for any j ¤ i and any r . This implies that k D i and, by symmetry,
that ˛rj D 0 for any j ¤ i and any r .

Case 2 (dim.A/ � 2) (By symmetry, the case dim.B/ � 2 can be treated in the
same way.) In this case, there are indices i D j , s ¤ t and two linearly independent
elements vs; vt 2 g such that

'.asi /D v
s; '.atj /D v

t

(i ¤ j contradicts relation (14), since Œvs; vt � ¤ 0). For any k ¤ i and any r , we
obtain from (14) that

Œ'.asi /; '.a
r
k/�D Œ'.a

t
i /; '.a

r
k/�D 0; hence '.ark/D 0:

Using relation (13), the same argument applied to br
k

shows that '.br
k
/D 0 for any

k ¤ i and any r ¤ s; t . Again from (13), Œ'.ati /; '.b
s
k
/� D 0. On the other hand,

by (11), Œ'.asi /; '.b
s
k
/� D Œ'.at

k
/; '.bti /� D 0. Hence, '.br

k
/ D 0 for any k ¤ i and

r D s; t , and we are done.

Propositions 4.3 and 4.4 complete the proof of Theorem 1.3. Similar results were
obtained in [18] for quasiprojective manifolds with 1–formal fundamental group.
(Note that .H �.S/; d D 0/ is a finite model of a quasiprojective curve S , and
F ..H �.S/; d D 0/; g/ is computed in Lemma 7.3 from [18] when �.S/ < 0.) They
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were based on the following algebraic construction. Let A� be a 1–finite cdga with
linear resonance, ie R1

1.A/D
S
C2C C is a finite union of linear subspaces of H 1.A/.

For each C 2 C , let A�C ,! A�2 be the sub-cdga defined by A0C D C � 1, A1C D C
and A2C D A

2 .

Proposition 4.5 [18, Proposition 5.3] If in addition d D 0, then

F .A; g/DF1.A; g/[
[
C2C

F .AC ; g/

for gD sl2 or sol2 .

Example 4.6 The geometric formulae from Theorem 1.3, based on Orlik–Solomon
models, seem to be the right extension of the similar results in [18], beyond the 1–
formal case. Indeed, let us consider for A� D A�.1; �/ the linear decomposition of
R1
1.A/ from Proposition 2.8, case E ¤ ∅. For each C D imH 1.fij /, we claim

that F .AC ; g/ D F1.AC ; g/, when g D sl2 or sol2 . This implies that the alge-
braic formula from Proposition 4.5 reduces in this case to the equality F .A; g/ D

F1.A; g/. On the other hand, we have seen that h
�
A.†1; f0g/

�
is a free Lie alge-

bra on two generators, and therefore F
�
A.†1; f0g/; g

�
contains an element not in

F1
�
A.†1; f0g/; g

�
. Consequently, if ij 2 E then it follows from Theorem 1.3 that

f �ijF
�
A.†1; f0g/; g

�
nF1

�
A.1; �/; g

�
¤∅. Thus, the algebraic formula does not hold.

To compute h.AC /, we may replace A2C by �C
�V2

C
�
. Note that dC D 0, C is

two-dimensional generated by xi � xj and yi � yj , and .xi � xj /.yi � yj / ¤ 0. It
follows that the holonomy Lie algebra h.AC / is two-dimensional abelian. Therefore,
HomLie.h.AC /; g/D Hom1Lie.h.AC /; g/ as claimed.
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Symplectic embeddings of four-dimensional ellipsoids
into integral polydiscs

DANIEL CRISTOFARO-GARDINER

DAVID FRENKEL

FELIX SCHLENK

In previous work, the second author and Müller determined the function c.a/ giving
the smallest dilate of the polydisc P .1; 1/ into which the ellipsoid E.1; a/ symplec-
tically embeds. We determine the function of two variables cb.a/ giving the smallest
dilate of the polydisc P .1; b/ into which the ellipsoid E.1; a/ symplectically embeds
for all integers b > 2 .

It is known that, for fixed b , if a is sufficiently large then all obstructions to the
embedding problem vanish except for the volume obstruction. We find that there
is another kind of change of structure that appears as one instead increases b : the
number-theoretic “infinite Pell stairs” from the b D 1 case almost completely dis-
appears (only two steps remain) but, in an appropriately rescaled limit, the function
cb.a/ converges as b tends to infinity to a completely regular infinite staircase with
steps all of the same height and width.

53D05; 14B05, 32S05

1 Introduction and result

1.1 Introduction

Since Gromov’s classic paper [15], it has been known that symplectic embedding
problems are intimately related to many phenomena in symplectic geometry, Hamil-
tonian dynamics, and other fields. The smallest interesting dimension is four, and
all our results are in this dimension. So consider the standard four-dimensional
symplectic vector space .R4; !/, where ! D dx1 ^ dy1 C dx2 ^ dy2 . Open sub-
sets in R4 are endowed with the same symplectic form. Given two such sets U

and V , a symplectic embedding of U into V is a smooth embedding 'W U ! V

that preserves the symplectic form: '�! D ! . We write U
s
,! V if there exists a

symplectic embedding U ! V . Deciding whether U
s
,! V is very hard in general.

Published: 14 March 2017 DOI: 10.2140/agt.2017.17.1189
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One thus looks at simple sets, such as the open ball B4.a/ of radius
p

a, or polydiscs
P .a; b/D B2.a/�B2.b/�R2.x1;y1/�R2.x2;y2/, or ellipsoids

E.a; b/ WD

�
x2

1
Cy2

1

a
C

x2
2
Cy2

2

b
< 1

�
:

In four dimensions, Gromov’s nonsqueezing theorem states that

B4.a/
s
,! B2.b/�R2.x2;y2/

only if a 6 b . In other words, one cannot do better than the identity mapping. After
this rough rigidity result, the “fine structure of symplectic rigidity” was investigated
by looking at other embedding problems. The first important results were on the
“packing problem”, where U is a disjoint union of balls; see Biran [2; 3], Gromov [15]
and McDuff and Polterovich [25]. Further understanding on the fine structure came
with the study of embeddings of ellipsoids; see Choi, Cristofaro-Gardiner, Frenkel,
Hutchings and Ramos [9], Frenkel and Müller [14], Hutchings [18], McDuff [23; 24],
McDuff and Schlenk [26] and Schlenk [27; 28]. Note that E.a; b/

s
,! V if and only

if E
�
1; b

a

� s
,! .1=

p
a/V . We can thus take E.1; a/ with a > 1 as U . Encode the

embedding problems E.1; a/
s
,! B4.b/ and E.1; a/

s
,! P .b; b/ DW C 4.b/ in the

functions
cB.a/ WD inff� > 0 jE.1; a/

s
,! B4.�/g;

cC .a/ WD inff� > 0 jE.1; a/
s
,! C 4.�/g:

Since symplectic embeddings are volume-preserving, cB.a/>
p

a and cC .a/>
p

a
2

.
The functions cB.a/ and cC .a/ were computed in [26; 14]:

The function cB.a/ has three parts: On Œ1; �4�, with � D 1
2
.1C
p

5/ the golden ratio,
cB is given by the “Fibonacci stairs”, namely an infinite stairs each of whose steps
is made of a segment on a line going through the origin and a horizontal segment,
with feet (endpoints) on the volume constraint

p
a, and both the feet and the edge

determined by Fibonacci numbers. Then there is one step over
�
�4; 71

9

�
, whose left

part over Œ�4; 7� is affine but nonlinear: cB.a/D
aC1

3
. Finally, for a > 71

9
the graph

of cB.a/ is given by eight strictly disjoint steps made of two affine segments, and
cB.a/D

p
a for a > 8 1

36
. See Figures 1–6 later in the introduction for similar pictures

in our setting.

The function cC .a/ has a similar structure: On Œ1; �2�, with � D 1C
p

2 the silver
ratio, cC is given by the “Pell stairs”, namely an infinite stairs each of whose steps is
made of a segment on a line going through the origin and a horizontal segment, with
feet on the volume constraint

p
a
2

, and both the feet and the edge determined by Pell
numbers. Then there is one step over

�
�2; 61

8

�
, whose left part over Œ�2; 6� is affine
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but nonlinear: cC .a/D
aC1

4
. Finally, for a > 61

8
the graph of cC .a/ is given by six

strictly disjoint steps made of two affine segments, and cC .a/D
p

a
2

for a > 7 1
32

.

1.2 Result

We are interested in understanding what happens with the rich structure of the functions
cB and cC if we take as targets “longer” sets. To this end, we look at the embedding
problems E.1; a/

s
,! P .b; c/ for c D kb with k > 2 an integer, which we encode in

the functions

(1-1) cb.a/ WD inff� > 0 jE.1; a/
s
,! P .�; �b/g; b 2N>2:

Note that c1 D cC . The volume constraint is now cb.a/ >
p

a
2b

. To formulate our
result, we define for b 2N>2 and for k 2 f0; 1; 2; : : : ; b

p
2bcg the numbers

ub.k/ WD
.2bC k/2

2b
D 2bC 2kC

k2

2b
; vb.k/ WD 2b

�
2bC 2kC 1

2bC k

�2

and

˛b WD
1

b

�
b2
C 2bC

p
.b2
C 2b/2� 1

�
; ˇb WD 2bC 4C

1

2b.bC 1/2
:

Note that ub.k/ 6 2b C 2k C 1 6 vb.k/ with strict inequalities for k2 < 2b and
equalities for k2 D 2b , and that

2bC 2k < ub.k/6 vb.k/ < 2bC 2kC 2 for k > 1:

˛b 2bC 4 ˇb

a

cb.a/

baC1
2b.bC1/

Figure 1: The affine step in our result
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Further, vb.1/ < ˛b < 2bC 4 < ˇb < ub.2/. The intervals Ib.k/ WD Œub.k/; vb.k/�

thus have positive length except for k2 D 2b , and the intervals

Ib.0/; Ib.1/; Œ˛b; ˇb �; Ib.2/; : : : ; Ib.b
p

2bc/

are in the right order and are disjoint except that Ib.0/ touches Ib.1/.

Theorem 1.1 For every integer b > 2 the function cb.a/ describing the symplectic
embedding problem E.1; a/

s
,! P .�; �b/ is given by the volume constraint

p
a

2b

except for the following
ṗ

2b
�
C 2 intervals:

(i) cb.a/D 1 if a 2 Œ1; 2b�.

(ii) For k 2 f0; 1; 2; : : : ; b
p

2bcg and on the interval Ib.k/,

cb.a/D

8<:
a

2bCk
if a 2 Œub.k/; 2bC 2kC 1�;

2bC2kC1

2bCk
if a 2 Œ2bC 2kC 1; vb.k/�:

(iii) On the interval Œ˛b; ˇb �,

cb.a/D

8̂<̂
:

baC1

2b.bC1/
if a 2 Œ˛b; 2bC 4�;

1C
2bC1

2b.bC1/
if a 2 Œ2bC 4; ˇb �:

1 2b 2bC 1

2bC 2C 1
2b

2bC 3 vb.1/
a

1

2bC1
2b

2bC3
2bC1

cb.a/

a
2b

a
2bC1

Figure 2: The graph of cb.a/ on Œ1; vb.1/�
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Remarks 1.2 (1) Theorem 1.1 also solves the problem E.1; a/
s
,! E.�; �2b/ for

integers b > 2, since, for every integer b ,

(1-2) E.1; a/
s
,! P .�; �b/ ” E.1; a/

s
,!E.�; �2b/:

This has been shown by Frenkel and Müller [14, Corollary 1.6] for b D 1 by using
that ECH capacities provide a complete set of invariants for the embedding problem
E.1; a/

s
,! P .b; c/, and this proof generalizes to all b 2N . In Section 4.1 we shall

prove (1-2) by using the “reduction method” (Method 2 of Section 2.2).

(2) One can replace the infimum in definition (1-1) by the minimum. This follows from
the previous remark and from the fact that E.1; a/

s
,!E.�; �2b/ also for �D cb.a/;

see McDuff [23, Corollary 1.6] and also Cristofaro-Gardiner [11, Corollary 1.6] for a
generalization. Altogether, we see that

E.1; a/
s
,! P .�; �b/ () E.1; a/

s
,!E.�; �2b/ () �> cb.a/:

Geometric description of the result We proceed with describing the functions cb.a/

given in Theorem 1.1 more geometrically. The left part of the steps described in part (ii)
of the theorem lie on a line passing through the origin, while the left part of the step
described in part (iii) lies on a line crossing the y –axis at 1

2b.bC1/
. We call the steps

in (ii) the “linear steps” and the step in (iii) the “affine step”.

1 4 5 6 1
4

7 8 8 1
36

a

1

5
4

7
5

17
12

c2.a/

p
a

2

Figure 3: The graph of c2.a/
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ub.k/ 2bC 2kC 1 vb.k/
a

2bCk
2b

2bC2kC1
2bCk

cb.a/

a
2bCk

p
a

2b

Figure 4: One of the
ṗ

2b
�

linear steps

The graph of cb.a/ on Œ1; vb.1/� is given by

cb.a/D

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

1 if a 2 Œ1; 2b�;
a

2b
if a 2 Œ2b; 2bC 1�;

2bC1

2b
if a 2

h
2bC 1; 2bC 2C

1

2b

i
;

a

2bC1
if a 2

h
2bC 2C

1

2b
; 2bC 3

i
;

2bC3

2bC1
if a 2

�
2bC 3; 2bC 4�

4

.2bC1/2

�
I

see Figure 2. This part of the graph touches the volume constraint only in three points.
Then follows a “volume interval”, and then the affine step described in part (iii) and
Figure 1. For b D 2 there are no further obstructions (Figure 3), but for b > 3 there
are
ṗ

2b
�
� 2 more linear steps, that are strictly disjoint and made of a linear and a

horizontal segment (Figures 4 and 5).

The length of the affine step is

ˇb �˛b < ˇb � vb.1/D
1

2b.bC 1/2
C

4

.2bC 1/2
;

and hence this step becomes very small for b large. The length of the k th linear step is

`b.k/ WD vb.k/�ub.k/D .2b� k2/
8b2C k2C .2C 8k/b

2b.2bC k/2
:

For fixed b , the function `b.k/ is strictly decreasing, with `b.
p

2b/D 0. For fixed k ,
however, limb!1 `b.k/D 2. More precisely, `b.0/ is strictly decreasing to 2, and

Algebraic & Geometric Topology, Volume 17 (2017)



Symplectic embeddings of four-dimensional ellipsoids into integral polydiscs 1195

2b 2bC 2b
p

2bcC 1
a

1

cb.a/

Figure 5: The graph of c9.a/

`b.k/ is strictly increasing to 2 for every k > 1. Since the edge of the k th step is at
2bC 2kC 1, we see that, for b!1, an arbitrarily large (but fixed) part of the graph
of cb.a/ consists of linear steps of length almost 2, which almost form a connected
staircase (Figure 6).

We reformulate this behaviour of cb.a/ for large b in terms of a rescaled limit function:
Consider the rescaled functions

ycb.a/D 2bcb.aC 2b/� 2b; a > 0;

which are obtained from cb.a/ by first forgetting about the horizontal line cb.a/D 1

over Œ1; 2b� that comes from the nonsqueezing theorem, then vertically rescaling by 2b ,
and finally translating the graph by the vector .�2b;�2b/. Further, consider the

2b 2bC 2b
p

2bcC 1
a

1

cb.a/

Figure 6: The graph of c85.a/
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2 4 6 8
a

1

2

3

4

c1.a/

Figure 7: The graph of the rescaled limit function c1.a/

function c1W Œ0;1/!R drawn in Figure 7; its graph consists of infinitely many steps
of width 2 and slope 1 that are based at the line a

2
. Then

(1-3) lim
b!1

ycb.a/D c1.a/; a 2 Œ0;1/;

uniformly on bounded sets. Indeed, applying the same rescaling to
p

a
2b

yields
2b
p
.aC 2b/=2b�2b , which is a

2
CO

�
a2

2b

�
for b > a. One can also check that ycb.a/

is increasing to c1.a/ for all a.

1.3 Interpretation

Recall from the introduction that the graph of cC .a/ has three parts: First the infinite
Pell stairs, then one affine step, and then six more steps.

If we take b D 1 in the above description of cb.a/ on Œ1; vb.1/�, we exactly obtain
cC .a/ on Œ1; v1.1/�D

�
1; 50

9

�
. Further, if we take b D 1 in the description (iii) of the

affine step of cb.a/, we exactly obtain the affine step of cC .a/ over
�
�2; 61

8

�
. Hence

cb.a/ generalizes cC .a/ on the first two steps and on the affine step. This is not a
coincidence. Indeed, the two exceptional classes giving rise to the first two steps of the
Pell stairs are the first two in the sequence (1-4) of exceptional classes En giving rise
to all the linear steps of cb.a/, and the exceptional class giving rise to the affine step
of cC .a/ is the first in a sequence of exceptional classes Fb giving rise to the affine
step in cb.a/; see Section 3.

On the other hand, the remaining infinitely many steps of the Pell stairs have no
counterpart for b > 2. Similarly, the linear steps described in Theorem 1.1(ii) are more
regular than the affine steps on the right part of cC .a/, none of which consists of a
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linear and a horizontal segment. We thus see that the first two steps and the affine step
of cC .a/D c1.a/ are stable under the deformations of b we consider, while the other
steps are not.

By Theorem 1.1, cb.a/ equals the volume constraint
p

a
2b

for a > vb.b
p

2bc/ D

2bCO.
p

b/, that is, there are no packing obstructions for the embedding problem
E.1; a/

s
,! P .�; �b/ for a sufficiently large. This is not a surprise. Indeed, this

phenomenon was already observed for the embedding problems E.1; a/
s
,!B4.b/ and

E.1; a/
s
,! C 4.b/, and it fits well with previous results: It is known for many closed

connected symplectic manifolds .M; !/ that there is a number N.M; !/ such that
.M; !/ admits a full symplectic packing by k equal balls for every k > N.M; !/

(“packing stability”; see Biran [2; 3], Buse and Hind [5; 6], Buse, Hind and Opshtein [7]
and Buse and Pinsonnault [8]). Similarly, an explicit construction implies that for any
connected symplectic manifold .M; !/ of finite volume, the proportion of the volume
that can be filled by a dilate of the ellipsoid E.1; : : : ; 1; a/ tends to 1 as a!1;
see Schlenk [28, Section 6]: The packing obstruction tends to zero as the domain is
more and more elongated.

Theorem 1.1 exhibits a different phenomenon: If in the problem E.1; a/
s
,! P .�; �b/

the target is elongated (b !1), then the regular Pell stairs in the graph of c1.a/

first almost disappears (only two linear steps and the affine step remain), but then for
large b the graph of cb.a/ reorganizes to a staircase that asymptotically is infinite and
completely regular.

1.4 Stabilization and connection with symplectic folding

Let a, b > 1 be real numbers. Following Cristofaro-Gardiner and Hind [12] we consider
for each N > 3 the stabilized problem

cN
b .a/ WD inff� > 0 jE.1; a/�CN�2 s

,! P .�; �b/�CN�2
g:

Then cN
b
.a/6 cb.a/.

Lemma 1.3 For every N > 3 and all real numbers a, b > 1,

cN
b .a/6 fb.a/ WD

2a

aC2b�1
:

Proof Set � D a.2b�1/
aC2b�1

and � D 2
�
1 � �

a

�
. Then �C �

2
D b�. Since b > 1 we

have �> �
2

. Note that �
2
D 1� �

a
is the area of a z2 –disc in E.a; 1/ over a point z1

on the boundary of the disc D.�/ of area �. Applying Hind’s folding construction
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in [16, Section 2] with � — instead of S
SC1

— we obtain for every " > 0 a symplectic
embedding

E.1; a/�C
s
,! P

�
�C

�

2
C "; 2

�

2
C "

�
�C:

Now recall that �C �
2
D b� and note that �D fb.a/.

In view of the above proof, we call the graph of fb.a/ the folding curve. Now note
that

fb.2bC 2kC 1/D
2bC2kC1

2bCk
; k > 0:

For b 2N this is also the value of cb at the edge points of the k th linear step. In other
words, the linear steps oscillate between the volume constraint

p
a

2b
and the folding

curve; see Figures 4 and 8.

Conjecture 1.4 The edge points of the linear steps are stable, in the sense that at these
points we have cN

b
D cb for all N > 3.

This conjecture is based on the main result of [12], where it is shown that the edge
points of the Fibonacci stairs for the problem E.a; 1/

s
,! B4.�/ are stable. It is likely

that one can prove it by a similar method as in [12]; see also the discussion at the end of
the next section. A proof of Conjecture 1.4 is not the concern of the present work, but
a positive answer would imply that the folding construction in the proof of Lemma 1.3
is sharp at the edge points of the linear steps.

Recall that cb.a/D1 for a2 Œ1; 2b�. As we shall see in Proposition 3.5(ii), cb.a/D
p

a
2b

for all a > .
p

2bC 1/2 and all real b > 2. Now notice that fb.a/>
p

a
2b

if and only
if a 2 Œ.

p
2b� 1/2; .

p
2bC 1/2�. It follows that

cN
b .a/ < cb.a/ if a … Œ2b� 1; .

p
2bC 1/2�

for all b > 2 and N > 3.

We finally notice that under the rescaling yielding the limit function c1.a/, we have
yfb.a/D 2bfb.aC 2b/� 2b D 2b.aC1/

aC4b�1
, and so

f1.a/ WD lim
b!1

yfb.a/D
aC1

2
:

This means that also the limit function c1 oscillates, between the limit function a
2

of
the volume constraint

p
a

2b
and the limit function aC1

2
of the folding curve.
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1

.
p

2b� 1/2

2b� 1 2b .
p

2bC 1/2
a

1

p
a

2b

fb.a/

Figure 8: The volume constraint, cb.a/ , and the folding curve for b D 5

1.5 Method

In principle, there are two methods to prove Theorem 1.1: The first method (Method 1
in Section 2.2, which was used by Frenkel and Müller [14] and McDuff and Schlenk
[26]) is to find the strongest obstruction for the embedding problem E.1; a/

s
,!P .�; �b/

coming from exceptional classes (ie homology classes in a certain multiple blow-up
of CP2 represented by embedded J –holomorphic �1 spheres). The second method
(Method 2 in Section 2.2, that was first used by Buse and Pinsonnault [8]) is a coho-
mological version of the first method: One associates to a hypothetical embedding
E.1; a/

s
,! P .�; �b/ a cohomology class, and checks whether this class transforms

to a “reduced vector” under Cremona transforms. While the first method is sufficient
for solving the problems E.1; a/

s
,! B4.�/ and E.1; a/

s
,! C 4.�/ — see [14; 26] —

it does not lead to a proof of the entire Theorem 1.1, because the known upper bound
for the number of obstructive exceptional classes tends to infinity with b . On the other
hand, Method 2 does yield a proof of Theorem 1.1, as will become clear from our
proof. We shall not follow such a puristic approach, however, but an opportunistic
one, which uses both methods: Given b , we first write down a finite set of exceptional
classes that yield embedding obstructions, namely E0 D .1; 0I 1/ and

(1-4)
En WD .n; 1I 1

�.2nC1//; nD b; : : : ; bCb
p

2bc;

Fb WD .b.bC 1/; bC 1I bC 1; b�.2bC3//
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(see Section 2.2 for the notation), and then use Method 2 to show that the obstruc-
tion hb.a/ given by these classes is complete. In other words, we use Method 1 to show
that cb.a/ > hb.a/ and Method 2 to show that cb.a/ 6 hb.a/ — with the exception
that for a large and for b D 2 and a 2

�
8 1

36
; 9
�

we use Method 1 to show that cb.a/

equals the volume constraint
p

a
2b

.

This hybrid approach yields the shortest proof of Theorem 1.1 we know. Further, know-
ing a set of exceptional classes that provide all embedding obstructions is interesting for
at least two reasons: First, the holomorphic spheres underlying these classes provide a
geometric explanation of the graphs of the functions cb.a/. Second, one should be able
to use these holomorphic spheres to prove Conjecture 1.4; it is probably the case that
one can find the needed obstructions by stretching these spheres and then “stabilizing”
as in Cristofaro-Gardiner and Hind [12] and Hind and Kerman [17].

1.6 Outlook

Our ultimate goal is to see the continuous film of graphs cb.a/ for b > 1 real. It would
be particularly interesting to understand this film for b 2 Œ1; 2�, or just for b 2 Œ1; 1C "�

for some " > 0, namely to understand how the Pell stairs disappear. In Burkhart,
Panescu and Timmons [4], ECH capacities are used to compute cb.a/ for b D 13

2
and

to get an idea of this film. In accordance with Theorem 1.1, Conjecture 6.3 in [4] and
further investigations we make:

Conjecture 1.5 For any real b > 2 the function cb.a/ is given by the maximum of the
volume constraint

p
a

2b
and the obstructions coming from the exceptional classes En

and Fn in (1-4).

The obstructions given by the exceptional classes En and Fn are readily computed;
see Section 3.3: While the classes En again give rise to a finite staircase with linear
steps, the classes Fn give an obstruction only for b 2

�
n� n

.nC1/2
; nC 1

nC2

�
. While

our proof of Theorem 1.1 should extend to a proof of Conjecture 1.5, the analysis is
more involved, since fractional parts arise, that are harder to estimate.

Our only definite result for b real is that for every real b > 2 we have cb.a/D
p

a
2b

for all a > .
p

2bC 1/2 ; see Proposition 3.5(ii).
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2 Methods of proof

In this section we describe the methods we will use in the proof of Theorem 1.1. For
more details we refer to the surveys [10; 19; 29].

2.1 Translation to a ball packing problem

Fix b > 1. Since the function cb.a/ is continuous in a, it suffices to compute cb.a/

for a > 1 rational. The weight expansion w.a/ of such an a is the finite decreasing
sequence

(2-1) w.a/ WD .1; : : : ; 1„ ƒ‚ …
`0

; w1; : : : ; w1„ ƒ‚ …
`1

; : : : ; wN ; : : : ; wN„ ƒ‚ …
`N

/� .1�`0 ; w
�`1

1
; : : : ; w

�`N

N
/

such that w1 D a� `0 < 1, w2 D 1� `1w1 < w1 , and so on. For example, aD 25
9

has weight expansion w.a/D
�
1; 1; 7

9
; 2

9
; 2

9
; 2

9
; 1

9
; 1

9

�
�
�
1�2; 7

9
; 2

9
�3; 1

9
�2
�
.

Write B.w.a// for the disjoint union of balls B.1/q � � � qB.wN / whose weights
are those appearing in w.a/, with multiplicities. Based on [23] it was shown in [14,
Proposition 1.4] that E.1; a/

s
,! P .�; �b/ if and only if

(2-2) B.w.a//qB.�/qB.�b/
s
,! B.�.bC 1//I

compare the moment map picture on the left of Figure 9.

2.2 Three translations to a combinatorial problem

In order to reformulate problem (2-2), we look at the general ball packing problem

(2-3)
na

iD1

B.ai/
s
,! B.�/:

We shall describe three combinatorial solutions of (2-3).

Denote by Xn the n–fold complex blow-up of CP2 , endowed by the orientation
induced by the complex structure. Its homology group H2.XnIZ/ has the canonical
basis fL;E1; : : : ;Eng, where LD ŒCP1� and the Ei are the classes of the exceptional
divisors. The Poincaré duals of these classes are denoted by `, e1; : : : ; en . Let K WD

�3LC
Pn

iD1 Ei be the Poincaré dual of �c1.Xn/, and consider the K–symplectic cone
CK .Xn/�H 2.XnIR/, namely the set of cohomology classes that can be represented
by symplectic forms ! on Xn that are compatible with the orientation of Xn and
have first Chern class c1.!/D c1.Xn/D PD.�K/. Denote by CK .Xn/ its closure in
H 2.XnIR/.
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McDuff and Polterovich [25] proved that an embedding (2-3) exists if and only if

�`�

nX
iD1

aiei 2 CK .Xn/:

We thus need to describe CK .Xn/. For this consider the set EK .Xn/ � H2.XnIZ/
of classes E with �K �E D c1.E/D 1 and E �E D�1 that can be represented by
smoothly embedded spheres. Li and Liu [22] characterized CK .Xn/ as

(2-4) CK .Xn/D f˛ 2H 2.XnIR/ j ˛
2 > 0 and ˛.E/> 0 for all E 2 EK .Xn/g:

We thus need to describe EK .Xn/. For this define, for n > 3, the Cremona transform
CrW R1Cn!R1Cn as the linear map taking .x0Ix1; : : : ;xn/ to

(2-5) .2x0�x1�x2�x3I x0�x2�x3; x0�x1�x3; x0�x1�x2; x4; : : : ; xn/:

A vector .x0Ix1; : : : ;xn/ is ordered if x1 > � � � > xn . The standard Cremona move
takes an ordered vector .x0Ix/ to the vector obtained by ordering Cr.x0Ix/. More
generally, a Cremona move is a Cremona transform followed by any permutation of
the components of x.

For later use we recall the geometric origin of Cr and of Cremona moves. For any
nonzero vector u in an inner-product space, the map ru.x/ D x � 2 hu;xi

hu;ui
u is the

reflection about u, and hence an involution. Similarly, for a class A 2 H2.XnIR/
with A �A ¤ 0 the map rA.B/ D B � 2A�B

A�A
A is an involution of H2.XnIR/. For

jA �Aj 2 f1; 2g, this map is also an automorphism of H2.XnIZ/. Now take the classes
A0DL�E1�E2�E3 and Aij DEi�Ej for 1 6 i < j 6 n. Their self-intersection
number is �2 and so, for these classes,

(2-6) rA.B/D BC .A �B/A:

With respect to the basis fL;E1; : : : ;Eng we have that rA0
is given by (2-5), that is,

rA0
D CrW Z1Cn! Z1Cn takes the integral vector .d Im/D .d Im1; : : : ;mn/ to

(2-7) .2d�m1�m2�m3I d�m2�m3; d�m1�m3; d�m1�m2; m4; : : : ; mn/;

and rAij
is the transposition �ij interchanging the i th and j th coordinate. These

involutions of H2.XnIZ/ are induced by orientation-preserving diffeomorphisms
of Xn . This is clear for �ij (lift to Xn an isotopy of CP2 interchanging holomorphically
small discs around the i th and j th blow-up points), and it holds for all classes A0

and Aij because each of them can be represented by a smoothly embedded sphere S ,
and the smooth version of the Dehn–Seidel twist along S [30] is a diffeomorphism
inducing (2-6), in view of the Picard–Lefschetz formula [1, page 26]. Since the maps
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Cr and �ij preserve both the intersection product on H2.XnIZ/ and the class K , they
preserve the set EK .Xn/.

Based on [21; 22] it was shown in [26, Proposition 1.2.12] that a homology class
E D dL �

Pn
iD1 miEi belongs to EK .Xn/ if and only if the vector .d Im/ D

.d Im1; : : : ;mn/ is equal to .0I �1; 0; : : : ; 0/ up to a permutation of the mi , or if

.d Im/ 2N [ .N [f0g/n satisfies the Diophantine system

(2-8)
nX

iD1

mi D 3d � 1;

nX
iD1

m2
i D d2

C 1;

and reduces to .0I �1; 0; : : : ; 0/ under repeated standard Cremona moves. Summarizing,
we find:

Method 1 (obstructive classes) An embedding (2-3) exists if and only if
Pn

iD1 a2
i 6

�2 and
Pn

iD1 aimi 6�d for all vectors .d Im/ of nonnegative integers satisfying (2-8)
and reducing to .0I �1; 0; : : : ; 0/ under repeated standard Cremona moves.

Remark 2.1 It is shown in [23] (see also [19]) that (2-3) is also equivalent toPn
iD1 aimi 6 �d for all vectors .d Im/ of nonnegative integers satisfying the Dio-

phantine system (2-8). It follows that if we use exceptional classes only to give lower
bounds for cb.a/ (as we do in this paper), then we do not need to show that these
classes reduce to .0I �1; 0; : : : ; 0/ under repeated standard Cremona moves. We shall
nevertheless perform these reductions, since they are readily done (see Section 3.2)
and since we wish to know explicit exceptional classes responsible for the embedding
obstructions beyond the volume constraint.

In view of (2-2) we find that E.1; a/
s
,! P .�; �b/ if and only if �>

p
a

2b
and

(2-9) �.bC 1/> �.bm1Cm2/Cm3w1C � � �CmkC2wk

for all vectors .d Im/ of nonnegative integers satisfying (2-8) with n D k C 2 and
reducing to .0I �1; 0; : : : ; 0/ under repeated standard Cremona moves.

Condition (2-9) is not handy, since � appears on both sides. We thus better work directly
in P .�; �b/ or in its compactification S2 �S2 endowed with the product symplectic
form of the same volume. Let YkC1 be the complex blow-up of S2�S2 in kC1 points.
Then the classes S1 D ŒS

2 � pt � and S2 D Œpt�S2� and the classes F1; : : : ;FkC1 of
the exceptional divisors form a basis of H2.YkC1/. As one can guess from the picture
on the right of Figure 9, there exists a diffeomorphism  W YkC1! XkC2 such that

Algebraic & Geometric Topology, Volume 17 (2017)



1204 Daniel Cristofaro-Gardiner, David Frenkel and Felix Schlenk

the induced map  �W H2.YkC1/!H2.XkC2/ is given by

S1 7!L�E1;

S2 7!L �E2;

F1 7!L�E1�E2;

Fi 7! �EiC1; i > 2:

If we write .d; eIm1; : : : ;mkC1/ for dS1CeS2�m1F1�� � ��mkC1FkC1 , we thus
have

(2-10)  �.d; eIm/D .d C e�m1I d �m1; e�m1; m2; : : : ;mkC1/:

Given vectors u 2Rn1 and v 2Rn2 we write hu; vi D
Pmax.n1;n2/

iD1
uivi . In the basis

S1 , S2 , F1; : : : ;FkC1 , we can reformulate Method 1 as:

Method 10 (obstructive classes) An embedding E.1; a/
s
,! P .�; �b/ exists if and

only if �>
p

a
2b

and

(2-11) �> hm;w.a/i
d C be

DW �b.d; eIm/.a/

for all vectors .d; eIm/ of nonnegative integers that satisfy the Diophantine system

(2-12)
X

mi D 2.d C e/� 1;
X

m2
i D 2deC 1

and for which  �.d; eIm/ reduces to .0I �1; 0; : : : ; 0/ under repeated standard Cre-
mona moves.

For the detailed translation of Method 1 to Method 10 we refer to the proof of [14,
Proposition 3.9]. As we shall see in Section 3, the obstructions to embeddings
E.1; a/

s
,! P .�; �b/ beyond the volume (that is, the steps in the graphs cb.a/) are all

given by the two series of exceptional classes .d; e;m/

(2-13)
En WD .n; 1I 1

�.2nC1//;

Fn WD .n.nC 1/; nC 1I nC 1; n�.2nC3//:

In Method 1, the Cremona moves acted on integral homology classes .d Im/. The
second method applies Cremona moves to real cohomology classes ˛ , and verifies by
a finite algorithm whether ˛ 2 CK .Xn/.

For convenience, we write .�I a1; : : : ; an/ instead of �`�
Pn

iD1 aiei . Recall that
the Cremona transform Cr on H2.XnIZ/ is induced by an orientation-preserving
diffeomorphism ' of Xn . Since Cr D '� is an involution, the map '� induced on
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cohomology H 2.XnIR/ is also given by formula (2-5) with respect to the Poincaré dual
basis f`; e1; : : : ; eng, that is, '�DCrW R1Cn!R1Cn takes the vector .�I a1; : : : ; an/

to

(2-14) .2�� a1� a2� a3I �� a2� a3; �� a1� a3; �� a1� a2; a4; : : : ; an/:

Call an ordered vector .�I a1; : : : ; an/ reduced if � > a1 C a2 C a3 . Using the
characterisation (2-4) and building on [21; 22], Buse and Pinsonnault [8, Section 2.3]
and Karshon and Kessler [20, Section 6.3] designed the following algorithm to decide
whether an embedding (2-3) exists:

Method 2 (reduction at a point) Let ˛ D .�I a1; : : : ; an/ be an ordered vector with
� > 0 and ˛2 > 0. The sequence obtained from applying to ˛ standard Cremona
moves contains a reduced vector. Let .y�I ya1; : : : ; yan/ be the first reduced vector in this
sequence. Then ˛ 2 CK .Xn/ if and only if ya1; : : : ; yan > 0.

We shall only need the “if” part of this equivalence. In fact, we shall use a version
thereof that will permit us to avoid finding the reordering after each Cremona transform:

Proposition 2.2 Let ˛ D .�I a1; : : : ; an/ be a vector with � > 0 and ˛2 > 0, and
assume that there is a sequence ˛ D ˛0 , ˛1; : : : ; ˛m of vectors such that j̨C1 is
obtained from j̨ by a Cremona move. If ˛m D .y�I ya1; : : : ; yan/ is reduced and
ya1; : : : ; yan > 0, then ˛ 2 CK .Xn/.

Proof According to [22, Proposition 4.9(3)], a reduced vector with nonnegative
coefficients belongs to CK .Xn/. Hence ˛m 2 CK .Xn/. By assumption we have
˛m D .� ı Cr/.˛m�1/, where � is a coordinate permutation of Rn . Write � as a
product �s ı � � � ı �1 of transpositions. Since Cr and �i are involutions,

˛m�1 D .Cr ı �1 ı � � � ı �s/.˛m/:

Recall that Cr and �i preserve the set EK .Xn/. By (2-4), these maps also preserve
CK .Xn/. Thus ˛m�1 2 CK .Xn/. Iterating this argument yields ˛ D ˛0 2 CK .Xn/.

It turns out that for transforming a (reducible) vector to a reduced vector by Cremona
moves, it is best to reorder every vector in the process. In our reduction schemes in
Sections 5–8 we will usually do this, but not always, to avoid distinguishing even more
cases. The point of Proposition 2.2 is that even when we do restore the order of a
vector, we do not need to prove this, except for the head of the last vector: All we
need to make sure is that we eventually arrive at a vector .y�I ya1; ya2; ya3; ya4; : : : / that
is reduced and has yaj > 0 for all j , ie is such that

minfya1; ya2; ya3g> maxfya4; : : : ; yang; y�> ya1Cya2Cya3; yaj > 0 for all j .
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On the other hand, we will always immediately check in each step that the new
coefficients are nonnegative, since otherwise we may easily forget checking a coefficient
at the end.

Recall that an embedding E.1; a/
s
,!P .�; �b/ exists if and only if an embedding (2-2)

exists. Together with Proposition 2.2 we find the following recipe:

Proposition 2.3 An embedding E.1; a/
s
,! P .�; �b/ exists if there exists a finite

sequence of Cremona moves that transforms the vector (4-1) to an ordered vector with
nonnegative entries and defect ı > 0.

In our applications of this proposition we will have � 2 .1; 2/. The first Cremona
transform thus maps

..bC 1/�I b�; �; 1�bac; w
�`1

1
; : : : /

with ı D�1 to the vector

..bC 1/�� 1I b�� 1; �� 1; 0; 1�.bac�1/; w
�`1

1
; : : : /;

which reorders to

..bC 1/�� 1I b�� 1; 1�.bac�1/
k�� 1; w

�`1

1
; : : : /:

The action of this Cremona move on the balls

B.w.a//qB.�/qB.b�/
s
,! B..bC 1/�/

with B.w.a//
s
,! P .�; b�/ is illustrated in Figure 9.

Notation 2.4 The symbol k indicates that the terms before k are ordered, while the
terms after k are possibly not ordered, and that all terms before k are not less than
the terms after k .

.bC 1/�

�

b� .bC 1/�

b�

P .�; b�/
1
�

Cr

.bC 1/�� 1

�

b�
�� 1

b�� 1

1

Figure 9: The effect of the first Cremona move
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Method 3 (ECH capacities) Hutchings [18] used his embedded contact homology
to associate with every bounded starlike domain U � R4 a sequence of symplectic
capacities c1.U / 6 c2.U / 6 � � � . For an ellipsoid E.a; b/, this sequence is given by
arranging the numbers of the form maC nb with m, n > 0 in nondecreasing order,
with multiplicities. For instance,

.ck.E.1; 1///D .1; 1; 2; 2; 2; 3; 3; 3; 3; 4; : : : /:

McDuff [24] showed that ECH capacities provide a complete set of invariants for the
embedding problem E.a; b/

s
,!E.c; d/:

E.a; b/
s
,!E.c; d/ () ck.E.a; b//6 ck.E.c; d// for all k > 1:

Since the embedding problems E.1; a/
s
,! E.�; �2b/ and E.1; a/

s
,! P .�; �b/ are

equivalent, it follows that

(2-15) cb.a/D sup
k>1

�
ck.E.1; a//

ck.E.1; 2b//

�
:

It is not clear, though, how to derive from this description of cb.a/ the graphs given in
Theorem 1.1.

We say that an exceptional class E D .d; eIm/ 2 EK .Xn/ is b–obstructive if there
is some a > 1 such that the obstruction function (2-11) is larger than the volume
constraint:

�b.d; eIm/.a/ >

q
a

2b
:

According to Method 1, it suffices to find all b–obstructive classes: the graph of cb.a/

is given as the supremum of the constraints of the b–obstructive classes and of the
volume constraint. Since exceptional classes are represented by holomorphic spheres,
this method gives insight into the nature of the obstruction to a full embedding. It is also
useful for guessing the graph of cb.a/, by first guessing a relevant set of b–obstructive
classes (see Section 3). On the other hand, it is sometimes hard to find all b–obstructive
classes for a point a. Method 2 is very efficient at a given point a, at least if one has an
idea what cb.a/ should be. However, the reduction scheme often depends rather subtly
on the point a; see Sections 5–8. The reduction method is thus quite “local in a”.
While it is usually impossible to compute cb.a/ by Method 3 (see however [4; 13]),
this method is very useful for guessing the graph of cb.a/, since, using (2-15) and a
computer, one gets good lower bounds for cb.a/.

Accordingly, we have found Theorem 1.1 as follows: We first found the exceptional
classes En and Fn in (2-13), then used ECH capacities to convince ourselves that there
are no further constraints besides the volume, and then proved this by the reduction
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method. This seems to be a convenient procedure for solving symplectic embedding
problems for which ECH capacities are known to form a complete set of invariants,
such as those studied in [11].

3 Applications of Method 1

Fix a real number b > 1. As in (2-11) we associate with every solution .d; eIm/ of
the Diophantine system (2-12) the obstruction function

(3-1) �b.d; eIm/.a/D
hm;w.a/i

d C be
;

where as before w.a/ is the weight expansion of a > 1. Further, define the error vector
" WD ".a/ by

mD
d C be
p

2ba
w.a/C ":

(Here, we add zeros to m or w.a/ if they do not have the same length.)

3.1 Recollections

The following proposition generalizes [14, Lemma 4.8]:

Proposition 3.1 Fix a real number b > 1. Given a nonnegative solution .d; eIm/
of (2-12) and a > 1, we have:

(i) �b.d; eIm/.a/6
p

2deC 1
p

a=.d C be/.

(ii) �b.d; eIm/.a/ >
p

a
2b

if and only if h";w.a/i> 0.

(iii) If �b.d; eIm/.a/ >
p

a
2b

, then d D beCh with jhj<
p

2b and h"; "i< 1� h2

2b
.

Proof By the Cauchy–Schwarz inequality and since
P
w2

i D a,

.d C be/�b.d; eIm/.a/D hm;w.a/i6 kmkkw.a/k D
p

2deC 1
p

a;

proving (i). Assertion (ii) is immediate. To prove (iii), we compute

2.beC h/eC 1D 2deC 1D hm;mi D

�
2beC h
p

2ba
w.a/C ";

2beC h
p

2ba
w.a/C "

�
D
.2beC h/2

2ba
aC 2

2beC h
p

2ba
hw.a/; "iC h"; "i:
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The first of the three summands is 2be2C 2ehC h2

2b
, and so

1D
h2

2b
C 2

2beC h
p

2ba
hw.a/; "iC h"; "i:

Hence, if �b.d; eIm/.a/>
p

a
2b

, then, by (ii), hw.a/; "i>0, whence 06h"; "i<1� h2

2b
.

This also shows jhj<
p

2b .

3.2 Two sequences of exceptional classes and their constraints

In our analysis of the functions cb.a/, two sequences of exceptional homology classes
will play a role. For each n 2N we define the classes

En WD .n; 1I 1
�.2nC1//;

Fn WD .n.nC 1/; nC 1I nC 1; n�.2nC3//:

Notice that En is a perfect class at a D 2nC 1, in the sense that m is a multiple
of w.a/. Similarly, Fn is nearly perfect at a D 2nC 4. While the constraints of
the classes Eb , EbC1; : : : ;EbCb

p
2bc

will give the
ṗ

2b
�

linear steps in the graph
of cb.a/ centred at 2bC2kC1, the constraint of Fb will give the affine step of cb.a/

centred at 2bC 4.

Lemma 3.2 The classes En and Fn satisfy the Diophantine system (2-12) and their
image under  � reduces to .0I �1; 0; : : : ; 0/ under repeated standard Cremona moves.

Proof One readily checks that the classes En and Fn satisfy the Diophantine sys-
tem (2-12).

For the sequel it is useful to rewrite the Cremona transform Cr as follows: Define the
defect of a vector .d Im/D .d Im1; : : : ;mk/ by ı WD d �m1�m2�m3 . Then (2-7)
can be written as

Cr.d Im/D .d C ıI m1C ı; m2C ı; m3C ı; m4; : : : ; mk/:

The isomorphism  � from (2-10) maps En D .n; 1I 1
�.2nC1// to .nI n� 1; 1�2n/,

which under one standard Cremona move is mapped to .n� 1I n� 2; 1�2.n�1//, and
thence, under n such moves, to .0I �1/. Next,  � maps F1 to the class .2I 1�5/,
which reduces to .0I �1/ under two standard Cremona moves, Further, for n > 2,

 �.Fn/D .n
2
C nI n2

� 1; n�.2nC3//:

Under n standard Cremona moves with ı D�nC 1 this vector reduces to

.2nI n�3; n� 1; 1�2n/:
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Applying one more standard Cremona move with ı D �n yields .nI n� 1; 1�2n/,
which reduces in n steps to .0I �1/, as we have seen above.

We next compute the constraints given by the classes En and Fn . In view of defini-
tion (3-1) and the definition of these classes,

�b.EbCk/.a/D
h1�.2bC2kC1/;w.a/i

2bC k
; �b.Fb/.a/D

h.bC 1; b�.2bC3//;w.a/i

2b.bC 1/
:

From this we readily find:

Lemma 3.3 Fix an integer b > 2.

(i) For k 2 f0; 1; 2; : : : ; b
p

2bcg,

�b.EbCk/.a/D

8<:
a

2bCk
if a 2 Œ2bC 2k; 2bC 2kC 1�;

2bC2kC1

2bCk
if a > 2bC 2kC 1:

(ii) �b.Fb/.a/D

8̂<̂
:

baC1

2b.bC1/
if a 2 Œ2bC 3; 2bC 4�;

1C
2bC1

2b.bC1/
if a > 2bC 4:

We in particular see that the class EbCk gives rise to the linear step over Ib.k/ and
Fb gives rise to the affine step over Œ˛b; ˇb �.

3.3 The constraints of En and Fn for real b > 2

In this subsection we compute the obstructions to the problem E.1; a/! P .�; �b/

given by the exceptional classes En and Fn for all real b > 2. This is not used in the
proof of Theorem 1.1, but supports Conjecture 1.5.

Let b > 2 be a real number. Recall that for a > 1 every exceptional class ED .d; eIm/

yields the constraint

�b.E/.a/D
hm;w.a/i

d C be
:

For E0 D .1; 0I 1/ we have

(3-2) �b.E0/.a/D 1

and for En D .n; 1I 1
�.2nC1// with n > 1 we have

�b.En/.a/D

8<:
a

nCb
if a 2 Œ2n; 2nC 1�;

2nC1

nCb
if a > 2nC 1:
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The class En is b–obstructive on Œ2n;1/ only if 2nC1
nCb

>
p

2nC1
2b

, and in view of (3-2)
we can also assume that 2nC1

nCb
> 1, or n> b� 1. The relevant values of n are thus

n 2 fbbc; : : : ; bbC
p

2bcg;

where bbc is the largest integer not greater than b . The constraint 1 of E0 meets the
first linear step, given by Ebbc , at aD bCbbc, and is thus strictly above

p
a

2b
if b …N .

For n > bbc the step of En meets the step of EnC1 at aD .2nC1/.nCbC1/=.nCb/,
which is above

p
a

2b
if and only if b� n > .b� n/2 . The step of Ebbc thus meets the

one of EbbcC1 above the volume constraint, with equality if and only if b 2N , and
all other linear steps are strictly disjoint.

Next, let b be the “integer closest to b”, namely b D bC " with " 2
�
�

1
2
; 1

2

�
. Then

�b.Fb/.a/D

8̂<̂
:

baC1

.bCb/.bC1/
if a 2 Œ2bC 3; 2bC 4�;

2b2C4bC1

.bCb/.bC1/
if a > 2bC 4:

But notice that this constraint is stronger than
p

a
2b

only if

�b.Fb/.2bC 4/D
2b2C 4bC 1

.2bC "/.bC 1/
>

r
bC2

bC"

or, equivalently, " 2
�
�

b
.bC1/2

; 1
bC2

�
. One readily checks that the affine step defined

by �b.Fb/ is strictly disjoint from the two neighbouring linear steps given by EbC1

and EbC2 .

For a > 1 and b > 2 let db.a/ be the maximum of the volume constraint
p

a
2b

and the
obstructions �b.En/.a/ and �b.Fb/ discussed above. Then db.a/> cb.a/ of course,
and Conjecture 1.5 claims that db.a/D cb.a/ for all real b > 2.

3.4 cb.a/ at a D 2b C 2 C
1

2b

Set ab WD 2bC 2C 1
2b

. We will show in Section 4.2 by the reduction method that
cb.ab/D

2bC1
2b

. (Notice that this value equals the volume constraint
p

ab=2b .) Here
we show this by using positivity of intersection with the class

Gb WD .b.2bC 1/; 2bC 1I .2b/�.2bC2/; 1�.2bC1//; b 2N:

The m of Gb is obtained from 2bw.ab/ by adding one 1, whence Gb is nearly perfect
at ab . One readily checks that Gb satisfies the Diophantine system (2-12) and that its
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image under  � reduces to .0I �1; 0; : : : ; 0/ under repeated standard Cremona moves.
Hence Gb is an exceptional class. Its obstruction at ab is

�b.Gb/
�
2bC 2C

1

2b

�
D

2b.2bC2/C1

2b.2bC1/
D

2bC1

2b
:

Write Gb D .b.2bC 1/; 2bC 1Imb; 1/ with mb WD ..2b/�.2bC2/; 1�2b/D 2bw.ab/.
Recall that exceptional classes are represented by embedded J –holomorphic spheres,
whence, by positivity of intersection, E �E0 > 0 for any two different exceptional
classes E ¤ E0 . Applying this to Gb and any different exceptional class .d; eIm/,
we obtain

.beCd/.2bC1/Db.2bC1/eC.2bC1/d > hm; .mb; 1/i> hm;mbiD2bhm;w.ab/i:

Hence

�b.d; eIm/.ab/D
hm;w.ab/i

beC d
6 2bC 1

2b
;

as we wished to show.

Remarks 3.4 (i) The classes E1 and E2 also give rise to the first two steps of
cC .a/D c1.a/, and the class F1 gives rise to the affine step of cC .a/; see [14]. This
is the “holomorphic reason” why the first two steps of the Pell stairs and the affine
step of cC .a/ survive to all functions cb.a/ for b > 2. On the other hand, none
of the classes En with n > 3 and Fn with n > 2 is obstructive for the problem
E.1; a/

s
,! C 4.�/, and none of the classes giving rise to the other steps of the Pell

stairs, nor any of the classes giving rise to the six exceptional steps of cC .a/, gives an
obstruction for the problems E.1; a/

s
,! P .�; �b/ with b > 2.

Similarly, G1 is the first of the sequence of exceptional classes E.˛n/ in [14] that imply,
via positivity of intersection, that at the feet of the Pell stairs there is no embedding
obstruction beyond the volume constraint.

(ii) We do not know all b–obstructive classes. However, using positivity of intersection
and the analogues of Lemmas 3.8 and 3.11 we checked that �b.E/.2bC 2kC 1/ <
2bC2kC1

2bCk
for any exceptional class E ¤ EbCk , and that �b.E/.2bC 4/ 6

p
2bC4

2b

for any exceptional class E¤Fb , that is, Fb is the only b–obstructive class at 2bC4.
For F2 this is carried out in Lemma 3.10.

3.5 cb.a/ for a large

For b 2N>2 we abbreviate

vC
b
WD vb.b

p
2bc/D 2b

�
2bC 2b

p
2bcC 1

2bCb
p

2bc

�2

:
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Assertion (ii) of the following proposition improves [4, Theorem 1.1].

Proposition 3.5 (i) For every b 2N>2 ,

cb.a/D

8̂<̂
:

2bC2b
p

2bcC1

2bCb
p

2bc
if a 2 Œ2bC 2b

p
2bcC 1; vC

b
�;q

a

2b
if a > vC

b
:

(ii) For every real b > 2 we have cb.a/D
p

a
2b

for all a > .
p

2bC 1/2 .

Notice that the length of the interval Œ2bC 2b
p

2bcC 1; vC
b
� in (i) is

.2bC 2b
p

2bcC 1/.2b�b
p

2bc2/

.2bCb
p

2bc/2

and hence positive if and only if b
p

2bc<
p

2b , ie 2b is not a perfect square.

Proof Assume that .d; eIm/ is a nonnegative solution of (2-12). If e D 0, then
.d; eIm/ D .1; 0I 1/, and so �b.d; eIm/.a/ D 1 is smaller than the values of cb.a/

claimed in (i) and (ii). We can thus assume that e > 1.

Suppose that �b.d; eIm/.a/ >
p

a
2b

for some a > 1. Then, by Proposition 3.1(iii),
d < beC

p
2b . We estimate

(3-3) �b.d; eIm/.a/D
hm;w.a/i

beC d
6
P

mi

beC d
D

2.d C e/� 1

beC d
DW fb;e.d/:

The function d 7! fb;e.d/ is increasing. We can thus further estimate

(3-4) �b.d; eIm/.a/6 fb;e.beC
p

2b/D
2.beC

p
2bC e/� 1

2beC
p

2b
DWL.b; e/:

Claim 1 @
@e

L.b; e/6 0.

Proof We compute

@

@e
L.b; e/D

2.bC 1/.2beC
p

2b/� 2b.2.beC
p

2bC e/� 1/

.2beC
p

2b/2
;

which is nonpositive if and only if the numerator is nonpositive. Expanding the
numerator, we see that this holds if and only if bC

p
2b 6 b

p
2b , which holds true

because b > 2.
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Proof of Proposition 3.5(ii) Assume that .d; eIm/ is an exceptional class with e > 1

and such that �b.d; eIm/.a/ >
p

a
2b

for some a > .
p

2bC1/2 . By (3-4) and Claim 1,

�b.d; eIm/.a/6 L.b; e/6 L.b; 1/D

p
2bC 1
p

2b
6
q

a

2b
;

a contradiction.

Proof of Proposition 3.5(i) Assume from now on that b 2N>2 . If eD 1, then (2-12)
becomes X

mi D

X
m2

i D 2d C 1

and so .d; eIm/ is the exceptional class Ed D .d; 1I 1
�.2dC1//. Recall that on the

interval Œ2d; 2d C 2� the obstruction function

�b.Ed /.a/D
hw.a/; 1�.2dC1/i

bC d

gives a linear step with edge at 2dC1. If b
p

2bc<
p

2b , then the largest k for which
EbCk yields a constraint strictly stronger than the volume is k D b

p
2bc, because

2bC 2kC 1

2bC k
>

q
2bC2kC1

2b
() 2b > k2:

We are left with showing that for e > 2 we have �b.d; eIm/.a/ 6
p

a
2b

for all
solutions .d; eIm/ of (2-12) and all a > vC

b
. Assume first that e > 3. Then (3-4) and

Claim 1 yield
�b.d; eIm/.a/6 L.b; e/6 L.b; 3/:

Claim 2 L.b; 3/6
p

a
2b

for all b 2N>2 and a > vC
b

.

Proof It suffices to prove the claim for aD vC
b

. We have

L.b; 3/� 1D

p
2bC 5

6bC
p

2b
and

r
vC

b

2b
� 1D

b
p

2bcC 1

2bCb
p

2bc
:

For b 2 f2; 3; 4g the inequality

b
p

2bcC 1

2bCb
p

2bc
>
p

2bC 5

6bC
p

2b

is readily verified. For b > 5 we use that x 7! xC1
2bCx

is increasing, and estimater
vC

b

2b
�L.b; 3/> .

p
2b� 1/C 1

2bC .
p

2b� 1/
�

p
2bC 5

6bC
p

2b
:

Algebraic & Geometric Topology, Volume 17 (2017)



Symplectic embeddings of four-dimensional ellipsoids into integral polydiscs 1215

The right-hand side multiplied with the product of the denominators equals f .b/ WD
4b
p

2b�10b�4
p

2bC5. Since bf 0.b/D 6b
p

2b�2
p

2b�10b > 0 for b > 2 and
f .5/ > 0, the claim follows.

Assume now that e D 2. We first treat the case b > 5. In view of (3-4) it suffices to
show that L.b; 2/6

p
vC

b
=2b , or
p

2bC 3

4bC
p

2b
6 b
p

2bcC 1

2bCb
p

2bc
:

This inequality is readily verified for b D 5. For b > 6 the stronger inequality
p

2bC 3

4bC
p

2b
6 .
p

2b� 1/C 1

2bC .
p

2b� 1/

holds true. Indeed, this inequality is equivalent to g.b/ WD 2b
p

2b�6b�2
p

2bC3 > 0,
which holds true since bg0.b/D 3b

p
2b�

p
2b� 6b > 0 for b > 6 and g.6/> 0.

Assume now that b 2 f2; 3; 4g. Then
p
vC

b
=2b D 1C 3

2bC2
. Using (3-3) this time

with d 6 bbeC
p

2bc, we find

�b.d; 2Im/.a/6 fb;2.b2bC
p

2bc/D
2b2bC

p
2bcC 3

2bCb2bC
p

2bc
:

For b 2 f2; 3; 4g the right-hand side is at most 1C 3
2bC2

. Proposition 3.5 is proven.

3.6 The interval
�
8 1

36
; 9

�
for b D 2

Proposition 3.6 c2.a/D
1
2

p
a for a 2

�
8 1

36
; 9
�
.

Proof The arguments in this section are close to those in [26, Section 5.3] and [14,
Section 7.3]. In fact, the last step of cB.a/ and of c2.a/ both end at 8 1

36
and are given

by the class F2 . There are some differences, however, and so we give a complete
exposition for the convenience of the reader.

Fix a rational number aD p
q
2 .8; 9/, with p

q
in reduced form, with weight expansion

(3-5) .1�`0 ; w
�`1

1
; : : : ; w

�`N

N
/:

Then wN D
1
q

and
PN

jD0 j̀wj D a C 1 � 1
q

by [26, Lemma 1.2.6]. Set M WD

`.a/ WD
PN

jD0 j̀ and LD
PN

jD1 j̀ D `.a/�8. Then q > L by [26, Sublemma 5.1.1].

For b D 2 the error vector " of an exceptional class .d; eIm/ at a is

(3-6) mD
d C 2e

2
p

a
w.a/C ":
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Define the partial error sums

� WD

MX
iD`0C1

"2
i and � 0 WD

M�`NX
iD`0C1

"2
i 6 �:

Recall from Proposition 3.1(iii) that for an obstructive class .d; eIm/ we have d D

2eCh with h 2 f�1; 0; 1g, and � < 1 if hD 0 and � < 3
4

if jhj D 1. For the function

y.a/ WD a� 3
p

aC 1

we have y
�p

q

�
> 1

q
for all p

q
2 .8; 9/. Write `.m/ for the number of positive entries

in m.

Lemma 3.7 Let .d; eIm/ be an exceptional class such that there exists aD p
q
2 .8; 9/

with `.a/D `.m/ and �2.d; eIm/.a/ >
1
2

p
a. Set vM WD .d C 2e/=.2q

p
a/. Then:

(i)
ˇ̌P

"i

ˇ̌
6
p
�L.

(ii) If vM < 1, then
ˇ̌P

"i

ˇ̌
6
p
� 0L.

(iii) If vM 6 1
2

, then vM > 1
3

and � 0 6 1
2

. If vM 6 2
3

, then � 0 6 7
9

.

(iv) With ı WD y.a/� 1
q

we have

4eC h 6 2
p

a

ı

�
p
�q�

�
1�

h

2

��
6 2
p

a

ı

�
�

ıvM
�

�
1�

h

2

��
:

If vM < 1, then � can be replaced by � 0 .

Proof The proofs of (i), (ii) and (iii) are as for [26, Lemma 5.1.2]. To prove (iv) we
compute

�

MX
iD1

"i D
dC2e

2
p

a

NX
jD0

j̀wj �

MX
iD1

mi D
dC2e

2
p

a

�
aC 1�

1

q

�
� .2d C 2e� 1/

D
4eCh

2
p

a

�
aC 1�

1

q

�
� .6eC 2h� 1/

D
4eCh

2
p

a

�
y.a/�

1

q

�
C

�
1�

h

2

�
;

where we have used (3-6) and (2-12). Then, using q > L and (i), we find

p
�q >

p
�L > 4eCh

2
p

a

�
y.a/�

1

q

�
C

�
1�

h

2

�
D

4eCh

2
p

a
ıC

�
1�

h

2

�
> ıvM q:
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Thus
p

q <
p
�=ıvM , and so

4eC h 6 2
p

a

ı

�
p
�q�

�
1�

h

2

��
<

2
p

a

ı

�
�

ıvM
�

�
1�

h

2

��
:

If vM < 1, the same arguments go through when replacing � by � 0 .

The following lemma is proven as in [26, Lemma 2.1.7]:

Lemma 3.8 Let .d; eIm/ be an exceptional class such that �2.d; eIm/.a/ >
1
2

p
a

for some a 2 Œ8; 9/. Then:

(i) The vector .m1; : : : ;m8/ is of the form

.m; : : : ;m/ or .m; : : : ;m;m� 1/ or .mC 1;m; : : : ;m/:

(ii) If m1 ¤m8 , then
P8

iD1 "
2
i > 7

8
.

Lemma 3.9 There is no exceptional class .d; eIm/ such that �2.d; eIm/.a/ >
1
2

p
a

for some a 2 .8; 9/ with `.a/D `.m/.

Proof Assume that .d; eIm/ is an exceptional class such that �2.d; eIm/.a/ >
1
2

p
a

for some a 2 .8; 9/ with `.a/D `.m/.

We first show that m1 D � � � Dm8 . Assume the contrary. By Lemma 3.8, h"; "i > 7
8

and � 6 1
8

. The inequality h"; "i> 7
8

and Proposition 3.1(iii) show that hD 0. Since
M > 8 and � 6 1

8
, we find vM > 1� 1p

8
> 1

2
. Further, since a > 81

q
,

ı D y.a/� 1
q

> y
�
81

q

�
�

1
q
D 9� 3

q
81

q
> 9� 3

q
81

2
> 1

4
:

Altogether, �
ıvM

< 1, in contradiction with Lemma 3.7(iv).

We are now going to show that e must be small. For this we first notice that, by
Lemma 3.7(iii),

vM 2

h
1

3
;
1

2

i
D)

� 0

vM
6

1=2
1=3
D

3

2
;

vM 2

h
1

2
;
2

3

i
D)

� 0

vM
6

7=9
1=2
D

14

9
;

vM > 2

3
D)

�

vM
6 3

2
:

For fixed q and h, the functions

F.a; q; h/ WD
2
p

a

ı

�
p

q�

�
1�

h

2

��
;

G.a; q; h/ WD
2
p

a

ı

�
14

9

1

ı
�

�
1�

h

2

��
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are strictly decreasing for a 2 .8; 9/. Since a > 81
q

, we see from Lemma 3.7(iv) that

4eC h 6 f .q; h/; g.q; h/;

where f .q; h/ WD F
�
81

q
; q; h

�
and g.q; h/ WDG

�
81

q
; q; h

�
. Explicitly,

f .q; h/ WD
2
q

81
q

ı.q/

�
p

q�

�
1�

h

2

��
;

g.q; h/ WD
2
q

81
q

ı.q/

�
14

9

1

ı.q/
�

�
1�

h

2

��
;

where ı.q/ WD y.81
q
/� 1

q
D 9� 3

p
81

q
. We have that @f

@q
.q; h/ > 0 for q > 3 and

@g
@q
.q; h/< 0 for q > 2, and f .q; h/<g.q; h/ for q 2 f2; 3g. In fact, f .q; h/Dg.q; h/

if and only if
p

q D 14
9

1
ı.q/

, which happens at q � 11:1. One readily checks that

f .11;�1/; g.12;�1/ < 23; f .11; 0/; g.12; 0/ < 29; f .11; 1/; g.12; 1/ < 35:

It follows that

4eC h 6 22; 28; 34 for hD�1; 0; 1; respectively;
and so

(3-7) e 6 5 if hD�1; e 6 7 if hD 0; e 6 8 if hD 1:

However, one readily checks that there are no solutions .2e C h; eIm/ of (2-12)
satisfying (3-7) and m1 D � � � Dm8 . To illustrate the computation, we take e D 8 and
hD 1. The Diophantine system then becomesX

i>1

mi D 49;
X
i>1

m2
i D 273:

Since m WDm1 D � � � Dm8 , we must have m 6 5. For mD 5 we getX
i>9

mi D 9;
X
i>9

m2
i D 73;

which has no solution for mi 6 5. Similarly there are no solutions for m 2 f1; 2; 3; 4g.

Lemma 3.10 The only exceptional class .d; eIm/ with �2.d; eIm/.8/ >
1
2

p
8 is

F2 D .6; 3I 3; 2
�7/.

Proof Consider an exceptional class with �2.d; eIm/.8/ >
1
2

p
a. By Lemma 3.11

below, `.m/ 6 8. If `.m/ 6 7, Lemma 3.8(i) shows that m D .1�7/; but the only
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solution of (2-12) with this m is .3; 1I 1�7/, and �2.3; 1I 1
�7/.8/D 7

5
< 1

2

p
8. We

can thus assume that `.m/D 8. By Lemma 3.8, the vector m has the form

mD .m�8/ or mD .m�7;m� 1/ or mD .mC 1;m�7/

for some m 2N .

If mD .m�8/, then the linear of the Diophantine equations yields 8mD 2.dC e/�1,
which is impossible since 8m is even and 2.d C e/� 1 is odd.

In the two other cases, Proposition 3.1(iii) and Lemma 3.8(ii) show that d D 2e .

If mD .m�7;m� 1/, the Diophantine system becomes

8mD 6e; 8m2
� 2mD 4e2:

Inserting e D 4
3
m into the second equation leads to 4m2 D 9m, which has no solution

in N .

If mD .mC 1;m�7/, the Diophantine system becomes

8mC 2D 6e; 8m2
C 2mD 4e2:

Inserting e D 1
3
.4mC 1/ into the second equation leads to 4m2� 7m� 2D 0, whose

only integral solution is mD 2. Hence .d; eIm/D .6; 3I 3; 2�7/D F2 .

The following lemma is a version of [26, Lemma 2.1.3]:

Lemma 3.11 Let .d; eIm/ be an exceptional class, and suppose that I is a maximal
nonempty open interval such that 1

2

p
a< �2.d; eIm/.a/ for all a 2 I . Then there is a

unique a0 2 I such that `.a0/D `.m/. Moreover, `.a/> `.m/ for all a 2 I .

Here, the last assertion is proven as follows: If `.a/<`.m/, then
P

i6`.a/m2
i <2deC1,

so that hw.a/;mi6 kw.a/k
p

2de D
p

a
p

2de . Hence

�2.d; eIm/.a/6
p

2de
p

a

d C 2e
6
p

a

2
:

End of the proof of Proposition 3.6 Suppose to the contrary that �2.d; eIm/.a/ >
1
2

p
a for some a 2

�
8 1

36
; 9
�
. By Lemma 3.11 we may choose a0 with `.a0/D `.m/

in the interval I containing a on which this inequality holds.

Assume that a0 6 8. Then a0 6 8 < a, and so 8 2 I . Then Lemma 3.10 shows that
.d; eIm/D F2 . But F2 is not obstructive for a > 8 1

36
.

Hence a0 > 8. We already know from Proposition 3.5 that c2.a/D
1
2

p
a for a > 9.

Hence a0 2 .8; 9/. Hence Lemma 3.9 applies, and yields the desired contradiction.
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4 First applications of the reduction method

In this section we first use the reduction method to prove the equivalence (1-2). We
then use this method to prove that the obstructions given by the exceptional classes En

are sharp at their edges, and then to compute cb.a/ at the end points of the first linear
step.

As in Section 3.2 we define the defect of .�Ia/D .�Ia1; : : : ;ak/ by ı WD��a1�a2�a3 .
Then the Cremona transform (2-14) can be written as

Cr.�I a/D .�C ıI a1C ı; a2C ı; a3C ı; a4; : : : ; ak/:

4.1 Proof of the equivalence (1-2)

By continuity we can assume that a is rational. Recall that E.1; a/
s
,! P .�; �b/ if

and only if there exists an embedding (2-2). By the nonsqueezing theorem we must
have �> 1. Hence Method 2 formulated in Section 2.2 shows that an embedding (2-2)
exists if and only if �>

p
a

2b
and if the first reduced vector in the orbit of

(4-1) .�.bC 1/I�b; �;w.a//

under standard Cremona moves has no negative entries.

The weight decomposition of the ellipsoid E..2b�1/�; 2b�/ is ..2b�1/�; ��.2b�1//.
The main result of [23] thus shows that E.1; a/

s
,!E.�; 2b�/ if and only if

B.w.a//qB..2b� 1/�/q
a

2b�1

B.�/
s
,! B.2b�/:

Method 2 shows that such an embedding exists if and only if �>
p

a
2b

and if the first
reduced vector in the orbit of

(4-2) .2b�I .2b� 1/�; ��.2b�1/;w.a//

under standard Cremona moves has no negative entries. Applying b � 1 standard
Cremona moves with defect ı D�� to the vector (4-2) we reach the vector (4-1).

In the rest of this paper we will show that besides for the volume constraint
p

a
2b

there
are no other obstructions to the embedding problem E.1; a/

s
,! P .�; �b/ than those

given by the exceptional classes En and Fn . For this it suffices to show that if we
take for � the value claimed for cb.a/ in Theorem 1.1, then there exists an embedding
E.1; a/

s
,! P .�; �b/. This problem, in turn, we solve by the recipe formulated in

Proposition 2.3.
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4.2 cb.a/ at a D 2b C 2k C 1, and at a D 2b and a D 2b C 2 C
1

2b

Lemma 4.1 cb.2bC 2kC 1/6 2bC2kC1
2bCk

for k 2 f0; 1; 2; : : : ; b
p

2bcg.

Proof Set � D 2bC2kC1
2bCk

D 1C kC1
2bCk

2 .1; 2/. Then one standard Cremona move
with ı D�1 takes the vector .�.bC 1/I�b; �; 1�.2bC2kC1// to

.�.bC 1/� 1I�b� 1; 1�.2bC2k/; �� 1/:

Since �b� 1C .bC k/.�� 2/D 0, applying bC k Cremona moves with ı D �� 2

to this vector yields the vector .�I .�� 1/�.2bC2kC1//, which is reduced, since ı D
3� 2�D 2b�k�2

2bCk
> 0 for k 6

p
2b and b > 2.

Lemma 4.2 cb.2b/D 1 and cb

�
2bC 2C 1

2b

�
D

2bC1
2b

.

Proof In view of the volume constraint cb.a/>
p

a
2b

, it suffices to show the inequal-
ities cb.2b/6 1 and cb

�
2bC 2C 1

2b

�
6 2bC1

2b
.

Set �D 1. Then b Cremona moves with ı D�1 take the vector .bC 1I b; 1�.2bC1//

to .1I 1/, which is reduced.

Set �D 2bC1
2b
D 1C 1

2b
. Then one standard Cremona move with ı D �1 takes the

vector
�
�.bC 1/I�b; �; 1�.2bC2/;

�
1

2b

��2b� to�
�.bC 1/� 1I�b� 1; 1�.2bC1/;

�
1

2b

��.2bC1/�
:

Since �b � 1C b.� � 2/ D 0, applying b Cremona moves with ı D � � 2 yields
the vector

�
�I 1;

�
1

2b

�
�.4bC1/�. Applying 2b Cremona moves with ı D 1

2b
yields�

1
2b
I

1
2b

�
, which is reduced.

Corollary 4.3 Theorem 1.1 holds for a 2 Œ1; 2bC 3�.

Proof By Gromov’s nonsqueezing theorem, E.1; 1/
s
,! P .�; �b/ implies �> 1. (In

our language this reads �b.E0/.1/D 1 for E0 WD .1; 0I 1/.) Since the function cb is
monotone increasing, this and cb.2b/D 1 show that cb.a/D 1 for a 2 Œ1; 2b�.

The functions cb have the scaling property

cb.�a/

�a
6 cb.a/

a
for all �> 1I

see [26, Lemma 1.1.1] for the easy proof. Therefore:
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Lemma 4.4 If for two values a0 < a1 the points .a0; cb.a0// and .a1; cb.a1// lie on
a line through the origin, then the whole segment between these two points belongs to
the graph of cb , that is, cb is linear on Œa0; a1�.

Lemmas 3.3(i), 4.1 and 4.2 thus show that the graph of cb on Œ1; 2b C 3� is as in
Figure 2.

4.3 Organization of the proof of Theorem 1.1

We order the rest of the proof by increasing difficulty.

For b 2N>5 and k D 2; : : : ; b
p

2bc� 1, the intervals Ib.k/ and Ib.kC 1/ enclose
the interval Œvb.k/;ub.kC1/�, that contains the point 2bC2kC2. We first show that
cb.a/D

p
a

2b
on this interval. More precisely, we subdivide this interval into its left

and right part,

Lb.k/ WD Œvb.k/; 2bC 2kC 2� and Rb.k/ WD Œ2bC 2kC 2;ub.kC 1/�;

and show in Section 5 and Section 6 that cb.a/D
p

a
2b

on Lb.k/ and Rb.k/, respec-
tively. Theorem 1.1 then follows for all a>2bC5. Indeed, together with Lemmas 3.3(i)
and 4.1, we now know that for k > 2 the edge point and the two end points of the linear
steps lie on the graph of cb.a/, and hence by Lemma 4.4 these linear steps belong
to cb.a/ entirely. Further, by Proposition 3.5(i), Theorem 1.1 holds for a > vb.b

p
2bc/.

Ib.k/ Lb.k/ Rb.k/ Ib.kC 1/

ub.k/

2bC 2kC 1

vb.k/ 2bC 2kC 2 ub.kC 1/ vb.kC 1/
a

Figure 10

We already know from Corollary 4.3 that Theorem 1.1 holds for a 6 2b C 3. We
are thus left with the interval Œ2b C 3; 2b C 5�. It suffices to treat the subinterval
Œvb.1/;ub.2/�. Indeed, we then know that cb.2bC3/D cb.vb.1//, whence the second
linear step is established, and we already know that the third linear step, which begins
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at ub.2/, belongs to cb.a/. (Note that for b D 2 there is no third linear step, but then
ub.2/D 2bC 5D 9.) Recall that

vb.1/ < ˛b < 2bC 4< ˇb < ub.2/:

We shall treat the interval Œvb.1/; 2bC4� in Section 7. The case bD 2 is then complete,
since c2.8/D

17
12
D c2

�
8 1

36

�
and in view of Proposition 3.6. The interval Œ2bC4;ub.2/�

for b > 3 is treated in Section 8. Showing cb.a/D
p

a
2b

on the intervals Œvb.1/; ˛b �

and Œˇb;ub.2/� is the hardest part of the paper, since on these intervals the reduction
algorithm is rather intricate. On the other hand, establishing the affine segment over
Œ˛b; 2bC 4� will be easier, and it turns out that the reduction method establishes the
affine steps of cB.a/ and cC .a/ much faster than the positivity of intersection argument
used in [26; 14].

Since the embedding functions cb.a/ are continuous, it suffices to compute them on
a dense set. In the rest of the paper we shall assume that a > 1 is rational. Hence a

has a finite weight expansion w.a/D .1�bac; w�`1

1
; w
�`2

2
; : : : /. Sometimes it will be

convenient to assume also that `1 > 1 or `2 > 1 or `3 > 2, which holds for a dense
set of rational a.

5 The intervals Lb.k/D Œvb.k/; 2b C 2k C 2�

Recall that

vb.k/D 2b
�

2bC2kC1

2bCk

�2
:

Theorem 5.1 Assume that b 2N>5 and k 2 f2; : : : ; b
p

2bc�1g. Then cb.a/D
p

a
2b

for a 2Lb.k/.

Proof The weight expansion at a 2Lb.k/ is

w.a/D .1�2.bCk/C1; w
�`1

1
; w
�`2

2
; : : : /:

Define the numbers �, z1 and z2 by

�D

r
a

2b
D

r
2.bCk/C1Cw1

2b
DW 1C z1;

z2 WD .2bC k/�� .2bC 2kC 1/D

r
2.bCk/C1Cw1

2b
.2bC k/� .2bC 2kC 1/:

Lemma 5.2 (i) 2z1 6 1C z2 .

(ii) z2 > 0 and z2 6 w1 .

(iii) For k > 3 and `1 D 1 we have w2C z2� z1 > 0.
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Proof (i) We wish to show that

2bC 2k 6 2C .2bC k � 2/�:

We show that this inequality even holds if w1 6 0 in � is set to zero, ie that

2bC 2k 6 2C

r
2.bCk/C1

2b
.2bC k � 2/:

After solving for the root, squaring and multiplying with 2b.2bCk�2/2 , we find that
this inequality is equivalent to

4b2
C .2kC 1/.k � 2/2C 2b.k2

� 2k � 4/> 0;

which holds true since k > 2 and b > 2.

(ii) Note that z2 D 0 at the left boundary vb.k/ of Lb.k/. Since z2 is increasing
on Lb.k/, we see that z2 > 0.

At vb.k/ we have w1 > 0 D z2 . In order to show that z2 6 w1 on Lb.k/, it thus
suffices to check that the derivative of the function fb;k.w1/D w1 � z2.b; k; w1/ is
nonnegative, ie

f 0b;k.w1/D 1�
1

2

r
2b

2.bCk/C1Cw1

2bCk

2b
> 0:

This holds if it holds for w1 D 0, ie if

4b

2bCk
>
r

2b

2bC2kC1
:

This is equivalent to

8b.2bC 2kC 1/> 4b2
C 4bkC k2;

which holds true since k2 6 2b .

(iii) Fix k > 3 and b > 2. Define the function fb;k on Œvb.k/�bvb.k/c; 1� by

(5-1) fb;k.w1/ WD w2C z2� z1 D�w1C .2bC k � 1/�� .2bC 2k/C 1:

Then f 0
b;k

6 0. Indeed, this is equivalent to

2bC k � 1 6 2
p

2b.2bC 2kC 1Cw1/;

which follows from
2bC k 6 2

p
2b.2bC 2kC 1/:
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It therefore suffices to show that fb;k.1/> 0, ier
bCkC1

b
> 2bC2k

2bCk�1
:

Squaring and multiplying by b.2bC k � 1/2 this becomes

.1C k/..k � 3/bC .k � 1/2/> 0;

which holds true since k > 3.

In view of Proposition 2.3 we wish to transform the vector

..bC 1/�I b�; �;w.a//

to a reduced vector by a finite sequence of Cremona moves. One Cremona move yields�
.bC 1/�� 1I b�� 1; 1�2.bCk/

k z1; w
�`1

1
; w
�`2

2
; : : :

�
:

Here and in the sequel we use the notation explained in Notation 2.4. Next, bC k

Cremona moves with ı D �� 2D z1� 1 yield

(5-2) .�C z2I z2; w
�`1

1
; z
�2.bCk/C1
1

; w
�`2

2
; : : : /:

Assume that z1 > w1 . Since z2 6 w1 , the vector (5-2) reorders to

(5-3) .�C z2I z
�2.bCk/C1
1

; w
�`1

1
k z2; w

�`2

2
; : : : /:

Then ı D �C z2� 3z1 D 1C z2� 2z1 > 0 by Lemma 5.2(i). Since all entries of (5-3)
are nonnegative, this vector is reduced.

From now on we thus assume that w1 > z1 . Then the vector (5-2) becomes

(5-4) .�C z2Iw
�`1

1
k z
�2.bCk/C1
1

; z2; w
�`2

2
; : : : /:

If `1 > 3, then ı D 1C z1C z2� 3w1 > z1C z2 > 0. If `1 D 2, then

ı D 1C z1C z2� 2w1� .z1 or z2 or w2/> 1� .2w1Cw2/> 0:

So assume that `1 D 1, that is, the vector (5-4) is

.�C z2Iw1 k z
�2.bCk/C1
1

; z2; w
�`2

2
; : : : /:

Case 1 (z1 > z2;w2 ) Then the vector at hand is

.�C z2Iw1; z
�2.bCk/C1
1

k z2; w
�`2

2
; : : : /:
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Hence ıD 1Cz1Cz2�w1�2z1Dw2Cz2�z1 . For k > 3 this number is nonnegative
by Lemma 5.2(iii). Assume now that k D 2 and that ıDw2C z2� z1 < 0. We reduce
the above vector bC 2 times by ı and get

.w2Cz1Cz2C�I �Dw1C.bC2/.w2Cz2�z1/; z1; .w2Cz2/
�.2bC4/

k z2; w
�`2

2
; : : : /:

The order is right by the assumption w2C z2 6 z1 and the following lemma. For this
vector, ı D 0.

Lemma 5.3 w1C .bC 2/.w2C z2� z1/> z1:

Proof Define the function fb on Œvb.2/�bvb.2/c; 1� by

(5-5) fb.w1/ WD w1C .bC 2/.w2C z2� z1/� z1:

We compute

fb.w1/D�.bC1/w1C.2b2
C5bC1/��.2b2

C7bC5/; where �D

r
2bC5Cw1

2b
:

We wish to show that fb.w1/> 0. We estimate

f 0b.w1/D�.bC 1/C
2b2C 5bC 1

2
p

2b.2bC 5Cw1/
6 �.bC 1/C

2b2C 5b

4b
6 0:

Hence fb.w1/ > fb.1/D �.bC 1/C .2b2C 5bC 1/
p

bC3
b
� .2b2C 7bC 5/. The

right-hand side is nonnegative if and only ifr
bC3

b
> 2.b2C 4bC 3/

2b2C 5bC 1
:

Squaring and multiplying by b.2b2C 5bC 1/2 we find that this is equivalent to the
inequality .bC 3/.b� 1/2 > 0, which holds true.

Case 2 (z2 > z1; w2 ) Then ı D 1C z1�w1� .z1 or w2/> 0.

Case 3 (w2 > z1; z2 ) The vector at hand is

.�C z2Iw1; w
�`2

2
k z
�2.bCk/C1
1

; z2; w
�`3

3
; w
�`4

4
; : : : /:

Subcase 3(a) (`2 > 2) Then ıD z1Cz2�w2 . Assume that ı < 0, ie w2 > z1Cz2 .

If `2 D 2m2 > 2 is even, we reduce m2 times by ı and get�
z1C z2Cw2C�I � D w1Cm2.z1C z2�w2/ k

.z1C z2/
�m2 ; z

�2.bCk/C1
1

; z2; w
�`3

3
; w
�`4

4
; : : :

�
:
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Here, �> z1C z2 and �> w3 D w1� `2w2 because m2w2 6 `2w2 6 w1 .

If z1C z2 > w3 , then

ı D w2� .z1C z2 or z1 or z2 or w3/> w2� .z1C z2/ > 0:

If w3 > z1C z2 , then

ı D z1C z2Cw2�w3� .w3 if `3 > 2 and z1C z2 or w4 if `3 D 1/:

In the first case, ı > 0 since w2 D `3w3 C w4 > 2w3 , and in the second case,
ı D w2�w3 > 0 or ı D z1C z2 > 0.

If `2 D 2m2C 1 > 3 is odd, we again reduce m2 times by ı and get�
z1C z2Cw2C�I � D w1Cm2.z1C z2�w2/; w2 k

.z1C z2/
�m2 ; z

�2.bCk/C1
1

; z2; w
�`3

3
; w
�`4

4
; : : :

�
:

If z1C z2 >w3 , then ı D 0. If w3 > z1C z2 , then ı D z1C z2�w3 < 0. The vector
at hand is

.z1Cz2Cw2C�I �Dw1Cm2.z1Cz2�w2/; w2; w
�`3

3
k .z1Cz2/

�m2 ; w
�`4

4
; : : : /;

and applying one more Cremona transform yields the vector

.z1C z2Cw2C�I �; w2C z1C z2�w3; w
�`3�1
3

k .z1C z2/
�m2C1; w

�`4

4
; : : : /;

where now � D w1 C m2.z1 C z2 � w2/ C .z1 C z2 � w3/. The ordering holds
since if `3 > 2 then w2 C z1 C z2 � w3 > w2 � w3 > w3 , and if `3 D 1 then
w2C z1C z2�w3 D z1C z2Cw4 . Now

ı D w3� .w3 or z1C z2 or w4/> 0:

Subcase 3(b) (`2 D 1) Then ı D 1C z1C z2 �w1 �w2 � x D z1C z2 � x with
x 2 fz1; z2; w3g. If x 2 fz1; z2g then ı 2 fz2; z1g > 0. If x D w3 , then the vector at
hand is

.�C z2Iw1; w2; w
�`3

3
k z
�2.bCk/C1
1

; z2; w
�`4

4
; : : : /:

Notice that w2D1�w1 and w3Dw1�w2 . We have ıD z1Cz2�w3 . If w3> z1Cz2 ,
we apply one more Cremona transform and obtain

.z1C z2Cw2C�I � D z1C z2Cw2; z1C z2Cw2�w3; w
�.`3�1/
3

k

z1C z2; z
�2.bCk/C1
1

; z2; w
�`4

4
; : : : /:

The ordering is right since if `3 > 2 then w2 > 2w3 , and if `3D 1 then w2�w3Dw4 .

If `3 > 2 then ı D 0.
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If `3 D 1 then ı D w3� .z1C z2/ > 0 or ı D w3�w4 > 0.

The proof of Theorem 5.1 is complete.

6 The intervals Rb.k/D Œ2b C 2k C 2 ;ub.k C 1/�

Theorem 6.1 Assume that b 2N>5 and that k 2 f2; : : : ; b
p

2bc�1g. Then cb.a/Dp
a

2b
for a 2Rb.k/.

Proof For notational convenience we shift the index k by one, and prove that cb.a/Dp
a

2b
for a 2Rb.k � 1/ and k 2 f3; : : : ; b

p
2bcg.

We start with three inequalities that will be useful later on.

Lemma 6.2 We have:

.i/

.ii/

.iii/

2bC2k

2b
>
�

2bC2k�2

2bCk�2

�2
for k > 4:r

2bC2k

2b
> 2bC2k

2bCk
:

2bCk

2b
6 2bC2k

2bCk�1
if k2 6 2b:

Proof (i) This is equivalent to

.2bC 2k/.2bC k � 2/2� 2b.2bC 2k � 2/2

2b.2bC k � 2/2
> 0;

which holds true for k > 4 because the numerator of the left-hand side can be written
as 2k.b.k � 4/C .k � 2/2/.

(ii) This follows from .2bC k/2� 2b.2bC 2k/D k2 .

(iii) This follows from

.2bC 2k/.2b/� .2bC k � 1/.2bC k/D 2bC k � k2;

since 2bC k � k2 > k > 0 by assumption.

Except possibly for the right endpoint, which we can neglect, the weight expansion at
a 2Rb.k � 1/D

�
2bC 2k; 2bC 2kC k2

2b

�
is

w.a/D .1�2bC2k ; w
�`1

1
; w
�`2

2
; : : : /:
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Set �D
p

a
2b

. We wish to transform the vector

(6-1) ..bC 1/�I b�; �;w.a//

to a reduced vector by a sequence of Cremona moves. Define the numbers

z1 WD �� 1;

y1 WD .2bC k/�� .2bC 2k � 1/;

z2 WD y1��:

Then z1;y1 > 0 and z2 2 Œ0; 1�. Indeed, as we have seen in Lemma 5.2(ii), z2 D 0 at
the left endpoint of Lb.k�1/, and z2 6 1 since �6 2bCk

2b
, using also Lemma 6.2(iii).

Applying one Cremona move to (6-1) we obtain

..bC 1/�� 1I b�� 1; 1�2bC2k�1
k z1; w

�`1

1
; : : : /:

Applying bC k � 1 Cremona transforms with ı D �� 2 and reordering we obtain

(6-2) .y1I 1 k z�2bC2k�1
1

; z2; w
�`1

1
; : : : /:

6.1 The case z1 >w1

For z1 > w1 , assume first that k > 4, or that k D 3 and z2 > z1 . If z2 > z1 , then the
vector (6-2) reorders to

.y1I 1; z2; z
�2bC2k�1
1

; w
�`1

1
; : : : /:

This vector has defect ıD y1�1� z2� z1 D 0 and hence is reduced. If z1 > z2 , then
the vector (6-2) reorders to the vector

(6-3) .y1I 1; z
�2bC2k�1
1

k z2; w
�`1

1
; : : : /;

which for k > 4 is reduced, since then ı D y1 � 1 � 2z1 D y1 � .2� � 1/ > 0 by
Lemma 6.2(i) and the fact that �>

p
2bC2k

2b
.

Assume now that k D 3 and z1 > z2 . If yı WD y1 � 1� 2z1 > 0, the vector (6-3) is
reduced. Otherwise, we apply bC 2 Cremona moves to obtain

(6-4) .y1C .bC 2/yıI 1C .bC 2/yı; z1; z�2bC5
2

kw
�`1

1
; : : : /:

The ordering is right by the following claim, and the defect is y1 � 1� z1 � z2 D 0,
whence this vector is reduced.

Claim Assume that k D 3. Then:
(i) 1C .bC 2/yı > z1 .

(ii) If z1 > w1 , then z2 > w1 .
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Proof Inequality (i) is equivalent to

.2b2
C 5bC 1/�> .2b2

C 8bC 6/:

It suffices to check this inequality for � D
p

2bC6
2b

, where it is equivalent to the
inequality 3b2C 10bC 3 > 0, which holds true for all b > 1.

For (ii), we know that �� 1 > w1 , ie

(6-5) a 6 �C .2bC 5/:

Since aD 2b�2 , this is equivalent to

(6-6) �>
1C

p
1C 8b.2bC 5/

4b
:

We wish to show that z2� 2 > w1 , ie a 6 1C .2bC 2/�. In view of (6-5), this will
hold if �C .2bC 5/6 1C .2bC 2/�, ie

(6-7)
2bC 4

2bC 1
6 �:

By (6-6), this would follow from

2bC 4

2bC 1
6

1C
p

1C 8b.2bC 5/

4b
:

Isolating the root and squaring, this becomes the true inequality 72b=.2bC 1/2 > 0.

6.2 The case w1 > z1

Assume now that

(6-8) w1 > z1:

The vector (6-2) in question is

(6-9) .y1I 1 kw
�`1

1
; z�2bC2k�1

1
; z2; : : : /:

Define
z3 WD y1� 1�w1:

Note that z3 > 0 on our interval, and z3 D 0 at the right endpoint aD .2bCk/2

2b
. The

significance of z3 and of the following lemma will become clear later.

Lemma 6.3 If z3 > w1 , then the vector (6-9) is reduced.
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Proof For ı WD y1� 1� z2�w1 we have z2C ı D z3 and w1C ı D z1 . Applying
one Cremona move to

.y1I 1 k z2; w
�`1

1
; z�2bC2k�1

1
; : : : /

we thus obtain

(6-10) .y1C ıI 1C ı; z3 kw
�`1�1
1

; z�2bC2k
1

; : : : /:

The ordering is right because z3 > w1 > z1 by assumption and by (6-8). The defect
of (6-10) is thus

y1� 1� z3� .w1 or z1 or w2/> y1� 1� z3�w1 D 0:

From now on we thus assume that

(6-11) w1 > z3:

Lemma 6.4 z2 > z1; z3:

Proof The inequality z2 > z1 translates to

.2bC k � 1/�� .2bC 2k � 1/> �� 1;

or, equivalently,

(6-12) �> 2bC 2k � 2

2bC k � 2
:

But we know that �>
p

2bC2k
2b

, whence in the case k > 4 the inequality (6-12) follows
from Lemma 6.2(i). In the case k D 3, (6-12) is (6-7).

The inequality z2 > z3 is �� > �1�w1 . This is equivalent to �� 1 6 w1 , which
follows from (6-8).

The rest of the proof of Theorem 6.1 is divided into the cases `1 D 2m even and
`1 D 2mC 1 odd.

Case I (`1D 2m even) We can assume by continuity that `1 > 0, so that m > 1. By
applying m Cremona transforms to the vector (6-9) with ı D y1� 1� 2w1 we obtain

(6-13) .y2Cy1� 1Iy2 k z�2bC2k�1
1

; z2; z
�`1

3
; w
�`2

2
; : : : /;

where y2 WD 1Cm.y1� 1� 2w1/. The ordering is right by the previous and the next
lemma.

Lemma 6.5 y2 > z2; w2:
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Proof The inequality y2 > z2 is equivalent to

1Cm.y1� 1� 2w1/> y1��:

Since `1w1 6 1 and �> 1, it suffices to show that .m� 1/.y1� 1/> 0. This follows
since y1 > 1, by Lemma 6.2(ii).

The inequality y2 > w2 is equivalent to

1Cm.y1� 1� 2w1/> w2:

Since `1w1 6 1, it suffices to show that m.y1� 1/> w2 . For this, it suffices to show
that y1� 1 > w1 , ie a 6 �.2bC k/. This follows from the fact that a 6 .2bCk/2

2b
.

Lemma 6.6 If z3 > w2 , then the vector (6-13) is reduced.

Proof Assume that z3 > w2 . If z1 > z3 , then (6-13) is

.y2Cy1� 1Iy2; z2; z
�2bC2k�1
1

; z
�`1

3
; w
�`2

2
k : : : /;

which is reduced. Hence we can assume that z3 > z1 . In this case, we apply one
Cremona transform to

.y2Cy1� 1I y2; z2; z
�`1

3
k z�2bC2k�1

1
; w
�`2

2
; : : : /

with ı D z1� z3 and obtain

.y2Cy1� 1C ıI y2C ı; z2C ı; z
�`1�1
3

k z3C ı; z�2bC2k�1
1

; w
�`2

2
; : : : /

since `1 > 2. First note that z3C ı D z1 > 0. To see that the ordering is right, we
need to check that z2C ı > z3 . This is equivalent to y1�1 > 2z3 , which is equivalent
to y1� 1� 2w1 6 0, which holds by (6-11). Since the defect vanishes, this vector is
reduced.

From now on we thus assume that

(6-14) w2 > z3:

Lemma 6.7 If z1 > w2 , then the vector (6-13) is reduced.

Proof Assume that z1 > w2 . Then the vector (6-13) is

.y2Cy1� 1I y2; z2; z�2bC2k�1
1

; w
�`2

2
; z
�`1

3
k : : : /

with defect y1� 1� z2� z1 D 0.
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From now on we thus assume that

(6-15) w2 > z1:

By now, our vector is

.y2Cy1� 1I y2; w
�`2

2
k z2; z�2bC2k�1

1
; z
�`1

3
; w
�`3

3
; : : : / if w2 > z2;(6-16)

.y2Cy1� 1I y2; z2; w
�`2

2
k z�2bC2k�1

1
; z
�`1

3
; w
�`3

3
; : : : / if z2 > w2:(6-17)

Subcase 1 (`2 > 2) In case (6-16) we have ı > y1�1�w1 , since 2w2 6w1 . Since
y1� 1�w1 D z3 > 0, the vector is reduced.

In case (6-17) we have ı D z1�w2 < 0. Applying one Cremona transform yields

(6-18) .y2Cy1�1CıI y2Cı; z2Cz1�w2; w
�`2�1
2

k z�2bC2k
1

; z
�`1

3
; w
�`3

3
; : : : /:

The ordering is right since z2C z1 > 2w2 . Indeed, this is equivalent to y � 1 > 2w2 .
Since w1 > 2w2 , this follows from y1� 1 >w1 , which holds because y1� 1�w1 D

z3 > 0. The defect of (6-18) vanishes.

Subcase 2 (`2 D 1) We again distinguish two cases.

Assume first that w3 > z2 . We are then in case (6-16), and, since z2 > z1 and z2 > z3 ,
the vector at hand is

.y2Cy1� 1I y2; w2; w
�`3

3
; z2 k : : : /:

This vector is reduced, since w1 D w2Cw3 and hence ı D y1� 1�w2�w3 D z3 .

Assume now that either w2 > z2 > w3 or z2 > w2 . Since also z2 > z1 and z2 > z3 ,
in both (6-16) and (6-17) we have ı D z1�w2 . Further, w2 Dw1�w3 since `2 D 1,
and so z2C ı D z2C z1�w2 D w3C z3 . Hence both vectors transform to

.y2Cy1� 1C ıI y2C ı kw3C z3; z�2bC2k
1

; z
�`1

3
; w
�`3

3
; : : : /:

This vector is reduced after reordering: if w3C z3 > z1 , then

ı D z1C z2�w3� z3� .z1 or z3 or w3/D w2� .z1 or z3 or w3/> 0

by (6-14) and (6-15), and if z1 > w3C z3 , then ı D z1C z2� 2z1 D z2� z1 > 0.

Case II (`1 D 2mC 1 odd) We start from the vector (6-9). By applying m > 0

Cremona transforms with ı D y1� 1� 2w1 we obtain

.yy2Cy1� 1I yy2; z
�.`1�1/
3

; w1; z�2bC2k�1
1

; z2; w
�`2

2
; : : : /;

where yy2 WD 1Cm.y1� 1� 2w1/.
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Now apply another Cremona transform to the partially reordered vector

.yy2Cy1� 1I yy2; w1; z2; z�2bC2k�1
1

; z
�.`1�1/
3

; w
�`2

2
; : : : /:

With ı D y1� 1�w1� z2 D z1�w1 we obtain

(6-19) .yy2Cy1� 1C ıI yy2C ı k z�2bC2k
1

; z
�`1

3
; w
�`2

2
; : : : /

since w1CıD z1 and z2CıD z3 . We are again assuming, by continuity, that `2 > 1.
The ordering is right in view of the following lemma:

Lemma 6.8 (i) yy2C ı > z1 .

(ii) yy2C ı > z3 .

(iii) yy2C ı > w2 .

Proof Using 1D `1w1Cw2 and y1� 1D z1C z2 , we compute

yy2C ı D .mC 1/.z1C z2/� z2Cw2:

Assertions (i) and (iii) follow at once. Assertion (ii) follows at once for m > 1, and for
mD 0 it also holds, since then w1Cw2 D 1 > z2 .

We now show that the vector (6-19) is reduced, or can be transformed in one step to
a reduced vector. (We will need to transform the vector in only one case). In view
of Lemma 6.8, we just have to consider the various possibilities for the orderings of
z1 , z3 and w2 . Denote by ı� the defect of the reordering of (6-19).

Case 1 (z1 > z3; w2 ) Then ı� D y1� 1� 2z1 D z2� z1 > 0 by Lemma 6.4.

Case 2 (z3 > z1; w2 ) Then ı� > y1� 1� 2z3 D w1� z3 > 0 by (6-11).

Case 3 (w2 > z1; z3 ) Then the vector (6-19) is

(6-20) .yy2Cy1� 1C ıI yy2C ı; w
�`2

2
k z�2bC2k

1
; z
�`1

3
; w
�`3

3
; : : : /:

Subcase (`2 > 2) Then (6-20) is reduced if y1�1 > 2w2 . We know that 2w2 6w1 .
Hence it suffices to show that y1� 1 > w1 , which follows from the fact that z3 > 0.

Subcase (`2 D 1) We distinguish three cases.

Assume first that w3 > z1; z3 . Then (6-20) is reduced, since

ı� D y1� 1� .w2Cw3/D y1� 1�w1 D z3:

Assume next that z3 > z1; w3 . Then (6-20) is reduced, since

ı� D y1� 1�w2� z3 D w1�w2:
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Assume finally that z1 > z3; w3 . Then the vector in question is

.yy2Cy1� 1C ıI yy2C ı; w2; z�2bC2k
1

k z
�`1

3
; w
�`3

3
; : : : /:

If yı WD y1� 1�w2� z1 D z2�w2 > 0, this vector is reduced. Otherwise, we apply
one Cremona transform and obtain

(6-21) .yy2Cy1� 1C ıCyıI yy2C ıCyı; w2C
yı; z1C

yı; z�2bC2k�1
1

; : : : /:

Note that z1C
yıD y1�1�w2 > y1�1�w1D z3 > 0 and that w2C

yıD z2 > z1 by
Lemma 6.4. Hence (6-21) reorders to the vector

.yy2Cy1� 1C ıCyıI yy2C ıCyı; z2; z�2bC2k�1
1

; : : : /

which is reduced, since its defect is y1� 1� z2� z1 D 0.

The proof of Theorem 6.1 is finally complete.

7 The interval Œvb.1/; 2b C 4�

Recall that for b 2N>2 we defined vb.1/ WD 2b
�

2bC3
2bC1

�2 and

˛b WD
1

b
.b2
C 2bC

p
.b2
C 2b/2� 1/ 2 �vb.1/; 2bC 4Œ:

Theorem 7.1 For every b 2N>2 we have

cb.a/D

8̂<̂
:
q

a

2b
if a 2 Œvb.1/; ˛b �;

baC1

2b.bC1/
if a 2 Œ˛b; 2bC 4�:

In particular, cb.˛b/D
p
˛b

2b
and cb.2bC 4/D 1C 2bC1

2b.bC1/
.

Proof Let a 2 Œvb.1/; 2bC 4� be a rational number. For w1.b/D vb.1/� .2bC 3/

we compute w0
1
.b/D 16=.2bC 1/3 . Hence w1.b/> w1.2/D

21
25
> 5

6
for b > 2, and

so `1 D 1 and `2 > 5. The weight expansion of a thus has the form

w.a/D .1�.2bC3/; w1; w
�`2

2
; : : : ; w

�`N

N
/:

We wish to show that for �D cb.a/ as in the theorem, the vector ..bC1/�I b�; �;w.a//

can be reduced to a reduced vector.
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7.1 The interval Œvb.1/; ˛b�

Assume that a 2 Œvb.1/; ˛b �. Then �D
p

a
2b

. Define the numbers

z1 WD �� 1;

z2 WD .2bC 1/�� .2bC 3/;

z3 WD .2bC 1/�� .a� 1/;

z4 WD b.z3� z1/Cw1;

z5 WD 2b.bC 1/�� .baC 1/;

z6 WD b.2z5C z1� z4� 2z3/C z4:

In the following, the symbol e
D means that an identity is readily checked by expanding

the relevant zi as polynomials of degree two in � with coefficients polynomials in b .
For instance,

z3 D 1C z2�w1
e
D z1C z5� z4;(7-1)

z6
e
D b.2b.bC 1/� 1/�� .b2a�w1/:(7-2)

In this section, all newly created numbers will be one of z1; : : : ; z6 or 0, and we shall
write down each zi of every vector. In other words, the dots : : : in any vector are
either wj or 0.

7.1.1 Inequalities

Lemma 7.2 On the interval Œvb.1/; ˛b � the following inequalities hold true:

(i) b�� 1 > 1 and w1 > z1 > w2 .

(ii) w1 > 1� z1C z2 > z1 > z2 .

(iii) z1 > z3 > z2; w2 .

(iv) z1 > z5 . Moreover, z5 > z3 is equivalent to z4 > z1 .

(v) z4 > z3 .

(vi) z6 > z2 , z5 , w2 .

(vii) If b > 3, then z1� z4C 2z5� 2w2 > 0.

(viii) zi > 0 for all i 2 f1; : : : ; 6g.

Proof (i) We have b�� 1 > b� 1 > 1. In order to prove w1 > z1 , we show that the
function

fb.a/ WD w1� z1 D a� .2bC 2/�
q

a

2b
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is nonnegative. Since f 0
b
.a/ D 1� 1

4b

p
2b
a
> 0, it suffices to see that fb.vb.1// D

.4b2� 5/=.2bC 1/2 > 0, which holds true for b > 2.

To prove z1 >w2 , define the function fb.a/ WD z1�w2D
p

a
2b
Ca� .2bC5/. Since

f 0
b
.a/D 1

4b

p
2b
a
C 1> 0, it suffices to see that fb.vb.1//D .4b� 2/=.2bC 1/2 > 0,

which holds true for b > 2.

(ii) We compute

1� z1C z2 D 2b.�� 1/� 1 > �� 1D z1:

This proves the second inequality, and that the first inequality w1 > 1 � z1 C z2

is equivalent to 2b�2 � 2b� � 2 > 0. Since the left-hand side is increasing for
� > 1, it suffices to check this inequality at �.vb.1// D

2bC3
2bC1

, where it becomes
.4b� 2/=.2bC 1/2 > 0.

The third inequality z1 > z2 is equivalent to
p

2ab 6 2bC 2. Squaring this leads to
a 6 2bC 4C 2

b
, which is verified for a 6 ˛b < 2bC 4.

(iii) The inequality z1 > z3 is equivalent to w1 > 1� z1C z2 , hence true. The other
two inequalities follow from z3 D z2Cw2 .

(iv) The inequality z1 > z5 is equivalent to a > .2b2C2b�1/2=2b3 . This inequality
is satisfied since .2b2C 2b� 1/2=2b3 6 vb.1/ is equivalent to 8b3C 12b2 � 1 > 0,
which is true for b > 2.

The inequality z5 > z3 is equivalent to z4 > z1 since z3 D z1C z5� z4 .

(v) Define the function fb.�/ WD z4� z3
e
D �.2b2� 2b� 1/� .b� 2/2b�2� 4. For

b D 2 we compute f2.�/D 3�� 4 > f2.�.v2.1///D
1
5
> 0. For b > 3 we have

f 0b.�/D 2b2
� 2b� 1� 4b.b� 2/�6 �2b2

C 6b� 1 6 �1

since �> 1. It thus suffices to show that fb.�/ > 0 at �D
p

2bC4
2b

, that is,r
2bC4

2b
.2b2

� 2b� 1/> 2b2
� 4:

Squaring both sides leads to 4b2� 7bC 2 > 0 which is verified for b > 3.

(vi) The first inequality means that the function

fb.a/D z6� z2
e
D .2b3

C 2b2
� 3b� 1/�C .1� b2/a

is nonnegative for a 2 Œvb.1/; ˛b �. Equivalently,

1
p

2b
.2b3

C 2b2
� 3b� 1/>

p
a.b2

� 1/:
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It suffices to show this inequality for aD 2bC 4, ie

1

2b
.2b3

C 2b2
� 3b� 1/2 > .2bC 4/.b2

� 1/2:

This is equivalent to .b� 1/2 > 0, which holds true.

We next show that the function

fb.a/D z6� z5
e
D�2� 2bC .2b3

� 3b/�C .1C b� b2/a

is nonnegative for a 2 Œvb.1/; ˛b �.

If b D 2, then fb.a/D�aC 5
p

a� 6> 0 on Œ2bC 3; 2bC 4�D Œ7; 8�.

For b > 3 we compute that

f 0b.a/D .2b3
� 3b/�0b.a/C .1C b� b2/

is negative on Œvb.1/; ˛b �, since �0
b
.a/D 1=.2

p
2ab/ is decreasing and since f 0

b
.2b/D

1
4
C b� b2

2
< 0 for b > 3. It thus suffices to show that

fb.2bC 4/D 2.1C 2b� b2
� b3/C .2b3

� 3b/

q
bC2

b

is positive. This is equivalent to b2C 2b� 4 > 0, which holds true.

We finally show that the function

fb.a/D z6�w2
e
D�7� 4bC b.2b2

C 2b� 1/�C .2� b2/a

is nonnegative for a 2 Œvb.1/; ˛b �.

If b D 2, then fb.a/D�2aC 11
p

a� 15> 0 on Œ2bC 3; 2bC 4�D Œ7; 8�.

For b > 3 we compute that

f 0b.a/D b.2b2
C 2b� 1/�0b.a/C 2� b2

is negative on Œvb.1/; ˛b �, since f 0
b
.2b/D 1

4
.2b2C2b�1/C2�b2 < 0 for b > 3. It

thus suffices to show that

fb.2bC 4/D 1� 2b2.bC 2/C b.2b2
C 2b� 1/

q
bC2

b

is positive. This is equivalent to b2C 2b� 1 > 0, which holds true.
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(vii) We compute

ıb.a/ WD z1� z4C 2z5� 2w2
e
D�8� 4bC .1C 4bC 2b2/�C .1� b/a

and
ı0b.a/D 1� bC

2b2C 4bC 1

2
p

2
p

ab
:

Assume first that b D 3. Then ı3.a/D�20C 31p
6

p
a� 2a. Since

ı03.a/D�2C
31

2
p

6
p

a

is positive for a2 Œ2bC3; 2bC4�D Œ9; 10�, and since ı3.v3.1//D
1

49
> 0, the function

ı3.a/ is positive on Œv3.1/; ˛3�.

Assume now that b D 4. Then

ı4.a/D�24C
49
p

a

2
p

2
� 3a:

Hence ı4.2b/ D ı4.8/ D 1 and ı4.2b C 4/ D ı4.12/ D �60C 49
p

3
2
> 0, and so

ı4.a/ > 0 for all a 2 Œ2b; 2bC 4�.

Assume finally that b > 5. Then ı0
b
.a/ < 0 for a 2 Œ2b; 2b C 4�. Indeed, ı0

b
.a/ is

decreasing and ı0
b
.2b/D 1� bC .2b2C 4bC 1/=4b < 0. We are left with showing

that
ıb.2bC 4/D�.4C 6bC 2b2/C .1C 4bC 2b2/

r
bC2

b

is positive, which is true since equivalent to bC2
b
> 0.

(viii) We show that z2 , z5 > 0. The other inequalities then follow from the previous
items. The inequality z2 > 0 is equivalent to �> 2bC3

2bC1
, which holds true. Moreover,

z5 > 0 is equivalent to

(7-3) �> baC1

2b.bC1/
;

which means that the line a 7! baC1
2b.bC1/

of the affine step is below the volume con-
straint

p
a

2b
. This holds true on Œ2b; ˛b �, since

p
a

2b
is convex and since (7-3) is an

equality at ˛b and a strict inequality at 2b .

7.1.2 Reductions Reducing the vector ..bC 1/�I b�; �; 1�.2bC3/; w1; w
�`2

2
k : : : /

with ı D�1 yields

..bC 1/�� 1I b�� 1; �� 1„ƒ‚…
Dz1

; 0; 1�.2bC2/; w1; w
�`2

2
; : : : /:
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By Lemma 7.2(i) this vector reorders to

..bC 1/�� 1I b�� 1; 1�.2bC2/; w1; z1; w
�`2

2
k : : : ; 0/:

Applying b Cremona transforms with ıD ��2 and regrouping the produced z1 ’s, we
get

..2bC 1/�� .2bC 1/„ ƒ‚ …
Dz2C2

I 2b�� .2bC 1/„ ƒ‚ …
D1�z1Cz2

; 1�2; w1; z
�.2bC1/
1

; w
�`2

2
; : : : /:

By Lemma 7.2(ii), this vector reorders to

.z2C 2I 1�2; w1; 1� z1C z2; z
�.2bC1/
1

; w
�`2

2
k : : : /:

Applying one Cremona transform with ı D z2�w1 yields the vector

.2z2C 2�w1I .1C z2�w1/„ ƒ‚ …
Dz3 by (7-1)

�2; z2; 1� z1C z2; z
�.2bC1/
1

; w
�`2

2
; : : : /;

which by Lemma 7.2(iii) reorders to

.2z2C 2�w1I 1� z1C z2; z
�.2bC1/
1

; z�2
3 k z2; w

�`2

2
; : : : /:

Applying b�1 Cremona transforms with ıD z3�z1 and regrouping the produced z3 ’s,
we get

(7-4) ..b�1/.z3�z1/C2z2C2�w1„ ƒ‚ …
e
D2z1Cz5

I b.z3�z1/Cw1„ ƒ‚ …
Dz4

; z�3
1 ; z�2b

3 ; z2; w
�`2

2
; : : : /:

We now distinguish the cases z4 > z1 and z1 > z4 .

Case 1 (z4 > z1 ) The ordered vector is then

.2z1C z5I z4; z
�3
1 ; z�2b

3 k z2; w
�`2

2
; : : : /:

One more Cremona transform with ı D z5� z4 yields

.2.z1C z5/� z4I z5; .z1C z5� z4„ ƒ‚ …
Dz3 by (7-1)

/�2; z1; z
�2b
3 ; z2; w

�`2

2
; : : : /;

which by Lemma 7.2(iv) reorders to

.2.z1C z5/� z4I z1; z5; z
�.2bC2/
3

k z2; w
�`2

2
; : : : /:

We already know that all entries of this vector are nonnegative, and its defect is
ı D z1C z5� z4� z3 D 0. Hence this vector is reduced.
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Case 2 (z1 > z4 ) Reorder the vector (7-4) as

.2z1C z5I z
�3
1 ; z4; z

�2b
3 k z2; w

�`2

2
; : : : /:

Recall from Lemma 7.2(iv) that z1 >z5 . Apply one Cremona transform with ıDz5�z1

to obtain
.2z5C z1I z

�3
5 ; z4; z

�2b
3 ; z2; w

�`2

2
; : : : /:

Since z3 > z5 by Lemma 7.2(iv), this vector reorders to

.2z5C z1I z4; z
�2b
3 k z2; z

�3
5 ; w

�`2

2
; : : : /:

Applying b Cremona transforms with ı D 2z5C z1 � z4 � 2z3 and regrouping the
produced z5 ’s, we obtain the vector

..bC1/.2z5Cz1/�b.z4C2z3/„ ƒ‚ …
DW�

I b.2z5Cz1�z4�2z3/Cz4„ ƒ‚ …
Dz6

; z2; z
�.2bC3/
5

; w
�`2

2
; : : : /;

which by Lemma 7.2(vi) reorders to

(7-5) .�I z6 k z2; z
�.2bC3/
5

; w
�`2

2
; : : : /:

Notice that this vector does not contain z1 , z3 or z4 .

Proposition 7.3 Assume that a 6 ˛b and z1 > z4 . If b D 2, also assume that
w2 6 maxfz2; z5g. Then the vector (7-5) is reduced.

Proof We already know that all entries of (7-5) are nonnegative. Using (7-1) we
compute

(7-6) �� z6 D z1� z4C 2z5 D z3C z5:

Subcase 1 (z5 > w2 ) Then

ı D �� z6� z5� .z2 or z5/D z3� .z2 or z5/> 0;

where in the last step we have used Lemma 7.2(iii)–(iv).

Subcase 2 (z2 > w2 > z5 ) Then

ı D �� z6� .z2Cw2/D z3C z5� z3 D z5 > 0:

Subcase 3 (w2 > z2 , z5 ) This is the case where we assume that b > 3. Recall that
`2 > 2. Hence

ıb.a/D �� z6� 2w2 D z1� z4C 2z5� 2w2

is nonnegative by Lemma 7.2(vii).
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In view of Proposition 7.3 we can assume that b D 2 and that w2 > maxfz2; z5g. The
vector at hand then is

(7-7) .�I z6; w
�`2

2
k z2; z

�.2bC3/
5

; : : : /:

We set z7 WD z2C z5 and compute

ı D �� z6� 2w2
(7-6)
D z3C z5� 2w2

(7-1)
D 1C z2�w1C z5� 2w2 D z7�w2:

If ı > 0 we are done. So assume that ı D z7 �w2 < 0, and set m WD
�

1
2
`2

˘
and

y� WD �Cmı , yz6 WD z6Cmı . Applying m Cremona transforms and swapping the
position of w2 and z�2m

7
if `2 is odd, we obtain

.y�I yz6; z
�2m
7 ; z2; z

�.2bC3/
5

; w
�`3

3
; : : : / if `2 D 2m;(7-8)

.y�I yz6; w2; z
�2m
7 ; z2; z

�.2bC3/
5

; w
�`3

3
; : : : / if `2 D 2mC 1:(7-9)

Proposition 7.4 After reordering, the vector (7-8) is reduced. After reordering, the
vector (7-9) is reduced if z7 >w3 , and transforms to a reduced vector by one Cremona
move if w3 > z7 .

Proof We first show the inequalities

(7-10) yz6 > w2 > z7 > z2; z5:

Then also yz6 , z7 > 0. We have w2� z7 D�ı > 0 and z7 D z2C z5 > z2; z5 . We are
thus left with proving yz6 > w2 . For m 2N we compute

fm.a/ WDyz6�w2D z6Cmz7�.mC1/w2D�.mC2/aC
�

17
2

mC11
�p

a�.16mC15/:

Then f 0m.a/D�.mC2/C
�

17
2

mC11
�
=.2
p

a/>0 for all m2N and a2 Œ2bC3;2bC4�D

Œ7; 8�, since this holds true for a D 8. Recall that `2 > 5. Since `2 D bw1=w2c D�
�7Ca
8�a

˘
and `2.˛2/ D 30, we can assume that 2 6 m 6 15. If the multiplicity

of w2 is `2 , then w1 2 Œ`2=.`2 C 1/; .`2 C 1/=.`2 C 2/Œ. Thus yz6 � w2 is given
by fm for a 2

�
7C 2m

2mC1
; 7C 2mC2

2mC3

�
\ Œv2.1/; ˛2�. Since each fm is increasing on

Œ7; 8�, it now suffices to note that f2.v2.1//D f2

��
14
5

�2�
D

1
25
> 0 and to check that

fm

�
7C 2m

2mC1

�
> 0 for m2 f3; : : : ; 15g, which is readily done, for instance by noticing

that m 7! fm

�
7C 2m

2mC1

�
is increasing.

Case 1 (z7 > w3 ) The part .�I a1; a2; a3/ of the ordered vectors is then as in (7-8)
and (7-9). Therefore, yı D �� z6� 2z7 D ı� 2.z7�w2/D�ı > 0 if `2 is even, and
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yı D �� z6�w2� z7 D ı� .z7�w2/D 0 if `2 is odd. Hence the vectors (7-8) and
(7-9) are reduced.

Case 2 (w3 > z7 ) In this case, the vectors at hand are

.y�I yz6; w
�`3

3
k z�2m

7 ; w
�`4

4
; z2; z

�.2bC3/
5

; : : : / if `2 D 2m;(7-11)

.y�I yz6; w2; w
�`3

3
k z�2m

7 ; w
�`4

4
; z2; z

�.2bC3/
5

; : : : / if `2 D 2mC 1:(7-12)

Assume first that `2 is even. If `3 D 1, then (7-10) shows that

yı D �� z6�w3� .z7 or w4/D w2C z7�w3� .z7 or w4/D .w2�w3 or z7/> 0:

If `3 > 2, then yı D �� z6� 2w3 D w2C z7� 2w3 > z7 > 0.

Assume now that `2 is odd. Then yı D �� z6 �w2 �w3 D z7 �w3 < 0. Applying
one more Cremona move to the vector (7-12) yields

.y�CyıI yz6C
yı; w2C

yı; w
�`3�1
3

k z�2mC1
7

; w
�`4

4
; z2; z

�.2bC3/
5

; : : : /:

The ordering is right because if `3 D 1, then w2C
yı D w2C z7�w3 D z7Cw4 , and

if `3 > 2, then w2C
yı D w2C z7�w3 > w3 .

If `3D1, then the defect is now zıD��z6�w2�
yı�.z7 or w4/Dw3�.z7 or w4/>0,

and if `3 > 2, then zı D w3�w3 D 0.

This completes the proof of Theorem 7.1 for a 6 ˛b .

7.2 The interval Œ˛b; 2b C 4�

It turns out that the reduction process for a2 Œ˛b; 2bC4� is the same as for a2 Œvb.1/; ˛b �

in Case 2. Set �D baC1
2b.bC1/

and define z1; : : : ; z6 as in Section 7.1. Applying the same
Cremona moves (ie the same sequence of Cremona transforms and reorderings) as in
Case 2, we obtain the vector (7-5), namely

(7-13) .�I z6 k z2; z
�.2bC3/
5

; w
�`2

2
; : : : /:

It suffices to prove the following statement:

Proposition 7.5 If a > ˛b , then the vector (7-13) is reduced.

Proof The identity �D baC1
2b.bC1/

is equivalent to z5 D 0. We now show z6; z2 > w2 ,
implying z6; z2 > 0. Using (7-2) we find that the inequality z6 > w2 is equivalent to
the inequality

w1 > 3bC 3

3bC 4
;
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which is satisfied since 3bC3
3bC4

6 ˛b� .2bC3/ for all b > 2
3
.�1C

p
7/. The inequality

z2 > w2 is equivalent to the inequality

w1 > 4b2C 3b� 1

4b2C 3b
;

which is satisfied since 4b2C3b�1
4b2C3b

6 ˛b � .2bC 3/ for all b > 5
4

.

The ordered vector is thus

.�I z6; z2; w
�`2

2
; : : : ; 0�.2bC3//:

(The inequality z6 > z2 holds true, but there is no need to prove it). Using again
�� z6 D z1 � z4C 2z5 and z1C z5 � z4 D 1C z2 �w1 from (7-1) we find, since
z5 D 0,

ı D .�� z6/� .z2Cw2/D .z1� z4/� .z2C 1�w1/D 0:

Hence the vector (7-13) is reduced.

8 The interval Œ2b C 4;ub.2/� for b > 3

Recall that 
b WD ub.2/D
.2bC2/2

2b
D 2bC 4C 2

b
and that

ˇb WD
.2b2C 4bC 1/2

2b.bC 1/2
D 2bC 4C

1

2b.bC 1/2
2 �2bC 4; 
b Œ:

Throughout this section we assume that b > 3.

Theorem 8.1 For b > 3 we have

cb.a/D

8<:1C
2bC1

2b.bC1/
if a 2 Œ2bC 4; ˇb �;q

a

2b
if a 2 Œˇb; 
b �:

Proof In view of Theorem 7.1 it suffices to prove that cb.a/D
p

a
2b

on Œˇb; 
b �. Let
a 2 Œˇb; 
b � be a rational number with weight expansion

w.a/D .1�.2bC4/; w
�`1

1
; w
�`2

2
; : : : ; w�`n

n /:
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8.1 Inequalities

Set �D
p

a
2b

. We wish to show that the vector ..bC1/�I b�; �;w.a// can be reduced
to a reduced vector. Notice that

�.ˇb/D 1C
2bC1

2b.bC1/
; �.
b/D 1C

1

b
:

Define the numbers
z1 WD �� 1;

z2 WD .2bC 1/�� .2bC 3/;

z3 WD 1C b.z2� z1/;

z4 WD 1C .bC 1/.z2� z1/;

z5 WD z1C z2�w1

and mD
�

1
2
`1

˘
, where `1 D

�
1
w1

˘
.

Lemma 8.2 On the interval Œˇb; 
b � the following inequalities hold true:
(i) 1� z1C z2 > z1 > z2 > 0.

(ii) 1� z1C z2 > w1 .
(iii) z3 > z2 , z4 , w1 and z4 > 0.
(iv) z3C b.z4� z2/> z2 .
(v) z2C z4�w1 > w1 .

(vi) 2z2 > w1 and z2 > w3 .
(vii) 1� z1C z2Cm.z1C z2� 2w1/> w1 .

In particular, zi > 0 for all i .

Proof (i) The inequality z1 > z2 was already shown in the proof of Lemma 7.2(ii).

The inequality z2 > 0 is equivalent to .2bC 1/� > 2bC 3. Since � is increasing, it
suffices to verify this in aD ˇb , that is, that

.2bC 1/

�
1C

2bC1

2b.bC1/

�
> 2bC 3;

or, equivalently, .2bC 1/2 > 4b.bC 1/, which holds true.

The inequality 1� z1C z2 > z1 is equivalent to .2b� 1/�> 2b . It suffices to verify
this in aD ˇb , that is, that

.2b� 1/
�
1C

2bC1

2b.bC1/

�
> 2b;

or, equivalently, 2b2 > 2bC 1, which holds true.
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(ii) This is equivalent to a� 3 6 2b�. Since the slope of 2b�D
p

2ba is
p

b
2a
< 1,

it suffices to check this inequality at aD 
b , ie that 2bC 2 > a� 3, which holds true.

(iii) The inequality z3 > z2 is equivalent to .2b2� 2b� 1/�> 2b2� 4. It suffices to
verify this at aD ˇb , that is, that

.2b2
� 2b� 1/

�
1C

2bC1

2b.bC1/

�
> 2b2

� 4;

or, equivalently, 2b > 1, which holds true.

The inequality z3 > z4 follows from z1 > z2 .

The inequality z3 > w1 is equivalent to 2b2�> 2b2C a� 5 or, using aD 2b�2 , to

fb.�/ WD �2b�2
C 2b2�� 2b2

C 5 > 0:

Since b > 3 we have f 0
b
.�/D 2b.b� 2�/ > 0, and fb.�.ˇb//D

2b2C2b�1
2b.bC1/2

> 0.

The inequality z4 > 0 is equivalent to 2b.bC 1/�> 2b2C 4bC 1, which holds true,
since this is an equality at aD ˇb .

(iv) This is equivalent to .2b2C4bC1/�> 2.b2C3bC2/. At aDˇb , this inequality
is equivalent to

.2b2
C 4bC 1/.2bC 1/> 2b.bC 1/.2bC 3/;

which in turn simplifies to 1 > 0.

(v) This is equivalent to .2b2C 4bC 1/�> 2.aC b2C b� 2/, or, using aD 2b�2 ,
to

(8-1) fb.�/ WD 4b�2
� .2b2

C 4bC 1/�C 2.b2
C b� 2/6 0

on Œˇb; 
b �. Its derivative is f 0
b
.�/D 8b�� .2b2C 4bC 1/.

Assume first that bD3. Then f 0
b
.�/D24��31 > 0 since this holds true in �.ˇb/D

31
24

.
Hence (8-1) follows from fb.�.
b//D f3

�
4
3

�
D 0.

Assume now that b > 4. Then f 0
b
.�.
b//D 8.bC 1/� .2b2C 4bC 1/6 0, whence

f 0
b
.�/6 0. Thus (8-1) follows from fb.�.ˇb//D�

b�1
2b.bC1/2

6 0.

(vi) This is equivalent to

(8-2) fb.�/ WD b�2
� .2bC 1/�C .bC 1/6 0

on Œˇb; 
b �. Since f 0
b
.�/ D 2b� � .2b C 1/ > 2b�.ˇb/ � .2b C 1/ D b

bC1
> 0 on

Œˇb; 
b �, the inequality (8-2) follows from fb.�.
b//D 0.
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Further, z2 > 1
2
w1 > w3 since w1 D `2w2Cw3 > w2Cw3 > 2w3 .

(vii) Recall that 1D `1w1Cw2 . If `1 D 2mC 1, then (vii) becomes

w2� z1C z2Cm.z1C z2/> 0;

which holds true. If `1 D 2m, then (vii) becomes w2 � z1C z2Cm.z1C z2/ > w1 .
This holds true since it holds true for mD 1 by assertion (vi).

The following lemma will be very useful:

Lemma 8.3 If w2 > z2 , then `2 D 1.

Proof Recall that we can assume `3 > 1, that is, w3 > 0. If `2 > 2, then w1 D

`2w2Cw3 > 2w2 > 2z2 > w1 , by Lemma 8.2(vi).

8.2 Reductions

Applying one Cremona transform to

..bC 1/�I b�; �; 1�.2bC4/; w
�`1

1
; : : : /

with ı D�1 yields

..bC 1/�� 1I b�� 1; �� 1„ƒ‚…
Dz1

; 0; 1�.2bC3/; w
�`1

1
; : : : /;

which we reorder to

..bC 1/�� 1I b�� 1; 1�.2bC3/
k z1; w

�`1

1
; : : : ; 0/:

Applying b Cremona transforms with ı D �� 2 we obtain

..2bC 1/�� .2bC 1/„ ƒ‚ …
Dz2C2

I 2b�� .2bC 1/„ ƒ‚ …
D1�z1Cz2

; 1�3; z
�.2bC1/
1

; w
�`1

1
; : : : ; 0/;

which by Lemma 8.2 reorders to

.z2C 2I 1�3; 1� z1C z2 k z
�.2bC1/
1

; w
�`1

1
; : : : ; 0/:

Applying one Cremona transform with ı D z2� 1 yields

.2z2C 1I z�3
2 ; 1� z1C z2; z

�.2bC1/
1

; w
�`1

1
; : : : ; 0/;

which we reorder to

(8-3) .2z2C 1I 1� z1C z2 k z
�.2bC1/
1

; z�3
2 ; w

�`1

1
; : : : ; 0/:
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We now distinguish several cases, according to the order of z1 > z2 and w1 .

Case 1 (z1 > z2; w1 ) Applying b � 1 Cremona moves to the vector (8-3) with
ı D z2� z1 we get the vector

(8-4) .z1C z2C z3I z3; z
�3
1 ; z

�.2bC1/
2

; w
�`1

1
; : : : /:

Case 1(a) (z1 > z2 > w1 ) If z3 > z1 , we apply one more Cremona move with
ı D z2� z1 and obtain

.2z2C z3I z3C z2� z1„ ƒ‚ …
Dz4

; z1; z
�.2bC3/
2

; w
�`1

1
; : : : /:

The assumption z3 > z1 is equivalent to z4 > z2 . Hence this vector is ordered up to
possibly swapping z4 and z1 , and in either case ı D 0, whence this vector is reduced.
We can thus assume for the rest of Case 1(a) that

(8-5) z1 > z3 and z2 > z4:

By Lemma 8.2(iii) the vector (8-4) reorders to

(8-6) .z1C z2C z3I z
�3
1 ; z3 k z

�.2bC1/
2

; w
�`1

1
; : : : /:

One Cremona transform with ı D z4� z1 yields the vector

.2z4C z1I z
�3
4 ; z3; z

�.2bC1/
2

; w
�`1

1
; : : : /;

which by (8-5) reorders to

.2z4C z1I z3; z
�.2bC1/
2

k z�3
4 ; w

�`1

1
; : : : /:

Under b Cremona transforms with ı D z4� z2 this vector becomes

.2z4C z1C b.z4� z2/I z3C b.z4� z2/; z2 k z
�.2bC3/
4

; w
�`1

1
; : : : /;

where the ordering follows from Lemma 8.2(iv). Then

ı D z4� .z4 or w1/:

If z4 > w1 we are done. If w1 > z4 , one more Cremona transform with ı D z4�w1

yields the vector

.2z4Cz1Cb.z4�z2/CıI z3Cb.z4�z2/Cı; z2Cz4�w1; w
�.`1�1/
1

k z
�.2bC4/
4

; : : : /;

which is ordered by Lemma 8.2(v) and has defect 0.
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Case 1(b) (z1 >w1 > z2 ) Assume first that z1 > z3 . The vector (8-4) then reorders
to

(8-7) .z1C z2C z3I z
�3
1 ; z3; w

�`1

1
k z
�.2bC1/
2

; w
�`2

2
; : : : /:

Since z4 6 z3 6 z1 , we also have z4 6 z1 , and so ı D z4 � z1 6 0. One Cremona
transform yields

.2z4C z1I z
�3
4 ; z3; w

�`1

1
; z
�.2bC1/
2

; w
�`2

2
; : : : /:

Since z1C z4 D z2C z3 and z1 > z3 , we have z4 6 z2 , whence this vector reorders to

.2z4C z1I z3; w
�`1

1
k z
�.2bC1/
2

; z�3
4 ; w

�`2

2
; : : : /:

By Lemma 8.2(v) we can estimate

ı D .z4C z2�w1/� .w1 or z2 or z4 or w2/> w1�w1 D 0:

For the rest of Case 1(b) we can thus assume that

z3 > z1 and z4 > z2:

The vector (8-4) then reorders to

.z1C z2C z3I z3; z
�3
1 ; w

�`1

1
k z
�.2bC1/
2

; w
�`2

2
; : : : /:

Applying one Cremona transform with ı D�z1C z2 yields

.2z2C z3I z4$ z1; w
�`1

1
k z
�.2bC3/
2

; w
�`2

2
; : : : /:

The ordering is right up to possibly swapping z4$ z1 , since z4 >w1 by Lemma 8.2(v).
Abbreviate

� WD z2C z4�w1 and z5 WD z1C z2�w1:

Then z5 > z2 . Applying one Cremona transform with ı D z2�w1 we obtain

(8-8) .�C z1C z2I �; z5; w
�.`1�1/
1

; z
�.2bC4/
2

; w
�`2

2
; : : : /:

By Lemma 8.2(v) we have �> w1 . If also z5 > w1 , then

ı D w1� .w1 or z2 or w2/> 0:

So assume that z5 6 w1 . Then the vector (8-8) reorders to

(8-9) .z1C z2C�I �; w
�.`1�1/
1

k z5; z
�.2bC4/
2

; w
�`2

2
; : : : /:
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Subcase 1 (`1 D 2m C 1 with m > 0) Applying m Cremona transforms with
ı� WD z5�w1 we get

(8-10) .z1C z2C�Cmı�I �Cmı�; z
�`1

5
; z
�.2bC4/
2

$ w
�`2

2
; : : : /:

We claim that this vector is reduced after reordering.

Assume that z5 >w2 . Then the ordering in (8-10) is right by Lemma 8.4(i) below, and

ı D w1� .z5 or z2 or w2/> 0:

Assume that w2 > z5 . Recall that z5 D z1C z2�w1 > z2 > w3 . By Lemma 8.3 we
have `2 D 1, and so by Lemma 8.4(i) the vector (8-10) reorders to

.z1C z2C�Cmı�I �Cmı�$ w2; z
�`1

5
; z
�.2bC4/
2

k : : : /:

Now ı D z1C z2�w2� z5 D w1�w2 > 0.

Subcase 2 (`1 D 2m with m > 1) Applying m� 1 Cremona transforms to (8-9)
with ı� D z5�w1 we get

(8-11) .z1Cz2C�C.m�1/ı�I �C.m�1/ı�; w1; z
�.`1�1/
5

; z
�.2bC4/
2

; w
�`2

2
; : : : /:

Assume that z5 > w2 . Then Lemma 8.4(ii) shows that (8-11) reorders to

.z1C z2C�C .m� 1/ı�I �C .m� 1/ı�$ w1; z
�.`1�1/
5

k z
�.2bC4/
2

; w
�`2

2
; : : : /;

and ı D 0.

Assume that w2 > z5 . Then `2 D 1 by Lemma 8.3, and we reorder (8-11) to

.z1C z2C�C .m� 1/ı�I �C .m� 1/ı�; w1; w2; z
�.`1�1/
5

; z
�.2bC4/
2

; : : : /:

One Cremona transform with yı D z5�w2 yields the vector

.z1Cz2C�C .m�1/ı�CyıI �C .m�1/ı�Cyı; z1Cz2�w2; z
�`1

5
; z
�.2bC4/
2

; : : : /:

Recall that z1C z2�w2 > z5 > z2 > w3 (by Lemma 8.2(vi)) and note that

�C .m� 1/ı�Cyı > z5C
yı D 2z1C 2z2� 2w1�w2 > 0

by Lemma 8.4(ii), the assumption z1 > w1 and Lemma 8.2(vi).

If �C .m� 1/ı�Cyı > z5 , then ı D w2� z5 > 0.

If �C .m� 1/ı�Cyı 6 z5 , then ı D �C .m� 1/ı�� z5 > 0.

Lemma 8.4 Assume that z1 > w1 > z5 .
(i) If `1 D 2mC 1, then �Cmı� > z5 .

(ii) If `1 D 2m, then �C .m� 1/ı� > z5 .

Algebraic & Geometric Topology, Volume 17 (2017)



Symplectic embeddings of four-dimensional ellipsoids into integral polydiscs 1251

The proof is given in Section 8.3.

Case 2 (w1 > z1 > z2 ) Then z1 > z2 > z5 . Recall from Lemma 8.2(vi) that z2 >w3 .
We shall therefore not display w�`3

3
in the vectors below. The vector (8-3) reorders to

(8-12) .2z2C 1I 1� z1C z2; w
�`1

1
k z
�.2bC1/
1

; z�3
2 ; w

�`2

2
; : : : /:

Case 2(a) (`1 D 2m C 1 is odd) Applying m Cremona transforms with ı� D

z5�w1 6 0 we obtain the vector

.2z2C 1Cmı�I 1� z1C z2Cmı�; w1; z
�.`1�1/
5

; z
�.2bC1/
1

; z�3
2 ; w

�`2

2
; : : : /:

By assumption, z1 > z2 > z5 . By Lemma 8.2(vii) this vector reorders to

(8-13) .2z2C1Cmı�I 1�z1Cz2Cmı�; w1 k z
�.2bC1/
1

; z�3
2 ; z

�.`1�1/
5

; w
�`2

2
; : : : /:

Subcase 1 (z1 > w2 ) Applying one Cremona move with ı D z2�w1 we obtain

.3z2C 1�w1Cmı�I 1� z1C 2z2�w1Cmı�; z�2b
1 ; z�4

2 ; z
�`1

5
; w
�`2

2
; : : : /:

Applying b Cremona transforms with ı D z2� z1 and setting

�1 WD 1Cmı�C .bC 1/.z2� z1/C z2�w1;

we obtain

(8-14) .�1C z1C z2I �1; z
�.2bC4/
2

; z
�`1

5
; w
�`2

2
; : : : /:

We claim that this vector is reduced after reordering. To see this, assume first that
z2 >w2 . If �1 > z2 then ıD z1� z2 > 0, and if z2 > �1 then ıD�1C z1�2z2 > 0

by Lemma 8.5. Assume now that w2 > z2 . Then `2 D 1 by Lemma 8.3. If �1 > z2

then ıD z1�w2 > 0, and if z2 > �1 then ıD�1C z1� z2�w2 > 0, by Lemma 8.5.

Subcase 2 (w2 > z1 ) Then `2 D 1 by Lemma 8.3, and

(8-15) w1 > w2 > z1 > z2 > z1C z2�w2 > z1C z2�w1 D z5:

The vector (8-13) becomes

.2z2C 1Cmı�I 1� z1C z2Cmı�; w1; w2; z
�.2bC1/
1

; z�3
2 ; z

�.`1�1/
5

; : : : /:

Applying one Cremona move with ı D z1C z2�w1�w2 we obtain

.�C z1C z2I �; z
�.2bC1/
1

; z�3
2 ; z1C z2�w2; z

�`1

5
; : : : /;

where � WD 1C2z2Cmı��w1�w2 . Applying b Cremona transforms with ıD z2�z1

we obtain the vector

.�2C z1C z2I �2; z1; z
�.2bC3/
2

; z1C z2�w2; z
�`1

5
; : : : /;
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where
�2 WD 1Cmı�C b.z2� z1/C 2z2�w1�w2 D �1C z1�w2:

This vector is reduced after reordering. Indeed, if �2 > z2 then ı D 0, and if z2 > �2

then ı D �2� z2 D �1C z1� z2�w2 > 0, by Lemma 8.5.

Lemma 8.5 Assume that w1 > z1 > z2 > z5 and that `1 D 2mC 1. Then

�1 > 2z2� z1; w2C z2� z1:

The proof is given in Section 8.3.

Case 2(b) (`1 D 2m is even) Applying to the vector (8-12) m Cremona transforms
with ı� D z5�w1 6 0 we obtain the vector

.2z2C 1Cmı�I 1� z1C z2Cmı�; z
�`1

5
; z
�.2bC1/
1

; z�3
2 ; w

�`2

2
; : : : /:

By Lemma 8.2(vii) this vector reorders to

(8-16) .2z2C 1Cmı�I 1� z1C z2Cmı� k z
�.2bC1/
1

; z�3
2 ; z

�`1

5
; w
�`2

2
; : : : /:

Subcase 1 (z1 >w2 ) Applying b Cremona transforms with ıD z2� z1 and setting

�3 WD 1Cmı�C .bC 1/.z2� z1/

we obtain

(8-17) .�3C z1C z2I �3; z1; z
�.2bC3/
2

; z
�`1

5
; w
�`2

2
; : : : /:

If z2 > w2 , then Lemma 8.6 shows that the ordering is

.�3C z1C z2I �3$ z1; z
�.2bC3/
2

k z
�`1

5
; w
�`2

2
; : : : /;

and this vector is reduced since ı D 0. So assume that z1 >w2 > z2 . Then `2 D 1 by
Lemma 8.3, and we reorder the vector (8-17) to

.�3C z1C z2I �3; z1; w2; z
�.2bC3/
2

; z
�`1

5
; : : : /:

Applying one Cremona transform with ı D z2�w2 we obtain

.�3C z2�w2C z1C z2I �3C z2�w2$ z1C z2�w2; z
�.2bC4/
2

; z
�`1

5
; : : : /:

Note that z1Cz2�w2 > z2 by assumption. If the ordering is right, then ıDw2�z2 > 0.
Otherwise, z2 > �3C z2�w2 , and then ı D �3� z2 > 0 by Lemma 8.6.

Subcase 2 (w2 > z1 ) By Lemma 8.3 we have `2D 1, and the vector (8-16) becomes

.2z2C 1Cmı�I 1� z1C z2Cmı�; w2; z
�.2bC1/
1

; z�3
2 k z

�`1

5
; : : : /:
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Applying one more Cremona move with ı D z2�w2 we obtain

.�4C z1C z2I �4; z
�2b
1 ; z�4

2 ; z1C z2�w2; z
�`1

5
; : : : /;

where �4 WD1Cmı��z1C2z2�w2 . Applying b Cremona transforms with ıD z2�z1

we obtain the vector

.�4C b.z2� z1/C z1C z2I �4C b.z2� z1/; z
�.2bC4/
2

; z1C z2�w2; z
�`1

5
; : : : /:

We claim that this vector is reduced after reordering. Indeed, if the ordering is right,
then ı D z1� z2 > 0. Otherwise, z2 > �4C b.z2� z1/, and then

ı D �4C b.z2� z1/C z1� 2z2 D �3C z1� z2�w2 > 0

in view of Lemma 8.6.

Lemma 8.6 Assume that w1 > z1 > z2 > z5 and that `1 D 2m. Then

�3 > z2; w2C z2� z1:

8.3 Proof of Lemmas 8.4, 8.5 and 8.6

In this section we prove Lemmas 8.4, 8.5 and 8.6. Recall that ı� D z1C z2� 2w1 and

� D z2C z4�w1 D 1C .bC 1/.z2� z1/C z2�w1:

Hence
�Cmı� D �1 D 1Cmı�C .bC 1/.z2� z1/C z2�w1;

�3 D 1Cmı�C .bC 1/.z2� z1/:

Note that ı� 6 0 in all three lemmas. The proofs are along the following lines. All
inequalities are, roughly, of the form

(8-18) 1Cmı�C b.z2� z1/> 0

or, using 1D .2m.C1//w1Cw2 ,

(8-19) m.z1C z2/C b.z2� z1/> 0:

In Lemma 8.4, the assumption z1 >w1 translates, roughly, to m < b
2

. Further, w1 > z5

translates to 3z2 > z1 , which together with (8-19) implies Lemma 8.4 for m < b
2
C 1.

For the remaining one or two m� bC1
2

we prove the lemma using (8-18) and ı� 6 0.

m

Lemma 8.4 Lemmas 8.5–8.6

b
2

b
3

Figure 11
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Lemmas 8.5 and 8.6 are proven similarly: the case m < b
3

is settled using 2z2 > z1

and (8-19), and the case m 4 b
3
� 1 is settled using (8-18) and ı� 6 0.

Proof of Lemma 8.4 The inequality z1 > w1 implies that

(8-20) `1 > b:

Indeed, z1 > w1 is equivalent to
p

a
2b

> a� .2bC 3/, or

a 6 2bC 3C
1C

p
16b2C 24bC 1

4b
;

which in turn translates to

1

w1
> 4b

1C
p

16b2C 24bC 1� 4b
:

Since the right-hand side is larger than b , inequality (8-20) follows.

We next observe that w1 > z5 implies that

(8-21) 3z2 > z1:

Indeed, .3z2� z1/� .w1� z5/D 2.2z2�w1/> 0 by Lemma 8.2(vi). This is the main
ingredient for proving the next two claims.

Claim 1 Lemma 8.4(i) holds for m > b
2
C 1.

Proof This follows from � Cmı� > z1 , and, since 1 D .2mC 1/w1 C w2 , this
inequality follows from

.bC 2/.z2� z1/Cm.z1C z2/> 0:

Using (8-21) we estimate

.bC2/.z2�z1/Cm.z1Cz2/D .�bCm�2/z1C.bCmC2/z2 > .�bC2m�2/2
3
z1;

which is nonnegative if m > b
2
C 1.

Claim 2 Lemma 8.4(ii) holds for m > b
2
C

3
2

.

Proof This follows from � C .m � 1/ı� > w1 , and since 1 D 2mw1 C w2 , this
inequality follows from

.bC 1/.z2� z1/C .m� 1/.z1C z2/C z2 > 0:
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Using (8-21) we estimate

.bC 1/.z2� z1/C .m� 1/.z1C z2/C z2 D .�bCm� 2/z1C .bCmC 1/z2

> .�2bC 4m� 5/1
3
z1;

which is nonnegative if m > b
2
C

5
4

.

Proof of Lemma 8.4(i) In view of (8-20) and Claim 1 we can assume that m is in�
b�1

2
; bC1

2

�
. We wish to show that for these m (of which there are one or two) we

have �Cmı� > z5 . Since ı� 6 0, this follows if �C bC1
2
ı� > z5 , that is,

fb.�/ WD �2b.bC 1/�2
C b.3bC 4/�� .b2

C b� 2/> 0

for a2
�
2bC4C 1

2mC2
; 2bC4C 1

2mC1

�
and m2

�
b�1

2
; bC1

2

�
. Since f 0

b
.�/6�b2< 0

and m > b�1
2

, it suffices to show that fb.�/> 0 at

�D

r
2bC 4C 1=b

2b
;

that is,

1C
2

b
C

1

2b2
>
�

3b2C 7bC 3C 1=b

3b2C 4b

�2

:

Subtracting 1 and multiplying by 2b2.3b2C 4b/2 this inequality becomes

3b4
� 8b3

� 30b2
� 12b� 2 > 0;

which holds true for b > 5.

To deal with the cases b 2 f3; 4g we return to �Cmı� > z5 , ie

(8-22) 1C .bC 1/.z2� z1/Cm.z1C z2� 2w1/� z1 > 0:

Assume that b D 4. Then mD 2, and (8-22) becomes

7z2C 1 > 4z1C 4w1 on I WD
�
12C 1

6
; 12C 1

5

�
;

ie f .a/ WD �aC 59
8

p
a
2
� 6 > 0 on I . This holds true since f 0.a/ < 0 on I and

f
�
12C 1

5

�
> 0. Finally, if b D 3, then m 2 f1; 2g. For mD 2, (8-22) becomes

�2aC
13

2

q
3a

2
� 5 > 0

on
�
10C1

6
; 10C1

5

�
, which holds true; and for mD1, (8-22) becomes �aC31

2

p
a
6
�10>

0 on
�
10C 1

4
; 10C 1

3

�
, which holds true too.
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Proof of Lemma 8.4(ii) In this case, (8-20) and Claim 2 show that we can assume
that m 2

�
b
2
; b

2
C 1

�
. We wish to show that for these m we have �C .m� 1/ı� > z5 .

Since ı� 6 0, this follows if �C b
2
ı� > z5 , that is,

fb.�/ WD �2b2�2
C .3b2

C 3b� 1/�� b.bC 2/> 0

for a 2
�
2b C 4 C 1

2mC1
; 2b C 4 C 1

2m

�
and m 2

�
b
2
; b

2
C 1

�
. Since f 0

b
.�/ 6

�b2C 3b� 1< 0 and since m > b
2

, it suffices to show that fb.�/> 0 at

�D

r
2bC4C1=b

2b
;

that is,

1C
2

b
C

1

2b2
>
�

3b2C 6bC 1

3b2C 3b� 1

�2

:

Subtracting 1 and multiplying by 2b2.3b2C 3b� 1/2 this becomes

3b4
� 6b3

� 21b2
� 2bC 1 > 0;

which holds true for b > 4.

Assume that bD3. Then mD2, and �C.m�1/ı�> z5 becomes �aC 31
2

p
a
6
�10 > 0

on
�
10C 1

5
; 10C 1

4

�
, which holds true.

Proof of Lemma 8.5 This is equivalent to

(8-23) 1Cmı�C b.z2� z1/C z2�w1 > z2; w2:

Since 1D .2mC 1/w1Cw2 , this is equivalent to

m.z1C z2/C b.z2� z1/C z2Cw2 > z2; w2;

which follows if

(8-24) m.z1C z2/C b.z2� z1/> 0:

Claim 1 (8-24) holds for m > b
3

.

Indeed, since 2z2 > w1 > z1 by Lemma 8.2 and by assumption,

m.z1C z2/C b.z2� z1/D .m� b/z1C .mC b/z2 > .3m� b/
z1

2
:

Claim 2 (8-23) holds for m 6 b
3
� 1.
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Proof Since ı� 6 0 and w1 > z2 , w2 , it suffices to show that

(8-25) 1C

�
b

3
� 1

�
ı�C b.z2� z1/C z2�w1 > w1;

or, equivalently, that

(8-26) fb.�/ WD �4b2�2
C .8b2

C 2b� 3/�� 2.2b2
C b� 3/> 0:

Note that f 0
b
.�/D�8b2�C.8b2C2b�3/<0 for �>�.ˇb/ since .bC1/f 0

b
.�.ˇb//D

�.6b2C 5bC 3/ < 0. Hence (8-26) follows from bfb.�.
b//D b� 3 > 0.

Claim 3 (8-23) holds for m 6 b�1
3

if b > 7.

Proof It suffices to show that

1C
b�1

3
ı�C b.z2� z1/C z2�w1 > w1;

or, equivalently, that

(8-27) gb.�/ WD �.4b2
C 8b/�2

C .8b2
C 6bC 1/�� 4b2

C 2bC 14 > 0:

Since g0
b
.�/ < 0 for �> 1, (8-27) follows from bgb.�.
b//D b� 7.

In view of the three claims above we are left with showing the lemma for b 2 f4; 5g

and mD 1.

Assume that b D 5. It suffices to show that 1C ı� C 5.z2 � z1/C z2 > 2w1 for
a 2 Œˇb; 
b �, that is,

f .�/ WD �40�2
C 73�� 30 > 0 for a 2 Œˇb; 
b �:

This holds true since f 0.�/ < 0 for �> 1 and f .�.
b//D 0.

Assume that b D 4. Then �1 D 1C ı� C 5.z2 � z1/C z2 � w1 . The inequality
�1 > 2z2� z1 becomes 1C 5z2 > 3w1C 3z1 , or

f .�/ WD �8�2
C 14�� 5 > 0;

which holds true since f 0.�/ < 0 for � > 1 and f .�.
b// D 0. The inequality
�1 > w2C z2� z1 D 1� 3w1C z2� z1 becomes 6z2 > 3z1 , which holds true.

Proof of Lemma 8.6 This is equivalent to

(8-28) � WD 1Cmı�C .bC 1/.z2� z1/> z2; w2C z2� z1:
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Since 1 D 2mw1Cw2 , this is equivalent to m.z1C z2/C b.z2 � z1/ > z1 �w2; 0,
which follows if

(8-29) m.z1C z2/C b.z2� z1/> z1; 0:

Claim 1 (8-29) holds for m > bC2
3

, b
3

.

Claim 2 (8-28) holds for m 6 b
3

, b�2
3

.

Proof For m 6 b
3

, the inequality � > z2 in (8-28) follows from the inequality
1 C b

3
ı� C .b C 1/.z2 � z1/ > z2 , which is equivalent to (8-25). For m 6 b�2

3
,

the inequality � >w2C z2� z1 in (8-28) follows from 1C b�2
3
ı�C b.z2� z1/>w1 ,

or

(8-30) fb.�/ WD .�4b2
C 2b/�2

C .8b2
� 2b� 4/�� 4b2

C 7 > 0:

Note that f 0
b
.�/ < 0 for � > �.ˇb/ since .bC 1/f 0

b
.�.ˇb//D�2.3b2C bC 1/ < 0.

Hence (8-30) follows from bfb.�.
b//D b� 2.

Claim 3 (8-28) holds for mD bC1
3

if b > 5, and for mD b�1
3

if b > 4.

Proof The first assertion is that 1C bC1
3
ı�C .bC 1/.z2� z1/> z2 for b > 5, or

(8-31) gb.�/ WD .�4b2
� 4b/�2

C .8b2
C 4b� 1/�� 4b2

C 10 > 0:

Since g0
b
.�/ < 0 for �> 1, (8-31) follows from bgb.�.
b//D b� 5.

The second assertion follows if 1C b�1
3
ı�C b.z2� z1/> w1 for b > 4, that is,

(8-32) hb.�/ WD .�4b2
� 2b/�2

C .8b2
� 2/�� 4b2

C 2bC 11 > 0:

Since h0
b
.�/ < 0 for �> 1, (8-32) follows from bhb.�.
b//D b� 4.

The three claims above imply Lemma 8.6.

Remark 8.7 One can use the reduction method also for showing that c2.a/D
1
2

p
a

on Œˇ2;u2.2/�D
�
8 1

36
; 9
�
, of course. Contrary to all other assertions in Lemma 8.2,

assertion (v) does not hold for bD 2 if a > 8:0831, however. The reduction scheme for
b D 2 on Œˇb;ub.2/� is therefore quite different from the one for b > 3, in particular
in Case 1(b).
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A Khovanov stable homotopy type for colored links

ANDREW LOBB

PATRICK ORSON

DIRK SCHÜTZ

We extend Lipshitz and Sarkar’s definition of a stable homotopy type associated
to a link L whose cohomology recovers the Khovanov cohomology of L . Given
an assignment c (called a coloring) of a positive integer to each component of a
link L , we define a stable homotopy type Xcol.Lc/ whose cohomology recovers the
c–colored Khovanov cohomology of L . This goes via Rozansky’s definition of a
categorified Jones–Wenzl projector Pn as an infinite torus braid on n strands.

We then observe that Cooper and Krushkal’s explicit definition of P2 also gives rise
to stable homotopy types of colored links (using the restricted palette f1; 2g), and we
show that these coincide with Xcol . We use this equivalence to compute the stable
homotopy type of the .2; 1/–colored Hopf link and the 2–colored trefoil. Finally, we
discuss the Cooper–Krushkal projector P3 and make a conjecture of Xcol.U3/ for U

the unknot.

57M27

1 Introduction

1.1 Categorification

Given a semisimple Lie algebra g and a link L� S3 in which each component of L

is decorated by an irreducible representation of g, the Reshetikhin–Turaev construction
returns an invariant of that link that can, in principle, be computed combinatorially
from any diagram of L. The standard example is the Jones polynomial, which arises
from decorating all components with the fundamental representation V D V 1 of sl2
(here the superscript 1 on the representation refers to the highest weight of V being 1).
There are then two obvious first directions in which one can generalize.

On the one hand, one might vary the Lie algebra and consider instead sln , but still with
the fundamental representation of sln . Each invariant obtained this way is a 1–variable
specialization of the 2–variable HOMFLYPT polynomial, and satisfies an oriented
skein relation, which yields the benefit of easy computability.
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On the other hand, one might stick with sl2 , but vary the irreducible representation.
There is one irreducible .nC1/–dimensional representation V n (of highest weight n)
for each n � 1. Decorating with V n gives rise to the so-called n–colored Jones
polynomial. The colored Jones polynomials no longer satisfy such pleasant skein
relations, but they are powerful — for example giving rise to 3–manifold invariants
(also called Reshetikhin–Turaev invariants or, in another form, Turaev–Viro invariants).

Both the sln polynomials and the colored Jones polynomials admit categorifications —
that is, they can be exhibited as the graded Euler characteristic of bigraded cohomology
theories. In the case of sln , this is Khovanov–Rozansky cohomology [6]. In the
case of the colored Jones polynomial there are constructions due to many authors,
some inequivalent, although the two we shall be considering in fact give isomorphic
cohomologies. The first is due to Rozansky [10] and the second due to Cooper and
Krushkal [3]. In both cases, the fundamental representation of sl2 gives Khovanov
cohomology [5].

1.2 Spacification

Recently it has been shown that Khovanov cohomology admits a spacification, that is,
for any link there is a stable homotopy type X .L/ whose cohomology gives Khovanov
cohomology (the bigrading of Khovanov cohomology is recovered from a splitting
of X .L/ into wedge of spaces indexed by the integers). This is work due to Lipshitz
and Sarkar [8]. We note that the term “spacification” is not yet well-defined, since
it is unclear exactly what properties one should require of it. (For example: should
just taking a wedge of the Moore spaces determined by the cohomology count as a
spacification?) Nevertheless, we find it a convenient shorthand for now.

It is a natural question if other Reshetikhin–Turaev invariants admitting categorifications
can further be spacified. In the sln case, work by two of the authors with Dan Jones [4]
has constructed an sln stable homotopy type given the input of a matched knot diagram.
There is good evidence that this stable homotopy type should be diagram-independent.
For nD 2 it agrees with the stable homotopy type due to Lipshitz and Sarkar.

The case of the colored Jones invariants is, in a sense, a little easier. In particular,
Rozansky’s categorification admits spacification. In the case of the c–colored unknot
whose categorification is, in Rozansky’s construction, the stable limit of the Khovanov
cohomology of c–stranded torus links as the number of twists goes to infinity, this
has been observed by Willis [12], whose paper appeared on the arXiv while this one
was being written. The case of a c–colored link in general is no harder, and in fact
Rozansky has already taken care of the difficult work.
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Since the Cooper–Krushkal and the Rozansky categorifications are equivalent, the
natural expectation is that one can lift the Cooper–Krushkal categorification to a spaci-
fication equivalent to the Rozansky spacification. This turns out to be straightforward
in the 2–colored case, but at least the more obvious attempt fails in the 3–colored case,
as we discuss later.

1.3 Computational results

We shall define a stable homotopy type Xcol.Lc/, where Lc is a framed link with a
coloring c of its components by positive integers. Picking the coloring 1 for each
component returns the stable homotopy type Xcol.L1/, a grading-shifted version of
Lipshitz and Sarkar’s stable homotopy type X .L/.

We make some computations for certain links and colorings in Section 4. Already in the
simplest case these show interesting behavior: the link with the lowest positive crossing
number is the Hopf link and the first coloring which has not yet been considered by
Lipshitz and Sarkar is where one component is colored with 2 and the other with 1.
The tail of the colored Khovanov cohomology of the .2; 1/–colored Hopf link agrees
with the tail of the colored Khovanov cohomology of the .2; 1/–colored 2–component
unlink. Nevertheless, we observe that even these tails can be distinguished by the stable
homotopy type.

Although we are not yet able to compute fully the stable homotopy type of the 3–colored
unknot, we make a conjecture based on some partial computations. This conjecture is
interesting because its truth would imply that the periodicity of the tail of the stable
homotopy type of a colored link (even in the case of the 3–colored unknot) can be
longer than the periodicity of the tail of its cohomology.

1.4 Plan of the paper

In Section 2 we first observe that we can combine Rozansky’s insight with the work of
Lipshitz and Sarkar. This combination is straightforward and yields a stable homotopy
type of a framed colored link whose cohomology recovers colored Khovanov cohomol-
ogy. Secondly, we give ourselves a framework in which to make computations. For
this it makes more sense to use the Cooper–Krushkal categorification, which, at least
in the case of colors 2 and 3, is entirely explicit. We define what we mean by a lift
of the Cooper–Krushkal categorification to a spacification and show that any such lift
gives the same stable homotopy type as that arising from Rozansky’s construction.

In Section 3, we construct such a lift of the Cooper–Krushkal categorification for
colorings taken from the restricted palette f1; 2g. The case of 3–colored cannot be
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made to work in the way that one might expect (there is an explicit obstruction to this).
Finally, in Section 4 we make computations as already discussed in Section 1.3. At the
end of this section we give a discussion of the Cooper–Krushkal 3–colored case.

Acknowledgements We thank the anonymous referee, whose comments much im-
proved our exposition. The authors were partially supported by the EPSRC Grant
EP/M000389/1.

2 Two approaches to a colored stable homotopy type

The colored Jones polynomial is an invariant of framed links L in which each compo-
nent of L has been assigned a color, or in other words a positive integer weight. We
write the color of a component k of L as c.k/, and often keep track of the coloring as
a subscript Lc .

To compute the polynomial one takes a diagram of Lc in which the self-writhe of
each component is equal to its framing. Then one replaces each component k by
c.k/ parallel copies following the blackboard framing. Finally, one places on each
component a Jones–Wenzl projector. This projector is an element of the relevant
Temperley–Lieb algebra, with coefficients in rational functions of q . Finally, one
applies the Kauffman bracket, and obtains an element of ZŒŒq; q�1� by expanding in
powers of q (or an element of ZŒq; q�1�� by expanding in powers of q�1 ).

The Jones–Wenzl projector is idempotent and satisfies turnback-triviality. It turns
out that these two universal properties are enough to determine it completely. The
Jones–Wenzl projector should in principle lift, in a categorification of the colored
Jones polynomial, to a complex in Bar-Natan’s tangles-and-cobordisms category [1],
satisfying idempotence and turnback-triviality up to chain homotopy equivalence.
Cooper and Krushkal [3] and Rozansky [10] give ways of achieving such a lift. Cooper
and Krushkal proceed explicitly and give a categorified projector that they define induc-
tively, while Rozansky realizes the categorified projector as a limit of the complexes
associated to torus braids. It is surprising that the latter approach had apparently not
been considered even at the decategorified level until Rozansky’s insight! As observed
by Cooper and Krushkal, categorified universal properties imply that the two competing
categorifications give identical cohomological groups.

2.1 Grading and other conventions

We note that there is a discrepancy in the grading conventions between the original
paper of Khovanov’s [5], Rozansky’s torus braids paper [10] and Cooper and Krushkal’s
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� 1=2

q1=2

1=2

ih D q�1=2

Figure 1: We follow the grading conventions as depicted in the complex that
we associate to a single crossing. The complex is supported in cohomolog-
ical degrees ˙1

2
, and a quantum grading shift is applied. The differential

increases the cohomological degree by 1 and preserves the quantum grading.
A crossingless circle has complex supported in cohomological degree 0 and
quantum degrees C1 and �1 .

paper [3]. We apologize for possibly adding to the confusion. We shall essentially
work with the bigrading conventions used by Bar-Natan [1] up to an overall shift. The
overall shift makes it easier to treat the colored Khovanov cohomology as an invariant
of a colored framed link, with no choice of orientation. The convention is depicted in
Figure 1.

With these conventions, the Khovanov complex hDi of a diagram D is invariant up to
bigraded homotopy equivalence under the second and third Reidemeister moves, but
it is only invariant up to an overall shift under the first Reidemeister move. Hence it
becomes a chain homotopy invariant of framed links (where the framing is given by
the blackboard-framing of a diagram). If, on the other hand, D and D0 differ by the
first Reidemeister move with the writhes satisfying w.D/D w.D0/C 1, then there is
a bigraded homotopy equivalence between

hDi and h�1=2q�3=2
hD0i;

where the powers of h and q represent cohomological and quantum degree shifts in
the usual way.

2.2 Rozansky spacification

Rozansky [10] has given an approach to colored Khovanov cohomology that expresses
the c–colored cohomology of a link L as the limit of the Khovanov cohomologies
of a c–strand cable of L in which one puts an increasing number of twists. The
stabilization of the cohomology was observed earlier by Stošić in the case of L being
the unknot, which amounts to the stabilization of the cohomology of the .p; c/–torus
link as p!1.

We now summarize the construction. We shall be sticking with the convention of
right-handed full twists, although there is an analogous story for left-handed twists. In
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1D

1 r C 1r D

:::

:::
:::

:::

:::
:::

:::
:::

:::

Figure 2: This shows inductively what is meant by twisting r times positively
on an n–stranded braid.

Figure 2, we describe what is meant by twisting r times on an n–stranded braid. We
write this braid as Br;n . To each such braid, Bar-Natan’s construction [1] associates
a complex, which we shall denote by hBr;ni. In this complex, each cochain group is
a vector of tangle smoothings, each such smoothing coming with a quantum degree.
We shall apply a bigrading shift to this complex so that the resolution which is the
identity braid group element is in cohomological degree 0 and comes with quantum
degree shift 0. We write the shifted complex as hr.n�1/=2qr.n�1/=2hBr;ni, where the
exponents of h and q denote cohomological and quantum degree shifts, respectively.
Note that all other resolutions of the braid now lie in positive cohomological degrees.

For each r � 1 there is a map of complexes

Fr W .hq/rn.n�1/=2
hBrn;ni ! .hq/.r�1/n.n�1/=2

hB.r�1/n;ni;

given by taking F1 to be the identity in cohomological degree 0, and then defining Fr

to be the tensor product of F1 with the identity on .hq/.r�1/n.n�1/=2hB.r�1/n;ni.

Rozansky shows that for large r the cone complex Cone.Fr / is homotopy equivalent to
a complex in which each smoothing that appears has high cohomological and quantum
degrees. For our purposes, we are mainly interested in the quantum degree; we have:

Proposition 2.1 [10, Theorem 4.4] The cone Cone.Fr / is homotopy equivalent to a
complex made up of circleless smoothings, where each such smoothing is shifted in
quantum degree by at least 2n.r � 1/C 1.
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The precise form of the quantum degree shift is unimportant for us; rather we note that
it increases at least linearly with r .

Definition 2.2 Let Dc be an unoriented link diagram in which each component is
colored by a positive integer weight (we write the coloring by weights as c ), and each
component k carries a basepoint. Let the diagram Dr

c be given by the blackboard-
framed c–stranded cable of Dc in which each component k receives c.k/r positive
twists at the basepoint. In other words, the diagram is cut open at each basepoint and
Brc.k/;c.k/ is inserted.

Definition 2.3 Let

Gr W .hq/
P

k rc.k/.c.k/�1/=2
hDr

c i ! .hq/
P

k.r�1/c.k/.c.k/�1/=2
hDr�1

c i

be induced by the tensor product of the maps Fr at each basepoint.

Lemma 2.4 It follows from Proposition 2.1 that, for fixed j and for all large enough r ,
the map of cohomologies

H i;j
�
.hq/

P
k rc.k/.c.k/�1/=2

hDr
c i
�
!H i;j

�
.hq/

P
k.r�1/c.k/.c.k/�1/=2

hDr�1
c i

�
induced by Gr is an isomorphism.

Proof There is more than one way to see this. For example, label the components
k1; : : : ; ks and write

e˛ D

ˇD˛�1X
ˇD1

1
2
.r � 1/c.kˇ/.c.kˇ/� 1/C

ˇDsX
ˇD˛

1
2
rc.kˇ/.c.kˇ/� 1/;

and denote by D
k˛
c the result of taking the c–cable of D and adding rc twists at the

basepoints of k˛; : : : ; ks and .r � 1/c twists at the basepoints of k1; : : : ; k˛�1 . Then
we can write

Gr D F
ks
r ı � � � ıF

k1
r ;

where
F

k˛
r W .hq/e˛hDk˛

c i ! .hq/e˛C1hD
k˛C1
c i

is induced by Fr at a chosen basepoint. The cone Cone.Fk˛
r / is homotopy equivalent

to a complex made up of the tensor product of three Bar-Natan complexes of tangles.
Namely:

� A complex of circleless smoothings at the chosen basepoint whose quantum
degree increases linearly with r .
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� At the other basepoints, the complexes .hq/rn.n�1/=2hBrn;ni. After circle re-
moval, these consist of circleless smoothings each in a nonnegative quantum
degree. This can be seen by observing that the identity braid is in cohomological
and quantum degree 0. Smoothings in cohomological degree d differ from the
identity braid by exactly d surgeries and so contain at most d � 1 circles.

� A complex independent of r arising from the Bar-Natan complex of the diagram
away from the basepoints.

Finally we recall the homological algebra fact that

Cone.k ı l/D Cone.†�1 Cone.k/! Cone.l//

for maps of complexes kW C ! C 0 and l W C 00! C . This implies that Cone.Gr / can
be represented by circleless smoothings such that the minimal quantum degree among
them increases at least linearly with r . Since j was fixed, we can choose r large
enough that cohomology of Cone.Gr / is 0 in quantum degree j , which means Gr

induces an isomorphism in quantum degree j .

Hence we can make the following definition:

Definition 2.5 For fixed j , the c–colored Khovanov cohomology of the diagram D

framed by the componentwise writhe is defined to be the group

Khi;j
col.Dc/DH i;j

�
.hq/

P
k rc.k/.c.k/�1/=2

hDr
c i
�

for sufficiently large r .

Independence of the cohomology under Reidemeister moves II and III and under
choice of basepoints follows immediately from the independence under Reidemeister
moves II and III of standard Khovanov cohomology. The fact that a suitable Euler
characteristic of the cohomology agrees with the c–colored Jones polynomial of D is
due to Rozansky.

Since H i;j
�
.hq/

P
k rc.k/.c.k/�1/=2hDr

c i
�

is simply a grading-shifted version of the
usual Khovanov cohomology of Dr

c , the construction of Lipshitz and Sarkar gives rise
to a stable homotopy type X j .Dr

c / which recovers the Khovanov cohomology as its
(suitably shifted) singular cohomology groups.

Furthermore, observe that the map Gr is induced by quotienting out a subcomplex
generated by standard generators of the Khovanov complex. This subcomplex corre-
sponds to an upward-closed subcategory of the framed flow category associated by
Lipshitz and Sarkar to Dr

c . It follows that Gr is induced by a map

gr W X j .Dr�1
c /! X j .Dr

c /:
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Since gr gives an isomorphism on cohomology for all sufficiently large r , Whitehead’s
theorem implies that gr is a stable homotopy equivalence for sufficiently large r .

Definition 2.6 We can now define the colored stable homotopy type for fixed j to be

X j
col.Dc/D X j .Dr

c /

for sufficiently large r . In other words, this is the homotopy colimit of the directed
system of maps gr .

The invariance of this stable homotopy type under choice of basepoints and under
Reidemeister moves II and III follows from the invariance of the Lipshitz–Sarkar
homotopy type under Reidemeister moves II and III.

Remark 2.7 Willis [12] gave Definition 2.6 in the case that D is the unknot and
gave an independent argument that the limit of the system gr exists. Using his own
estimates of quantum degree rather than Rozansky’s, Willis has independently defined
the Rozansky spacification, in a paper appearing on the arXiv shortly after ours [13]. He
further showed a stabilization of the spacification of the c–colored unknot as c!1.

Remark 2.8 Definition 2.6 implies that the framing of the link components only
affects the colored stable homotopy type up to an overall shift in bigrading, as is the
case for the colored Khovanov cohomology. This is because the blackboard-framed
c–cable of a 1–crossing Reidemeister 1–tangle is equivalent to a full twist in a c–
stranded braid by a sequence of Reidemeister moves involving c Reidemeister I moves.
Reidemeister moves preserve the stable homotopy type according to Lipshitz and
Sarkar, but Reidemeister I moves introduce a shift (with our grading conventions).

2.3 Cooper–Krushkal spacification

In this subsection we give the properties that one might expect of a spacification based
on the Cooper–Krushkal categorification. These properties are enough to imply that
any such spacification is stably homotopy equivalent to the Rozansky spacification,
as is verified in Section 2.4. The construction of such spacifications is, however, not
straightforward, and we leave discussion of these to Section 3.

Suppose for each n� 1 that Pn is a complex of .n; n/–tangle smoothings in the sense
of Bar-Natan [1], so that each Pn is a universal projector by [3, Definition 3.1]. Cooper
and Krushkal have given a way of constructing such universal projectors. We note that
a part of their definition of Pn is that the identity n–braid smoothing appears only
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once and in degree .0; 0/, and that the quantum and cohomological degrees of every
smoothing in the complex are nonnegative.

Suppose that T is a tangle diagram in the plane punctured by k discs with 2ni ordered
boundary points on the i th disc. Then we may define the Khovanov cochain complex (of
free abelian groups) hTP i by taking the tensor product of the Bar-Natan complex hT i
and Pni

for i D 1; : : : ; k in the obvious way.

Definition 2.9 A Cooper–Krushkal framed flow category (CKffc) is a choice of finite-
object framed flow category (see [8] for the definition and references) C.TP / refining
the Khovanov cochain complex hTP i for each such T . Choosing a particular crossing
of the tangle T we write T 0 and T 1 for the 0– and 1–resolutions of that crossing. We
require that the standard generators corresponding to the subcomplex hT 1

P
i (resp. the

quotient complex hT 0
P
i) correspond to upward-closed (resp. downward-closed) framed

flow subcategories of C.TP / such that the associated CW–complex is stably homotopy
equivalent to jC.T 1

P
/j (resp. jC.T 0

P
/j).

Furthermore, if we denote by T id the tangle diagram produced by filling the k th

boundary disc of T with the identity nk –braid, then hT id
P
i is naturally a quotient

complex of hTP i generated by standard generators of hTP i. We require this quotient
complex to correspond to a downward-closed subcategory of C.TP / with associated
CW–complex stably homotopy equivalent to jC.T id

P
/j.

Remark 2.10 We can restrict this definition, if we like, to certain values of n. In
particular in this paper we give a genuine CKffc only for the color n D 2. For the
color nD 3 we may slightly alter the definition of a CKffc, to arrive at a framed flow
category spacifying a cohomology theory that has its graded Euler characteristic a
nonstandard normalization of the 3–colored Jones polynomial. If we insist on the
standard normalization we run into difficulties. We discuss this in Section 3.

Remark 2.11 The condition that a CKffc assigns a finite-object framed flow category is
equivalent to the condition that the minimal quantum degree of the circleless smoothings
in the i th cochain group of Pn tends to infinity as i !1. Although this is true for
the explicit examples of universal projectors constructed by Cooper and Krushkal, it is
not required by them axiomatically.

2.4 The equivalence

CKffcs are nice since, if they exist, they give an honest framed flow category whose
associated stable homotopy type recovers colored Khovanov cohomology as its singular
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c.k/rPc.k/

:::
:::

Figure 3: We describe how to form the complex C
i;j
P;r
.D/ from a based c–

colored diagram D . We take the blackboard-framed c–cable of D and at
the basepoint of each component k of D we tensor in Pc.k/ and add c.k/r

twists as shown in the diagram. We then take the corresponding cochain
complex and shift by hq

P
k rc.k/.c.k/�1/=2 .

cohomology. Going via Rozansky’s construction we are producing instead a stable
homotopy type as a homotopy colimit of spaces arising from framed flow categories.

Nevertheless, we shall next see that CKffcs, if they exist, would give rise to the same
stable homotopy types as does X j

col . More precisely, let D be a link diagram framed
by the componentwise writhe with each component k having a basepoint, and each
being colored by a positive integer weight c.k/. We write Dcab for the tangle formed
by cutting D open at each basepoint and then taking the blackboard-framed c–cable.
Then we can consider the Bar-Natan cochain complex of free abelian groups formed
by tensoring in each Pc.k/ corresponding to component k in the obvious way. This
cochain complex is the Cooper–Krushkal complex that categorifies the colored Jones
polynomial of D , and it is refined by the framed flow category C.Dcab

P
/ provided by

the CKffc. Writing Cj .Dcab
P
/ for the part of this framed flow category in quantum

degree j , we have the following result:

Proposition 2.12 With the diagram D as above we have

X j
col.Dc/' jCj .Dcab

P /j:

Proof We fix j. We write C
i;j
P;r
.D/ to be the cochain complex of free abelian groups

formed by following the procedure as outlined in Figure 3. By the definition of a CKffc,
there is a framed flow category Aj

P;r
.D/ that refines C

i;j
P;r
.D/.

Consider the quotient complex C1 of C
i;j
P;r
.D/ consisting of all generators correspond-

ing to taking the 0–resolution at each of the crossings of the twist regions at the
basepoints. This corresponds to a downward-closed subcategory A1 of Aj

P;r
.D/. We

observe firstly that jA1j is stably homotopy equivalent to jAj
P;0
.D/j, which is exactly

jCj .Dcab
P
/j, and secondly that the corresponding upward-closed subcategory has trivial
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cohomology by the turnback-triviality condition on the projectors Pc.k/ . Hence we
have that

jAj
P;r
.D/j ' jA1j ' jCj .Dcab

P /j:

On the other hand, for any value of r , the complex C
i;j
P;r
.D/ can be written as the total

complex
.hq/

P
k rc.k/.c.k/�1/=2

hDr
c i ! �r

1 ! � � � ! �r
s ! � � � ;

where each �r
s carries an internal differential arising from all crossings of Dr

c , while
the part of the differential from �r

s to �r
sC1

is induced by the differentials of the Pc.k/ .
This is because the identity braid smoothing is the only smoothing appearing in co-
homological degree zero of each complex Pc.k/ .

Now the minimal quantum degree of a generator in
L

r �
r
s tends to C1 as s tends

to C1 (see Remark 2.11). On the other hand, each �r
s is chain-homotopy equivalent

by Gauss-elimination to a complex in which the minimal quantum degree is bounded
below by b.r/, a function independent of s and tending to C1 as r tends to C1. This
follows from [10, Formula (4.9)] (taking into account our different grading conventions)
and the observation that the cohomological Reidemeister I and II relations can be
proved by Gauss-elimination.

Hence the lowest quantum degree of the support of the cohomology of the subcomplex

�r
1 ! � � � ! �r

s ! � � �

tends to C1 as r tends to C1. The quotient complex .hq/
P

k rc.k/.c.k/�1/=2hDr
c i

corresponds to a downward-closed subcategory of Aj
P;r
.D/ with associated stable

homotopy type X j .Dr
c /. So for large enough r we have

X j
col.Dc/' X j .Dr

c /' jA
j
P;r
.D/j ' jA1j ' jCj .Dcab

P /j:

Remark 2.13 We have worked here with colored links, but all of what we have done
applies, mutatis mutandis, to more general (in other words, not just diagrams obtained
by cabling) closed diagrams containing Jones–Wenzl projectors.

3 Lifting the Cooper–Krushkal projectors

In this section we give a CKffc associated to link diagrams colored with colors drawn
from the palette f1; 2g. It would seem a priori very likely that the methods used in this
construction should extend to the color 3, since for this color we have (due to Cooper
and Krushkal [3]) an explicit and fairly simple cohomological projector. However,
it turns out that there is an unexpected nontrivial obstruction to this extension. The
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C
: : :

˙
: : :

�

Figure 4: We show here the Cooper–Krushkal projector. We suppress the
degree shifts for ease of visualization. The degree shifts can be determined
by noting that the identity-braid or horizontal smoothing on the far left is in
cohomological degree 0 and quantum degree 0 , and all differentials raise the
cohomological degree by 1 and preserve the quantum degree.

obstruction can be obviated by renormalizing the 3–colored Jones invariant of the
0–framed unknot to be

.q�2
C 1C q2/.1� q2

C q4
� q6
C � � � / rather than q�2

C 1C q2:

We briefly discuss the obstruction and renormalization at the end of Section 4, but we
do not give in this paper the full construction of the renormalized spacification.

3.1 A 2–colored Cooper–Krushkal projector

Two of the authors and Dan Jones [4] considered the 2–stranded braid of k crossings,
each of the same sign. The Bar-Natan complex of this tangle has a particularly simple
form: it is homotopy equivalent to a complex which has one circleless smoothing in
each cohomological degree from �1

2
k to 1

2
k (with the grading conventions used in this

paper). Indeed, in Figure 4, we give the Cooper–Krushkal projector for the color 2; the
Bar-Natan complex for the positively twisted k –crossing 2–braid is, up to an overall
shift, the quotient complex of this projector consisting of all tangles of cohomological
degree less than kC 1.

Decomposing a closed link diagram D into a tensor product of such tangles, one can
consider the tensor product of their simplified chain homotopy class representatives.
This gives a cochain complex hDisimp (depending on the decomposition of D ) of
free abelian groups, and hDisimp is refined by a framed flow category given in [4].
The associated stable homotopy type was shown to be independent of the choice of
decomposition, and it was observed that the decomposition in which each tangle has a
single crossing returns the Lipshitz–Sarkar framed flow category.

Taking a suitably normalized version of this construction for kD1 gives a construction
of a CKffc. In particular, this construction enables us to make nontrivial calculations
of the colored stable homotopy types of the .2; 1/–colored Hopf link as well as of the
2–colored trefoil.
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Suppose that T is a tangle diagram in the plane punctured by k discs each with 4

ordered boundary points. Let the closed diagram T r be given by filling in each disc
with r positive full twists.

We consider a particular decomposition of T r into a tensor product of tangles —
specifically, we take one tangle (of 2r crossings) at each filled disc, one tangle for
every other crossing of T r , and finally the rest of the diagram which is crossingless.

Such a decomposition into tangles is exactly the input into the construction of [4]. So,
incorporating now an overall shift and fixing a quantum degree j , there is a framed
flow category Aj .T r / refining the quantum degree j part of the simplified cochain
complex .hq/kr hT r isimp .

Finally we note that for fixed j and large enough r , the quantum degree j part
of .hq/kr hT r isimp agrees with the quantum degree j part of the Cooper–Krushkal
complex hTP i. This is because, in the sl2 case, the construction of [4] gives a framed
flow category refining the simplified Bar-Natan complex of link diagrams decomposed
into tangles, each of which is a 2–braid. So, taking r to be large, the framed flow
category Aj .T r / provides our candidate for a CKffc. The remaining properties required
of a CKffc are now straightforward to verify.

4 Examples

4.1 The 2–colored unknot

Consider a diagram of the blackboard framed 2–cable of the 0–crossing unknot contain-
ing a Cooper–Krushkal projector P2 . The generators in the resulting cochain complex
come from smoothings with two circles in homological degree 0, and one circle in
homological degree bigger than 0; compare Figure 4. The minimal quantum degree
in which we get a generator is therefore q D�2 with one generator in homological
degree 0. For q D 0 we get two generators in homological degree 0 and one in
homological degree 1. For q D 2 there is one generator in homological degrees 0, 1

and 2 each.

For q D 2j with j � 2 we get two generators, one in homological degree j � 1 and
one in degree j . The coboundary map alternates between multiplication by 0 and 2.
The cohomology is therefore easily calculated, and determines the stable homotopy
types because of thinness. We thus get

X�2
col .U2/D S0; X 0

col.U2/D S0; X 2
col.U2/D S2;

X 4j
col .U2/DM.Z=2; 2j / for j � 1;

X 4jC2
col .U2/D S2jC1

_S2jC2 for j � 1:
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P2

Figure 5: The 0–framed 2–cable of the right-handed trefoil with a Cooper–
Krushkal projector placed on it

Note that the notation M.G; n/ stands for a Moore space, a space whose only nontrivial
integral homology group is G in degree n.

4.2 The 2–colored trefoil

In Figure 5 we give a diagram of a 2–cable of the right-handed trefoil T containing
a Cooper–Krushkal projector P2 . The extra loops ensure that we get the 0–framed
2–cable, and we denote it by T 0

2
. For each quantum degree j this diagram gives rise

to a framed flow category A as described in Section 3.1.

For calculational purposes, we want to remove the three double loops. Performing
two Reidemeister I moves and one Reidemeister III move turns each double loop
into B�2;2 , which can be absorbed by the projector P2 . However, because of the
Reidemeister I moves, we get a shift in homological and quantum degrees. More
precisely, we get hDr

2
i D h3q9hD0

2
r�3i, where D0 is the standard 3–crossing diagram

of the right-handed trefoil. Denoting the 2–colored right-hand trefoil with framing 3

by T 3
2

, we get Khi;j
col.T

0
2
/D Khi�6;j�12

col .T 3
2
/.

Taking these shifts into account and working with the diagram for T 3
2

, we see that
the least quantum degree in ADA0 which admits an object is given by q D 2 with
homological degree hD 0, coming from a smoothened diagram with 4 circles. This is
indeed the only object in this quantum degree.

The projector P2 gives rise to upward-closed subcategories Ak for k � 0 generated
by objects that arise from a tangle in P2 of cohomological degree at least k . The
highest quantum degree of an object in A0�A1 is q D 24 coming from 6 circles in
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the smoothened diagram. It follows that for quantum degree q � 26 the relevant flow
category Aq is a full subcategory of A1 .

The quotient category Ak=AkC1 for k � 1 is, up to degree shifts, the Lipshitz–Sarkar
flow category of a diagram of the unknot with 12 crossings. Furthermore, this diagram
can be transformed into the standard unknot diagram by performing six Reidemeister II
moves. The category Ak=AkC1 for k � 1 is therefore stably equivalent to a flow
category containing two objects of homological degree kC 6, one of quantum degree
2kC 12, the other of quantum degree 2kC 10.

Also notice that the associated cochain complexes to the flow categories Aq and
AqC4 for q � 26 only differ in a cohomological shift by 2. If the tail turns out to
be cohomologically thin (as it does), it follows that the stable homotopy types for
q up to 28 determine all the stable homotopy types. The stable homotopy types for
q up to 28 may be determined using the diagram D0

2
r for large r . It turns out that

r D 8 is sufficient, and the following calculations have been done using the program
KnotJob [11].

We can identify all stable homotopy types from cohomology and Steenrod square
calculations using the classification result of Baues and Hennes [2] with the exception
of q D 10, where X 10

col.2/.T / is either S3 _ S4 _ S6 or X."; 3/ _ S4 . Recall that
X."; n/ is the space obtained by attaching an .nC3/–cell to Sn using the nontrivial
element of �st

2
Š Z=2. Excluding this, we get

X 2
col.T

0
2 /D S0; X 4

col.T
0
2 /D S0;

X 6
col.T

0
2 /D S2; X 8

col.T
0
2 /DX.2�; 2/;

X 12
col .T

0
2 /DX.�2; 5/_S6; X 14

col .T
0
2 /DX.�2; 5/_S7

_S8
_S8;

X 16
col .T

0
2 /D S7

_M.Z=4; 8/_M.Z=2; 8/; X 18
col .T

0
2 /D S9

_S9
_M.Z=2; 9/_S10;

X 20
col .T

0
2 /DM.Z=2; 9/_M.Z=2; 10/_S11; X 22

col .T
0
2 /D S11

_M.Z=2; 11/_S12;

X 24
col .T

0
2 /D S12

_M.Z=2; 12/

The tail is given by

X 4jC2
col .T 0

2 /D S2jC1
_S2jC2 for j � 6;

X 4j
col .T

0
2 /DM.Z=2; 2j / for j � 7:

Notice that for j � 26 we have X j
col.T

0
2
/D X j

col.U2/.

The notation X.�2; n/ is taken from [2], and stands for an elementary Chang complex.
It is an appropriate suspension of RP4=RP1 such that the first nontrivial homology

Algebraic & Geometric Topology, Volume 17 (2017)



A Khovanov stable homotopy type for colored links 1277

P2

Figure 6: This is the 0–framed .2; 1/–cable of the Hopf link, in which the
2–cabled component receives a Cooper–Krushkal projector.

group is in degree n. Similarly, X.2�;m/ is a suspension of RP5=RP2 such that the
first nontrivial homology group is in degree m. Both spaces have nontrivial Sq2 and
are therefore not wedges of Moore spaces.

4.3 The .2 ; 1/–colored Hopf link

We denote the .2; 1/–colored 0–framed Hopf link by H2;1 . In Figure 6 we give a
diagram of the Hopf link, in which one of the components has been replaced by a
0–framed 2–cable containing a Cooper–Krushkal projector P2 . For each quantum
degree j this diagram gives rise to a framed flow category, as described in Section 3.1.
The associated stable homotopy type is Xcol.H2;1/.

Note that the diagram consists of the tensor product of three parts: the projector P2

and then two tangles, each of which is a 2–crossing 2–braid. As before, we can filter
the flow category via the projector, leading to categories Aj for j � 0.

For actual calculations, we replace the projector with a .2r/–tangle, so the resulting
diagram is that of the P .�2; 2; 2r/ pretzel link. For a given quantum degree we can
then use the method of [4] to get a flow category built from three tangles. The lowest
quantum degree for which we can get an object is q D�5, for which there is exactly
one object of homological degree �2.

For q � 7, all objects are contained in A1 , and the categories A2j�1 and A2jC3

for j � 4 have the following similarity. If ˛ is an object of A2j�1 which also sits
in Ak for k � 1, there is a corresponding object x̨ in A2jC3 also in AkC2 with
jx̨j D j˛jC2. It is clear from the framing formulas in [4] that M.˛; ˇ/ŠM.x̨; x̌/ as
framed manifolds, provided these are at most 1–dimensional.

Therefore the colored Khovanov cohomology of the tail is periodic, and since we only
get nontrivial cohomology groups in three adjacent degrees, we also get periodicity of
the stable homotopy type in the tail. This uses that the 1–dimensional moduli spaces
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agree with framing for A2j�1 and A2jC3 . Calculation of Khovanov cohomology and
the second Steenrod Square shows that

X�5
col .H2;1/D S�2; X�3

col .H2;1/D S�2;

X�1
col .H2;1/D S0; X 1

col.H2;1/DX.2�; 0/;

X 3
col.H2;1/D S1

_S2
_S2; X 5

col.H2;1/DX.2�; 2/:

The tail is given by

X 4j�1
col .H2;1/DX.�2; 2j � 1/_S2j for j � 2;

X 4jC1
col .H2;1/DX.2�; 2j /_S2jC1 for j � 2:

The .2; 1/–colored unlink U2;1 is the disjoint union of the 1–colored 0–framed
unknot U1 and the 2–colored 0–framed unknot U2 . The stable homotopy type can
therefore be derived using [7, Theorem 1]. More precisely, we get

X j
col.U2;1/D .X 1.U /^X j�1

col .U2//_ .X�1.U /^X jC1
col .U2//:

Since both X 1.U /D S0 D X�1.U /, we have that X j
col.U2;1/ is a wedge of Moore

spaces for all j . In the tail we have

X 4j�1
col .U2;1/D S2j�1

_S2j
_M.Z=2; 2j / for j � 2;

X 4jC1
col .U2;1/DM.Z=2; 2j /_S2jC1

_S2jC2 for j � 2:

In particular, we have
Khi;j

col.U2;1/D Khi;j
col.H2;1/

for all j � 7 (a result that for high enough j is not unexpected, and that can be derived
in ways other than brute calculation), but

X j
col.U2;1/ 6' X j

col.H2;1/:

4.4 A conjecture on the 3–colored unknot

The stable homotopy type of the 0–framed 3–colored unknot X j
col.U3/ was partially

computed by Willis [12], who showed that it was not a wedge of Moore spaces and so,
in some sense, more interesting than just the colored Khovanov cohomology.

The 3–colored Khovanov cohomology can easily be calculated from [3, Section 4.4].
We summarize this in Table 1.

We observe that the tail is 3–periodic in quantum degrees q D 2j C 1 starting from
j � 2 with a homological shift by 4. Also, by simply looking at these groups we see
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i

1 2 3 4

Khi�4;�3
col .U3/ Z

Khi�4;�1
col .U3/ Z

Khi;1
col.U3/ Z

Khi;3
col.U3/ Z=2 Z

KhiC4j ;6jC5
col .U3/; j � 0 Z Z

KhiC4j ;6jC1
col .U3/; j � 1 Z Z

KhiC4j ;6jC3
col .U3/; j � 1 Z Z=2 Z

Table 1: The 3–colored Khovanov cohomology of the unknot

that except for quantum degrees q D 6j C 3 with j � 0 the stable homotopy types
are wedges of spheres. In quantum degree q D 3 we have the nontrivial Steenrod
Square coming from the torus knot T4;3 first observed in [9], and which stably survives
by [12].

The quantum degree q D 9 can be realized by the torus knot T7;3 , and computer
calculations show a nontrivial Sq2 in degree 5, with Sq2 trivial in degree 6. The
triviality in degree 6 indicates that the tail of the stable homotopy types is not 3–
periodic, as the difference in 3–colored Khovanov cohomology in quantum degrees
q D 3 and q D 9 comes from an extra generator in homological degree 0 killing the
cocycle in degree 1, which survives in degree 5 for q D 9.

Computer calculations on T8;3 show a trivial Sq2 in degree 9, although this is not yet
in the stable range for q D 15. Using a suitable diagram with a low number of tangles
we have made computer calculations for T13;3 which give evidence for the conjecture
below:

Conjecture 4.1 For j � 1 we have

X 12j�3
col .U3/DX.�2; 8j � 3/_S8j ;

X 12jC3
col .U3/D S8jC1

_X.2�; 8j C 2/:

Note that these two spaces are not stably homotopy equivalent, although they are
Spanier–Whitehead dual when appropriately shifted. Following consideration of the
Cooper–Krushkal projector P3 explicitly described in [3] this conjecture is somewhat
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surprising. From P3 the 3–periodicity follows immediately, so one may expect the
same periodicity in the tail of the stable homotopy type.

Indeed, if one attempts a spacification based on lifting the Cooper–Krushkal projector
P3 to a framed flow category, one finds that the natural first attempt gives rise to 1–
dimensional moduli spaces the framings of which also follow 3–periodicity. However, if
one then pushes a little further to determine if one can genuinely lift P3 to a CKffc, one
runs into “ladybug matching” type problems which cannot all be solved simultaneously
in a natural way, at least to the authors’ eyes.

On the other hand, suppose that D is a tangle diagram in a disc with 6 ordered boundary
points. This gives a cochain complex of free abelian groups hDP i. Now consider the
“reduced” subcomplex hDP i

red of hDP i obtained by restricting to half the generators
of hDP i. Specifically, restrict to only those generators arising from a decoration by v�
of a chosen boundary point of D . In such a situation one can lift the cochain complex
hDP i

red to a framed flow category refining it. The ladybug matching problems no
longer occur since we have thrown out enough objects of the flow category to kill them.

Unfortunately, this subcomplex is not really a very natural object to consider. The
graded Euler characteristic is a renormalized version of the 3–colored Reshetikhin–
Turaev invariant as discussed at the start of Section 3, but it is hard to motivate why
one should consider this renormalization. Therefore we do not pursue this further here.
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