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# Splitting Madsen-Tillmann spectra <br> II: The Steinberg idempotents and Whitehead conjecture 

Takuji Kashiwabara<br>Hadi Zare


#### Abstract

We show that there is a splitting of the spectrum $\Sigma^{-n} D(n)$ off the Madsen-Tillmann spectrum $\operatorname{MTO}(n)=\mathrm{BO}(n)^{-\gamma_{n}}$ compatible with the classic splitting of $M(n)$ off $\mathrm{BO}(n)_{+}$, localized at the prime $p=2$. For $n=2$, together with our previous splitting result on Madsen-Tillmann spectra, this shows that $\mathrm{MTO}(2)$ is homotopy equivalent to $\mathrm{BSO}(3)_{+} \vee \Sigma^{-2} D(2)$. We also discuss its implication for characteristic classes.
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## 1 Introduction

The Madsen-Tillmann spectrum $\operatorname{MTO}(n)$ is defined to be the Thom spectrum of the virtual bundle $-\gamma_{n}$ over $\operatorname{BO}(n)$, where $\gamma_{n}$ is the universal $n$-plane bundle; see Galatius, Tillmann, Madsen and Weiss [4] - see also Galatius and Randal-Williams [3, Section 1.1.2] for the general construction of Madsen-Tillman spectra. It is known that these spectra filter the spectrum MO; i.e. there is a sequence
(1) $S^{0}=\mathrm{MTO}(0) \rightarrow \Sigma \mathrm{MTO}(1) \rightarrow \cdots \rightarrow \Sigma^{n-1} \mathrm{MTO}(n-1) \xrightarrow{\iota_{n}} \Sigma^{n} \mathrm{MTO}(n) \rightarrow \cdots$,

[^1]where $\iota_{n}$ is induced by the inclusion $O(n-1) \subset O(n)$, with the property that
$$
\operatorname{hocolim} \Sigma^{n} \mathrm{MTO}(n) \cong \mathrm{MO}
$$
[4, remark after (3.4)]. ${ }^{1}$ Furthermore, the cofiber of the successive stages is homotopy equivalent to $\mathrm{BO}(n)_{+}$; i.e. we have a cofibration sequence
\[

$$
\begin{equation*}
\cdots \rightarrow \Sigma^{-1} \mathrm{MTO}(n-1) \rightarrow \mathrm{MTO}(n) \xrightarrow{\omega_{O(n)}} \mathrm{BO}(n)_{+} \xrightarrow{\tau} \mathrm{MTO}(n-1) \rightarrow \cdots \tag{2}
\end{equation*}
$$

\]

[4, (3.3)], where $\omega_{O(n)}$ is the map induced by the "embedding" of $-\gamma_{n}$ into the $0-$ dimensional trivial bundle, $X_{+}$is the union of $X$ with a disjoint base point, $\tau$ is the Becker-Schultz-Mann-Miller-Miller transfer [1, Section 2; 10, 3.7] - see also [6, Section 2.3]-associated to the inclusion $O(n-1) \subset O(n)$. In other words, the spectrum MO can be built up from pieces $\mathrm{BO}(n)_{+}$.

We have shown in our previous work that localized away from $2, \mathrm{MTO}(2 n) \simeq \operatorname{BO}(2 n)_{+}$ and $\operatorname{MTO}(2 n+1) \simeq *$ for all $n \geq 0$ [6, Theorem 1.1.B], reducing essentially the study of $\operatorname{MTO}(n)$ 's to 2 -local problems. Thus we will work at the prime $p=2$. So throughout the paper homology and cohomology are taken with $\mathbb{Z} / 2$ coefficients unless otherwise stated. We work most of the time in the 2-local stable homotopy category whose objects are 2-local spectra and morphisms are homotopy classes of maps of spectra; consequently, by commutative we mean homotopy commutative. We identify a spectrum with its 2-localization. We note that when both sides of a morphism in this category are of finite type then inducing an isomorphism in $\mathbb{Z} / 2$-cohomology implies an isomorphism of 2-local spectra; we shall use this reasoning freely throughout the paper. We identify a (pointed) space $X$ with its suspension spectrum $\Sigma^{\infty} X$ unless otherwise stated. In the literature, sometimes a space $X$ is identified with $\Sigma^{\infty} X_{+}$, which explains notational discrepancies the reader may find between the current paper and results we quote. We use the same letter to denote a map $f: X \rightarrow Y$ and its suspensions $f: \Sigma^{k} X \rightarrow \Sigma^{k} Y$ with $k \in \mathbb{Z}$. For a spectrum $E$, we shall write $\Omega^{\infty} E=\operatorname{colim} \Omega^{i} E_{i}$ for the infinite loop space associated to $E$ and $\Omega_{0}^{\infty} E$ denotes it base point component corresponding to $0 \in \pi_{0} E$, noting that if $E$ is 0 -connected then $\Omega^{\infty} E=\Omega_{0}^{\infty} E$. For a pointed space $X$ the standard notations $Q X=\Omega^{\infty}\left(\Sigma^{\infty} X\right)$ and $Q_{0} X=\Omega_{0}^{\infty}\left(\Sigma^{\infty} X\right)$ will be used.

[^2]At the prime 2, Randal-Williams computed $H_{*}\left(\Omega_{0}^{\infty} \mathrm{MTO}(i)\right)$ for $i=1$ and 2 [16, Theorems A and B]. Combining the two theorems, we get an exact sequence of Hopf algebras

$$
\begin{equation*}
H_{*}\left(Q_{0} \mathrm{BO}(2)_{+}\right) \rightarrow H_{*}\left(Q_{0} \mathrm{BO}(1)_{+}\right) \rightarrow H_{*}\left(Q_{0} \mathrm{BO}(0)_{+}\right) \rightarrow \mathbb{Z} / 2, \tag{3}
\end{equation*}
$$

where the (Hopf) kernel of the first two maps are isomorphic to $H_{*}\left(\Omega_{0}^{\infty} \mathrm{MTO}(i)\right)$ for $i=2$ and 1 , respectively. Thus a natural question to ask was whether this exact sequence could be extended further to the left with $H_{*}\left(\Omega_{0}^{\infty} \mathrm{MTO}(i)\right)$ isomorphic to the kernel of each stage. We showed that this was impossible in [6, Proposition 1.11]. So a new question to ask, then, is to what extent we can generalize [16, Theorems A and B]. This question leads to a search for another sequence of spectra with the beginning as in (1). It turns out that there indeed is such a sequence, well known to stable homotopy theorists. For a space $X$, denote by $\mathrm{Sp}^{k}(X)$ the $k^{\text {th }}$ symmetric product of $X$, that is the quotient of $X^{k}$ by the obvious action of the symmetric group $\Sigma_{k}$. It is easy to show that this induces a functor in the stable category which we still denote by $\mathrm{Sp}^{k}$. Define the spectrum $D(n)$ as the cofiber of the diagonal map $\mathrm{Sp}^{2^{n-1}} S^{0} \rightarrow \mathrm{Sp}^{2^{n}} S^{0}$; see Mitchell and Priddy [14, Section 4.2]. We have $D(0)=S^{0}$ and $D(1) \cong \Sigma M T O(1)$ [14, Proposition 4.4]. Furthermore, Mitchell and Priddy defined a map $\iota_{n}: D(n-1) \rightarrow D(n)$ [14, Proposition 4.3]; thus we get a sequence

$$
\begin{equation*}
S^{0}=D(0) \rightarrow D(1) \rightarrow \cdots \rightarrow D(n-1) \xrightarrow{\iota_{n}} D(n) \rightarrow \cdots . \tag{4}
\end{equation*}
$$

Taking the cohomology, this sequence realizes the length filtration of the Steenrod algebra $\mathcal{A}$ [14, Proposition 4.3]. That is, we have isomorphisms
(5) $H^{*}(D(n)) \cong \mathcal{A} / G_{n}$, where $G_{n}$ is the span of $\mathrm{Sq}^{I}, I$ is admissible and $l(I)>n$.

We note that $G_{n}$ happens to be a left $\mathcal{A}$-ideal, so that this isomorphism is as $\mathcal{A}$ modules. It happens that this cohomological property characterizes the sequence of spectra $D(n)$ [5, Corollary 1.4.1]. Of course, as an immediate consequence of (5), we see that hocolim $D(n) \cong H \mathbb{Z} / 2$.

On the other hand, the spectrum $\mathrm{BO}(1)_{+}^{\times n}$ admits a natural (left) $\mathrm{Gl}_{n}(\mathbb{Z} / 2)$-action. Thus the Steinberg idempotent $e_{n} \in \mathbb{Z} / 2\left[\mathrm{Gl}_{n}(\mathbb{Z} / 2)\right]\left[14\right.$, Definition 2.2] and its conjugate $e_{n}^{\prime}$ [14, the sentence above Proposition 2.6] give rise to a splitting of $\mathrm{BO}(1)_{+}^{\times n}$ and we have $M(n) \simeq e_{n} \mathrm{BO}(1)_{+}^{\times n} \simeq e_{n}^{\prime} \mathrm{BO}(1)_{+}^{\times n}$ [14, Theorem 5.1]. Moreover, through the BeckerGottlieb transfer map, this splitting gives rise to a splitting of $M(n)$ off $\mathrm{BO}(n)_{+}$. We
will review this splitting in more details in Section 2. The spectra $M(n)$ 's and $D(n)$ 's are related by the cofibration sequences [14]

$$
\begin{equation*}
\cdots \rightarrow \Sigma^{n-1} M(n) \rightarrow D(n-1) \rightarrow D(n) \rightarrow \Sigma^{n} M(n) \rightarrow \cdots \tag{6}
\end{equation*}
$$

Thus one can say that MO can be constructed with $\mathrm{BO}(n)_{+}$'s as building blocks, whereas $H \mathbb{Z} / 2$ can be constructed with $M(n)$ 's as building blocks. Furthermore, $H \mathbb{Z} / 2$ and $M(n)$ 's split off MO and $\mathrm{BO}(n)_{+}$'s, respectively. It is then natural to ask whether one can split intermediate stages as well. The purpose of this paper is to answer affirmatively to this question, and discuss some consequences, including an answer to the question on generalization of the exact sequence (3). We have the following, the main results of this paper.

Theorem 1.1 For each $n$, the spectrum $D(n)$ splits off $\Sigma^{n} \mathrm{MTO}(n)$.

An immediate consequence of Theorem 1.1 is the following.

Corollary $1.2 H_{*}\left(\Omega^{\infty} \Sigma^{-n} D(n)\right)$ splits off $H_{*}\left(\Omega^{\infty} \mathrm{MTO}(n)\right)$ as a Hopf algebra.

Thus the "correct way to extend" the exact sequence (3) is just the following standard fact.

Proposition 1.3 (Kuhn and Priddy [8]) The sequence of Hopf algebras

$$
\begin{aligned}
\cdots \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(n)\right) & \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(n-1)\right) \rightarrow \cdots \\
\cdots & \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(2)\right) \rightarrow H_{*}\left(Q_{0} B \mathbb{Z} / 2_{+}\right) \rightarrow H_{*}\left(Q_{0} S^{0}\right) \rightarrow \mathbb{Z} / 2
\end{aligned}
$$

is exact. Furthermore, the image of $H_{*}\left(\Omega_{0}^{\infty} M(n)\right) \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(n-1)\right)$ is isomorphic to $H_{*}\left(\Omega_{0}^{\infty} \Sigma^{-n+1} D(n-1)\right)$.

As $D(0) \cong S^{0}, \Sigma^{-1} D(1) \cong \mathrm{MTO}(1)$, and $M(1) \cong \mathrm{BO}(1)_{+}$, combined with the $n=2$ case of Theorem 1.1, we recover Theorems A and B of [16]. Of course, the cohomology being dual of homology, the exact sequences above give some information on certain characteristic classes. More precisely, recall from [6;16] (with correction from Randal-Williams, via personal communication):

Definition 1.4 A universally defined characteristic class in $H^{*}\left(\Omega^{\infty} \mathrm{MTO}(n)\right)$ is an element in the subalgebra generated by the image of

$$
H^{*}(\mathrm{BO}(n)) \xrightarrow{\sigma^{\infty *}} H^{*}\left(Q \mathrm{BO}(n)_{+}\right) \xrightarrow{\left(\Omega^{\infty} \omega_{O(n)}\right)^{*}} H^{*}\left(\Omega^{\infty} \mathrm{MTO}(n)\right)
$$

We denote by $\mu_{i_{1}, \ldots, i_{n}}=\left(\Omega^{\infty} \omega_{O(n)}\right)^{*}\left(\sigma^{\infty *}\left(\sigma_{1}^{i_{1}}, \ldots, \sigma_{n}^{i_{n}}\right)\right)$, where

$$
H^{*}(\mathrm{BO}(n)) \cong \mathbb{Z} / 2\left[\sigma_{1}, \ldots, \sigma_{n}\right]
$$

and $\sigma^{\infty *}$ denotes the cohomology suspension.
We note that in the definitions in [16] and [6], only basepoint components of the infinite loop spaces was considered. However, this has the effect of missing out nontrivial 0 -dimensional classes as also confirmed by Randal-Williams (personal communication). Therefore, we have removed the restriction to the basepoint component in our definition. We note that [6, Theorem 1.9] remains valid as is stated. ${ }^{2}$

In [6], we used the summand $\operatorname{BSO}(2 n+1)_{+}$that split off $\operatorname{MTO}(2 n)$ to show that some of these classes remain algebraically independent. Here we use the splitting of $D(n)$ off $\operatorname{MTO}(n)$ to show that there are "linear" relations corresponding to elements of $H^{*}(M(n))$, and that in the case of dimension 2, these relations together with the ones derived from the action of top Steenrod squares are the only relations. More precisely, we will show:

Theorem 1.5 (i) In $H^{*}\left(\Omega^{\infty} \mathrm{MTO}(n)\right)$, we have relations

$$
\left(\Omega^{\infty} \omega_{O(n)}\right)^{*}\left(\sigma^{\infty *}(x)\right)=0 \quad \text { for } x \in H^{*}(M(n)) \subset H^{*}(\mathrm{BO}(n)) .
$$

(ii) For $n=2$, the only relations among the $\mu_{i, j}$ are those above, and $\mu_{2 i, 2 j}=\mu_{i, j}^{2}$.
(iii) Again for $n=2$, the subalgebra of universally defined characteristic classes in $H^{*}\left(\Omega^{\infty} \mathrm{MTO}(2)\right)$ is the polynomial algebra generated by $\nu_{i, j}$ 's with $i$ and $j$ odd, where $v_{i, j}$ is defined in [6], tensored with the boolean algebra $\mathbb{Z} / 2\left[\mu_{0,0}\right] /\left(\mu_{0,0}^{2}-\mu_{0,0}\right)$.

We will give a more precise description of the inclusion $H^{*}(M(n)) \subset H^{*}(\mathrm{BO}(n))$ in Proposition 5.7.

The paper is organized as follows. In Section 2 we recall the splitting related to the Steinberg idempotents and construct a map from $D(n)$ to $\Sigma^{n} \mathrm{MTO}(n)$ for each $n$. In Section 3, we recall relevant results from [8] and construct a map going the other way around. In Section 4 we study the composition and show that we indeed have a splitting. In Section 5 we discuss the consequences in homology of infinite loop spaces.

[^3]Most of the current paper is independent of the results from the previous one, except for Theorem 1.5 (ii), (iii) and the contents of Section 4.2. Thus, the current paper can be read separately from [6]. A word is due on the way some of proofs are written. In some places, the reader familiar with works we quote may find that our proofs are somewhat going backward. For example, we deduce Proposition 5.1 from Theorem 3.7, but as a matter of fact in [8, Section 5], a large part of the latter was proved as a main ingredient of the proof of the former. This is our deliberate choice; we preferred referring the readers to statements that are ready available to be quoted, rather than letting them look for details of proofs, or reproducing them ourselves.
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## 2 Some splitting derived from Steinberg idempotents

In this section we recall from [14] and [17] the splitting related to Steinberg idempotents.
Let $X$ be a spectrum, $e \in[X, X]$ an idempotent, i.e. a map such that $e \circ e=e \in[X, X]$. Note that $[X, X]$ has a natural ring structure where the multiplication is given by the composition, and $e$ is an idempotent in terms of ring theory. Denote by $e X$ the homotopy colimit $X \xrightarrow{e} X \xrightarrow{e} \cdots$. Then we have a splitting

$$
X \simeq e X \vee(1-e) X
$$

Furthermore, if we still denote by $e$ the induced map in (co)homology, we get

$$
H_{*}(e X) \cong e H_{*}(X), \quad H^{*}(e X) \cong H^{*}(X) e
$$

We are particularly interested in the case of idempotents arising from a group action on spectra. That is, let $G$ be a group acting on the spectrum $X$ from the left. There are several different notions of group action on spectra, here we can take any of them: all we need is a group homomorphism $G \rightarrow \operatorname{Aut}(X)$ where $\operatorname{Aut}(X)$ is the group
consisting of invertible elements in $[X, X]$. This group homomorphism extends to a ring homomorphism $\mathbb{Z}_{(2)}[G] \rightarrow[X, X]$, thus sending an idempotent to an idempotent. We see that an idempotent in the group ring $\mathbb{Z}_{(2)}[G]$ gives rise to a splitting of spectra on which $G$ acts. Actually the theory of lifting idempotents allows us to settle for something less, which is one of the reasons why completion is crucial in the theory of splitting, but we will not need this for our purpose.

Now, let $G=\mathrm{Gl}_{n}(\mathbb{Z} / 2)$. Its group-ring $\mathbb{Z}_{(2)}\left[\mathrm{Gl}_{n}(\mathbb{Z} / 2)\right]$ contains well-known Steinberg idempotents $e_{n}$ and $e_{n}^{\prime}$ defined by

$$
\begin{equation*}
e_{n}=\frac{1}{q_{n}} \sum_{g \in B_{n}} g \sum_{\sigma \in \Sigma_{n}}(-1)^{\operatorname{sgn}(\sigma)} \sigma, \quad e_{n}^{\prime}=\frac{1}{q_{n}} \sum_{\sigma \in \Sigma_{n}}(-1)^{\operatorname{sgn}(\sigma)} \sigma \sum_{g \in B_{n}} g, \tag{7}
\end{equation*}
$$

where $B_{n}$ denotes the subgroup consisting of upper triangular matrices, $\Sigma_{n}$ denotes the subgroup of permutation matrices, and $q_{n}$ is the index of $B_{n}$ in $G$.

Remark 2.1 (i) Traditionally we consider the above elements as idempotents modulo 2, and use the lifting theory. However, as was noticed in [14, proof of Proposition 2.6] (see also [8, page 462]), $e_{n}$ and $e_{n}^{\prime}$ actually are conjugate idempotents, and they can even be defined in $\mathbb{Z}_{(2)}\left[\mathrm{Gl}_{n}(\mathbb{Z} / 2)\right]$. Let's note that working with spectra completed at 2 has some advantages, e.g. we get a better control over maps among spectra [13, Corollary 1.4(b)]. However, as far as our current work is concerned, localization is sufficient.
(ii) We use the additive structure in $[X, X]$ to extend the $G$-action on $X$. Thus even in the case when $G$ acts on the space $X$ (via maps of spaces, not just maps of spectra), the idempotents are not necessarily maps of spaces. However, in this case they can be realized as self maps of the space $\Sigma X$. In other words, the spectrum $\Sigma e X$ is a suspension spectrum.

Write $\Delta_{n}$ for $O(1)^{n}$. The identification of $O(1)$ with $\mathbb{Z} / 2$ gives a natural action of $\mathrm{Gl}_{n}(\mathbb{Z} / 2)$ on $B \Delta_{n}$, thus on $B \Delta_{n+}$, and we have:

Definition 2.2 We define the spectra $M(n)$ by

$$
M(n) \cong e_{n} B \Delta_{n+} .
$$

Remark 2.3 Originally $M(n)$ was defined as $\Sigma^{-n} D(n) / D(n-1)$, but in terms of [14, Theorem A] this is equivalent, and in recent literature we encounter this definition more often.

Now, results in representation theory imply that for any $\mathbb{Z} / 2\left[\mathrm{Gl}_{n}(\mathbb{Z} / 2)\right]$-module $W$, we have an isomorphism $W e_{n}^{\prime} \cong W e_{n}$ induced by $\sum_{\sigma \in \Sigma_{n}} \sigma$ [14, Proposition 2.6(b)]. On the other hand, the composition

$$
B \Delta_{n+} \xrightarrow{B i} \mathrm{BO}(n)_{+} \xrightarrow{\mathrm{Tr}_{B i}} B \Delta_{n+}
$$

induces $\sum_{\sigma \in \Sigma_{n}} \sigma$ in $H^{*}\left(B \Delta_{n}\right)$; that is, the composition

$$
\begin{equation*}
B \Delta_{n+} \xrightarrow{e_{n}} B \Delta_{n+} \rightarrow \mathrm{BO}(n)_{+} \rightarrow B \Delta_{n+} \tag{8}
\end{equation*}
$$

induces in the cohomology $e_{n}^{\prime}$. Therefore

$$
e_{n} B \Delta_{n+} \rightarrow B \Delta_{n+} \rightarrow \mathrm{BO}(n)_{+} \rightarrow B \Delta_{n+} \rightarrow e_{n}^{\prime} B \Delta_{n+}
$$

induces an isomorphism in mod 2 cohomology. In other words:

Theorem $2.4\left[14\right.$, Theorem C] $M(n)$ splits off $\mathrm{BO}(n)_{+}$.

Of course, cohomology of a space is related to that of Thom spectra of bundles over it via Thom isomorphisms, so we can "Thomify" all of the above. More precisely, let $\rho_{n}$ be the reduced regular representation of $\Delta_{n}$ and $\gamma=\rho_{1}^{n}$ its canonical representation. The canonical representation is the direct sum of $n$ distinct projections, while the regular representation is the direct sum of all possible 1-forms. As these 1 -forms are tensor products of projections, we get an isomorphism of representations

$$
\bigoplus \Lambda^{i}(\gamma) \cong \rho_{n}
$$

where $\Lambda^{i}(-)$ is the $i^{\text {th }}$ exterior power functor. Therefore, if we define a representation $\bar{\rho}_{n}$ of $O(n)$ by

$$
\bar{\rho}_{n}=\bigoplus_{i>0} \Lambda^{i}\left(\gamma_{n}\right),
$$

it restricts to $\rho_{n}$ over $\Delta_{n} \subset O(n)$. Now, if $k$ denotes an integer, $k \rho_{n}$ is invariant under the action of $\mathrm{Gl}_{n}(\mathbb{Z} / 2)$; thus if $g \in \mathrm{Gl}_{n}(\mathbb{Z} / 2)$, we have $g^{*}\left(k \rho_{n}\right)=k \rho_{n}$, giving rise to a Thomified map $B \Delta_{n}^{k \rho_{n}}=B \Delta_{n}^{g^{*}\left(k \rho_{n}\right)} \xrightarrow{\mathrm{Th}(g)} B \Delta_{n}^{k \rho_{n}}$. Here, and throughout the paper, given a (virtual) vector bundle $\xi \rightarrow X$, we shall write $X^{\xi}$ for its Thom spectrum. This furnishes the Thom spectrum $B \Delta_{n}^{k \rho_{n}}$ with a $\mathrm{Gl}_{n}(\mathbb{Z} / 2)$-action. When $k$ is negative, slightly more careful arguments are needed, but this is taken care of by [17]. Thus we can split it using the Steinberg idempotents $e_{n}$ and $e_{n}^{\prime}$. Then we get a sequence of maps

$$
B \Delta_{n}^{k \rho_{n}} \xrightarrow{e_{n}} B \Delta_{n}^{k \rho_{n}} \rightarrow \mathrm{BO}(n)^{k \bar{\rho}_{n}} \rightarrow B \Delta_{n}^{k \rho_{n}},
$$

where the last map is the twisted Becker-Gottlieb transfer [6, Theorem 1.1(1)]. As everything in sight is compatible with the Thom isomorphism, the effect of these maps in the cohomology can be deduced from those in the sequence (8). Noting that $e_{n}^{\prime}$ is also a sum of Thomified maps, we see that this composition induces $e_{n}^{\prime}$ in cohomology. Thus, as in Theorem 2.4:

Theorem 2.5 $e_{n} B \Delta_{n}^{k \rho_{n}}$ splits off $\mathrm{BO}(n)^{k \bar{\rho}_{n}}$.
The spectra $e_{n} B \Delta_{n}^{k \rho_{n}}$,s are studied notably in [17] where it is called $M(n)_{k}$; when $k=0$, we recover Theorem 2.4. The case $k=-1$ also interests us for the following result, which is implicit in [17]:

Theorem 2.6

$$
e_{n} B \Delta_{n}^{-\rho_{n}} \cong \Sigma^{-n} D(n) .
$$

Proof This seems to be well known, but as we haven't found it spelled out in literature, for the sake of reference we give a proof here. It suffices to note that $\mathbf{R}(n) e_{n}$ in [17, Theorem 4.1.1(1)] is same as $\mathbf{M}(n)_{-1}$ in [17, Proposition 4.1.6], which is the cohomology of $M(n)_{-1}$ (cf. [17, page 386], whereas by Theorem 5.8 and Lemma 5.6 of [14] it is isomorphic to the cohomology of $\Sigma^{-n} D(n)$.

Combining the theorems above shows that $\Sigma^{-n} D(n)$ splits off $\operatorname{BO}(n)^{-\bar{\rho}_{n}}$. As the inclusion of the representation $\gamma_{n} \subset \bar{\rho}_{n}$ induces a map of Thom spectra

$$
\mathrm{BO}(n)^{-\bar{\rho}_{n}} \rightarrow \mathrm{BO}(n)^{-\gamma_{n}}=\mathrm{MTO}(n),
$$

we get a map $\beta_{n}: \Sigma^{-n} D(n) \rightarrow \operatorname{MTO}(n)$. Or, equivalently, we can construct the map as the composition

$$
\Sigma^{-n} D(n) \rightarrow B \Delta_{n}^{-\rho_{n}} \rightarrow B \Delta_{n}^{-\gamma} \rightarrow \mathrm{BO}(n)^{-\gamma_{n}}=\mathrm{MTO}(n) .
$$

We will denote the resulting map by $\beta_{n}$. Here, the map $B \Delta_{n}^{-\rho_{n}} \rightarrow B \Delta_{n}^{-\gamma}$ is induced by the inclusion of bundles $\gamma \subset \rho_{n}$ and the map $B \Delta_{n}^{-\gamma} \rightarrow \mathrm{BO}(n)^{-\gamma_{n}}$ is the twisted Becker-Gottlieb transfer [6, Theorem 1.1(1)], noting that $\left.\gamma_{n}\right|_{\Delta_{n}}=\gamma$.

## 3 Maps from MTO(n) to $\Sigma^{-n} D(n)$

### 3.1 Exact sequences of spectra and the Whitehead conjecture

In this section we use results from [8] to construct maps from $\Sigma^{n} \mathrm{MTO}(n)$ 's to $D(n)$ 's. We start by fixing terminology.

Definition 3.1 (i) A filtered spectrum $\left(X, F_{*} X, \iota_{*}\right)$ is a sequence of spectra $F_{*} X$

$$
\begin{equation*}
F_{0} X \xrightarrow{\iota_{0}} F_{1} X \xrightarrow{\iota_{1}} \cdots \xrightarrow{\iota_{n-1}} F_{n} X \xrightarrow{\iota_{n}} F_{n+1} X \xrightarrow{\iota_{n+1}} \cdots \tag{9}
\end{equation*}
$$

with a homotopy equivalence hocolim $F_{n} X \simeq X$. Usually $\iota_{*}$ is clear from the context, and $X$ is determined by $F_{*} X$ 's, so we simply refer to it as $F_{*} X$. To distinguish with individual spectra, we also write $\left(F_{*} X, * \geq 0\right)$
(ii) A map of filtered spectra $f_{*}$ from $F_{*} X$ to $F_{*} Y$ is a collection of maps $f_{n}: F_{n} X \rightarrow$ $F_{n} Y$ that makes the squares

commutative.
Note that we don't require any condition that would be a counterpart of the injectivity on $\iota_{n}$ 's here.

Definition 3.2 (i) By a chain complex of spectra $\left(C_{n}, d_{n}\right)$ we understand a sequence of spectra $C_{n}$ with maps $d_{n-1}: C_{n} \rightarrow C_{n-1}$ such that the composition $C_{n+1} \rightarrow C_{n} \rightarrow C_{n-1}$ is null for all $n$. By a map $f$ of chain complexes of spectra $\left(C_{n}, d_{n}^{C}\right) \rightarrow\left(C_{n}^{\prime}, d_{n}^{C^{\prime}}\right)$ we mean a collection of maps $f_{n}: C_{n} \rightarrow C^{\prime}{ }_{n}$ such that $f_{n} \circ d_{n}^{C}=d_{n}^{C^{\prime}} \circ f_{n+1}$. Furthermore, if we have a map $\epsilon: C_{0} \rightarrow E_{-1}$ with $\epsilon \circ d_{0}=0$, we say that the complex is augmented over $E_{-1}$.
(ii) Let $F_{*} X$ be a filtered spectrum. Define its associated graded complex $\operatorname{Gr}_{\bullet}\left(F_{*} X\right)$ by $\operatorname{Gr}_{0}\left(F_{*} X\right)=F_{0} X$ and $\operatorname{Gr}_{i}\left(F_{*} X\right)=\Sigma^{-i} \operatorname{cofib}\left(F_{i-1} X \rightarrow F_{i} X\right)$. Then we can compose the canonical maps $\operatorname{Gr}_{i}\left(F_{*}(X)\right) \rightarrow \Sigma^{-i} F_{i-1} X \rightarrow \operatorname{Gr}_{i-1}\left(F_{*}(X)\right)$ to define a map $d_{i-1}^{\mathrm{Gr}}\left(F_{*} X\right)$. As a matter of the fact, the composition $d_{i-1}^{\mathrm{Gr}}\left(F_{*} X\right) \circ d_{i}^{\mathrm{Gr}}\left(F_{*} X\right)$ factors through the composition $F_{i} X \rightarrow \operatorname{Gr}_{i} F_{*} X \rightarrow \Sigma F_{i-1} X$, which is trivial.

Remark 3.3 Our notion of complex is more general than that in [7]. The complexes dealt with in [7] are the ones that arise as associated graded complexes of filtered spectra.

Example 3.4 (i) Let $F_{n} X=D(n)$. Then the associated graded complex $\operatorname{Gr}_{\boldsymbol{0}}\left(F_{*} X\right)$ is

$$
\cdots \rightarrow M(n+1) \xrightarrow{\delta_{n}} M(n) \rightarrow \cdots \rightarrow M(0)
$$

considered in [8, Corollary 1.2].
(ii) Let $F_{n} Y=\Sigma^{n} \operatorname{MTO}(n)$. Then the associated graded complex $\operatorname{Gr} .\left(F_{*} X\right)$ is given by $\left(\mathrm{BO}(n)_{+}\right.$, tr), where tr is the Becker-Gottlieb transfer associated to the inclusion
$O(n-1) \subset O(n)$, as the Becker-Gottlieb transfer $\mathrm{BO}(n)_{+} \rightarrow \mathrm{BO}(n-1)_{+}$factors as $\mathrm{BO}(n)_{+} \xrightarrow{\tau} \mathrm{MTO}(n-1) \xrightarrow{\omega_{O(n-1)}} \mathrm{BO}(n-1)_{+}[6$, Proposition 2.3]. We can also see that $\left(\mathrm{BO}(n)_{+}, \operatorname{tr}\right)$ is a complex directly as follows: $O(n) \subset O(n) \times O(2) \subset O(n+2)$; thus $O(2) \subset N_{O(n+2)}(O(n))$. So the composition of the transfer associated to $O(n) \subset$ $O(n+1)$ and that associated to $O(n+1) \subset O(n+2)$, which is the transfer associated to $O(n) \subset O(n+2)$, is trivial by [ 9 , Chapter 4, Lemma 2.12]. Moreover, the complex of free spectra $\left(\mathrm{BO}(n)_{+}, \operatorname{tr}\right)$ is augmented over $H \mathbb{Z} / 2$ since the composition

$$
\mathrm{BO}(1)_{+} \rightarrow \mathrm{BO}(0)_{+} \rightarrow H \mathbb{Z} / 2
$$

is trivial. This is just another way of saying that the transfer in $\mathbb{Z} / 2$-cohomology $H^{*}\left(\mathrm{BO}(0)_{+} ; \mathbb{Z} / 2\right) \rightarrow H^{*}\left(\mathrm{BO}(1)_{+} ; \mathbb{Z} / 2\right)$ is trivial.

Definition 3.5 [8] (i) A fibration sequence of spectra $F \rightarrow X \xrightarrow{f} Y$ is called exact if there exists a map of spaces (i.e. not a map between their suspension spectra) $g: \Omega^{\infty} Y \rightarrow \Omega^{\infty} X$ such that $\Omega^{\infty} f \circ g \simeq$ id.
(ii) A chain complex of spectra $\cdots \rightarrow X_{n} \rightarrow \cdots X_{1} \rightarrow X_{0} \rightarrow E_{-1}$ augmented over $E_{-1}$ is called exact if for each $n \geq 0, E_{n} \rightarrow X_{n} \rightarrow E_{n-1}$ is exact, where $E_{n}$ is inductively defined as the fiber of the map $X_{n} \rightarrow E_{n-1}$. Note that by the exactness of $E_{n-2} \rightarrow X_{n-2} \rightarrow E_{n-3},\left[X_{n}, E_{n-2}\right]$ injects to [ $X_{n}, X_{n-2}$ ], so the triviality of the composition $X_{n} \rightarrow X_{n-1} \rightarrow X_{n-2}$ implies that of the composition $X_{n} \rightarrow X_{n-1} \rightarrow E_{n-2}$. (iii) A spectrum is said to be projective if it is a summand of a suspension spectrum.

The category of spectra being a triangulated category instead of an abelian category, we have some complication here. The notion of exactness with three terms is more or less a counterpart of a split short exactness in abelian categories. The use of this seemingly too strong condition is motivated by the following fact. By definition, an exact sequence of spectra yields an exact sequence of abelian groups upon applying $[Y,-]$ for a suspension spectrum $Y$, or a spectrum which is a summand of a suspension spectrum. Thus one can regard suspension spectra as free objects, summands of suspension spectra as projective objects, and carry out homological algebra in the category of spectra. This idea was developed further in [7]. For example, we get the following:

Proposition 3.6 Let $\left(P_{\bullet}, d_{\bullet}\right)$ be a chain complex of projective $R$-modules with an augmentation $P_{0} \rightarrow A$, and $\left(A_{\bullet}, d_{\bullet}\right)$ be a projective resolution of $A$. Then we get a chain map from $\left(P_{\bullet}, d_{\bullet}\right)$ to $\left(A_{\bullet}, d_{\mathbf{\bullet}}\right)$.

Proof This is just [7, Proposition 2.11] applied to id: $A \rightarrow A$.

Note that the proof of [7, Proposition 2.11] is still valid with our broader notion of complexes. However, for readers who would rather not go through the proof, we also remark that we will be using this later only when $\left(P_{\bullet}, d_{\bullet}\right)$ is of the form $\left(\operatorname{Gr}_{n}(X), d_{n}\right)$ for a filtered spectrum $F_{n}(X)$, which is also a complex in the sense of [7].

Now, we are ready to quote from [8]:

Theorem $3.7(\bmod 2$ Whitehead conjecture [8, Corollary 1.2]) (i) The sequence of Example 3.4(i),

$$
\begin{equation*}
\cdots \xrightarrow{\delta_{k+1}} M(k+1) \xrightarrow{\delta_{k}} M(k) \rightarrow \cdots \rightarrow M(1) \xrightarrow{\delta_{0}} M(0) \xrightarrow{\epsilon} H \mathbb{Z} / 2, \tag{10}
\end{equation*}
$$

is exact.
(ii) Denote by $E_{k}$ the fiber of the map $\Sigma^{-k} D(k) \rightarrow \Sigma^{-k} H \mathbb{Z} / 2$. Then the above sequence can be obtained splicing together short exact sequences $E_{k} \rightarrow M(k) \rightarrow E_{k-1}$.

Remark 3.8 It is easy to see that our definition of $E_{k}$ agrees with that in [8].

### 3.2 Maps into $(D(n), n \geq 0)$

With the above preparation, we are ready to prove the following.

Theorem 3.9 Let $\left(X, F_{*} X, \iota\right)$ be a filtered spectrum such that
(i) $\quad H_{*}\left(l_{n}\right)$ is injective for all $n$, and
(ii) $\operatorname{Gr}_{n}\left(F_{*} X\right)$ is a suspension spectrum.

Then any map of spectra $F_{0}(X) \rightarrow S^{0}$ extends to a map of filtered spectra $F_{*}(X)$ to $D(*)$.

Proof First note that condition (i) implies that in the associated graded complex, the differential induces trivial map in cohomology. In particular, one can augment it by any map from $F_{0}(X) \rightarrow H \mathbb{Z} / 2$. Let's do so by using the composition of the given map $F_{0}(X) \rightarrow S^{0}$ and the augmentation in the $\left(M(n), \delta_{n}\right), S^{0} \rightarrow H \mathbb{Z} / 2$. Since $\operatorname{Gr}_{0}\left(F_{*} X\right)=F_{0} X$, this yields a map $\operatorname{Gr}_{0}\left(F_{*} X\right) \rightarrow H \mathbb{Z} / 2$. By Theorem 3.7, the augmented complex $\left(M(n), \delta_{n}\right)$ is a projective resolution of $H \mathbb{Z} / 2$, so we can apply Proposition 3.6 to obtain a map of complex of spectra $f$ from $\left(\operatorname{Gr}_{n}(X), d_{n}\right)$ to $\left(M(n), \delta_{n}\right)$. From the proof of [7, Proposition 2.11], we see that we can choose $f_{0}$ to be the prescribed map in the statement of the theorem.

Thus we have found maps $f_{n}$ making the square

commutative. Next we will show that there exists a map $\alpha_{n}: \Sigma^{-n} F_{n}(X) \rightarrow \Sigma^{-n} D(n)$ which makes the diagram

commutative for each $n$. We proceed by induction on $n$. The case $n=0$ is trivial. Suppose that we have constructed such $\alpha_{n-1}$. Consider the diagram

$$
\begin{align*}
\operatorname{Gr}_{n}(X) & \longrightarrow \Sigma^{1-n} F_{n-1}(X) \\
f_{n} & \downarrow^{\alpha_{n-1}}  \tag{13}\\
f_{n}(n) & \longrightarrow \Sigma^{1-n} D(n-1)
\end{align*}
$$

By the definition of associated graded complex, the fiber of the top row is $\Sigma^{-n} F_{n}(X)$ whereas by the cofibration (6), that of the bottom row is $\Sigma^{-n} D(n)$. Thus if we can show the commutativity of the diagram (13), then we can define the map $\alpha_{n}$ making the diagram (12) commute. Note that the two horizontal maps induce trivial maps in cohomology, which implies that the two compositions from the top left corner to the bottom right corner factor through $E_{n-1}$ where $E_{i}$ is the same as in Theorem 3.7. Thus it suffices to show that the lifts in $\left[\operatorname{Gr}_{n}(X), E_{n-1}\right]$ of the two maps agree. However, by Theorem 3.7(ii), $\left[\operatorname{Gr}_{n}(X), E_{n-1}\right]$ injects to $\left[\operatorname{Gr}_{n}(X), M(n-1)\right]$. Thus it suffices to show that the two maps agree after composition with the map $\Sigma^{1-n} D(n-1) \rightarrow M(n-1)$. Now, consider the diagram


The right square is commutative by the inductive hypothesis. But we chose our maps $f_{n}$ so that the big square commutes.

The proof is complete now, noting that, by considering the cofibers of the rows in the diagram (12), we see that the family $\left\{\alpha_{n}\right\}$ forms a map of filtered spectra.

Corollary 3.10 There exists a map of filtered spectra

$$
\alpha_{*}:\left(\mathrm{MO}, \Sigma^{n} \mathrm{MTO}(n)\right) \rightarrow(H \mathbb{Z} / 2, D(n))
$$

which extends the identity $\mathrm{MTO}(0)=S^{0} \rightarrow S^{0}$.
Proof It follows from Thom isomorphism that the map

$$
\iota_{n-1}: \Sigma^{n-1} \operatorname{MTO}(n-1) \rightarrow \Sigma^{n} \mathrm{MTO}(n)
$$

induces a monomorphism in $\mathbb{Z}$ /2-homology. Moreover, for the associated graded spectrum of $\left(Y, F_{*} Y\right)=\left(\mathrm{MO}, \Sigma^{n} \mathrm{MTO}(n)\right)$ we have $\mathrm{Gr}_{n}(\mathrm{MO})=\mathrm{BO}(n)_{+}$(Example 3.4(ii)). We also have $F_{0} Y=\mathrm{MTO}(0)=S^{0}$ and we take the identity $S^{0} \rightarrow S^{0}$ as our map $F(0) \rightarrow D(0)=S^{0}$. The result now follows from Theorem 3.9.

## 4 The splitting

### 4.1 Proof of Theorem 1.1

We have constructed the maps $\beta_{n}$ in Section 2, and the maps $\alpha_{n}$ in Section 3. All that remains is to show that the composition $\alpha_{n} \circ \beta_{n}$ induces an isomorphism in 2local cohomology. As $D(n)$ is of finite type, it is enough to show that it induces an isomorphism in mod 2 cohomology. Since a map of spectra induces a map of modules over Steenrod algebra in cohomology, and $H^{*}(D(n))$ is generated by the bottom class as a module over Steenrod algebra (5), it suffices to show that

$$
H^{-n}\left(\alpha_{n} \circ \beta_{n}\right)=H^{-n}\left(\beta_{n}\right) \circ H^{-n}\left(\alpha_{n}\right)
$$

is an isomorphism. Since $\alpha_{0}$ is just the equivalence $\operatorname{MTS}(0) \cong S^{0} \cong D(0), H^{0}\left(\alpha^{0}\right)$ is an isomorphism. As the family $\left\{\alpha_{n}\right\}$ forms a map of filtered spectra, we see that $H^{-n}\left(\alpha_{n}\right)$ is an isomorphism for all $n \geq 0$.

Unfortunately we have been unable to prove the fact that the family of maps going the other way, $\left\{\beta_{n}\right\}$, forms a map of filtered spectra. ${ }^{3}$ So we honestly compute $H^{-n}\left(\beta_{n}\right)$ for all $n$. We have

$$
H^{*}(\mathrm{BO}(n)) \cong \mathbb{Z} / 2\left[\sigma_{1}, \ldots, \sigma_{n}\right] \subset H^{*}\left(B \Delta_{n}\right) \cong \mathbb{Z} / 2\left[x_{1}, \ldots, x_{n}\right],
$$

[^4]where $\sigma_{i}$ denotes the $i^{\text {th }}$ elementary symmetric polynomial in $x_{j}$ 's. Of course, the identification is made through $B i^{*}$ where $i: \Delta_{n} \cong O(1)^{n} \subset O(n)$ is the standard inclusion. Thus, the map $B \Delta_{n}^{-\rho_{n}} \rightarrow \operatorname{MTO}(n)$ induces an inclusion
$$
H^{*}(\operatorname{MTO}(n)) \cong \mathbb{Z} / 2\left[\sigma_{1}, \ldots, \sigma_{n}\right] \cdot\left(\sigma_{n}\right)^{-1} \subset H^{*} B\left(\Delta_{n}^{-\rho_{n}}\right) \cong \mathbb{Z} / 2\left[x_{1}, \ldots, x_{n}\right] \cdot e\left(\rho_{n}\right)^{-1}
$$
where
$$
e(\rho)=\prod_{\epsilon_{i} \in 0,1, \prod_{i} \epsilon_{i} \neq 0} \Sigma \epsilon_{i} x_{i} .
$$

Here and later, for a ring $R$ and $a \in R$ nondivisor of 0 , we denote $R \cdot a^{-1}$ the free $R$-module generated by $a^{-1}$ in an appropriate localization of $R$. Now, we see that the only nontrivial element of $H^{-n}(\operatorname{MTO}(n)), \sigma_{n}^{-1}$, maps to $x_{1}^{-1} \cdots x_{n}^{-1} \in H^{-n}\left(B \Delta_{n}^{-\rho_{n}}\right)$. But, this class is invariant under the $e_{n}$-action, so it survives in $H^{-n}\left(\Sigma^{-n} D(n)\right)$ by [14, the first sentence of Remark 5.12]. Thus $H^{-n}\left(\beta_{n}\right)$ is also an isomorphism for all $n$. This concludes the proof of Theorem 1.1.

### 4.2 Further refinements

We have shown in [6, Theorem 1.1.A] that $\operatorname{BSO}(2 n+1)_{+}$splits off $\operatorname{MTO}(2 n)$. More precisely, we show that the composition $B f_{2 n} \circ \omega_{O(2 n)} \circ \operatorname{Tr}_{B f_{2 n}}$ is a homotopy equivalence, where $f_{2 n}: O(2 n) \rightarrow \mathrm{SO}(2 n+1)$ is given by $X \mapsto(\operatorname{det} X)(X \oplus 1), \omega_{O(2 n)}$ is the map of Thom spectra induced by the embedding of $-\gamma_{n}$ in 0 , and $\operatorname{Tr}_{B f_{2 n}}$ is the associated Becker-Schultz-Mann-Miller-Miller transfer BSO( $2 n+1)_{+} \rightarrow \mathrm{MTO}(2 n)$ [10, Section 2]; see also [1, Section 4]. One may ask how this splitting interacts with the splitting of the current paper. We show that they are complementary.

Corollary 4.1 $\Sigma^{-2 n} D(2 n) \vee \operatorname{BSO}(2 n+1)_{+}$splits off MTO(2n). When $n=1$, we have a homotopy equivalence $\mathrm{MTO}(2) \cong \Sigma^{-2} D(2) \vee \mathrm{BSO}(3)_{+}$.

Proof Consider the composition

$$
\begin{aligned}
& H^{*}(\mathrm{BSO}(2 n+1)) \oplus H^{*}\left(\Sigma^{-2 n} D(2 n)\right) \\
& \quad \stackrel{\left(\alpha_{2 n} \vee B f_{2 n} \circ \omega_{O(2 n)}\right)^{*} \circ\left(\beta_{2 n} \vee \mathrm{Tr}_{B f_{2 n}}\right)^{*}}{\longrightarrow} H^{*}(\mathrm{BSO}(2 n+1)) \oplus H^{*}\left(\Sigma^{-2 n} D(2 n)\right) .
\end{aligned}
$$

The components $H^{*}(\mathrm{BSO}(2 n+1)) \rightarrow H^{*}(\mathrm{BSO}(2 n+1))$ and $H^{*}\left(\Sigma^{-2 n} D(2 n)\right) \rightarrow$ $H^{*}\left(\Sigma^{-2 n} D(2 n)\right)$ are automorphisms by [6, Theorem 1.1.A] and Theorem 1.1, respectively. Consider now the component $H^{*}\left(\Sigma^{-2 n} D(2 n)\right) \rightarrow H^{*}(\operatorname{BSO}(2 n+1))$. This is trivial since the source is generated over the Steenrod algebra by a negativedegree element, and the target is concentrated in nonnegative degrees by (5). Thus
the map $\left(\alpha_{2 n} \vee B f_{2 n} \circ \omega_{O(2 n)}\right)^{*} \circ\left(\beta_{2 n} \vee \operatorname{Tr}_{B f_{2 n}}\right)^{*}$ is an automorphism. This proves the splitting for general $n$. When $n=1$, it suffices to compare the cohomology of both sides, or, alternatively, to compare the fibrations MTO(2) $\rightarrow \mathrm{BO}(2)_{+} \rightarrow \mathrm{MTO}(1)$ and $\Sigma^{-2} D(2) \rightarrow M(2) \rightarrow D(1)$. Noting that $\mathrm{BO}(2)_{+} \cong M(2) \vee \mathrm{BSO}(3)_{+}$(cf. [15, Theorem C]), we see that $\left(\alpha_{2} \vee B f_{2} \circ \omega_{O(2)}\right)^{*}$ induces mod 2 cohomology equivalence, which implies 2-local homotopy equivalence as everything is of finite type.

## 5 Homology of the associated infinite loop spaces

In this section, we discuss the consequences of our splitting theorem to the homology of associated infinite loop spaces.

### 5.1 Exact sequences

We start with the following refinement of Proposition 1.3.

Proposition 5.1 The sequence of Hopf algebras
$\cdots \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(n)\right) \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(n-1)\right) \rightarrow \cdots$

$$
\cdots \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(2)\right) \rightarrow H_{*}\left(Q_{0} B \mathbb{Z} / 2_{+}\right) \rightarrow H_{*}\left(Q_{0} S^{0}\right) \rightarrow \mathbb{Z} / 2
$$

is exact. It gives rise to an exact sequence of graded vector spaces after taking the module of indecomposables. Moreover, the image of $H_{*}\left(\Omega_{0}^{\infty} M(n)\right) \rightarrow H_{*}\left(\Omega_{0}^{\infty} M(n-1)\right)$ is isomorphic to $H_{*}\left(\Omega_{0}^{\infty} \Sigma^{1-n} D(n-1)\right)$.

Proof Suppose we have a short exact sequence of spectra $F \rightarrow X \rightarrow Y$. By the definition of the exactness, Definition 3.5, we see that the map $H_{*}\left(\Omega^{\infty} X\right) \rightarrow H_{*}\left(\Omega^{\infty} Y\right)$ is surjective. Thus by standard arguments (see e.g. [16, Section 2.6])

$$
H_{*}\left(\Omega^{\infty} F\right) \rightarrow H_{*}\left(\Omega^{\infty} X\right) \rightarrow H_{*}\left(\Omega^{\infty} Y\right)
$$

is short exact. Furthermore, it is clear that this short exact sequence splits as

$$
H_{*}\left(\Omega_{0}^{\infty} F\right) \otimes k\left[\pi_{0}(F)\right] \rightarrow H_{*}\left(\Omega_{0}^{\infty} X\right) \otimes k\left[\pi_{0}(X)\right] \rightarrow H_{*}\left(\Omega_{0}^{\infty} Y\right) \otimes k\left[\pi_{0}(Y)\right],
$$

where $k=\mathbb{Z} / 2$. Noting that both in abelian categories and in the category of spectra, an exact sequence can be decomposed into a series of short exact sequences, we see that an exact sequence of spectra leads to an exact sequence of Hopf algebras by applying the functor $H_{*}\left(\Omega^{\infty}\right)$ or $H_{*}\left(\Omega_{0}^{\infty}\right)$.

Now, note that the $\mathrm{Gl}_{n}(\mathbb{Z} / 2)$-action on $B \Delta_{n+}$ extends that on $B \Delta_{n}$. Thus it is easy to see from (7) that we have $e_{n}^{\prime} B \Delta_{n}=e_{n}^{\prime} B \Delta_{n+}$ for $n>1$. As a matter of fact, $\mathrm{Gl}_{n}(\mathbb{Z} / 2)$ acts trivially on $S^{0} \subset B \Delta_{n+}$, so $q_{n} e_{n}^{\prime}$ restricted to $S^{0}$ is the signed sum of 1's and $(-1)$ 's which is zero. Thus for $n \geq 2, M(n)$ is a summand of $B \Delta_{n}$ (and not just a summand of $B \Delta_{n+}$ ), so $\Omega^{\infty} M(n)$ splits off $Q B \Delta_{n}$ as infinite loop spaces. Of course, this also implies that $M(n)$ is connected for $n \geq 2$, so $\Omega_{0}^{\infty} M(n)=\Omega^{\infty} M(n)$. Therefore $H_{*}\left(\Omega_{0}^{\infty} M(n)\right)$ splits off $H_{*}\left(Q B \Delta_{n}\right)$ as Hopf algebras; in particular, the former is isomorphic to a Hopf subalgebra of the latter, which is a polynomial algebra. It is known that any Hopf subalgebra of a polynomial algebra is polynomial by the structure theorem of Hopf algebras over $\mathbb{Z} / 2$ ([2, Theorem 6.1] or [11, Theorem 7.11]). So $H_{*}\left(\Omega_{0}^{\infty} M(n)\right)$ is also a polynomial algebra. Thus everything in the exact sequence is polynomial. As any surjective map of algebras to a polynomial algebra splits, we see that a short exact sequence of Hopf algebras involving only polynomial algebras remain exact after passing to the modules of indecomposables. Noting that an exact sequence of polynomial Hopf algebras can be obtained by splicing together short exact sequences of polynomial Hopf algebras, we can say the same about an exact sequence of Hopf algebras, not necessarily short exact.

It remains to identify the image of each map. But this follows from Theorem 3.7(ii) and the fact that the map $E_{n} \rightarrow \Sigma^{-n} D(n)$ induces homotopy equivalence $\Omega_{0}^{\infty} E_{n} \rightarrow$ $\Omega_{0}^{\infty} \Sigma^{-n} D(n)$.

Remark 5.2 By the comments in the first paragraph of the above proof we also have an exact sequence of Hopf algebras even if we don't restrict to the base point components; that is we also have an exact sequence of Hopf algebras

$$
\begin{aligned}
\cdots \rightarrow H_{*}\left(\Omega^{\infty} M(n)\right) & \rightarrow H_{*}\left(\Omega^{\infty} M(n-1)\right) \rightarrow \cdots \\
& \cdots \rightarrow H_{*}\left(\Omega^{\infty} M(2)\right) \rightarrow H_{*}\left(Q B \mathbb{Z} / 2_{+}\right) \rightarrow H_{*}\left(Q S^{0}\right) \rightarrow \mathbb{Z} / 2 .
\end{aligned}
$$

An immediate consequence of Proposition 5.1 is:

Corollary 5.3 $H^{*}\left(\Omega_{0}^{\infty} \mathrm{MTO}(2)\right)$ is a polynomial algebra.
Proof By Corollary 4.1 we have $\Omega_{0}^{\infty} \mathrm{MTO}(2) \cong Q_{0} \mathrm{BSO}(3)_{+} \times \Omega^{\infty} E_{2}$, noting that $\pi_{0}\left(E_{2}\right)=0$ since it is a direct summand of $\pi_{0}(M(2))$. The short exact sequence above, dualized, implies that $H^{*}\left(\Omega^{\infty} E_{2}\right)$ injects to $H^{*}\left(\Omega^{\infty} M(3)\right)$. Since $M(3)$ is a stable summand of $\mathrm{BO}(3)$, we see that $H^{*}\left(\Omega^{\infty} E_{2}\right)$ injects to $H^{*}\left(Q_{0} \mathrm{BO}(3)\right)$ which is polynomial [19, Theorem 3.11]. Since $H^{*}\left(\Omega^{\infty} E_{2}\right)$ is a connected Hopf algebra, as
in the above, by the structure theorem of Hopf algebras over $\mathbb{Z} / 2$, this implies that $H^{*}\left(\Omega^{\infty} E_{2}\right)$ itself is a polynomial algebra. Now the corollary follows as the other tensor factor $H^{*}\left(Q_{0} \mathrm{BO}(3)\right)$ is polynomial again by [19, Theorem 3.11].

### 5.2 Relations among $\mu$-classes

We now prove Theorem 1.5 as an application. We start with the following definitions. For a $\mathbb{Z} / 2$-algebra $R$, denote by $Q(R)$ its module of indecomposables, i.e. $I(R) /\left(I(R)^{2}\right)$ where $I(R)$ denotes the augmentation ideal. We will write often $Q R$ instead of $Q(R)$ to avoid heavy notations.

Lemma 5.4 Let $X$ be a pointed space, $u_{X}: X \rightarrow Q X$ be the unit map, and

$$
\sigma_{*}^{\infty}: Q H_{*}(Q X) \rightarrow H_{*}(X)
$$

the homology suspension. Write $W\left(Q H_{*}(Q X)\right)$ for the image of $\widetilde{H}_{*}(X)$ in $Q H_{*}(Q X)$ by the composition of $H_{*}\left(u_{X}\right)$ and the projection $\tilde{H}_{*}(Q X) \rightarrow Q H_{*}(Q X)$, and write $F\left(Q H_{*}(Q X)\right)=\operatorname{Ker}\left(\sigma_{*}^{\infty}\right) .^{4}$ Then we have

$$
Q H_{*}(Q X) \cong W\left(Q H_{*}(Q X)\right) \oplus F\left(Q H_{*}(Q X)\right) .
$$

This direct sum decomposition is natural with respect to maps of spaces (and not map of suspension spectra). We will refer to it as the WF decomposition.

Proof The direct sum decomposition is an immediate consequence of the standard fact that the homology suspension surjects to $\tilde{H}_{*}(X)$ (e.g. [6, Lemmas 4.4 and 4.5]). Since $\sigma_{*}^{\infty}$ is natural with respect to maps of spectra, and $u_{X}$ is natural with respect to maps of spaces, the decomposition is natural with respect to maps of spaces.

We will extend this to slightly wider category of infinite loop spaces including the $\Omega^{\infty} M(n)$ 's.

Lemma 5.5 Let $X$ be a space on which a group $G$ acts, $e \in \mathbb{Z}_{(2)}[G]$ an idempotent. Denote by $\pi: X \rightarrow e X$ the projection and by $i: e X \rightarrow X$ the section associated to the splitting of $X$ by $e$ such that $e=i \circ \pi$. Then one can decompose $Q H_{*}\left(\Omega^{\infty} e X\right)$ as

$$
Q H_{*}\left(\Omega^{\infty} e X\right) \cong W\left(Q H_{*}\left(\Omega^{\infty} e X\right)\right) \oplus F\left(Q H_{*}\left(\Omega^{\infty} e X\right)\right)
$$

so that the direct sum decomposition is compatible with that of $H_{*}(Q X)$ via $H_{*}\left(\Omega^{\infty} \pi\right)$ as well as $H_{*}\left(\Omega^{\infty}\right)$.

[^5]Proof This is equivalent to saying that $Q H_{*}\left(\Omega^{\infty} e\right)$ respects the $W F$-decomposition. Let $g \in G$. Then $g$ acts on $X$ via a map of spaces, so $Q H_{*}\left(\Omega^{\infty} g\right)$ respects the $W F$-decomposition. On the other hand, for $x \in H_{*}(Q X)$,

$$
\begin{aligned}
H_{*}\left(\Omega^{\infty}\left(g_{1}+g_{2}\right)\right)(x) & =\Sigma H_{*}\left(\Omega^{\infty}\left(g_{1}\right)\right)\left(x^{\prime}\right) H_{*}\left(\Omega^{\infty}\left(g_{2}\right)\right)\left(x^{\prime \prime}\right) \\
H_{*}\left(\Delta_{Q X}\right)(x) & =\Sigma x^{\prime} \times x^{\prime \prime}
\end{aligned}
$$

but we have $H_{*}\left(\Delta_{Q X}\right)(x)=1 \otimes x+x \otimes 1$ modulo $I \otimes I$ where $I$ is the augmentation ideal of $H_{*}(Q X)$. Thus,

$$
Q H_{*}\left(\Omega^{\infty}\left(g_{1}+g_{2}\right)\right)=Q H_{*}\left(\Omega^{\infty}\left(g_{1}\right)\right)+Q H_{*}\left(\Omega^{\infty}\left(g_{2}\right)\right)
$$

so $Q H_{*}\left(\Omega^{\infty} e\right)$ also respects the $W F$ decomposition.

As noted above, maps of spectra don't necessarily respect the $W F$ decomposition. However, as the summand $F$ is defined in terms of stable information only, some maps of spectra have nice behavior with respect to this decomposition. For example, we can prove:

Lemma 5.6 The map

$$
Q H_{*}\left(\Omega^{\infty} \delta_{n-1}\right): Q H_{*}\left(\Omega^{\infty} M(n)\right) \rightarrow Q H_{*}\left(\Omega^{\infty} M(n-1)\right)
$$

induces an inclusion

$$
W\left(Q H_{*}\left(\Omega^{\infty} M(n)\right)\right) \rightarrow F\left(Q H_{*}\left(\Omega^{\infty} M(n-1)\right)\right)
$$

Proof The long exact sequence for the homology of the cofibration (6) implies that $H_{*}\left(\delta_{k}\right)$ is trivial for all $k$. Thus by naturality of the homology suspension, we see that the image of $Q H_{*}\left(\Omega^{\infty} \delta_{n-1}\right)$ is included in $F\left(Q H_{*}\left(\Omega^{\infty} M(n-1)\right)\right)$. By Remark 5.2 we have $\operatorname{Ker}\left(Q H_{*}\left(\Omega^{\infty} \delta_{n-1}\right)\right)=\operatorname{Im}\left(Q H_{*}\left(\Omega^{\infty} \delta_{n}\right)\right)$, but as before this is included in $F\left(Q H_{*}\left(\Omega^{\infty} M(n)\right)\right)$. So the restriction of $Q H_{*}\left(\Omega^{\infty} \delta_{n-1}\right)$ to $W\left(Q H_{*}\left(\Omega^{\infty} M(n)\right)\right)$ is injective.

Now we are ready to prove Theorem 1.5. The inclusion $H^{*}(M(n)) \subset H^{*}(\mathrm{BO}(n))$ is given by $H^{*}\left(f_{n}\right)$, and this is determined uniquely by its compatibility with $H^{*}\left(\alpha_{n}\right)$, which in turn is determined uniquely by the fact that $H^{-n}(\mathrm{MTO}(n))$ contains only one nontrivial element, and the fact that $H^{*}(D(n))$ is generated by the bottom class as a module over the Steenrod algebra (5). The cofibration sequence (2) implies that
$\left(\Omega^{\infty} \omega_{O(n)}\right)^{*}\left(\sigma^{\infty *}(x)\right)=0$ if $\sigma^{\infty *}(x) \in H^{*}\left(Q\left(\mathrm{BO}(n)_{+}\right)\right)$belongs to the image of $H^{*}\left(\Omega^{\infty} \mathrm{MTO}(n-1)\right)$. Now, Theorem 3.9 implies that we have a commutative diagram


Thus we get


On the other hand, dualizing Lemma 5.6, we see that the dual of $F\left(Q H_{*}\left(\Omega^{\infty} M(n-1)\right)\right)$ surjects to the dual of $W\left(Q H_{*}\left(\Omega^{\infty} M(n)\right)\right)$, which is precisely the image of $\sigma_{M(n)}^{\infty *}$. Thus we have inclusions

$$
\operatorname{Im}\left(\sigma_{M(n)}^{\infty *}\right) \subset \operatorname{Im}\left(P H^{*}\left(\Omega^{\infty} \delta^{n-1}\right)\right) \subset \operatorname{Im}\left(H^{*}\left(\Omega^{\infty} \delta^{n-1}\right)\right)
$$

Therefore by the commutativity of the diagram above, we see that the image of the composition

$$
H^{*}(M(n)) \xrightarrow{\sigma^{\infty *}} H^{*}\left(\Omega^{\infty} M(n)\right) \rightarrow H^{*}\left(Q\left(\mathrm{BO}(n)_{+}\right)\right)
$$

is contained in the image of $H^{*}\left(\Omega^{\infty} \mathrm{MTO}(n-1)\right)$. This concludes the proof of (i).
Now, notice that the splitting $\mathrm{BO}(2)_{+} \simeq \mathrm{BSO}(3)_{+} \vee M(2)$ combined with part (i) shows that the only nontrivially characteristic classes may arise from the restriction of $\left(\Omega^{\infty} \omega_{O(2)}\right)^{*} \circ \sigma^{\infty *}$ to the $H^{*} \mathrm{BSO}(3)$ summand of $H^{*} \mathrm{BO}(2)$, which was studied in [6, Theorem 1.9]. Noting that [6, Remark 4.7] allows us to talk about $\mu$-classes and $\nu$-classes interchangeably, we get (ii) and (iii).

To conclude, we give some explicit examples of those relations. First of all, we have [12, Corollary 3.11].

Proposition 5.7 The image of $H^{*}(M(n))$ in $H^{*}(\mathrm{BO}(n))$ is the free-module over $H^{*}\left(B \Delta_{n}\right)^{\operatorname{G1}_{n}(\mathbb{Z} / 2)}$ generated by a basis of $A(n-2) \mathrm{Sq}^{2^{n-1}, \ldots, 2,1}\left(x_{1}^{-1} \cdots x_{n}^{-1}\right)$, where $A(k)$ is the subalgebra of the Steenrod algebra generated by $\mathrm{Sq}^{1}, \mathrm{Sq}^{2}, \ldots, \mathrm{Sq}^{{ }^{k}}$. Here we identify $H^{*}(\mathrm{BO}(n))$ with its image in

$$
H^{*}\left(B \Delta_{n}\right) \subset H^{*}\left(B \Delta_{n}\right)^{-\gamma_{n}} \cong H^{*}\left(B \Delta_{n}\right) \cdot\left(x_{1} \cdots x_{n}\right)^{-1}
$$

via $B i^{*}$ where $i: \Delta_{n} \subset O(n)$. In terms of cohomology classes, we identify $H^{*}(\mathrm{BO}(n))$ with the subalgebra of $H^{*}\left(B \Delta_{n}\right)$ generated by the elementary symmetric polynomials $\sigma_{1}=\sigma_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, \sigma_{n}=\sigma_{n}\left(x_{1}, \ldots, x_{n}\right)$.

The action of the Steenrod algebra on $H^{*}\left(B \Delta_{n}\right) \cdot\left(x_{1} \cdots x_{n}\right)^{-1}$ is determined by the action of the total Steenrod square (see e.g. [18]) $\mathrm{Sq}^{T}\left(x_{i}\right)=x_{i}+x_{i}^{2}$ for $1 \leq i \leq n$, and the Cartan formula $\mathrm{Sq}^{T}(y z)=\mathrm{Sq}^{T}(y) \mathrm{Sq}^{T}(z)$ for any $y, z$. Thus

$$
\mathrm{Sq}^{T}\left(x_{i}^{-1}\right)=x_{i}^{-1}\left(1+x_{i}\right)^{-1}=x_{i}^{-1}\left(1+x_{i}+x_{i}^{2}+x_{i}^{3}+\cdots\right)
$$

When $n=2, A(0)$ is just the exterior algebra generated by $\mathrm{Sq}^{1}$, that is, a graded vector space spanned by 1 and $\mathrm{Sq}^{1}$. Furthermore, by the above, we see that

$$
\operatorname{Sq}^{2,1}\left(x_{1}^{-1} x_{2}^{-1}\right)=x_{1}+x_{2}=\sigma_{1}, \operatorname{Sq}^{1} \operatorname{Sq}^{2,1}\left(x_{1}^{-1} x_{2}^{-1}\right)=\operatorname{Sq}^{1}\left(\sigma^{1}\right)=x_{1}^{2}+x_{2}^{2}=\sigma_{1}^{2}
$$

Since the Dickson invariant algebra $H^{*}\left(B \Delta_{n}\right)^{\mathrm{Gl}_{n}(\mathbb{Z} / 2)}$ is generated by

$$
w_{2}=x_{1}^{2}+x_{1} x_{2}+x_{2}^{2}=\sigma_{1}^{2}+\sigma_{2}, \quad w_{3}=x_{1} x_{2}\left(x_{1}+x_{2}\right)=\sigma_{1} \sigma_{2}
$$

[12, Theorem A1], we derive:

Corollary 5.8 The set

$$
\left\{\left(\sigma_{1}^{2}+\sigma_{2}\right)^{i}\left(\sigma_{1} \sigma_{2}\right)^{j} \sigma_{1}^{\epsilon} \mid i \geq 0, j \geq 0, \epsilon \in\{1,2\}\right\}
$$

forms a basis of the image of $H^{*}(M(2))$ in $H^{*}(\mathrm{BO}(2))$.

Combined with Theorem 1.5, we get a table of these relations in low dimensions,

$$
\begin{aligned}
\mu_{1,0}=0 & (i=0, j=0, \epsilon=1), \\
\mu_{3,0}+\mu_{1,1}=0 & (i=1, j=0, \epsilon=1), \\
\mu_{2,1}=0 & (i=0, j=1, \epsilon=1), \\
\mu_{5,0}+\mu_{3,1}+\mu_{1,2}=0 & (i=2, j=0, \epsilon=1), \\
\mu_{3,1}=0 & (i=0, j=1, \epsilon=2), \\
\mu_{4,1}+\mu_{2,2}=0 & (i=1, j=1, \epsilon=1)
\end{aligned}
$$

Here we have omitted the relations that follow from lower degree relations and the general relation $\mu_{2 i, 2 j}=\mu_{i, j}^{2}$. For example, setting $\epsilon=2, i=1$ and $j=0$ gives $\mu_{4,0}+\mu_{2,1}=0$; however, we have already listed $\mu_{2,1}=0$, and we can deduce $\mu_{4,0}=0$ from $\mu_{4,0}=\mu_{1,0}^{4}$ and $\mu_{1,0}=0$.
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# Free and based path groupoids 

Andrés Ángel<br>Hellen Colman


#### Abstract

We give an explicit description of the free path and loop groupoids in the Morita bicategory of translation topological groupoids. We prove that the free path groupoid of a discrete group acting properly on a topological space $X$ is a translation groupoid given by the same group acting on the topological path space $X^{I}$. We give a detailed description of based path and loop groupoids and show that both are equivalent to topological spaces. We also establish the notion of homotopy and fibration in this context.


18B40, 55P35, 58E40; 55R91, 58D19

## 1 Introduction

Our aim is to give an explicit description of the path object in the bicategory of translation topological groupoids. Our main application will be in the setting of orbifolds as groupoids.

We adopt the model developed by Moerdijk and Pronk [9] to describe orbifolds in terms of groupoids. Essentially an orbifold is a Morita equivalence class of groupoids of a certain type, which we will call orbifold groupoids.

In this spirit, the right notion of morphism between orbifold groupoids is that of a generalized map. These generalized maps arise as morphisms in the bicategory of topological groupoids, functors and natural transformations when inverting the essential equivalences; see Pronk [13].

All orbifolds can be represented by a groupoid given by a certain type of action of a group $G$ on a topological space $X$. This representation $G \ltimes X$ is called translation

[^6]groupoid. In particular we will be interested in developable orbifolds defined by a translation groupoid given by a discrete group acting properly on a space.

For these orbifolds, we use their groupoid characterization to obtain a description of the generalized maps from the interval to the orbifold as a translation groupoid. We prove that the free path groupoid of the translation groupoid $G \ltimes X$ is the translation groupoid $G \ltimes X^{I}$. In fact we describe three different approaches resulting in three characterizations of the path groupoid: as a colimit of $G$-paths, as a groupoid of multiple $G$-paths and as a translation groupoid $G \ltimes X^{I}$. We prove that the three groupoids are equivalent.

We show that this construction of the path groupoid is functorial and invariant under Morita equivalence.

The pullback along the diagonal of this model gives us as a particular case, the free loop groupoid which coincides with the descriptions given by Lupercio and Uribe [7], Adem, Leida and Ruan [1] and Noohi [10] in various contexts.

Moreover, we use this model to calculate the based groupoid of paths between two points. We prove that this groupoid is actually equivalent to a topological space.

Using our description of the path groupoid, we provide an explicit characterization for a homotopy between two generalized maps, as well as a definition of orbifold fibrations. We prove that the evaluation map is both a groupoid homotopy equivalence and a groupoid fibration.

## Organization

In Section 2 we present some basic definitions and constructions for topological groupoids. We define translation groupoids and introduce the bicategory of translation groupoids resulting from inverting the essential equivalences. Section 3 introduces the model for orbifolds as groupoids that gives the setting for the construction of the path groupoid in the next section. Section 4 is devoted to the construction of the free path groupoid. We give here an explicit equivalence between all models for the path groupoid. We prove that this construction is functorial and invariant under Morita equivalence. Section 5 provides a detailed description of the based path and loop groupoids and describes some examples. Section 6 concerns the characterization of the homotopy between generalized maps. In Section 7 we provide a definition of groupoid fibration and prove that the evaluation morphism is a groupoid fibration.

## 2 Context

### 2.1 Topological groupoids

A topological groupoid $\mathcal{G}$ is a groupoid object in the category Top of topological spaces and continuous maps. Our notation for groupoids is that $G_{0}$ is the space of objects and $G_{1}$ is the space of arrows, with source and target maps $s, t: G_{1} \rightarrow G_{0}$, multiplication $m: G_{1} \times{ }_{G_{0}} G_{1} \rightarrow G_{1}$, inversion $i: G_{1} \rightarrow G_{1}$, and object inclusion $u: G_{0} \hookrightarrow G_{1}$.

The set of arrows from $x$ to $y$ is denoted by $G(x, y)=\left\{g \in G_{1} \mid s(g)=x\right.$ and $\left.t(g)=y\right\}$. The set of arrows from $x$ to itself, $G(x, x)$, is a group called the isotropy group of $\mathcal{G}$ at $x$ and denoted by $G_{x}$.

A strict morphism $\phi: \mathcal{K} \rightarrow \mathcal{G}$ of groupoids is a functor given by two continuous maps $\phi: K_{1} \rightarrow G_{1}$ and $\phi: K_{0} \rightarrow G_{0}$ that together commute with all the structure maps of the groupoids $\mathcal{K}$ and $\mathcal{G}$.

A natural transformation $T: \phi \Rightarrow \psi$ between two morphisms $\phi, \psi: \mathcal{K} \rightarrow \mathcal{G}$ is a continuous map $T: K_{0} \rightarrow G_{1}$ with $T(x): \phi(x) \rightarrow \psi(x)$ such that for any arrow $h: x \rightarrow y$ in $K_{1}$, the identity $\psi(h) T(x)=T(y) \phi(h)$ holds. Since we are in a topological groupoid and inversion is continuous, we also have a natural transformation $T^{-1}: \psi \Rightarrow \phi$ and write $\phi \sim \sim_{T} \psi$.

Topological groupoids, strict morphisms and natural transformations form a 2-category, which we denote by TopG.

A strict morphism $\epsilon: \mathcal{K} \rightarrow \mathcal{G}$ of topological groupoids is an essential equivalence if:
(i) $\epsilon$ is essentially surjective in the sense that

$$
s \pi_{1}: G_{1} \times_{G_{0}}^{t} K_{0} \rightarrow G_{0}
$$

is an open surjection where $G_{1} \times{ }_{G_{0}}^{t} K_{0}$ is the pullback along the target $t: G_{1} \rightarrow G_{0}$.
(ii) $\epsilon$ is fully faithful in the sense that $K_{1}$ is the pullback of topological spaces


Note that if there exists a functor $\delta: \mathcal{G} \rightarrow \mathcal{K}$ with natural transformations $\eta: \operatorname{id}_{\mathcal{G}} \Rightarrow \epsilon \circ \delta$ and $\nu: \delta \circ \epsilon \Rightarrow \operatorname{id}_{\mathcal{K}}$ in TopG, the functor $\epsilon$ is essentially surjective-indeed, $s \pi_{1}$ has
a section defined by $\left(\eta_{x}, \delta(x)\right): G_{0} \rightarrow G_{1} \times_{G_{0}}^{t} K_{0}$, which implies that it is open and surjective - and $\epsilon$ is fully faithful because the map $K_{1} \rightarrow \mathcal{K}_{0} \times \mathcal{K}_{0} \times{ }_{\mathcal{G}_{0} \times \mathcal{G}_{0}} \mathcal{G}_{1}$ has an inverse defined by $(x, y, h) \rightarrow v_{y} \circ \delta(h) \circ v_{x}^{-1}$.

An essential equivalence $\epsilon: \mathcal{K} \rightarrow \mathcal{G}$ does not generally have an inverse functor $\delta: \mathcal{G} \rightarrow \mathcal{K}$ such that $\epsilon \circ \delta \sim_{T} \mathrm{id}_{\mathcal{G}}$ and $\delta \circ \epsilon \sim_{T^{\prime}} \mathrm{id}_{\mathcal{K}}$ in TopG. The functor $\delta$ exists by the axiom of choice but in general it is not continuous.

Definition 2.1 Let $\psi: \mathcal{K} \rightarrow \mathcal{G}$ and $\phi: \mathcal{L} \rightarrow \mathcal{G}$ be strict morphisms. The groupoid pullback $\mathcal{P}=\mathcal{K} \times_{\mathcal{G}} \mathcal{L}$ is the topological groupoid whose space of objects is

$$
P_{0}=K_{0} \times_{G_{0}}^{t} G_{1} \times_{G_{0}}^{s} L_{0}
$$

and space of arrows is $P_{1}=K_{1} \times_{G_{0}}^{t} G_{1} \times_{G_{0}}^{s} L_{1}$. Source and target maps are given by $s(k, g, l)=\left(s(k), \psi(k)^{-1} g \phi(l), s(l)\right)$ and $t(k, g, l)=(t(k), g, t(l))$. There is a square of morphisms and a natural transformation $T$ that makes the diagram

commutative and is universal with this property.
Definition 2.2 The groupoids $\mathcal{K}$ and $\mathcal{G}$ are Morita equivalent if there exists a groupoid $\mathcal{L}$ and a span

$$
\mathcal{K} \stackrel{\sigma}{\longleftarrow} \mathcal{L} \xrightarrow{\epsilon} \mathcal{G},
$$

where $\epsilon$ and $\sigma$ are essential equivalences. We write $\mathcal{G} \sim_{M} \mathcal{K}$.
The proof that a Morita equivalence is an equivalence relation is based on the groupoid pullback defined above.
A generalized map $(\epsilon, \phi)$ from $\mathcal{K}$ to $\mathcal{G}$ is a span $\mathcal{K} \stackrel{\epsilon}{\leftrightarrows} \mathcal{J} \xrightarrow{\phi} \mathcal{G}$ such that $\epsilon$ is an essential equivalence. Two generalized maps $\mathcal{K} \stackrel{\epsilon}{\leftarrow} \mathcal{J} \xrightarrow{\phi} \mathcal{G}$ and $\mathcal{K} \stackrel{\epsilon^{\prime}}{\leftarrow} \mathcal{J}^{\prime} \xrightarrow{\phi^{\prime}} \mathcal{G}$ are equivalent if there exists a diagram

which is commutative up to natural transformations and where $\mathcal{L}$ is a topological groupoid, and $u$ and $v$ are essential equivalences.

### 2.2 The Morita bicategory of topological groupoids MTopG

Consider the class of arrows $E$ given by the essential equivalences in the 2-category TopG. It was proven by Pronk in $[13 ; 14]$ that $E$ satisfies the conditions to admit a bicalculus of fractions. The bicategory of fractions $\operatorname{TopG}\left(E^{-1}\right)$ obtained by formally inverting the essential equivalences is what we call the Morita bicategory of topological groupoids and we denote by MTopG.

The explicit description of the bicategory MTopG is as follows:

- Objects are topological groupoids $\mathcal{G}$.
- A 1 -morphism from $\mathcal{K}$ to $\mathcal{G}$ is a generalized map

$$
\mathcal{K} \stackrel{\epsilon}{\leftarrow} \mathcal{J} \xrightarrow{\phi} \mathcal{G}
$$

such that $\epsilon$ is an essential equivalence.

- A 2 -morphism from $\mathcal{K} \stackrel{\epsilon}{\rightleftarrows} \mathcal{J} \xrightarrow{\phi} \mathcal{G}$ to $\mathcal{K} \stackrel{\epsilon^{\prime}}{\rightleftarrows} \mathcal{J}^{\prime} \xrightarrow{\phi^{\prime}} \mathcal{G}$ is given by a class of diagrams

where $\mathcal{L}$ is a topological groupoid, and $u$ and $v$ are essential equivalences.
The horizontal composition of generalized maps $\mathcal{K} \stackrel{\epsilon}{\longleftarrow} \xrightarrow{\phi} \mathcal{G}$ and $\mathcal{G} \stackrel{\zeta}{\longleftrightarrow} \mathcal{J}^{\prime} \xrightarrow{\psi} \mathcal{L}$ is given by the diagram

where $\mathcal{J}^{\prime} \times_{\mathcal{G}} \mathcal{J}$ is the groupoid pullback. Note that this composition is associative only up to a $2-$ morphism.


### 2.3 Translation groupoids

Let $G$ be a topological group with a continuous left action on a topological space $X$. Then the translation groupoid $G \ltimes X$ is defined by:

- The space of objects is $X$ itself, and the space of arrows is the Cartesian product $G \times X$.
- The source $s: G \times X \rightarrow X$ is the second projection, and the target $t: G \times X \rightarrow X$ is given by the action. Then $(g, x)$ is an arrow $x \rightarrow g x$.
- The other structure maps are defined by the unit $u(x)=(e, x)$, where $e$ is the identity element in $G$, and $(h, g x) \circ(g, x)=(h \star g, x)$ where $\star$ is the group multiplication.

Example 2.3 These examples will appear later on in our applications.
(1) Unit groupoid Consider the groupoid $e \ltimes X$ given by the action of the trivial group $e$ on the topological space $X$. This is a topological groupoid whose arrows are all units. In this way, any topological space can be considered as a groupoid.
(2) Multiplication groupoid Let $H$ be a subgroup of a topological group $G$. Consider the translation groupoid $H \ltimes G$ where $H$ acts by multiplication on $G$.
(3) Conjugation groupoid Let $H$ be a subgroup of a topological group $G$. Consider the translation groupoid $H \ltimes G$ where $H$ acts by conjugation on $G$.
(4) Point groupoid Let $G$ be a topological group. Let • be a point. Consider the groupoid $G \ltimes \bullet$ where $G$ acts trivially on the point. This is a topological groupoid with exactly one object, $\bullet$, and $G$ is the space of arrows in which the maps $s$ and $t$ coincide. We call $G \ltimes \bullet$ the point groupoid associated to $G$. In this way any group can be considered as a groupoid.

We will denote by $\mathbf{1}$ the trivial groupoid with one object and one arrow; that is, $\mathbf{1}=e \ltimes \bullet$, the unit groupoid over a point or a point groupoid associated to the trivial group.

An equivariant map $G \ltimes X \rightarrow K \ltimes Y$ between translation groupoids consists of a pair $\varphi \ltimes f$, where $\varphi: G \rightarrow K$ is a group homomorphism and $f: X \rightarrow Y$ satisfies $f(g x)=\varphi(g) f(x)$ for $g \in G$ and $x \in X$.

Translation groupoids, equivariant maps and natural transformations form a 2-category that we denote by $\operatorname{TrG}$.

### 2.4 The Morita bicategory of translation groupoids MTrG

We construct now a subbicategory MTrG of the Morita bicategory of topological groupoids MTopG where the objects are strictly the translation groupoids and the maps are equivariant ones.

Proposition 2.4 [14] Let $\psi: G \ltimes X \rightarrow L \ltimes Z$ and $\phi: H \ltimes Y \rightarrow L \ltimes Z$ be equivariant maps. The fiber product $\mathcal{K}$

is again a translation groupoid. Moreover, its structure group is $G \times H, \mathcal{K}=(G \times H) \ltimes P$ and the first components of the equivariant maps $\pi_{1} \ltimes f$ and $\pi_{2} \ltimes g$ are the group projections $\pi_{1}: G \times H \rightarrow G$ and $\pi_{2}: G \times H \rightarrow H$.

An equivariant essential equivalence is an equivariant map $\xi \ltimes \epsilon$ which is an essential equivalence.

Consider the bicategory whose

- objects are translation groupoids $G \ltimes X$;
- 1-morphisms from $G \ltimes X$ to $K \ltimes Y$ are equivariant generalized maps

$$
G \ltimes X \stackrel{\xi \ltimes \epsilon}{\stackrel{\xi}{\leftrightarrows}} L \ltimes Z \xrightarrow{\varphi \ltimes f} K \ltimes Y
$$

such that $\xi \ltimes \epsilon$ is an equivariant essential equivalence;

- a 2 -morphism $\Rightarrow$ from the equivariant generalized map $G \ltimes X \stackrel{\xi \ltimes \epsilon}{\leftrightarrows} L \ltimes Z \xrightarrow{\varphi \ltimes f}$ $K \ltimes Y$ to $G \ltimes X \stackrel{\xi^{\prime} \ltimes \epsilon^{\prime}}{\leftrightarrows} L^{\prime} \ltimes Z^{\prime} \xrightarrow{\varphi^{\prime} \ltimes f^{\prime}} K \ltimes Y$ is given by a class of diagrams

where $R \ltimes U$ is a translation groupoid, and $u$ and $v$ are equivariant essential equivalences.

Translation groupoids, equivariant generalized maps and diagrams as above form the Morita bicategory of translation groupoids, which we denote by MTrG.

## 3 Orbifolds as groupoids

We recall now the description of orbifolds as groupoids due to Moerdijk and Pronk [9; 13]. Orbifolds were first introduced by Satake [16] as a generalization of a manifold defined in terms of local quotients. The groupoid approach provides a global language to reformulate the notion of orbifold.

A groupoid $\mathcal{G}$ is proper if $(s, t): G_{1} \rightarrow G_{0} \times G_{0}$ is a proper map and it is a foliation groupoid if each isotropy group is discrete.

Definition 3.1 An orbifold groupoid is a proper foliation groupoid.
Given an orbifold groupoid $\mathcal{G}$, its orbit space $|\mathcal{G}|$ is a locally compact Hausdorff space. Given an arbitrary locally compact Hausdorff space $X$ we can equip it with an orbifold structure as follows:

Definition 3.2 An orbifold structure on a locally compact Hausdorff space $X$ is given by an orbifold groupoid $\mathcal{G}$ and a homeomorphism $h:|\mathcal{G}| \rightarrow X$.

If $\epsilon: \mathcal{H} \rightarrow \mathcal{G}$ is an essential equivalence and $|\epsilon|:|\mathcal{H}| \rightarrow|\mathcal{G}|$ is the induced homeomorphism between orbit spaces, we say that the composition $h \circ|\epsilon|:|\mathcal{H}| \rightarrow X$ defines an equivalent orbifold structure.

Definition 3.3 An orbifold $\mathcal{X}$ is a space $X$ equipped with an equivalence class of orbifold structures. A specific such structure, given by $\mathcal{G}$ and $h:|\mathcal{G}| \rightarrow X$, is a presentation of the orbifold $\mathcal{X}$.

If two groupoids are Morita equivalent, then they define the same orbifold. Therefore any structure or invariant for orbifolds, if defined through groupoids, should be invariant under Morita equivalence.

Definition 3.4 An orbifold map $f: \mathcal{Y} \rightarrow \mathcal{X}$ is given by an equivalence class of generalized maps $(\epsilon, \phi)$ from $\mathcal{K}$ to $\mathcal{G}$ between presentations of the orbifolds such that the following diagram commutes:


A specific such generalized map $(\epsilon, \phi)$ is called a presentation of the orbifold map $f$.

We can obtain an orbifold by considering the action of a compact group $G$ acting on a space $X$ with finite stabilizers. All orbifolds can be described in this way [12].

The orbifold $\mathcal{X}$ is developable if it is presented by a groupoid Morita equivalent to a translation groupoid $G \ltimes X$ with $G$ a discrete group acting properly on $X$.

## 4 Path groupoid

From now on, we will focus on developable orbifolds and $G$ will be a discrete group acting properly on $X$. In this context, we will show that in the bicategory of topological groupoids any path in $G \ltimes X$

$$
I \leftarrow \mathcal{I} \rightarrow G \ltimes X
$$

is equivalent to a strict map

$$
I \rightarrow G \ltimes X
$$

where $I$ is the unit groupoid $e \ltimes I, I=[0,1]$ and $\mathcal{I}$ is any topological groupoid.

### 4.1 Generalized paths

A path in the groupoid $G \ltimes X$ in the Morita bicategory of topological groupoids is a generalized map $(\delta, \beta)$ from the unit groupoid $I$ to $G \ltimes X$. That is, a span

$$
I \stackrel{\delta}{\stackrel{\delta}{\leftrightarrows}} \mathcal{I} \xrightarrow{\beta} G \ltimes X .
$$

Since $I \stackrel{\delta}{\longleftrightarrow} \mathcal{I}$ is an essential equivalence, we can use groupoid atlases [15;17] to see that the equivalence class $[I \stackrel{\delta}{\leftrightarrows} \mathcal{I} \xrightarrow{\beta} G \ltimes X]$ has a representative of the form

$$
I \stackrel{\epsilon}{\leftrightarrows} I_{S_{n}} \xrightarrow{\alpha} G \ltimes X,
$$

where $I_{S_{n}}$ is the groupoid associated to a subdivision

$$
S_{n}=\left\{0=r_{0} \leq r_{1}<\cdots<r_{n-1} \leq r_{n}=1\right\}
$$

of the interval $I=[0,1]$ as explained below.
The space of objects of the groupoid $I_{S_{n}}$ is the disjoint union

$$
\bigsqcup_{i=1}^{n} I_{i},
$$

where $I_{i}$ is a small open neighborhood of $\left[r_{i-1}, r_{i}\right]$ and $(r, i)$ denotes an element $r$ in the connected component $I_{i}$.

The space of arrows of $I_{S_{n}}$ is given by the disjoint union

$$
\bigsqcup_{i=1}^{n} I_{i} \bigsqcup_{i=1}^{n-1}\left(\tilde{I}_{i} \sqcup \tilde{I}_{i}\right)
$$

where $\bigsqcup_{i=1}^{n} I_{i}$ is the set of unit arrows, $\tilde{I}_{i}=I_{i} \cap I_{i+1}$ and another copy $\tilde{I}_{i}$ was added for inverse arrows. For each point $r_{i}$ in the subdivision $S_{n}, \tilde{I}_{i}$ is an open neighborhood of $r_{i}$. Two arrows were added for each point $(r, i)$ in the interval $\tilde{I}_{i}: \tilde{r}_{i}$ and its inverse arrow such that the source of $\tilde{r}_{i}$ is $(r, i)$ and its target is $(r, i+1)$.

Definition 4.1 A generalized path in the groupoid $G \ltimes X$ is a generalized map $I \stackrel{\epsilon}{\longleftarrow} I_{S_{n}} \xrightarrow{\alpha} G \ltimes X$ such that:
(1) $\epsilon: I_{S_{n}} \rightarrow I$ on objects is the inclusion in each connected component, $\epsilon(r, i)=r$ and on arrows it sends all arrows to identity arrows, $\epsilon\left(\tilde{r}_{i}\right)=\mathrm{id}_{r}$.
(2) $\alpha: I_{S_{n}} \rightarrow G \ltimes X$ on objects is given by a map $\alpha_{i}: I_{i} \rightarrow X$ in each connected component and on arrows is given by $\alpha\left(\tilde{r}_{i}\right)=\left(k_{i}, \alpha_{i}(r)\right)$ satisfying the condition $k_{i} \alpha_{i}(r)=\alpha_{i+1}(r)$ for all $r \in \tilde{I}_{i}$.

We denote by $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ this space of maps from $I_{S_{n}}$ to $G \ltimes X$ with the compact open topology.
4.1.1 Equivalence of generalized paths We will establish now an equivalence relation between the generalized maps defining our generalized paths which will allow us to give a groupoid structure to the space of generalized paths.

Definition 4.2 Two generalized paths $I \stackrel{\epsilon}{\leftrightarrows} I_{S_{m}} \xrightarrow{\alpha} G \ltimes X$ and $I \stackrel{\epsilon^{\prime}}{\leftrightarrows} I_{S_{m^{\prime}}} \xrightarrow{\beta} G \ltimes X$ are equivalent if there exist a subdivision $S_{n}$ and essential equivalences $u$ and $v$ such that the following diagram commutes up to natural transformations:
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Since $G$ is discrete, the condition $\alpha u \sim \beta v$ guarantees the existence of a natural transformation $T: \bigsqcup_{i=1}^{n} I_{i} \rightarrow G \times X$ such that $T(r, i)=\left(g_{i}, \alpha_{i}(r)\right)$ with $\beta_{i}(r)=g_{i} \alpha_{i}(t)$. By naturality of the transformation, the diagram

commutes for all $r \in \tilde{I}_{i}$. Therefore $k_{i}^{\prime}=g_{i+1} k_{i} g_{i}^{-1}$ for all $i=1, \ldots, n-1$.

Remark 4.3 Two generalized paths are equivalent if there exists a common subdivision $S_{n}$ and $g_{i} \in G$ such that $\beta_{i}(r)=g_{i} \alpha_{i}(r)$ for all $i=1, \ldots, n$ and $k_{i}^{\prime}=g_{i+1} k_{i} g_{i}{ }^{-1}$ for all $i=1, \ldots, n-1$.

Then, we have a translation groupoid $G^{n} \ltimes \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ given by this action of $G^{n}$ on the space $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$. Source and target are given by

$$
s\left(\left(g_{1}, \ldots, g_{n}\right),\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)\right)=\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)
$$

and
$t\left(\left(g_{1}, \ldots, g_{n}\right),\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)\right)$

$$
=\left(g_{1} \alpha_{1}, \ldots, g_{n} \alpha_{n}, g_{2} k_{1} g_{1}^{-1}, \ldots, g_{n} k_{n-1} g_{n-1}^{-1}\right) .
$$

4.1.2 Colimit construction In order to account for all possible subdivisions, we will consider the colimit of the groupoids $G^{n} \ltimes \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ over a partially ordered set that we describe next.

We define the category $\mathcal{C}_{I}$ as the category with objects the ordered tuples

$$
S_{n}=\left\{0=r_{0} \leq r_{1} \leq \cdots \leq r_{n}=1\right\}
$$

with an open cover of $I=[0,1]$ given by connected intervals $\left\{I_{i} \mid 1 \leq i \leq n\right\}$. We require that:
(1) $\left[r_{i-1}, r_{i}\right] \subseteq I_{i}$ and $I_{i} \cap\left\{r_{0}, r_{1}, \ldots, r_{n}\right\}=\left\{r_{i-1}, r_{i}\right\}$, which is one point if $r_{i-1}=r_{i}$ and two points if $r_{i-1}<r_{i}$.
(2) (a) If $r_{k-2}<r_{k-1}=r_{k}=\cdots=r_{l}<r_{l+1}$ then we require that

$$
I_{k}=I_{k+1}=\cdots=I_{l} \subseteq I_{k-1} \cap I_{l+1} .
$$

(b) If $0=r_{0}=r_{1}=\cdots=r_{k}<r_{k+1}$ then we require that

$$
I_{1}=I_{2}=\cdots=I_{k} \subseteq I_{k+1}
$$

(c) If $r_{k-1}<r_{k}=r_{k+1}=\cdots=r_{n}=1$ then we require that

$$
I_{k+1}=I_{k+2}=\cdots=I_{n} \subseteq I_{k}
$$

We have a morphism from ( $\left\{r_{0} \leq r_{1} \leq \cdots \leq r_{n}\right\},\left\{I_{i}\right\}$ ) to ( $\left\{t_{0} \leq t_{1} \leq \cdots \leq t_{m}\right\}$, $\left\{\tilde{I}_{j}\right\}$ ) if:
(I) $\left\{r_{0}, r_{1}, \ldots, r_{n}\right\} \supseteq\left\{t_{0}, t_{1}, \ldots, t_{m}\right\}$.
(II) The multiplicity of repeated elements decreases; ie for every $i$,

$$
\left|\left\{j \mid r_{j}=r_{i}\right\}\right| \geq\left|\left\{j \mid t_{j}=r_{i}\right\}\right| .
$$

(III) The open cover $\left\{I_{i}\right\}$ is a refinement of the open cover $\left\{\tilde{I}_{j}\right\}$ in the following way:
(a) For each closed interval $\left[r_{i-1}, r_{i}\right]$ with nonempty interior there is a unique $\left[t_{j-1}, t_{j}\right]$ with $\left[r_{i-1}, r_{i}\right] \subseteq\left[t_{j-1}, t_{j}\right]$ and we have
(b) If there is a repeated element in the $\left\{t_{0} \leq t_{1} \leq \cdots \leq t_{m}\right\}, t_{j-1}=t_{j}$, it is also a repeated element of $\left\{r_{0} \leq r_{1} \leq \cdots \leq r_{n}\right\}, r_{i-1}=r_{i}$. We require $I_{i} \subseteq \tilde{I}_{j}$.

The morphisms are generated (as a category) by the set of morphisms:
(1) Eliminating a point from the subdivision $\left\{0=r_{0} \leq r_{1} \leq \cdots \leq r_{i} \leq \cdots \leq r_{n}=1\right\}$ :

$$
d_{i}:\left(\left\{r_{0} \leq \cdots \leq r_{i} \leq \cdots \leq r_{n}\right\},\left\{I_{i}\right\}\right) \rightarrow\left(\left\{r_{0} \leq \cdots \leq \hat{r}_{i} \leq \cdots \leq r_{n}\right\},\left\{\tilde{I}_{j}\right\}\right),
$$

where $d_{i}$ drops the $i^{\text {th }}$ element and concatenates the consecutive intervals $I_{i}$ and $I_{i+1}$, ie $\tilde{I}_{j}=I_{j}$ for $j=0, \ldots, i-1, \tilde{I}_{i}=I_{i} \cup I_{i+1}$ and $\tilde{I}_{j}=I_{j}$ for $j=i+1, \ldots, n$.
(2) Enlarging the intervals without changing the points of the subdivision given by $\left\{0=r_{0} \leq r_{1} \leq \cdots \leq r_{n}=1\right\}:$

$$
u:\left(\left\{r_{0} \leq \cdots \leq r_{n}\right\},\left\{I_{i}\right\}\right) \rightarrow\left(\left\{r_{0} \leq \cdots \leq r_{n}\right\},\left\{\tilde{I}_{i}\right\}\right)
$$

when $I_{i} \subseteq \tilde{I}_{i}$.

We call $\mathcal{C}_{I}$ the category of subdivisions of $I$ which is a cofiltered category, which boils down to the fact that for two subdivisions there is a common refinement.

For every morphism, there is a continuous map given by concatenation and inclusion

$$
\bigsqcup_{i} I_{i} \rightarrow \bigsqcup_{j} \tilde{I}_{j}
$$

To the morphism $d_{i}: S_{n} \rightarrow S_{n-1}$, we assign the functor $d_{i *}: I_{S_{n}} \rightarrow I_{S_{n-1}}$ that on objects concatenates $I_{i} \cup I_{i+1}$ and on morphisms sends $\tilde{r}_{i}$ and its inverse arrow $\tilde{r}_{i}^{\prime}$ to the identity arrow on $(r, i)$. Similarly, for $u: S_{n} \rightarrow S_{n}$, there is a functor $u_{*}: I_{S_{n}} \rightarrow I_{S_{n}}$ given by inclusion at the level of objects and morphisms. This gives a functor from $\mathcal{C}_{I} \rightarrow G$ pd. We can obtain a contravariant functor $\psi$ from $\mathcal{C}_{I}^{\text {op }}$ to topological spaces that on objects sends $S_{n}$ to $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ and on morphisms sends $d_{i}: S_{n} \rightarrow S_{n-1}$ to the morphism $d_{i}^{*}: \operatorname{Map}\left(I_{S_{n-1}}, G \ltimes X\right) \rightarrow \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ given by taking $\alpha \in \operatorname{Map}\left(I_{S_{n-1}}, G \ltimes X\right)$ represented by $\left(\alpha_{1}, \ldots, \alpha_{n-1}, k_{1}, \ldots, k_{n-2}\right)$ and sending it to $\left(\alpha_{1}, \ldots,\left.\alpha_{i}\right|_{I_{i}},\left.\alpha_{i}\right|_{I_{i+1}}, \ldots, \alpha_{n-1}, k_{1}, \ldots, k_{i-1}, \operatorname{id}, k_{i}, k_{i+1}, \ldots, k_{n-2}\right)$, ie taking $\alpha_{i}: I_{i} \cup I_{i+1} \rightarrow X$ to the restrictions to $I_{i}$ and $I_{i+1}$. Similarly,

$$
u^{*}: \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right) \rightarrow \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)
$$

is just restriction of all the paths: taking $\alpha \in \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ represented by $\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)$ and sending it to $\left(\left.\alpha_{1}\right|_{I_{1}}, \ldots,\left.\alpha_{n}\right|_{I_{n}}, k_{1}, \ldots, k_{n-1}\right)$.

We have an action of $G^{n}$ on the space $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ given by
$\left(g_{1}, \ldots, g_{n}\right) \cdot\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)$

$$
=\left(g_{1} \alpha_{1}, \ldots, g_{n} \alpha_{n}, g_{2} k_{1} g_{1}^{-1}, \ldots, g_{n} k_{n-1} g_{n-1}^{-1}\right)
$$

The map $d_{i}^{*}: \operatorname{Map}\left(I_{S_{n-1}}, G \ltimes X\right) \rightarrow \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ is equivariant with respect to the $\operatorname{map} \sigma_{i}: G^{n-1} \rightarrow G^{n}$ given by $\sigma_{i}\left(g_{1}, \ldots, g_{n-1}\right)=\left(g_{1}, \ldots, g_{i}, g_{i}, g_{i+1}, \ldots, g_{n-1}\right)$. This means that

$$
\begin{aligned}
& \sigma_{i}\left(g_{1}, \ldots, g_{n-1}\right) \cdot d_{i}^{*}\left(\alpha_{1}, \ldots, \alpha_{n-1}, k_{1}, \ldots, k_{n-2}\right) \\
& \\
& =d_{i}^{*}\left(\left(g_{1}, \ldots, g_{n-1}\right) \cdot\left(\alpha_{1}, \ldots, \alpha_{n-1}, k_{1}, \ldots, k_{n-2}\right)\right)
\end{aligned}
$$

This is because $\left(g_{1}, \ldots, g_{i}, g_{i}, g_{i+1}, \ldots, g_{n-1}\right)$ acting on

$$
\left(\alpha_{1}, \ldots,\left.\alpha_{i}\right|_{I_{i}},\left.\alpha_{i}\right|_{I_{i+1}}, \ldots, \alpha_{n-1}, k_{1}, \ldots, k_{i-1}, \mathrm{id}, k_{i}, k_{i+1}, \ldots, k_{n-2}\right)
$$

is equal in the first part to

$$
\left(g_{1} \alpha_{1}, \ldots,\left.g_{i} \alpha_{i}\right|_{I_{i}},\left.g_{i} \alpha_{i}\right|_{I_{i+1}}, \ldots, g_{n-1} \alpha_{n-1}\right)
$$

and in the second part to

$$
\left(g_{2} k_{1} g_{1}^{-1}, \ldots, g_{i} k_{i-1} g_{i-1}^{-1}, g_{i} i \mathrm{~d} g_{i}^{-1}, g_{i+1} k_{i} g_{i}^{-1}, \ldots, g_{n-1} k_{n-2} g_{n-2}^{-1}\right)
$$

which is

$$
\left(g_{2} k_{1} g_{1}^{-1}, \ldots, g_{i} k_{i-1} g_{i-1}^{-1}, \text { id, } g_{i+1} k_{i} g_{i}^{-1}, \ldots, g_{n-1} k_{n-2} g_{n-2}^{-1}\right)
$$

This is precisely

$$
d_{i}^{*}\left(\left(g_{1}, \ldots, g_{n-1}\right) \cdot\left(\alpha_{1}, \ldots, \alpha_{n-1}, k_{1}, \ldots, k_{n-2}\right)\right)
$$

Similarly the map $u^{*}: \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right) \rightarrow \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ is equivariant with respect to the identity map $G^{n} \rightarrow G^{n}$.

Therefore we have a contravariant functor from $\mathcal{C}_{I}$ to the category of translation groupoids that on objects sends $S_{n}$ to $G^{n} \ltimes \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ and on morphisms sends $d_{i}: S_{n} \rightarrow S_{n-1}$ to the functor $\left(d_{i}^{*}, \sigma_{i}\right)$ and $u: S_{n} \rightarrow S_{n}$ to the functor $\left(u^{*}, \mathrm{id}\right)$; formally we have a (covariant) functor $\Phi: \mathcal{C}_{I}^{\mathrm{op}} \rightarrow \operatorname{TrG}$.

We consider now the (filtered) colimit of $\Phi$,

$$
P=\underset{\mathcal{C}_{I}^{\text {op }}}{\operatorname{colim}} \Phi
$$

given by an object $P \in \operatorname{TrG}$ together with morphisms from $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ for each $S_{n}$ such that for each morphism the following diagrams commute:

For $d_{i}$ :


For $u$ :


Moreover, $P=\operatorname{colim} \Phi$ has the following universal property. Given another translation groupoid $W$ with functors from $G^{n} \ltimes \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ that are compatible, such functors factor uniquely through the colimit $P$ as shown in the diagrams


Definition 4.4 The path groupoid $P(G \ltimes X)$ of the translation groupoid $G \ltimes X$ is

$$
P(G \ltimes X)=\underset{\mathcal{C}_{I}^{\text {op }}}{\operatorname{colim}} \Phi
$$

where $\Phi: \mathcal{C}_{I}^{\mathrm{op}} \rightarrow \operatorname{TrG}$ is as above.
We are ready now to give an explicit construction of the groupoid $P=P(G \ltimes X)$ by using the constructions of colimits in the category of topological spaces Top and in the category of groups Grp.

The colimit of the contravariant functor $\psi: \mathcal{C}_{I}^{\mathrm{op}} \rightarrow$ Top is a topological space $M=$ colim $\psi$ such that

$$
M=\left(\coprod_{\mathcal{C}_{I}} \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)\right) / \sim
$$

where $\sim$ is the equivalence relation generated by $\alpha \sim d_{i}^{*}(\alpha)$ for all $S_{n}$ and $d_{i}: S_{n} \rightarrow S_{n-1}$ and $\alpha \sim u^{*}(\alpha)$ for all $S_{n}$ and $u: S_{n} \rightarrow S_{n}$.

This topological space $M=\operatorname{colim} \psi$ will be the space of objects of the path groupoid $P$. To construct the space of arrows of the path groupoid, we consider now a colimit in the category of groups.

Consider the functor $\varphi: \mathcal{C}_{I}^{\mathrm{op}} \rightarrow$ Grp which sends $S_{n}$ to $G^{n}$ and on morphisms sends $u: S_{n} \rightarrow S_{n}$ to the identity $G^{n} \rightarrow G^{n}$ and $d_{i}: S_{n} \rightarrow S_{n-1}$ to the morphism $\sigma_{i}: G^{n-1} \rightarrow$ $G^{n}$ given by $\sigma_{i}\left(g_{1}, \ldots, g_{n-1}\right)=\left(g_{1}, \ldots, g_{i}, g_{i}, g_{i+1}, \ldots, g_{n-1}\right)$.

The colimit of $\varphi$ is a group $H=\operatorname{colim} \varphi$ such that

$$
H=\left(\coprod_{\mathcal{C}_{I}} G^{n}\right) / \sim
$$

where $\sim$ is generated by $\left(g_{1}, \ldots, g_{n-1}\right) \sim\left(g_{1}, \ldots, g_{i}, g_{i}, g_{i+1}, \ldots, g_{n-1}\right)$. This group $H$ is discrete and acts on the topological space $M$ constructed above.

We can describe now explicitly the object and arrow spaces of the path groupoid $P=P(G \ltimes X)$ in $\operatorname{TrG}$ :

$$
P_{0}=M=\operatorname{colim} \psi=\coprod_{\mathcal{C}_{I}} \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right) / \sim
$$

and
$P_{1}=H \times M=\operatorname{colim} \varphi \times \operatorname{colim} \psi=\left(\left(\coprod_{\mathcal{C}_{I}} G^{n}\right) / \sim\right) \times\left(\left(\coprod_{\mathcal{C}_{I}} \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)\right) / \sim\right)$,
which we endow with the inductive topology.

Remark 4.5 Let $G$ be a discrete group acting on $X$. The path groupoid of $G \ltimes X$ is the translation groupoid

$$
P=P(G \ltimes X)=H \ltimes M .
$$

We will show that this path groupoid $P=\operatorname{colim} \Phi$ described above is actually equivalent to the translation groupoid $G \ltimes X^{I}$. In order to give an explicit characterization of the equivalence of categories, we will introduce some auxiliary groupoids which in turn will relate to the idea introduced in [4] of multiple $G$-paths.

### 4.2 Multiple $G$-paths

We will provide now another description of the path groupoid in terms of equivariant generalized maps. We will see that for each generalized path $(\epsilon, \alpha)$, its equivalence class $\left[I \stackrel{\epsilon}{\leftrightarrows} I_{S_{n}} \xrightarrow{\alpha} G \ltimes X\right]$ contains a representative in MTrG of the form

$$
I \stackrel{\delta}{\leftrightarrows} G \ltimes Y \xrightarrow{\phi} G \ltimes X,
$$

where $G \ltimes Y$ is a translation groupoid.

Given a generalized path $I \stackrel{\epsilon}{\longleftarrow} I_{S_{n}} \xrightarrow{\alpha} G \ltimes X$, we will construct a space $Y=Y_{\alpha}$ such that $G \ltimes Y$ is Morita equivalent to $I_{S_{n}}$, and maps $\delta: G \ltimes Y \rightarrow I$ and $\phi: G \ltimes Y \rightarrow G \ltimes X$ such that $(\delta, \phi)$ is 2 -isomorphic to the given $G$-path $(\epsilon, \alpha)$.
4.2.1 Construction of $\boldsymbol{G} \propto \boldsymbol{Y}_{\boldsymbol{\alpha}}$ Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)$. Consider the product space

$$
G \times\left(I_{S_{n}}\right)_{0}=\left\{(g,(r, i)) \mid g \in G,(r, i) \in I_{i}\right\}
$$

and the identifications, for all $r \in \tilde{I}_{i}$,

$$
(g,(r, i+1)) \sim\left(k_{i}^{-1} g,(r, i)\right)
$$

where $\alpha\left(\tilde{r}_{i}\right)=\left(k_{i}, \alpha_{i}(r)\right)$.
Now $Y_{\alpha}$ is defined as the quotient space
$\left\{[(g,(r, i))] \mid(g,(r, i)) \in G \times\left(I_{S_{n}}\right)_{0}\right.$ and $(g,(r, i+1)) \sim\left(k_{i}^{-1} g,(r, i)\right)$ for all $\left.r \in \tilde{I}_{i}\right\}$.
Observe that the space $Y_{\alpha}$ depends on $\alpha$ in the sense that it is given by the subdivision $S_{n}$ and the group elements $k_{1}, \ldots, k_{n-1}$, but it is independent of the actual pieces of the path $\alpha_{1}, \ldots, \alpha_{n}$.

The action of $G$ on $Y_{\alpha}$ is given by the multiplication in the group $h([g,(r, i)])=$ $\left[g h^{-1},(r, i)\right]$.

We can consider then the translation groupoid $G \ltimes Y_{\alpha}$ where the source and target are given by the maps $s(h,[g,(r, i)])=[g,(r, i)]$ and $t(h,[g,(r, i)])=\left[g h^{-1},(r, i)\right]$.
4.2.2 Morita equivalence $\boldsymbol{I}_{\boldsymbol{S}_{\boldsymbol{n}}} \sim_{\boldsymbol{M}} \boldsymbol{G} \propto \boldsymbol{Y}_{\boldsymbol{\alpha}}$ We will show now that the translation groupoid constructed above is Morita equivalent to the groupoid $I_{S_{n}}$. Let

$$
v: I_{S_{n}} \rightarrow G \ltimes Y_{\alpha}
$$

be the morphism defined by $v((r, i))=[e,(r, i)]$ on objects and $\nu\left(\tilde{r}_{i}\right)=\left(k_{i},[e,(r, i)]\right)$ on arrows for all $r \in \tilde{I}_{i}$. The open map $v$ is essentially surjective since

$$
s \pi_{1}: G \times\left(I_{S_{n}}\right)_{0} \rightarrow Y_{\alpha}=\left(G \times\left(I_{S_{n}}\right)_{0}\right) / \sim
$$

is the quotient projection. It is also fully faithful since $\left(I_{S_{n}}\right)_{1}$ is given by the pullback of the maps

$$
\begin{array}{r}
G \times Y_{\alpha} \\
\left(I_{S_{n}}\right)_{0} \times\left(I_{S_{n}}\right)_{0} \xrightarrow{\nu(s, t)} \\
\stackrel{\nu}{v} Y_{\alpha} \times Y_{\alpha}
\end{array}
$$

Therefore given a groupoid $I_{S_{n}}$, we can construct another groupoid $Y_{\alpha}$ for each set of elements $k_{1}, \ldots, k_{n-1}$ such that $I_{S_{n}}$ is Morita equivalent to $G \ltimes Y_{\alpha}$.
4.2.3 The 2-isomorphism $(\boldsymbol{\epsilon}, \boldsymbol{\alpha}) \Rightarrow(\boldsymbol{\delta}, \boldsymbol{\phi})$ We will define now the maps $\delta$ and $\phi$ to obtain the generalized map $I \stackrel{\delta}{\longleftrightarrow} G \ltimes Y_{\alpha} \xrightarrow{\phi} G \ltimes X$ being 2-isomorphic to the given generalized path $(\epsilon, \alpha)$.

We define $\phi([g,(r, i)])=g^{-1} \alpha_{i}(r)$ on objects and $\phi(h,[g,(r, i)])=\left(h, g^{-1} \alpha_{i}(r)\right)$ on arrows. Moreover, the morphism $\phi$ is $G$-equivariant in the ordinary sense (the group homomorphism is the identity).

The essential equivalence $\delta: G \ltimes Y_{\alpha} \rightarrow I$ is given by projection on both objects and arrows, $\delta(h,[g,(r, i)])=r$. Both morphisms $\phi$ and $\delta$ are well defined and $\delta$ is open, surjective on objects and fully faithful.

The diagram

is commutative since $\phi \nu((r, i))=\phi([e,(r, i)])=\alpha_{i}\left(r_{i}\right)$ and $\phi \nu\left(\tilde{r}_{i}\right)=\phi\left(k_{i},[e,(r, i)]\right)=$ $\left(k_{i}, \alpha_{i}(r)\right)$ for all $r \in \tilde{I}_{i}$.

Thus there is a 2-isomorphism between the generalized map $I \stackrel{\delta}{\longleftarrow} G \ltimes Y_{\alpha} \xrightarrow{\phi} G \ltimes X$ and the generalized path $I \stackrel{\epsilon}{\leftrightarrows} I_{S_{n}} \xrightarrow{\alpha} G \ltimes X$.

Observe that the identifications we have made in the quotient to obtain the space $Y_{\alpha}$ determine a gluing of the segments $I_{i}$ at the different levels of $G \times\left(I_{S_{n}}\right)_{0}$ to obtain copies of the entire interval $I=[0,1]$. This gluing is determined by the group elements $k_{1}, \ldots, k_{n-1}$.

To define the map $\phi$ from the groupoid $G \ltimes Y_{\alpha}$ associated to the generalized path $\alpha$, we are concatenating the different pieces $\alpha_{i}$ in these different levels by multiplying by the correct group element to obtain an honest path in $X$.
4.2.4 The homeomorphism $\boldsymbol{\gamma}: \boldsymbol{Y}_{\boldsymbol{\alpha}} \rightarrow \boldsymbol{G} \times \boldsymbol{I}$ For each map $\alpha: I_{S_{n}} \rightarrow G \ltimes X$, let us show now that the space $Y_{\alpha}$ we just constructed is $G$-equivariantly homeomorphic to
the space $G \times I$, where the action on the latter is determined by the action of $G$ on $Y_{\alpha}$ given by $h[g,(r, i)]=\left[g h^{-1},(r, i)\right]$. We have that the action on $G \times I$ is given by

$$
G \times(G \times I) \rightarrow G \times I, \quad(h,(g, r))=\left(g h^{-1}, r\right) .
$$

We define the homeomorphism $\gamma: Y_{\alpha} \rightarrow G \times I$ as

$$
\gamma([g,(r, i)])=\left(\left(k_{i-1} \cdots k_{1}\right)^{-1} g, r\right)
$$

for $i=1, \ldots, n$. The morphism $\gamma$ depends only on $S_{n}$ and $k_{1}, \ldots, k_{n-1}$ and is independent on the actual paths $\alpha_{1}, \ldots, \alpha_{n}$. The inverse morphism $\gamma^{-1}: G \times I \rightarrow Y_{\alpha}$ is given by

$$
\gamma^{-1}(h, r)=\left[k_{i-1} \cdots k_{1} h,(r, i)\right]
$$

if $r \in I_{i}$. Moreover, the homeomorphism $\gamma$ is $G$-equivariant by construction.
Definition 4.6 A multiple $G$-path in the groupoid $G \ltimes X$ is a generalized map

$$
I \leftarrow G \ltimes(G \times I) \xrightarrow{\sigma} G \ltimes X,
$$

where $\sigma$ is a $G$-equivariant map in the ordinary sense.

### 4.2.5 Equivalence of multiple $\boldsymbol{G}$-paths Given two multiple $G$-paths

$$
I \leftarrow G \ltimes(G \times I) \xrightarrow{\sigma} G \ltimes X \quad \text { and } \quad I \leftarrow G \ltimes(G \times I) \xrightarrow{\tau} G \ltimes X,
$$

they are equivalent if there exists a subdivision $S_{n}$ and $k_{1}, \ldots, k_{n-1} \in G$ such that the diagram

commutes up to natural transformations, where $v=v_{k_{1}, \ldots, k_{n-1}}$ and $\eta=\eta_{k_{1}, \ldots, k_{n-1}}$.
Since $p$ is an essential equivalence, we have that $v \sim \eta$ and then $\sigma v \sim \tau v$. That means that there exists a natural transformation $T:\left(I_{S_{n}}\right)_{0} \rightarrow G \times X$ such that $T(r, i)$ is an arrow between $\sigma \nu(r, i)=\sigma\left(\left(k_{i-1} \cdots k_{1}\right)^{-1}, r\right)$ and $\tau\left(\left(k_{i-1} \cdots k_{1}\right)^{-1}, r\right)$. Therefore we have that the multiple $G$-paths are equivalent if there exists a subdivision $S_{n}$, $k_{1}, \ldots, k_{n-1} \in G$ and $g_{1}, \ldots, g_{n} \in G$ such that

$$
g_{i} \sigma\left(\left(k_{i-1} \cdots k_{1}\right)^{-1}, r\right)=\tau\left(\left(k_{i-1} \cdots k_{1}\right)^{-1}, r\right) \quad \text { if } r \in I_{i} .
$$

Since $\sigma$ is equivariant,

$$
g_{i}\left(k_{i-1} \cdots k_{1}\right) \sigma(e, r)=\left(k_{i-1} \cdots k_{1}\right) \tau(e, r) \quad \text { if } r \in I_{i}
$$

For $i=1$ this means that there exists $g_{1} \in G$ such that $\tau(e, r)=g_{1} \sigma(e, r)$. Since the interval $e \times I$ is connected, we have that $g_{i}=\left(k_{i-1} \cdots k_{1}\right) g_{1}\left(k_{i-1} \cdots k_{1}\right)^{-1}$ for all $i=1, \ldots, n$. In other words, all other $g_{i}$ for $i=2, \ldots, n$ are determined by $g_{1}$. Once that we have a group element $g_{1} \in G$ that makes $\tau(e, r)=g_{1} \sigma(e, r)$ in the first piece of the interval, $r \in\left[0, r_{1}\right]$, then all the other pieces of the interval coming from the subdivision $S_{n}$ will also coincide since, for all $r \in I_{i}$,

$$
g_{i}\left(k_{i-1} \cdots k_{1}\right) \sigma(e, r)=\left(k_{i-1} \cdots k_{1}\right) \tau(e, r)
$$

and

$$
g_{i}=\left(k_{i-1} \cdots k_{1}\right) g_{1}\left(k_{i-1} \cdots k_{1}\right)^{-1}
$$

Then

$$
\left(k_{i-1} \cdots k_{1}\right) g_{1}\left(k_{i-1} \cdots k_{1}\right)^{-1}\left(k_{i-1} \cdots k_{1}\right) \sigma(e, r)=\left(k_{i-1} \cdots k_{1}\right) \tau(e, r)
$$

which implies that $g_{1} \sigma(e, r)=\tau(e, r)$ for all $r \in I$.

Proposition 4.7 Two multiple $G$-paths $\sigma$ and $\tau$ are equivalent if there exists $g \in G$ such that

$$
g \sigma(e, r)=\tau(e, r)
$$

We have the group $G$ acting now on the space of equivariant maps $G \operatorname{Map}(G \times I, X)$. Let $P^{\prime}=G \ltimes G \operatorname{Map}(G \times I, X)$ be the multiple $G$-path groupoid.

Since $\sigma(g, r)=g \sigma(e, r)$, we observe that a multiple $G$-path is determined by the honest path $\beta: I \rightarrow X$ given by $\beta(r)=\sigma(e, r)$. Conversely, any path $\beta: I \rightarrow X$ can be made into a multiple $G$-path by putting $\sigma(g, r)=g \beta(r)$. Consider the translation groupoid of honest paths, given by the obvious action of $G$ on $X$. Let $P^{\prime \prime}=G \ltimes X^{I}$, where $X^{I}=\operatorname{Map}(I, X)$.

We will prove next that all three characterizations of the path groupoid, as generalized paths, as multiple $G$-paths and as honest paths are equivalent.

### 4.3 Equivalence of the different models for path groupoids

Recall the definition of the path groupoid and the other two characterizations introduced in the previous section:
(1) The groupoid $P=\operatorname{colim} \varphi \ltimes \operatorname{colim} \psi$, where $M=\operatorname{colim} \psi$ is the space of classes of generalized paths.
(2) The groupoid $P^{\prime}=G \ltimes G \operatorname{Map}(G \times I, X)$, where $G \operatorname{Map}(G \times I, X)$ is the space of $G$-equivariant maps.
(3) The groupoid $P^{\prime \prime}=G \ltimes X^{I}$, where $X^{I}$ is the free path space.

### 4.3.1 The equivalence of categories $\chi: \operatorname{colim} \varphi \times \operatorname{colim} \psi \rightarrow G \propto G \operatorname{Map}(G \times I, X)$

Recall that $M=$ colim $\psi$ is the space of classes of generalized paths, ie

$$
M=\left(\coprod_{\mathcal{C}_{I}} \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)\right) / \sim
$$

where $\sim$ is the equivalence relation generated by $\alpha \sim d_{i}^{*}(\alpha)$ for all $S_{n}$ and $d_{i}: S_{n} \rightarrow S_{n-1}$ and $\alpha \sim u^{*}(\alpha)$ for all $S_{n}$ and $u: S_{n} \rightarrow S_{n}$. We will use the same notation,

$$
\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)
$$

to denote the elements in $M$.
The idea is to complete each piece $\alpha_{i}$ of the generalized path

$$
\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)
$$

to have the entire branch $\sigma_{i}$ of a multiple $G-$ path $\sigma$.

The functor $\chi: \operatorname{colim} \varphi \times \operatorname{colim} \psi \rightarrow \boldsymbol{G} \times \boldsymbol{G} \operatorname{Map}(\boldsymbol{G} \times I, X)$ Given a generalized path $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)$ for the subdivision $S_{n}$ of the interval $I$, we can define (as in the previous section)
(1) a space $Y_{\alpha}=\left\{[(g,(r, i))] \mid(g,(r, i)) \in G \times\left(I_{S_{n}}\right)_{0}\right\}$ with the relation

$$
(g,(r, i+1)) \sim\left(k_{i}^{-1} g,(r, i)\right)
$$

for all $r \in \tilde{I}_{i}$,
(2) a homeomorphism $\gamma_{\alpha}: G \ltimes Y_{\alpha} \rightarrow G \ltimes(G \times I)$,
(3) an essential equivalence $v_{\alpha}: I_{S_{n}} \rightarrow G \ltimes Y_{\alpha}$, and
(4) a generalized map $I \stackrel{\delta}{\longleftrightarrow} G \ltimes Y_{\alpha} \xrightarrow{\phi_{\alpha}} G \ltimes X$ such that $(\epsilon, \alpha) \Rightarrow\left(\delta, \phi_{\alpha}\right)$.

We define $\chi: \operatorname{colim} \varphi \ltimes M \rightarrow G \ltimes G \operatorname{Map}(G \times I, X)$ as $\chi(\alpha)=\phi_{\alpha} \gamma_{\alpha}{ }^{-1}$ on objects and $\chi\left(g_{1}, \ldots, g_{n}, \alpha\right)=\left(g_{1}, \phi_{\alpha} \gamma_{\alpha}{ }^{-1}\right)$ on arrows.


Figure 1
Then $\chi(\alpha)(g, r)=\phi_{\alpha} \gamma_{\alpha}{ }^{-1}(g, r)=\phi_{\alpha}\left[k_{i-1} \cdots k_{1} g,(r, i)\right]=\left(k_{i-1} \cdots k_{1} g\right)^{-1} \alpha_{i}(r)$ if $r \in I_{i}$. We are sending each generalized path $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}, k_{1}, \cdots, k_{n-1}\right)$ into the multiple $G$-path $\sigma$ given by

$$
\sigma(g, r)=g^{-1}\left(k_{i-1} \cdots k_{1}\right)^{-1} \alpha_{i}(r) \quad \text { if } r \in I_{i}
$$

In particular, we have that the branch $\sigma_{e}$ corresponding to the interval $e \times I$ is given by the concatenation (see also Figure 1)

$$
\sigma(e, r)=\alpha_{1}(r) * k_{1}^{-1} \alpha_{2}(r) *\left(k_{2} k_{1}\right)^{-1} \alpha_{3}(r) * \cdots *\left(k_{n-1} \cdots k_{1}\right)^{-1} \alpha_{n}(r) .
$$

On arrows, we send $\left(\left(g_{1}, \cdots, g_{n}\right), \alpha_{1}, \cdots, \alpha_{n}, k_{1}, \cdots, k_{n-1}\right) \in \operatorname{colim} \varphi \times \operatorname{colim} \psi$ into the arrow $\left(g_{1}, \sigma_{\alpha}\right)$, where $\sigma_{\alpha}$ is defined as before.

We will show next that $\chi$ is an equivariant map between translation groupoids where the group homomorphism is given by the projection on the first coordinate.
Let $\alpha^{\prime}=\left(g_{1} \alpha_{1}, \ldots, g_{n} \alpha_{n}, g_{2} k_{1} g_{1}{ }^{-1}, \ldots, g_{n} k_{n-1} g_{n-1}^{-1}\right)$. We have that

$$
\chi\left(\alpha^{\prime}\right)=g_{1} \chi\left(\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \cdots, k_{n-1}\right)\right)
$$

since

$$
\begin{aligned}
& \sigma_{\alpha^{\prime}}(e, r) \\
& \quad=g_{1} \alpha_{1}(r) *\left(g_{2} k_{1} g_{1}^{-1}\right)^{-1} g_{2} \alpha_{2}(r) * \cdots *\left(g_{n} k_{n-1} g_{n-1}^{-1} \cdots g_{2} k_{1} g_{1}^{-1}\right)^{-1} g_{n} \alpha_{n}(r) \\
& \quad=g_{1}\left(\alpha_{1}(r) * k_{1}^{-1} \alpha_{2}(r) *\left(k_{2} k_{1}\right)^{-1} \alpha_{3}(r) * \cdots *\left(k_{n-1} \cdots k_{1}\right)^{-1} \alpha_{n}(r)=g_{1} \sigma_{\alpha}(e, r)\right.
\end{aligned}
$$

The functor $\chi^{\mathbf{- 1}}: G \propto G \operatorname{Map}(G \times I, X) \rightarrow \operatorname{colim} \varphi \times \operatorname{colim} \psi \quad$ Consider the continuous functor given by $\chi^{-1}(\sigma)=\left.\sigma\right|_{e \times I} \circ i_{e}$ on objects and $\chi^{-1}((g, \sigma))=\left(g,\left.\sigma\right|_{e \times I} \circ i_{e}\right)$ on arrows, where $i_{e}: I \rightarrow e \times I$ sends $r \in I$ to $(e, r) \in e \times I$. Recall that by our notation convention the right side means in both cases the class in the colimit. Note that the generalized path $\left.\sigma\right|_{e \times I} \circ i_{e}$ corresponds to a subdivision $S_{1}$ with only one subinterval; that is, $\left.\sigma\right|_{e \times I} \circ i_{e}$ is an honest path.

The functors $\chi$ and $\chi^{\mathbf{- 1}}$ are inverse up to natural transformation The composition $\chi \circ \chi^{-1}: G \ltimes G \operatorname{Map}(G \times I, X) \rightarrow G \ltimes G \operatorname{Map}(G \times I, X)$ is the identity map since the generalized map $\alpha_{\sigma}$ associated to $\sigma$ has only one piece. On objects,

$$
\chi \circ \chi^{-1}(\sigma)=\chi\left(\alpha_{\sigma}\right)=\sigma_{\alpha_{\sigma}}
$$

such that $\sigma_{\alpha_{\sigma}}(g, r)=g^{-1} \sigma(e, r)=\sigma(g, r)$, so $\sigma_{\alpha_{\sigma}}=\sigma$. On arrows,

$$
\chi \circ \chi^{-1}(g, \sigma)=\chi\left(g, \sigma_{\alpha_{\sigma}}\right)=\chi(g, \sigma)=(g, \sigma) .
$$

We will prove next that the composition in the other direction is equivalent by a natural transformation to the identity. We have that

$$
\chi^{-1} \circ \chi: \operatorname{colim} \varphi \ltimes \operatorname{colim} \psi \rightarrow \operatorname{colim} \varphi \ltimes \operatorname{colim} \psi
$$

sends each generalized path class $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)$ to the generalized path $\alpha_{\sigma_{\alpha}}$, where
$\alpha_{\sigma_{\alpha}}(r)=\sigma_{\alpha}(e, r)=\alpha_{1}(r) * k_{1}{ }^{-1} \alpha_{2}(r) *\left(k_{2} k_{1}\right)^{-1} \alpha_{3}(r) * \cdots *\left(k_{n-1} \cdots k_{1}\right)^{-1} \alpha_{n}(r)$, and each arrow $\left(\left(g_{1}, \ldots, g_{n}\right), \alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right) \in \operatorname{colim} \varphi \times \operatorname{colim} \psi$ to the arrow $\left(g_{1}, \alpha_{\sigma_{\alpha}}\right)$.

There is a natural transformation $T: \operatorname{colim} \psi \rightarrow \operatorname{colim} \varphi \times \operatorname{colim} \psi$ given by

$$
T(\alpha)=\left(\left(\operatorname{id}, k_{1}^{-1},\left(k_{2} k_{1}\right)^{-1}, \ldots,\left(k_{n-1} \cdots k_{1}\right)^{-1}\right),\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)\right)
$$

which is an arrow between $\alpha$ and $\alpha_{\sigma_{\alpha}}$ since

$$
\begin{aligned}
& \left(\mathrm{id}, k_{1}^{-1},\left(k_{2} k_{1}\right)^{-1}, \ldots,\left(k_{n-1} \cdots k_{1}\right)^{-1}\right)\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right) \\
& =\left(\left(\operatorname{id} \alpha_{1}, k_{1}^{-1} \alpha_{2}, \ldots,\left(k_{n-1} \cdots k_{1}\right)^{-1} \alpha_{n}\right),\left(k_{1}^{-1} k_{1}, \ldots,\left(k_{n-1} \cdots k_{1}\right)^{-1} k_{n-1}\left(k_{n-2} \cdots k_{1}\right)\right)\right) \\
& \quad\left(\left(\alpha_{1}, k_{1}^{-1} \alpha_{2}, \ldots,\left(k_{n-1} \cdots k_{1}\right)^{-1} \alpha_{n}\right),(\mathrm{id}, \ldots, \mathrm{id})\right) .
\end{aligned}
$$

This generalized path is equal to the concatenation of the $n$ pieces

$$
\alpha_{1}(r) * k_{1}^{-1} \alpha_{2}(r) *\left(k_{2} k_{1}\right)^{-1} \alpha_{3}(r) * \cdots *\left(k_{n-1} \cdots k_{1}\right)^{-1} \alpha_{n}(r)
$$

since the connecting arrows are all identities. Moreover, $T$ satisfies the naturality condition and is continuous by the universal property of the colimit.

Therefore $\chi$ is an equivalence of categories between the groupoid of generalized paths and the groupoid of multiple $G$-paths. We will see next that the groupoid of multiple $G$-paths is just the free path space $X^{I}$ together with $G$ acting on it.
4.3.2 The isomorphism of categories $\boldsymbol{\xi}: \boldsymbol{G} \propto \boldsymbol{G} \operatorname{Map}(G \times I, X) \rightarrow G \propto X^{I}$ To construct this isomorphism we will use the fact that a multiple $G$-path $\sigma$ is determined by its value at the branch $\sigma_{e}$ corresponding to the interval $e \times I$, since $\sigma$ is equivariant. We define $\xi(\sigma)=\sigma i_{e} \in X^{I}$ on objects and $\xi(g, \sigma)=\left(g, \sigma i_{e}\right)$ on arrows. Conversely, $\xi^{-1}(\beta)=\sigma_{\beta}$ where $\sigma_{\beta}(g, r)=g^{-1} \beta(r)$. The functor

$$
\xi: G \ltimes G \operatorname{Map}(G \times I, X) \rightarrow G \ltimes X^{I}
$$

is an isomorphism of categories since it has a strict inverse functor, $\xi \circ \xi^{-1}=\mathrm{id}_{G \ltimes X^{I}}$ and $\xi^{-1} \circ \xi=\operatorname{id}_{G \ltimes G \operatorname{Map}(G \times I, X)}$, satisfying that the restriction $\xi$ and the action $\xi^{-1}$ are both continuous.

Theorem 4.8 All models for the path groupoid of $G \ltimes X$ are equivalent;

$$
P(G \ltimes X)=\operatorname{colim} \varphi \ltimes \operatorname{colim} \psi \sim G \ltimes G \operatorname{Map}(G \times I, X)=G \ltimes X^{I} .
$$

Remark 4.9 We can also prove that any generalized map is equivalent to a strict map in the context of translation groupoids, without using groupoids atlases. It was proven by Pronk and Scull in [14] that any generalized map

$$
I \stackrel{\delta}{\leftrightarrows} \mathcal{I} \xrightarrow{\beta} G \ltimes X
$$

between translation groupoids is equivalent to a generalized map

$$
I \stackrel{\epsilon}{\longleftarrow} G \ltimes Y \xrightarrow{\beta^{\prime}} G \ltimes X,
$$

where the middle groupoid is a translation groupoid. In the same paper, they proved that any essential equivalence between translation groupoids has to be of some prescribed form. In our case, this implies that the essential equivalence $I \stackrel{\epsilon}{\leftrightarrows} G \ltimes Y$ satisfies $e=G / K$ and $I=Y / K$ where $K$ acts freely on $Y$. Hence $K=G$ and $G$ acts freely on $Y$. Since $G$ acts also properly on $Y$ we have that $Y=G \times I$. Then any generalized map $(\delta, \beta)$ is equivalent to a generalized map

$$
I \leftarrow G \ltimes(G \times I) \xrightarrow{\beta^{\prime \prime}} G \ltimes X .
$$

Now, applying our isomorphism $\xi: P^{\prime} \rightarrow P^{\prime \prime}$ to the right leg of the span, we obtain $\alpha=\xi\left(\beta^{\prime \prime}\right) \in X^{I}$ which gives the equivalent strict map $I \xrightarrow{\alpha} G \ltimes X$.

### 4.4 Functoriality and Morita invariance of the path groupoid

In this section we will see that the path groupoid is functorial and that the path groupoid is well defined up to Morita equivalence.
4.4.1 Functoriality We will show that an equivariant map between translation groupoids induces an equivariant map between the path groupoids.

For a strict equivariant map $\varphi \ltimes f: G \ltimes X \rightarrow H \ltimes Y$, we have an induced map $\varphi_{*} \ltimes f_{*}: G \ltimes X^{I} \rightarrow H \ltimes Y^{I}$ defined by $f_{*}(\alpha)=f \circ \alpha$ for all $\alpha \in X^{I}$ and $\varphi_{*}=\varphi$. We construct now an equivariant map $P(\varphi \ltimes f): P(G \ltimes X) \rightarrow P(H \ltimes Y)$ between the colimit constructions.

For every $n$ we have induced maps

$$
(\varphi \ltimes f)_{*}: \operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right) \rightarrow \operatorname{Map}\left(I_{S_{n}}, H \ltimes Y\right)
$$

in terms of the description $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)=G^{n} \ltimes\left(X^{I}\right)^{n} \times_{X^{n-1}} G^{n-1}$; this map corresponds just to $\varphi^{n} \ltimes\left(f_{*}^{n-1} \times \varphi^{n}\right)$. By taking the colimit we obtain an equivariant map $P(\varphi \ltimes f): P(G \ltimes X) \rightarrow P(H \ltimes Y)$.

Similarly, we have an induced map

$$
\varphi_{*} \ltimes f_{*}: G \ltimes G \operatorname{Map}(G \times I, X) \rightarrow H \ltimes H \operatorname{Map}(H \times I, Y)
$$

between the multiple $G$-path groupoids. We consider an equivariant map $(G \times I) \xrightarrow{\sigma} X$ and define $f_{*}(\sigma): H \times I \rightarrow Y$ by $f_{*}(\sigma)(h, r)=h^{-1} f(\sigma(e, r))$.

In any of the three models the functoriality is easy to check and we have the following theorem.

Theorem 4.10 The path groupoid of $G \ltimes X$ is functorial for equivariant maps.
Moreover, the equivalence of the three models for the path groupoid is natural.
Theorem 4.11 For a strict equivariant map $\varphi \ltimes f: G \ltimes X \rightarrow H \ltimes Y$ the following diagram is commutative:

4.4.2 Morita invariance We will start by proving that an essential equivalence $G \times X \rightarrow H \times Y$ induces an essential equivalence between the path groupoids,

$$
P(G \ltimes X) \rightarrow P(H \ltimes Y) .
$$

This will give that for a given Morita equivalence

$$
G \ltimes X \stackrel{\sigma}{\longleftarrow} G^{\prime} \ltimes X^{\prime} \xrightarrow{\epsilon} H \ltimes Y,
$$

where $\epsilon$ and $\sigma$ are essential equivalences, we have induced essential equivalences

$$
P(G \ltimes X) \stackrel{P(\sigma)}{\longleftrightarrow} P\left(G^{\prime} \ltimes X^{\prime}\right) \xrightarrow{P(\epsilon)} P(H \ltimes Y)
$$

Proposition 4.12 If $\varphi \ltimes f: G \ltimes X \rightarrow H \ltimes Y$ is an essential equivalence, then $P(\varphi \ltimes f)$ is an essential equivalence.

Proof (1) $P(\varphi \ltimes f)$ is fully faithful. We will show that $P(G \ltimes X)_{1}$ is the pullback of topological spaces


Specifically we have to prove that the natural map $\xi$ from $P(G \ltimes X)_{1}$ to the fibered product $P(G \ltimes X)_{0} \times P(G \ltimes X)_{0} \times_{\left.P(H \ltimes Y)_{0} \times P(H \ltimes Y)_{0}\right)} P(H \ltimes Y)_{1}$ is a homeomorphism.

Let us define the inverse map $\xi^{-1}$. For $\alpha, \beta \in P(G \ltimes X)_{0}$ and an element $\theta \in P(H \ltimes Y)_{1}$ with $s(\theta)=t(\theta)=\alpha$, we can assume that there is a subdivision of the interval such that $\alpha$ and $\beta$ are represented both by elements of $\operatorname{Map}\left(I_{S_{n}}, G \ltimes X\right)$ and $\theta$ by an element of $H^{n}$. Therefore we have $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right)$ and $\beta=\left(\beta_{1}, \ldots, \beta_{n}, k_{1}^{\prime}, \ldots, k_{n-1}^{\prime}\right)$ such that $f\left(\beta_{i}(r)\right)=h_{i} f\left(\alpha_{i}(r)\right)$ for all $i=1, \ldots, n$ and $k_{i}^{\prime}=h_{i+1} k_{i} h_{i}^{-1}$ for all $i=1, \ldots, n-1$.

But then by fixing $r$ and using that $\varphi \ltimes f$ is an essential equivalence, we have a fibered product of topological spaces

and therefore for every $r \in I_{i}$ there is $g_{i}^{r} \in G$ such that $\phi\left(g_{i}^{r}\right)=h_{i}$. Since $G$ is discrete and the dependence on $r$ is continuous, the $n$-tuple $\left(g_{1}^{r}, \ldots, g_{n}^{r}\right)$ actually does not depend on $r$ and represents an element of $P(G \ltimes X)_{1}$.
(2) $P(\varphi \ltimes f)$ is essentially surjective. We will show that

$$
s \pi_{1}: P(H \ltimes Y)_{1} \times_{P(H \ltimes Y)_{0}}^{t} P(G \ltimes X)_{0} \rightarrow P(H \ltimes Y)_{0}
$$

is an open surjection.
For étale groupoids, the condition that the morphism

$$
s \pi_{1}:(H \ltimes Y)_{1} \times_{(H \ltimes Y)_{0}}^{t}(G \ltimes X)_{0} \rightarrow(H \ltimes Y)_{0}
$$

is an open surjection implies that it has local sections. We will use these local sections to construct local sections of $s \pi_{1}: P(H \ltimes Y)_{1} \times_{P(H \ltimes Y)_{0}}^{t} P(G \ltimes X)_{0} \rightarrow P(H \ltimes Y)_{0}$. Let $\left\{U_{\alpha}\right\}_{\alpha \in \Delta}$ be a cover of $Y$ and $s_{\alpha}: U_{\alpha} \rightarrow(H \ltimes Y)_{1} \times_{(H \ltimes Y)_{0}}^{t}(G \ltimes X)_{0}$ the local sections. Take $\gamma \in P(H \ltimes Y)_{0}$ and suppose that $\gamma$ is represented by an element of $\operatorname{Map}\left(I_{S_{n}}, H \ltimes Y\right)$; therefore $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}, k_{1}, \ldots, k_{n-1}\right)$ with $\gamma_{i}: I_{i} \rightarrow Y$.

Given the subdivision $\left\{0=r_{0} \leq r_{1} \leq \cdots \leq r_{n}=1\right\}$ associated to $\gamma$ and with an open cover of $[0,1]$ given by connected intervals $\left\{I_{i} \mid 1 \leq i \leq n\right\}$, we want to construct a refinement of the subdivision

$$
\left\{0=r_{0} \leq s_{0}^{1} \leq \cdots \leq s_{m_{1}}^{1}=r_{1} \leq \cdots \leq r_{i-1}=s_{0}^{i} \leq \cdots \leq s_{m_{i}}^{i}=r_{i} \leq \cdots \leq r_{n}=1\right\}
$$

along with connected intervals $I_{j}^{i}$ with the property that $\gamma_{i}\left(I_{j}^{i}\right) \subseteq U_{\alpha_{j}^{i}}$ for some $\alpha_{j}^{i}$. To construct the subdivision, first for $\left[r_{i-1}, r_{i}\right]$ with nonempty interior, we consider the covering $\left\{I_{i} \cap U_{\alpha}\right\}_{\alpha \in \Delta}$. By compactness of the interval $\left[r_{i-1}, r_{i}\right]$ we can find a partition $r_{i-1}=s_{0}^{i}<\cdots<s_{m_{i}}^{i}=r_{i}$ such that each $\gamma_{i}\left(\left[s_{j-1}^{i}, s_{j}^{i}\right]\right)$ is contained in some $U_{\alpha_{j}^{i}}$. Let $I_{j}^{i}$ be an open connected neighborhood of $\left[s_{j-1}^{i}, s_{j}^{i}\right]$ small enough such that $I_{j}^{i} \cap\left\{s_{0}^{i}, s_{1}^{i}, \ldots, s_{m_{i}}^{i}\right\}=\left\{s_{j-1}^{i}, s_{j}^{i}\right\}$.

For the repeated elements $r_{i-1}=r_{i}$, it is a matter of just shrinking the interval $I_{i}$ to get $\gamma_{i}\left(I_{i}\right) \subseteq U_{\alpha_{i}}$ for some $\alpha_{i}$ and to obtain an object of the category of subdivisions.

With the local sections $s_{\alpha_{j}^{i}}$ we obtain maps $\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}(r)\right): I_{j}^{i} \rightarrow X$ and functions $\pi_{1} \pi_{1} s_{\alpha_{j}^{i}}\left(\gamma_{i}(r)\right): I_{j}^{i} \rightarrow H$, since the intervals are connected and $H$ is a discrete group, actually these functions are constant and we have elements $h_{j}^{i} \in H$ with $s \pi_{1}\left(f\left(\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}(r)\right)\right), h_{j}^{i}\right)=\gamma_{i}(r)$, ie

$$
f\left(\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}(r)\right)\right)=h_{j}^{i} \gamma_{i}(r)
$$

for $r \in I_{j}^{i}$.

Note that $\left(h_{j}^{i}\right)^{-1} f\left(\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}\left(s_{j}^{i}\right)\right)\right)=\left(h_{j+1}^{i}\right)^{-1} f\left(\pi_{2} s_{\alpha_{j+1}^{i}}\left(\gamma_{i}\left(s_{j}^{i}\right)\right)\right)\left(\right.$ both are $\left.\gamma_{i}\left(s_{j}^{i}\right)\right)$ and therefore

$$
h_{j+1}^{i}\left(h_{j}^{i}\right)^{-1} f\left(\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}\left(s_{j}^{i}\right)\right)\right)=f\left(\pi_{2} s_{\alpha_{j+1}^{i}}\left(\gamma_{i}\left(s_{j}^{i}\right)\right)\right)
$$

Since $f$ is full and faithful, there is a $g_{j}^{i} \in G$ with $\phi\left(g_{j}^{i}\right)=h_{j+1}^{i}\left(h_{j}^{i}\right)^{-1}$ such that

$$
g_{j}^{i} \pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}\left(s_{j}^{i}\right)\right)=\pi_{2} s_{\alpha_{j+1}^{i}}\left(\gamma_{i}\left(s_{j}^{i}\right)\right)
$$

Similarly at the intersection points of two consecutive paths we have $k_{i} \gamma_{i}(r)=\gamma_{i+1}(r)$ for all $r \in \tilde{I}_{j}^{i}$ and therefore
$k_{i}\left(h_{m_{i}}^{i}\right)^{-1} f\left(\pi_{2} s_{\alpha_{m_{i}}^{i}}\left(\gamma_{i}\left(r_{i}\right)\right)=k_{i} \gamma_{i}\left(r_{i}\right)=\gamma_{i+1}\left(r_{i}\right)=\left(h_{0}^{i+1}\right)^{-1} f\left(\pi_{2} s_{\alpha_{0}^{i+1}}\left(\gamma_{i+1}\left(r_{i}\right)\right)\right.\right.$.
Then

$$
h_{0}^{i+1} k_{i}\left(h_{m_{i}}^{i}\right)^{-1} f\left(\pi_{2} s_{\alpha_{m_{i}}^{i}}\left(\gamma_{i}\left(r_{i}\right)\right)=f\left(\pi_{2} s_{\alpha_{0}^{i+1}}\left(\gamma_{i+1}\left(r_{i}\right)\right)\right.\right.
$$

and since $f$ is full and faithful, we have elements $g^{i} \in G$ with $\phi\left(g^{i}\right)=h_{0}^{i+1} k_{i}\left(h_{m_{i}}^{i}\right)^{-1}$ such that

$$
g^{i} \pi_{2} s_{\alpha_{m_{i}}^{i}}\left(\gamma_{i}\left(r_{i}\right)\right)=\pi_{2} s_{\alpha_{0}^{i+1}}\left(\gamma_{i+1}\left(r_{i}\right)\right)
$$

Therefore we have a generalized path

$$
\left(\left(\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}(r)\right)\right)_{i, j}, g_{1}^{1}, g_{2}^{1}, \ldots, g_{m_{1}}^{1}, g^{1}, g_{1}^{2}, \ldots, g_{m_{n}}^{n}\right)
$$

and elements $\left(h_{1}^{1}, h_{2}^{1}, \ldots, h_{m_{1}-1}^{1}, \ldots, h_{m_{n}-1}^{n}\right)$ of $H$. By construction, $\left(h_{1}^{1}, h_{2}^{1}, \ldots, h_{m_{1}-1}^{1}, \ldots, h_{m_{n}-1}^{n}\right)\left(\left(\pi_{2} s_{\alpha_{j}^{i}}\left(\gamma_{i}(r)\right)\right)_{i, j}, g_{1}^{1}, g_{2}^{1}, \ldots, g_{m_{1}}^{1}, g^{1}, g_{1}^{2}, \ldots, g_{m_{n}}^{n}\right)$ is

$$
\left(\left.\gamma_{1}\right|_{I_{1}^{1}},\left.\gamma_{1}\right|_{I_{2}^{1}} \ldots,\left.\gamma_{1}\right|_{I_{m_{1}}^{1}}, \ldots,\left.\gamma_{n}\right|_{I_{m_{n}}^{n}}, \mathrm{id}, \mathrm{id}, \ldots, k_{1}, \mathrm{id}, \ldots, k_{n}\right)
$$

In the colimit this represents the same element as $\left(\gamma_{1}, \ldots, \gamma_{n}, k_{1}, \ldots, k_{n-1}\right)$. Therefore we have constructed local sections on the set

$$
\left\{\left(\gamma_{1}, \ldots, \gamma_{n}, k_{1}, \ldots, k_{n-1}\right) \in \operatorname{Map}\left(I_{S_{n}}, H \ltimes Y\right) \mid \gamma_{i}\left(\left[s_{j-1}^{i}, s_{j}^{i}\right]\right) \subseteq U_{\alpha_{j}^{i}}\right\}
$$

which is an open set in the compact open topology of $\operatorname{Map}\left(I_{S_{n}}, H \ltimes Y\right)$.

Thus, we have proved that the path groupoid functor sends essential equivalences to essential equivalences and therefore the path groupoid is invariant under Morita equivalence.

Theorem 4.13 If $G \ltimes X \sim_{M} H \ltimes Y$, then $P(G \ltimes X) \sim_{M} P(H \ltimes Y)$.

### 4.5 The free loop groupoid $L(G \propto X)$

We use the model of the path groupoid $P^{\prime \prime}=G \ltimes X^{I}$ to define the loop groupoid as the following pullback along the diagonal:

$$
\begin{equation*}
\Delta: G \ltimes X \longrightarrow(G \times G) \ltimes(X \times X) \tag{1}
\end{equation*}
$$

Definition 4.14 The free loop groupoid $L(G \ltimes X)$ of a translation groupoid $G \ltimes X$ is

$$
L(G \ltimes X)=(G \times G) \ltimes L_{0},
$$

where

$$
L_{0}=\left\{(\beta, h, l) \in X^{I} \times G \times G \mid \beta(0)=h l^{-1} \beta(1)\right\}
$$

and the group $G \times G$ acts on $L_{0}$ by $(a, b)(\beta, h, l)=\left(a \beta, b h a^{-1}, b l a^{-1}\right)$.
Figure 2 depicts an arrow $(a, b) \in G \times G$ from $(\beta, h, l)$ to $\left(a \beta, b h a^{-1}, b l a^{-1}\right)$.
We will show that this groupoid $(G \times G) \ltimes L_{0}$ is Morita equivalent to the translation groupoid $G \ltimes L$ where

$$
L=\left\{(\alpha, g) \in X^{I} \times G \mid \alpha(0)=g \alpha(1)\right\}
$$

and the action is given by $(\alpha, g) \sim\left(k \alpha, k g k^{-1}\right)$. Figure 3 depicts an arrow $(k,(\alpha, g))$ between $(\alpha, g)$ and $\left(k \alpha, k g k^{-1}\right)$.

Proposition 4.15 If $G \ltimes X$ is a topological groupoid, then the loop groupoid $L(G \ltimes X)$ is Morita equivalent to $G \ltimes L$, where $L$ and the action are defined above.
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Proof We define an equivariant map $\phi \ltimes \epsilon:(G \times G) \ltimes L_{0} \rightarrow G \ltimes L$ by $\phi((a, b))=a$ and $\epsilon((\beta, h, l))=\left(\beta, l^{-1} h\right)$. This map is an essential equivalence since the map

$$
s \pi_{1}: G \times L_{0} \rightarrow L
$$

given by $s \pi_{1}(k,(\beta, h, l))=\left(k^{-1} \beta, k^{-1} l^{-1} h k\right)$ is an open surjection and $G \times G \times L_{0}$ is given by the pullback of the maps

$$
L_{0} \times L_{0} \xrightarrow{\epsilon \times \epsilon} \underset{\substack{G \times L \\ \downarrow(s, t)}}{\substack{\text { ( } \\ L \\ \hline}}
$$

Remark 4.16 We can use our description for the free loop groupoid in the special case of the point groupoid. We obtain that $L(G \ltimes \bullet)=(G \times G) \ltimes(G \times G)$ with the action $(a, b) \cdot(h, l)=\left(b h a^{-1}, b l a^{-1}\right)$. This groupoid is equivalent to $G$ acting on itself by conjugation by using the second characterization of the loop groupoid as $G \ltimes L$ with $L=\left\{(\beta, g) \in X^{I} \times G \mid \beta(0)=g \beta(1)\right\}$. In this way, we recover a result of Lupercio and Uribe in [7]. Observe that $L(G \ltimes \bullet)=G \ltimes G$, whereas $P(G \ltimes \bullet)=G \ltimes \bullet$.

## 5 Based path and loop groupoids

Now that we have defined the free path groupoid of a translation groupoid and have given several equivalent models, we can give an explicit characterization of the various groupoids resulting from fixing certain points. These based groupoids of paths will be of great significance to the groupoid Lusternik-Schnirelmann theory defined in [3] and further studied in [2].

### 5.1 The groupoid $\Omega_{x, y}$ of paths from $x$ to $y$

The groupoid of paths from $x$ to $y, \Omega_{x, y}$, is defined as a pullback of the evaluation map ev: $P(G \ltimes X) \rightarrow(G \times G) \ltimes(X \times X)$ and the constant map $x \times y: \mathbf{1} \rightarrow(G \times G) \ltimes(X \times X)$, where 1 is the trivial groupoid with one object and one arrow, ie $\mathbf{1}=e \ltimes \bullet$, and $(x \times y)(\bullet)=(x, y)$. That is,


Note that by the definition of groupoid pullback, we have that if we take the model of the path groupoid of generalized paths, $P=\operatorname{colim} \phi \ltimes \operatorname{colim} \psi$, then the object space of the pullback is
$\left\{\left(\left(\alpha_{1}, \ldots, \alpha_{n}, k_{1}, \ldots, k_{n-1}\right), h, l\right) \in \operatorname{colim} \psi \times(G \times G) \mid \alpha_{1}(0)=h x\right.$ and $\left.\alpha_{n}(1)=l y\right\}$,
ie the objects of $\Omega_{x, y}$ are sequences of paths and arrows $\left(h, \alpha_{1}, k_{1}, \ldots, k_{n}, \alpha_{n}, l\right)$ where $s\left(k_{i}\right)=\alpha_{i+1}\left(r_{i}\right)$ for $i=1, \ldots, n-1, t\left(k_{i}\right)=\alpha_{i}\left(r_{i}\right)$ for $i=0, \ldots, n, s(h)=x$ and $s(l)=y$; which are precisely the Haefliger $G$-paths [6] when restricted to the closed intervals in the subdivision. Note that the sequences in Haefliger paths start and end with arrows and not with paths like our generalized paths in the free path groupoid defined in Section 4. We recover the original sequence in the Haefliger $G$-paths when we fix the endpoints $x$ and $y$ in our free generalized paths.

For an equivalent characterization of the groupoid of paths from $x$ to $y$, we can consider our simplest model for the path groupoid $P^{\prime \prime}=G \ltimes X^{I}$. In this case, we describe the space of objects as $\left(\Omega_{x, y}\right)_{0}=\left\{(\beta, h, l) \in X^{I} \times(G \times G) \mid \beta(0)=h x\right.$ and $\left.\beta(1)=l y\right\}$.

These are paths that start at any point in the orbit of $x$ and end at any point in the orbit of $y$. The space of arrows is the Cartesian product $G \times\left(\Omega_{x, y}\right)_{0}$ where the action is given by $g(\beta, h, l)=(g \beta, g h, g l)$; see Figure 4 .

Since $(\beta, h, l) \sim(g \beta, g h, g l)$ for all $g \in G$, we can consider $g=h^{-1}$ and we have that all classes $[(\beta, h, l)]$ have a representative of the form $(\alpha, k)$ with $\alpha=h^{-1} \beta$ and $k=h^{-1} l$. Then we can consider the space of objects

$$
P_{x, y}=\left\{(\alpha, k) \in X^{I} \times G \mid \alpha(0)=x \text { and } \alpha(1)=k y\right\}
$$



Figure 4
Observe that

$$
(\alpha, k) \sim\left(h^{-1} \beta, e, h^{-1} l\right) \sim\left(g h^{-1} \beta, g e, g h^{-1} l\right)=(g \alpha, g, g k) \sim(e \alpha, e, k) \sim(\alpha, k)
$$

so the action is trivial on the space of objects $P_{x, y}$.
Therefore the groupoid of paths between $x$ and $y$ is the translation groupoid $\Omega_{x, y}=$ $G \ltimes\left(\Omega_{x, y}\right)_{0}$ which is equivalent to the topological space $P_{x, y}$.

### 5.2 The groupoid $\Omega_{\boldsymbol{x}}$ of based loops

Similarly, we define the based loop groupoid as the groupoid pullback,

where $x \times x$ is the constant map with $(x \times x)(\bullet)=(x, x)$.
That is, the based loop groupoid is the translation groupoid $\Omega_{x}=G \ltimes\left(\Omega_{x}\right)_{0}$ where the object space is

$$
\left(\Omega_{x}\right)_{0}=\left\{(\beta, h, l) \in X^{I} \times(G \times G) \mid \beta(0)=h x \text { and } \beta(1)=l x\right\}
$$

ie the space of paths that begin and end at (possibly different) points in the orbit of $x$. The action is given by $g(\beta, h, l)=(g \beta, g h, g l)$; see Figure 5 .

Again, the groupoid $\Omega_{x}$ is equivalent to the topological space

$$
P_{x, x}=\{(\alpha, k) \mid \alpha(0)=x \text { and } \alpha(1)=k x\}
$$



Figure 5

Alternatively, the based loop groupoid $\Omega_{x}$ can be obtained as the groupoid pullback

where $L(G \ltimes X)$ is the free loop groupoid.

### 5.3 The groupoid $P_{x}$ of paths from $x$

We define the $x$-based path groupoid as the groupoid pullback

where $(x, \mathrm{id}): \mathbf{1} \times(G \ltimes X) \rightarrow(G \times G) \ltimes(X \times X)$ is given by $(x, \mathrm{id})(\bullet, z)=(x, z)$. Then the object space of the pullback $P_{x}$ is

$$
\begin{aligned}
\left(P_{x}\right)_{0} & =\left\{(\beta,(h, l),(\bullet, z)) \in X^{I} \times G \times G \times \mathbf{1} \times X \mid \beta(0)=h x \text { and } \beta(1)=l z\right\} \\
& =\{(\beta,(h, l), z) \mid \beta(0)=h x \text { and } \beta(1)=l z\}
\end{aligned}
$$

The group $G \times G$ acts on $\left(P_{x}\right)_{0}$ by $(g, k)(\beta,(h, l), z)=\left(g \beta,\left(g h, g l k^{-1}\right), k z\right)$; see Figure 6.

The $x$-based path groupoid is the translation groupoid $P_{x}=(G \times G) \ltimes\left(P_{x}\right)_{0}$.


Figure 6
Observing that the equivalence class of each $(\beta,(h, l), z) \in\left(P_{x}\right)_{0}$ contains an element of the form $(\alpha, g, w) \in X^{I} \times G \times X$ we have that the based path groupoid $P_{x}$ is equivalent to $G \ltimes P$ where $P=\{(\alpha, g, w) \mid \alpha(0)=x$ and $\alpha(1)=g w\}$ and the action is given by $k(\alpha, g, w)=\left(\alpha, g k^{-1}, k w\right)$. Figure 7 depicts an arrow $(k,(\alpha, g, w)) \in G \times P$ between $(\alpha, g, w)$ and ( $\left.\alpha, g k^{-1}, k w\right)$.

The $x$-based path groupoid $P_{x}$ is not in general equivalent to a topological space.
Given points $x, y \in X$, our various path groupoids are related by

where $\mathbf{1}_{\boldsymbol{x}}=e \ltimes x$ and $\mathbf{1}_{\boldsymbol{y}}=e \ltimes y$ and all diagrams are commutative up to a natural transformation.


Figure 7

### 5.4 Examples

We will illustrate in this section the concepts described in the previous sections by calculating various path groupoids in some particular cases.
5.4.1 Topological spaces The free path groupoid of the topological space $X$ is $P(e \ltimes X)=e \ltimes X^{I}=X^{I}$ and the free loop groupoid is $L(e \ltimes X)=e \ltimes L$ where $L=\left\{\alpha \in X^{I} \mid \alpha(0)=\alpha(1)\right\}$. In this way we recover the classical free path and loop spaces of a topological space. Likewise, the based path and loop groupoids also coincide with the classical ones for topological spaces.
5.4.2 Groups For a point groupoid $G \ltimes \bullet$ we have shown before that the path groupoid is itself and the loop groupoid is $(G \times G) \ltimes(G \times G)$ with the action $(a, b) \cdot(h, l)=$ ( $b h a^{-1}, b l a^{-1}$ ), which is equivalent to $G$ acting on itself by conjugation; that is, $L(G \ltimes \bullet)=G \ltimes G$ and $P(G \ltimes \bullet)=G \ltimes \bullet$. The based loop groupoid is the unit groupoid $G$, as a discrete topological space. The based path groupoid of paths emanating from $\bullet$ is $G \ltimes G$.
5.4.3 Free actions If $G$ acts freely on a topological space $X$, we observe that the groupoid $G \ltimes X$ and the topological space $X / G$ are Morita equivalent. Then, we have that $P(G \ltimes X)=P(e \ltimes X / G)=e \ltimes(X / G)^{I}=(X / G)^{I}$ and the free loop groupoid is $L(G \ltimes X)=L(X / G)$ where $L(X / G)$ is the free loop space of the topological space $X / G$. In the same way, we have that the based groupoids coincide with the ones of the topological space $X / G$.
5.4.4 Orbifolds We proved that for developable orbifolds $G \ltimes X$, the free path groupoid is $P(G \ltimes X)=G \ltimes X^{I}$ and the free loop groupoid is $L(G \ltimes X)=G \ltimes L$ where $L=\left\{(\alpha, g) \in X^{I} \times G \mid \alpha(0)=g \alpha(1)\right\}$. Also, the groupoid of paths between $x$ and $y$ is the topological space $P_{x, y}=\left\{(\alpha, k) \in X^{I} \times G \mid \alpha(0)=x\right.$ and $\left.\alpha(1)=k y\right\}$, the groupoid of based loops is the topological space $P_{x, x}=\{(\alpha, k) \mid \alpha(0)=x$ and $\alpha(1)=k x\}$ and the groupoid of based paths from $x$ is the translation groupoid $P_{x}=(G \times G) \ltimes\left(P_{x}\right)_{0}$.

## 6 Homotopy

We will define in this section a notion of homotopy based on the explicit description of the path groupoid $P(G \ltimes X)$ given in the previous section. This will provide a concrete alternative to the more abstract presentation given by Noohi in [10; 11] for stacks.

### 6.1 Natural transformations for translation groupoids

The equivariant maps $\varphi \ltimes f: K \ltimes Z \rightarrow G \ltimes X$ and $\psi \ltimes g: K \ltimes Z \rightarrow G \ltimes X$ are equivalent by a natural transformation if there exists a $K$-map $\gamma: Z \rightarrow G$ such that $\gamma(z) f(z)=g(z)$ for all $z \in Z$ where both $Z$ and $G$ are $K$-spaces considering the action of $K$ on $G$,

$$
K \times G \rightarrow G, \quad(k, g) \mapsto \psi(k) g \varphi(k)^{-1} .
$$

Therefore $\varphi \ltimes f \sim \psi \ltimes g$ if there exists $\gamma: Z \rightarrow G$ such that
(1) $\gamma(z) f(z)=g(z)$ for all $z \in Z$, and
(2) $\gamma(k z)=\psi(k) \gamma(z) \varphi(k)^{-1}$ for all $k \in K$.

If $Z$ is connected, then $\gamma$ is a constant map since $G$ is discrete. Then $\varphi \ltimes f \sim \psi \ltimes g$ if there exists $h \in G$ such that $h f(z)=g(z)$ for all $z \in Z$ and $h=\psi(k) h \varphi(k)^{-1}$ for all $k \in K$. Then $g=h f$ and $\psi=h \varphi h^{-1}$. In other words, $\psi(k)$ is conjugated to $\varphi(k)$ for all $k \in K$.

In addition, if $G$ is abelian, then $\varphi \ltimes f \sim \psi \ltimes g$ if $g=h f$ for some $h \in G$ and $\varphi=\psi$. If $X=Z=\bullet$, then $\varphi \ltimes \bullet \sim \psi \ltimes \bullet$ if and only if $\varphi$ and $\psi$ are conjugate, $\varphi=h^{-1} \psi h$. In particular, when the group acting is abelian we have that two maps between point groupoids are equivalent by a natural transformation only if they are equal.

We give now a characterization of 2 -isomorphism for strict maps. Namely, if two strict maps are 2-isomorphic then when composed with an essential equivalence they are equivalent by a natural transformation, and if two strict maps are equivalent by a natural transformation then they are 2 -isomorphic as generalized maps.

Proposition 6.1 If $f$ and $g$ are equivalent by a natural transformation, then $f \Rightarrow g$ as generalized equivariant maps.

Proof Just consider the essential equivalences $\eta$ and $v$ as identity maps and the following diagram is commutative up to natural transformations since $f \sim g$ :


Proposition 6.2 If two strict maps $f: G \ltimes X \rightarrow H \ltimes Y$ and $g: G \ltimes X \rightarrow H \ltimes Y$ are 2-isomorphic, then there exists an essential equivalence $\eta: \mathcal{L} \rightarrow G \ltimes X$ such that $f \eta \sim g \eta$.

Proof We have that there exist essential equivalences $\eta, v$ such that the diagram

commutes up to natural transformation. That is, $\eta \sim v$ and $f \eta \sim g \nu$. Therefore, $f \eta \sim g \eta$.

Proposition 6.3 If $(\epsilon, f) \Rightarrow(\sigma, g)$, then there exist essential equivalences $v$ and $\eta$ such that $f v \Rightarrow g \eta$.

Proof By definition of 2-isomorphism, there are essential equivalences $v$ and $\eta$ such that $f v \sim g \eta$. The result follows from Proposition 6.1.

Proposition 6.4 If $f \Rightarrow g$, then $(\epsilon, f) \Rightarrow(\sigma, g)$ for all essential equivalences $\epsilon$ and $\sigma$ with $\epsilon \sim \sigma$.

### 6.2 Diagonal map

We will consider the pullback of the unique morphism $G \ltimes X \xrightarrow{c} \mathbf{1}$ with itself, where $\mathbf{1}$ is the terminal object in MTopG. This pullback defines the product and then by the universal property we obtain the definition of the diagonal map. Then, the path groupoid will be a factorization of that diagonal.

Definition 6.5 [5] An object $T$ in a bicategory $\boldsymbol{B}$ is terminal if the category $\boldsymbol{B}[C, T]$ is equivalent to the terminal category for every object $C$ in $\boldsymbol{B}$. A terminal object is unique up to equivalence when it exists.

The trivial groupoid $\mathbf{1}=e \ltimes \bullet$ is the terminal object in the bicategory of translation groupoids $\mathrm{M} \operatorname{TrG}$ since the category $\operatorname{MTrG}[G \ltimes X, \mathbf{1}]$ is equivalent to the category $\mathbf{1}$.

Indeed, the objects in the category $\mathrm{M} \operatorname{TrG}[G \ltimes X, 1]$ are generalized maps and the arrows are classes of diagrams. We can see that all objects are related by an arrow, ie $\mathrm{M} \operatorname{TrG}[G \ltimes X, \mathbf{1}]$ is the pair groupoid. Given two generalized maps,

$$
G \ltimes X \stackrel{\epsilon^{\prime}}{\leftrightarrows} G^{\prime} \ltimes X^{\prime} \xrightarrow{c^{\prime}} \mathbf{1} \text { and } G \ltimes X \stackrel{\epsilon^{\prime \prime}}{\leftrightarrows} G^{\prime \prime} \ltimes X^{\prime \prime} \xrightarrow{c^{\prime \prime}} \mathbf{1},
$$

we can see that they are equivalent, ie

by considering $P$ as the pullback of $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$. In particular, the strict constant map $G \ltimes X \xrightarrow{c} \mathbf{1}$ is the (unique up to 2 -isomorphism) map to the terminal object.

Let us now consider the pullback of this constant map with itself which defines the product


The product $(G \times G) \ltimes(X \times X)$ of the object $G \ltimes X$ with itself is unique up to equivalence.

By the universal property of the pullback, there exists a map $\Delta$ that makes the two triangles commutative up to natural transformation


The map $\Delta: G \ltimes X \rightarrow(G \times G) \ltimes(X \times X)$ is the diagonal map. Its explicit definition on objects is $\Delta(x)=(x, x)$ and on arrows, $\Delta(g, x)=(g, g, x, x)$. The diagonal map is defined up to 2 -isomorphism.

Remark 6.6 The diagonal defined in [1] is 2-isomorphic to this one.
Definition 6.7 The evaluation map ev: $G \ltimes X^{I} \rightarrow(G \times G) \ltimes(X \times X)$ is given by $\mathrm{ev}(g, \alpha)=(g, g, \alpha(0), \alpha(1))$.

We have that the diagonal map factors through the path groupoid as expected.
Proposition 6.8 There is a factorization of the diagonal map $\Delta$

where $k$ and $e$ are generalized maps.
Proof Let $k$ be the functor $G \ltimes X \rightarrow G \ltimes X^{I}$ given by $x \rightsquigarrow \alpha_{x}$ on objects, and $(g, x) \rightsquigarrow\left(g, \alpha_{x}\right)$, where $\alpha_{x}: I \rightarrow X$ is a constant path at $x \in X$, and let $e$ be the evaluation map, $e=\mathrm{ev}$. Then, we have that the composition $e \circ c$ is equivalent by a natural transformation to the diagonal $\Delta$.

### 6.3 Homotopic maps

We will now give an explicit characterization of the homotopy between generalized maps.

Definition 6.9 Two generalized maps,

$$
K \ltimes Y \stackrel{\sigma}{\longleftarrow} K^{\prime} \ltimes Y^{\prime} \xrightarrow{f} G \ltimes X \quad \text { and } \quad K \ltimes Y \stackrel{\tau}{\longleftarrow} K^{\prime \prime} \ltimes Y^{\prime \prime} \xrightarrow{g} G \ltimes X,
$$

are homotopic if there is a generalized map $K \ltimes Y \stackrel{\epsilon}{\leftarrow} \tilde{K} \ltimes \tilde{Y} \xrightarrow{H} G \ltimes X$ such that the following diagram commutes up to 2 -isomorphism:


This means that the generalized map $(\sigma, f)$ is isomorphic to the generalized map $\left(\epsilon, \mathrm{ev}_{0} \circ H\right)$ and $(\tau, g)$ is isomorphic to $\left(\epsilon, \mathrm{ev}_{1} \circ H\right)$.

That is, $(\sigma, f)$ is homotopic to $(\tau, g)$ if there exists $(\epsilon, H)$ and two commutative diagrams up to natural transformations,

where $\mathcal{L}_{i}$ is a translation groupoid, and $u_{i}$ and $v_{i}$ are equivariant essential equivalences for $i=0,1$. We will denote this homotopy between equivariant generalized maps by $\simeq$.

Remark $6.10(\sigma, f) \simeq(\tau, g)$ if there exists $(\epsilon, H)$ and essential equivalences $u_{0}, u_{1}$, $v_{0}$ and $v_{1}$ such that

$$
f v_{0} \sim \mathrm{ev}_{0} H u_{0} \quad \text { and } \quad g v_{1} \sim \mathrm{ev}_{1} H u_{1}
$$

with $\epsilon u_{0} \sim \sigma v_{0}$ and $\epsilon u_{1} \sim \tau v_{1}$.

Proposition 6.11 If $(\sigma, f) \Rightarrow(\tau, g)$, then $(\sigma, f) \simeq(\tau, g)$.
Proof Consider $H=i_{X} \circ f$ where $i_{X}$ is the inclusion of $X$ in $X^{I}$ given by $i_{X}(x)=\alpha_{x}$ with $\alpha_{x}$ being the constant map $\alpha_{x}(t)=x$ for all $t \in I$. Then the following diagram is commutative up to 2-isomorphism:


The first triangle is an equality and the second is commutative since $(\sigma, f) \Rightarrow(\tau, g)$.

Remark 6.12 Let $f$ and $g$ be strict maps. Following the characterization for isomorphism of strict maps given in Proposition 6.2 and the definition of groupoid homotopy, we have that $f \simeq g$ if there exists a generalized map $(\epsilon, H)$ and essential equivalences $\eta$ and $v$ such that $f \epsilon \eta \sim \mathrm{ev}_{0} H \eta$ and $g \epsilon v \sim \mathrm{ev}_{1} H \nu$.

Proposition 6.13 Let $f$ and $g$ be strict maps.
(1) If $f$ and $g$ are $\psi$-equivariantly homotopic maps, then $f \simeq g$ as generalized equivariant maps.
(2) If $f$ and $g$ are equivalent by a natural transformation, then $f \simeq g$ as generalized equivariant maps.

Proof (1) Let $H: Y \rightarrow X^{I}$ be the $\psi$-equivariant homotopy, ie $H_{t}(k y)=\psi(k) H_{t}(y)$. Then the following diagram is commutative:

(2) This follows from Propositions 6.1 and 6.11 .

Therefore our definition of homotopy generalizes both the notion of natural transformation and the notion of equivariant homotopy.

Proposition 6.14 If $(\epsilon, f) \simeq(\sigma, g)$ then there exist essential equivalences $a$ and $b$ such that $f a \simeq g b$ as strict maps.

Proof Since we have a homotopy between generalized maps, we know that there exists $(\delta, H)$ and essential equivalences $u_{0}, v_{0}, u_{1}$ and $v_{1}$ such that

$$
f v_{0} \sim \mathrm{ev}_{0} H u_{0}, \quad g v_{1} \sim \mathrm{ev}_{1} H u_{1}, \quad \delta u_{0} \sim \epsilon v_{0}, \quad \delta u_{1} \sim \sigma v_{1} .
$$

Take $a=v_{0}\left(u_{0}\right)^{-1} \delta^{-1}$ and $b=v_{1}\left(u_{1}\right)^{-1} \delta^{-1}$. Then $f a$ and $g b$ are homotopic.
Proposition 6.15 The path groupoid $G \ltimes X^{I}$ is homotopy equivalent to the groupoid $G \ltimes X$. The evaluation $e_{1}: G \ltimes X^{I} \rightarrow G \ltimes X$ is a homotopy equivalence.

Proof Consider the map $H: G \ltimes X^{I} \rightarrow G \ltimes\left(X^{I}\right)^{I}$ such that $H(\alpha)=\lambda$ with

$$
\lambda: I \rightarrow X^{I}, \quad \lambda(t)=\alpha(r+t-r t)
$$

We have the commutative diagram

showing that $i \circ e_{1}$ is homotopic to the identity map.

## 7 Fibrations

We recall the definition of fibration for topological spaces given as a dualization of the notion of cofibration.

Definition 7.1 [8; 18] A map $p: E \rightarrow B$ is a fibration if for all spaces $U$ with $\mathrm{ev}_{0} \circ K=p \circ k$ in the diagram

there exists $\widetilde{K}$ that makes the diagram commute.
We want to introduce a notion of fibration for generalized maps. First, let us note that a strict equivariant map $\varphi \ltimes f: G \ltimes X \rightarrow H \ltimes Y$ induces a map $\varphi_{*} \ltimes f_{*}: G \ltimes X^{I} \rightarrow H \ltimes Y^{I}$ by $f_{*}(\alpha)=f \circ \alpha$ for all $\alpha \in X^{I}$ and $\varphi_{*}=\varphi$. We proved in Proposition 4.12 that if $\epsilon: G \ltimes X \rightarrow H \ltimes Y$ is an essential equivalence, then $\epsilon_{*}: G \ltimes X^{I} \rightarrow H \ltimes Y^{I}$ is an essential equivalence as well.
Then every generalized map $G \ltimes X \stackrel{\epsilon}{\leftrightarrows} G^{\prime} \ltimes X^{\prime} \xrightarrow{f} H \ltimes Y$ induces a generalized map $G \ltimes X^{I} \stackrel{\epsilon_{*}}{\longleftarrow} G^{\prime} \ltimes X^{\prime I} \xrightarrow{f_{*}} H \ltimes Y^{I}$ between the path groupoids.

Definition 7.2 A generalized map $G \ltimes X \stackrel{\epsilon}{\longleftarrow} G^{\prime} \ltimes X^{\prime} \xrightarrow{f} H \ltimes Y$ is a groupoid fibration if for all translation groupoids $L \ltimes U$ with $\mathrm{ev}_{0} \circ(\Omega, K) \Rightarrow(\omega, k) \circ(\epsilon, f)$ in the diagram

there exists $(\widetilde{\Omega}, \tilde{K})$ that makes the diagram commute up to 2 -isomorphism.

Since a 2-isomorphism between strict maps induces a 2-isomorphism between the induced maps between their path groupoids, being a fibration is a property invariant under 2-isomorphism.

Proposition 7.3 Consider 2-isomorphic maps

$$
f: G \ltimes X \rightarrow H \ltimes Y \quad \text { and } \quad g: G \ltimes X \rightarrow H \ltimes Y \text {, }
$$

$f \Rightarrow g$. Then $f$ is a fibration if and only if $g$ is a fibration.

We will see that for $(\epsilon, f)$ to be a groupoid fibration it is necessary and sufficient that the right leg of the span is a groupoid fibration (considered as a generalized map with identity as a left leg).

Proposition 7.4 A generalized map $G \ltimes X \stackrel{\epsilon}{\leftarrow} G^{\prime} \ltimes X^{\prime} \xrightarrow{f} H \ltimes Y$ is a groupoid fibration if and only if $f: G^{\prime} \ltimes X^{\prime} \rightarrow H \ltimes Y$ is a groupoid fibration.

Proof If the generalized map $(\epsilon, f)$ is a groupoid fibration, then there exists $\left(\tau^{\prime}, \tilde{H}^{\prime}\right)$ that makes the diagram

commute up to 2-isomorphism.
Let $P$ be the pullback


Take $\tau=\tau^{\prime} \epsilon_{*}^{\prime}$ and $\tilde{H}=\tilde{H}^{\prime \prime}$. Then $f: G^{\prime} \ltimes X^{\prime} \rightarrow H \ltimes Y$ is a groupoid fibration.

Conversely, if $f$ is a groupoid fibration then we have this commutative diagram

where $\left(\sigma_{0}^{\prime}, H_{0}^{\prime}\right)=\epsilon \circ\left(\sigma_{0}, H_{0}\right)$. Now take $\tilde{H}=\epsilon_{*} \tilde{H}^{\prime}$ and $\tau=\tau^{\prime}$. Therefore, $(\epsilon, f)$ is a fibration.

Then, the test to decide if a generalized map is a groupoid fibration amounts to check the definition of groupoid fibration with a strict map. Moreover, we know that any generalized map $L \ltimes U \leftarrow \ell \rightarrow G \ltimes X$ is equivalent to a generalized map of the form $L \ltimes U \leftarrow L^{\prime} \ltimes U^{\prime} \rightarrow G \ltimes X$, where $L^{\prime}$ may be chosen as $L \times G$ and the group homomorphisms are the appropriate projections onto $L$ and $G$ [14].

The groupoid fibration definition specializes to the following:

Definition 7.5 A strict map $f: G \ltimes X \rightarrow H \ltimes Y$ is a groupoid fibration if for all translation groupoids $L \ltimes U$ with $\operatorname{ev}_{0} \circ(\Omega, K) \Rightarrow f \circ(\omega, k)$ in the diagram

there exists ( $\widetilde{\Omega}, \widetilde{K}$ ) that makes the diagram commute up to 2 -isomorphism.

In other words, $f$ is a groupoid fibration if for all commutative diagrams

there exists $(\widetilde{\Omega}, \widetilde{K})$ such that the following diagrams commute:

$(L \times G) \ltimes U^{\prime}$

$(L \times H) \ltimes U^{\prime \prime}$

Proposition 7.6 The evaluation map $\mathrm{ev}_{0}: G \ltimes X^{I} \rightarrow G \ltimes X$ is a groupoid fibration.
Proof For all translation groupoids $L \ltimes U$ making the following diagram commutative up to 2-isomorphism, we will construct the required generalized map $(\widetilde{\Omega}, \widetilde{K})$ :


Since there is a 2-isomorphism between the generalized maps $\left(\Omega, \mathrm{ev}_{0} K\right)$ and $\left(\omega, \mathrm{ev}_{0} k\right)$, we know that there exists a groupoid $\widetilde{\mathcal{L}}$ and essential equivalences $v$ and $\eta$ such that the following diagram commutes up to natural transformations:


We take $\widetilde{\Omega}=\Omega \eta$ and will construct a map $\widetilde{K}: \widetilde{\mathcal{L}} \rightarrow G \ltimes\left(X^{I}\right)^{I}$ such that the following diagram commutes up to natural transformations:


Consider the groupoid pullback

where $P$ is the translation groupoid

$$
P=(G \times G) \ltimes\left(X^{I} \times_{X} X^{I} \times_{X} G\right)
$$

with $X^{I} \times_{X} X^{I} \times_{X} G=\left\{\left(\alpha_{1}, \alpha_{2}, k\right) \mid k \alpha_{1}(0)=\alpha_{2}(0)\right\}$. We observe that in fact $P$ is equivalent to $\operatorname{Map}\left(I_{S_{2}}, G \ltimes X\right)$. To show this equivalence, we construct first a functor $\bar{K}: P \rightarrow G \ltimes\left(X^{I} \times_{X} X^{I}\right)$, where $X^{I} \times_{X} X^{I}=X^{I \vee I}$ is the pullback of the diagram

given by $\left.\bar{K}\left(\alpha_{1}, \alpha_{2}, k\right)\right)=\left(k \alpha_{1}, \alpha_{2}\right)$ on objects and $\bar{K}\left(g_{1}, g_{2}\right)=g_{2}$ on morphisms.
Since $\left(g_{1}, g_{2}\right) \cdot\left(\alpha_{1}, \alpha_{2}, k\right)=\left(g_{1} \alpha_{1}, g_{2} \alpha_{2}, g_{2} k g_{1}^{-1}\right)$ and

$$
\bar{K}\left(g_{1} \alpha_{1}, g_{2} \alpha_{2}, g_{2} k g_{1}^{-1}\right)=\left(g_{2} k g_{1}^{-1} g_{1} \alpha_{1}, g_{2} \alpha_{2}\right)=\left(g_{2} k \alpha_{1}, g_{2} \alpha_{2}\right)=g_{2}\left(k \alpha_{1}, \alpha_{2}\right)
$$

we can see that this is just a special case of the equivalences of the path groupoid models from Section 4,

$$
\operatorname{Map}\left(I_{S_{2}}, G \ltimes X\right) \cong P \sim G \ltimes X^{I \vee I} \cong G \ltimes X^{I}
$$

We observe that the diagram of functors

commutes up to natural transformations since the right-hand side commutes on the nose and the left-hand side commutes up to a natural transformation. Here $j_{1}: I \rightarrow I \vee I$ and $j_{2}: I \rightarrow I \vee I$ are the natural maps for the coproduct of pointed spaces

where $i_{1}(t)=(t, 0), i_{2}(s)=(0, s)$ and $\pi: I \times I \rightarrow I \vee I$ is a deformation retract. Therefore, we have the commutative diagram
(2)


Now, by the universal property of the groupoid pullback, there exists a functor $\xi: \mathcal{L} \rightarrow P$ such that the diagram

commutes up to natural transformation.

Now, we put together diagrams (2) and (3) to obtain

and define $\widetilde{K}=\pi^{*} \circ \bar{K} \circ \xi$.
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# Discrete real specializations of sesquilinear representations of the braid groups 

Nancy Scherich


#### Abstract

Using Salem numbers, this paper gives real specializations of sesquilinear representations of the braid groups that make the images discrete groups. This method is applied to the Burau, Jones and Lawrence-Krammer representations, and some details on the commensurability of the target groups are given.


20C08, 57M99

## 1 Introduction

Representations of the braid groups have attracted attention because of their wide variety of applications from discrete geometry to quantum computing. This paper takes the point of view that one should ask structural questions about the image of a braid group representation, in particular whether the image is discrete for specializations of the parameter. Venkataramana in [15] also followed this pursuit for discrete specializations of the Burau representation but with a different approach toward arithmeticity.

Since the Jones representations are used in modeling quantum computations, much work has been done to understand specializations at roots of unity, as explored by Funar and Kohno in [7], Freedman, Larsen and Wang in [6], and many others. However, there seems to be a lack of exploration of the real specializations of these representations. This paper takes a more general approach to find discrete real specializations of any sesquilinear group representation, and show how this can be applied to representations of the braid groups. The main theorem follows.

Theorem 1.1 Let $\rho_{t}: G \rightarrow \mathrm{GL}_{m}\left(\mathbb{Z}\left[t, t^{-1}\right]\right)$ be a group representation with parameter $t$. Suppose there exists a matrix $J_{t}$ such that:
(1) For all $M$ in the image of $\rho_{t}, M^{*} J_{t} M=J_{t}$, where $M^{*}(t)=M^{\top}(1 / t)$.

[^7](2) $J_{t}=\left(J_{1 / t}\right)^{\top}$.
(3) $J_{t} \in \mathrm{GL}_{m}(\mathbb{Q}(t))$, where no entry of $J_{t}$ has denominator with 1 as a root.
(4) $J_{t}$ is positive definite for $t$ in a neighborhood $\eta$ of 1 in $\mathbb{C}$.

Then there exist infinitely many Salem numbers $s$ such that the specialization representation $\rho_{s}$ at $t=s$ is discrete.

Further applying a classification theorem of hermitian forms from Scharlau [13] proves the following commensurability result of the target groups.

Corollary 1.2 For $\rho_{t}: G \rightarrow \mathrm{SL}_{2 m+1}\left(\mathbb{Z}\left[t, t^{-t}\right]\right)$ as in Theorem 1.1, there exist infinitely many Salem numbers $s$ such that for infinitely many integers $n$ and $k$ the specializations $\rho_{s^{k}}$ at $t=s^{k}$ and $\rho_{s^{n}}$ at $t=s^{n}$ map into commensurable lattices.

Squier showed in [14] that the reduced Burau representation is sesquilinear and satisfies the criteria for Theorem 1.1. Example 3.2 gives explicit Salem numbers such that specializing the reduced Burau representation to these numbers is discrete. Using the Burau representation as motivation, Section 2 introduces the main tools of discrete generalized unitary groups and Salem numbers. In Section 3 we apply Theorem 1.1 to the Jones and Lawrence-Krammer representations of the braid group, and we suspect it also applies to all of the BMW representations. Lastly, Section 4 discusses the lattice structure and commensurability of the target groups for the Salem number specializations.
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## 2 Discrete representations using Salem numbers

### 2.1 Motivation from Squier and the Burau representation

The (reduced) Burau representation $\rho_{n, t}: B_{n+1} \rightarrow \mathrm{GL}_{n}\left(\mathbb{Z}\left[t, t^{-1}\right]\right)$ is an irreducible representation of the braid group. These representations depend on $n$, where $n+1$
is the number of braid strands, and are parametrized by a variable $t$. Squier showed in [14] that there is a nondegenerate $n$-dimensional matrix $J_{n, t}$ satisfying the equation

$$
\begin{equation*}
M^{*} J_{n, t} M=J_{n, t} \tag{2-1}
\end{equation*}
$$

for all $M$ in the image of $\rho_{n, t}$. Here $M^{*}$ is the transpose of $M$ after replacing $t$ with $1 / t$ in the entries of $M, M^{*}(t):=M(1 / t)^{\top} . J_{n, t}$ is sesquilinear with respect to $*$, $J_{n, t}^{*}=J_{n, t}$, and letting $t=x^{2}, J_{n, t}$ is given by the tridiagonal matrix

$$
J_{n, t}=\left[\begin{array}{cccc}
x+x^{-1} & -1 & & \\
-1 & \ddots & \ddots & \\
& \ddots & & -1 \\
& & -1 & x+x^{-1}
\end{array}\right]
$$

If $t$ is a unit complex number, (2-1) agrees with the usual unitary relation $(\bar{M})^{\top} M=\mathrm{Id}$. Representations that satisfy (2-1) are called sesquilinear, and are said to map into a generalized unitary group. This terminology will be made precise in the next section.

These generalized unitary groups are the key to finding discrete specializations. The method described here is to show that carefully chosen specializations of the parameter $t$ make the entire generalized unitary group discrete, thus making the image of the representation discrete.

### 2.2 Unitary groups

In general, unitary groups are matrix groups which respect a form, or inner product. These notions heavily rely on the ring of coefficients and an involution of that ring. Let $R$ be a ring and $\phi$ an order 2 automorphism of $R$. For a matrix $M$ defined over $R$, let $M^{*}=\left(M^{\phi}\right)^{\top}$, where $M^{\phi}$ is the matrix obtained by applying $\phi$ to the entries of $M$. For the Burau representation in Section $2.1, \phi$ is the map given by $t \mapsto 1 / t$, and $R=\mathbb{Z}\left[t, t^{-1}\right]$.

Definition 2.1 For a matrix $J$ such that $J^{*}=J$, the generalized unitary group is

$$
U_{m}(J, \phi, R):=\left\{M \in \mathrm{GL}_{m}(R) \mid M^{*} J M=J\right\}
$$

Here, $J$ is called a sesquilinear form with respect to $\phi$. For example, in this notation the familiar unitary group $U_{m}$ can be written as $U_{m}(\mathrm{Id},-, \mathbb{C})$, where "-" is complex conjugation. A representation is called sesquilinear if its image is contained in a generalized unitary group.
2.2.1 Creating discrete unitary groups The Burau representation can be written as $\rho_{n, t}: B_{n+1} \rightarrow U_{n}\left(J_{n, t}, \phi, \mathbb{Z}\left[t, t^{-1}\right]\right)$. With the goal of parameter specialization in mind, the relevant choice for the coefficient ring is a number ring. Discreteness of the unitary group is a delicate relationship between the form $J$ and the algebraic structure of the number ring. More precisely, let $L$ be a totally real algebraic field extension of $\mathbb{Q}$ and let $K$ be a degree 2 field extension of $L$, with $L, K \subseteq \mathbb{C}$. Let $\phi$ be the order 2 generator of $\operatorname{Gal}(K / L)$, and let $\mathcal{O}_{K}$ and $\mathcal{O}_{L}$ denote the rings of integers of $K$ and $L$, respectively:


Let $\sigma$ be a complex place of $K$, which in this setting is a field homomorphism $\sigma: K \rightarrow \mathbb{C}$ different from $\phi$ and the identity map. We write $X^{\sigma}=\sigma(X)$ for any $X$ in $K$. The algebraic structure is passed along by $\sigma$, meaning $\mathcal{O}_{K^{\sigma}}=\left(\mathcal{O}_{K}\right)^{\sigma}$ is the ring of integers for $K^{\sigma}$ and $\phi^{\sigma}=\sigma \phi \sigma^{-1}$ is an involution on $K^{\sigma}$.

Let $J$ be a matrix over $\mathcal{O}_{K}$ that is sesquilinear with respect to $\phi$. Then $J^{\sigma}$ is sesquilinear with respect to $\phi^{\sigma}$. So, in particular,

$$
U_{m}\left(J^{\sigma}, \phi^{\sigma}, \mathcal{O}_{K^{\sigma}}\right)=\left\{M \in \mathrm{GL}_{m}\left(\mathcal{O}_{K^{\sigma}}\right) \mid\left(M^{\phi^{\sigma}}\right)^{\top} J^{\sigma} M=J^{\sigma}\right\}
$$

Since $\sigma$ is a homomorphism, we can see that $\left(U_{m}\left(J, \phi, \mathcal{O}_{K}\right)\right)^{\sigma}=U_{m}\left(J^{\sigma}, \phi^{\sigma}, \mathcal{O}_{K^{\sigma}}\right)$ by applying $\sigma$ to the equation $J=M^{*} J M$.

The following results outline compatibility requirements between $J$ and $\mathcal{O}_{K}$, which show that $U_{m}\left(J, \phi, \mathcal{O}_{K}\right)$ is a discrete subgroup of $\mathrm{GL}_{m}(\mathbb{R})$ under the standard euclidean topology.

Proposition 2.2 $U_{m}\left(J^{\sigma}, \phi^{\sigma}, \mathcal{O}_{K^{\sigma}}\right)$ is a bounded group when $J^{\sigma}$ is positive definite and $\phi^{\sigma}$ is complex conjugation.

Proof Because $J^{\sigma}$ is positive definite, by Sylvester's law of inertia and the GramSchmidt process, there exists a matrix $Q \in \mathrm{GL}_{m}(\mathbb{C})$ such that $J^{\sigma}=Q^{*}$ Id $Q$. This implies that $Q U_{m}\left(J^{\sigma}, \phi^{\sigma}, \mathcal{O}_{K^{\sigma}}\right) Q^{-1} \subseteq U_{m}\left(\mathrm{Id}, \phi^{\sigma}, \mathbb{C}\right)$, which is a subgroup of the compact group $U_{m}$.

Theorem $2.3 U_{m}\left(J, \phi, \mathcal{O}_{K}\right)$ is discrete if, for every complex place $\sigma$ of $K$, $J^{\sigma}$ is positive definite and $\phi^{\sigma}$ is complex conjugacy.

Proof Assume that $\left\{M_{n}\right\}$ converges to the identity in $U_{m}\left(J, \phi, \mathcal{O}_{K}\right)$. To show $\left\{M_{n}\right\}$ is eventually constant, we will show that for $n$ large there are only finitely many possibilities for the entries $\left(M_{n}\right)_{i j}$.

By assumption, for each $\sigma$ the group $U_{m}\left(J^{\sigma}, \phi^{\sigma}, O_{K^{\sigma}}\right)$ is bounded by Proposition 2.2. Also, for every $M_{n}, M_{n}^{\sigma} \in U_{m}\left(J^{\sigma}, \phi^{\sigma}, O_{K^{\sigma}}\right)$. Thus, there exists a $B$ such that for large $n$, for all $i, j$, and for all $\sigma$, we have that $\left|\left(M_{n}^{\sigma}\right)_{i j}\right|<B$.

For every $M \in U_{m}\left(J, \phi, \mathcal{O}_{K}\right)$, the equation $M^{*} J M=J$ can be rearranged to $J M J^{-1}=\left(\left(M^{\phi}\right)^{\top}\right)^{-1}$, showing that $M$ and $\left(\left(M^{\phi}\right)^{\top}\right)^{-1}$ are simultaneously conjugate. Thus $\left\{M_{n}^{\phi}\right\}$ also converges to the identity. Convergent sequences are bounded, so for large enough $n,\left|\left(M_{n}\right)_{i j}\right|<B$ and $\left|\left(M_{n}\right)_{i j}^{\phi}\right|<B$ for every $i j$-entry.
$L$ is a totally real degree 2 subfield of $K$, and $\phi$ generates $\operatorname{Gal}(K / L)$. So $K$ has one nonidentity real embedding $\phi$, and all other embeddings are complex. Thus we have shown above that for large $n$ there is a uniform bound $B$ for each entry $\left(M_{n}\right)_{i j}$ and each Galois conjugate of $\left(M_{n}\right)_{i j}$. There are only finitely many algebraic integers $\alpha$ such that $\operatorname{deg}(\alpha) \leq \operatorname{deg}(K / \mathbb{Q})$, and with the property that $\alpha$ and all of the Galois conjugates of $\alpha$ have absolute values bounded above by $B$. So there are only finitely many possible entries for $\left(M_{n}\right)_{i j}$, which implies the sequence $\left\{M_{n}\right\}$ is eventually constant.

Corollary 2.4 If $\rho: G \rightarrow U_{m}\left(J, \phi, \mathcal{O}_{K}\right)$ is a representation of a group $G$ such that for every nonidentity place $\sigma$ of $K, J^{\sigma}$ is positive definite and $\phi^{\sigma}$ is complex conjugacy, then $\rho$ is a discrete representation.

At first glance, the requirements for Corollary 2.4 seem very specific and perhaps it is doubtful that any such a representation could exist. However, as described in Section 2.1, Squier showed that the Burau representation maps into a generalized unitary group over $\mathbb{Z}\left[t, t^{-1}\right]$, so the next task is to find values of $t$ such that the form and coefficient ring satisfy the specific hypothesis of Corollary 2.4.

### 2.3 Salem numbers

Salem numbers are the key ingredient to the application of Corollary 2.4, which requires a real algebraic number field with tight control and understanding of each of its complex embeddings.


Figure 1: A schematic picture of an order 6 Salem number.

Definition 2.5 A Salem number $s$ is a real algebraic unit greater than 1 , with one real Galois conjugate $1 / s$, and all of the complex Galois conjugates of $s$ have absolute value equal to 1 .

For example, the largest real root of Lehmer's polynomial, called Lehmer's number,

$$
x^{10}+x^{9}-x^{7}-x^{6}-x^{5}-x^{4}-x^{3}+x+1
$$

is a Salem number. Trivial Salem numbers of degree 2 are solutions to $s^{2}-n s+1$ for $n \in \mathbb{N}$ and $n>2$. It is well known that there are infinitely many Salem numbers of arbitrarily large absolute value and degree. In particular, if $s$ is a Salem number, then $s^{m}$ is also a Salem number for every positive integer $m$. One geometric consequence of the property that powers of Salem numbers are Salem numbers is that by taking powers, one can control the spatial configuration of the complex Galois conjugates of a Salem number, as described in Lemma 2.6.

Lemma 2.6 For any Salem number $s$, and for any interval containing 1 on the complex unit circle, there exist infinitely many integers $m$ such that every complex Galois conjugate of $s^{m}$ lies in the interval.

Proof Let $e^{i \theta_{1}}, \ldots, e^{i \theta_{k}}$ be all the Galois conjugates of the Salem number $s$ with positive imaginary part. Suppose that $\prod_{j=1}^{k}\left(e^{i \theta_{j}}\right)^{m_{j}}=1$. Let $\phi$ be the automorphism of the Galois closure of $s$ with the property that $\phi\left(e^{i \theta_{1}}\right)=s$. Since $\phi$ must permute the


Figure 2: A schematic picture of Lemma 2.6.

Galois conjugates of $s$, for $j \neq 1, \phi\left(e^{i \theta_{j}}\right)$ is again on the complex unit circle. Thus, $1=\phi\left(\prod_{j=1}^{k}\left(e^{i \theta_{j}}\right)^{m_{j}}\right)=s^{m_{1}} \prod_{j=2}^{k} \phi\left(e^{i \theta_{j}}\right)^{m_{j}}, \quad$ which implies $\prod_{j=2}^{k} \phi\left(e^{i \theta_{j}}\right)^{m_{j}}=1 / s^{m_{1}}$. Since each $\phi\left(e^{i \theta_{j}}\right)$ is a unit complex number, it must be the case that each $m_{j}=0$. This shows that the point $p=\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{k}}\right)$ satisfies the criteria for Kronecker's theorem. In particular, the set $\overline{\left\{p^{m} \mid \in \mathbb{Z}\right\}}$ is dense in the torus $T^{k}$.

Fixing an arbitrary Salem number $s$, let $K=\mathbb{Q}(s), L=\mathbb{Q}(s+1 / s)$ and $\mathcal{O}_{K}$ be the ring of integers of $K$ :


Since $s$ and $1 / s$ are real and all other Galois conjugates of $s$ are complex, $K$ has exactly two real embeddings. For a complex embedding $\sigma$ of $K,(s+1 / s)^{\sigma}=2 \operatorname{Re}\left(s^{\sigma}\right)$, which is real. This shows that all embeddings of $L$ are real, and that $L$ is a totally real subfield of $K$. Since $s$ is a root of $X^{2}-(s+1 / s) X+1, K$ is degree 2 over $L$.

The Galois group of $K / L$ is generated by $\phi$, which maps $s$ to $1 / s$. (This exactly matches the involution $t \mapsto 1 / t$ needed in the sesquilinear condition for the Burau representation.) On the complex unit circle, inversion is the same as complex conjugation. So for the complex embeddings $\sigma$ of $K, \phi^{\sigma}$ is complex conjugacy. Notice for a sesquilinear matrix $J_{t}$ over $\mathcal{O}_{K}$ with a parameter $t$, specializing $t=s$ leaves $J_{s}^{\sigma}$ hermitian.

Theorem 1.1 Let $\rho_{t}: G \rightarrow \mathrm{GL}_{m}\left(\mathbb{Z}\left[t, t^{-1}\right]\right)$ be a representation of a group $G$. Suppose there exists a matrix $J_{t}$ such that:
(1) $M^{*} J_{t} M=J_{t}$ for all $M$ in the image of $\rho_{t}$.
(2) $J_{t}=\left(J_{1 / t}\right)^{\top}$.
(3) $J_{t} \in \mathrm{GL}_{m}(\mathbb{Q}(t))$, where no entry of $J_{t}$ has denominator with 1 as a root.
(4) $J_{t}$ is positive definite for $t$ in a neighborhood $\eta$ of 1 in $\mathbb{C}$.

Then there exist infinitely many Salem numbers $s$ such that the specialization $\rho_{s}$ at $t=s$ is discrete.

Proof The neighborhood $\eta$ can be chosen so that no entry of $J_{t}$ has a denominator with a root in $\eta$. By Lemma 2.6, there are infinitely many Salem numbers with the property that all the complex Galois conjugates lie in $\eta$. Let $s$ be one such Salem number. Specializing $t$ to $s$ gives $\rho_{s}: G \rightarrow U_{m}\left(J_{s}, \phi, O_{\mathbb{Q}(s)}\right)$, where $\phi$ is the usual map given by $s \mapsto 1 / s$.

Let $\sigma$ be a complex place of $\mathbb{Q}(s)$ which is given by $s \mapsto z$ for $z$ a complex Galois conjugate of $s$. Then $J_{s}^{\sigma}=J_{z}$, and since $z \in \eta, J_{z}$ is positive definite. By Corollary 2.4, the specialization $\rho_{s}$ at $t=s$ is discrete.

Remark 2.7 If the representations in Theorem 1.1 all have determinant 1 , then the image is more than just discrete, and in fact is a subgroup of a lattice. See Section 4 for more details.

## 3 Applications to braid group representations

### 3.1 The Burau representation

Proposition 3.1 There are infinitely many Salem numbers $s$ such that the Burau representation specialized to $t=s$ is discrete.

Proof The specialization of $\rho_{n, 1}$ at $t=1$ collapses to an irreducible representation of the symmetric group. As a representation of a finite group, $\rho_{n, 1}$ fixes a positive definite form which is unique up to scaling, by Lemma 3.7, which is proved later. At $t=1, J_{n, 1}$ is positive definite, and the signature of $J_{n, t}$ can only change at zeroes of its determinant.

An inductive computation shows that $\operatorname{det}\left(J_{n, t}\right)=\left(t^{2 n+2}-1\right) /\left(t^{n}\left(t^{2}-1\right)\right)$ for $t \neq 1$, and the zeroes of $\operatorname{det}\left(J_{n, t}\right)$ occur at $(n+1)^{\text {th }}$ roots of unity. Thus, $J_{n, t}$ remains positive definite for unit complex values of $t$ with argument less than $2 \pi /(n+1)$. This shows the Burau representation satisfies the criteria of Theorem 1.1.

Example 3.2 The Burau representation $\rho_{4, t}$ of $B_{4}$ is discrete when specializing $t$ to the following Salem numbers:

- Lehmer's number raised to the powers 16,32 and 47 ,
- the largest real root of $1-x^{4}-x^{5}-x^{6}+x^{10}$ raised to the powers 17,23 , and 43 .


### 3.2 The Jones representations

The Hecke algebra (of type $A_{n}$ ), denoted by $H_{n}(q)$, is the complex algebra generated by invertible elements $g_{1}, \ldots, g_{n-1}$ with relations

$$
\begin{align*}
g_{i} g_{i+1} g_{i} & =g_{i+1} g_{i} g_{i+1} & & \text { for all } i<n, \\
g_{i} g_{j} & =g_{j} g_{i} & & \text { for }|i-j|>1, \\
g_{i}^{2} & =(1-q) g_{i}+q & & \text { for all } i<n . \tag{3-1}
\end{align*}
$$

Here, $q$ is viewed as a complex parameter. $H_{n}(q)$ is a quotient of $\mathbb{C}\left[B_{n}\right]$ by the relation (3-1). The Jones representations of $B_{n}$ are defined by precomposing a representation of $H_{n}(q)$ by the quotient map from $\mathbb{C}\left[B_{n}\right]$. The Jones representations have matrix entries in $\mathbb{Z}\left[t, t^{-1}\right]$.
3.2.1 The Jones representations are sesquilinear The Hecke algebras have a natural automorphism, denoted here by $\phi$, which sends $q$ to $1 / q$. Taking $q$ to be a unit complex number, this automorphism becomes complex conjugacy. The Jones representations are known to be sesquilinear with respect to $\phi$ for various complex specializations of $q$ and with many different types of proofs, as in $[2 ; 3 ; 9 ; 17]$. To be overtly clear that all of the criteria of Theorem 1.1 are satisfied by the Jones representations, we provide a simple proof of sesquilinearity here that is very similar to [3, Proposition 3.7] by Brunat and Marin.

The irreducible representations of $H_{n}(q)$ are parametrized by the Young diagrams. (For a more detailed discussion of Young diagrams see [18], and for a construction of the Jones representations see [16].) Every Young diagram contains sub-Young diagrams, obtained by removing boxes in a way that retains the weakly decreasing row length condition. If $\lambda$ is a Young diagram with $n$ boxes, then we will call the sub-Young diagrams found by removing one box from $\lambda$ the $(n-1)-$ subdiagrams of $\lambda$. A Young diagram is completely determined by any two of its $(n-1)$-subdiagrams. These ( $n-1$ )-subdiagrams also determine representations of the Hecke algebras in a powerful way. The following theorem, originally due to Curtis, Iwahori and Kilmoyer in [5] and popularized by Jones in [8], states concretely the relationship between Young diagrams and the representations of the Hecke algebras.

Theorem 3.3 Up to equivalence, the finite-dimensional irreducible representations of $H_{n}(q)$, for generic $q$, are in one to one correspondence with the Young diagrams of $n$ boxes. Moreover, if $\rho$ is a representation corresponding to Young diagram $\lambda$, then $\rho$
restricted to $H_{n-1}(q)$ is equivalent to the representation $\bigoplus_{i=1}^{k} \rho_{\lambda_{i}}$, where $\lambda_{1}, \ldots, \lambda_{k}$ are all of the ( $n-1$ )-subdiagrams of $\lambda$ and each $\rho_{\lambda_{i}}$ is an irreducible representation of $H_{n-1}(q)$ corresponding to $\lambda_{i}$.

Here equivalence means the existence of an intertwining isomorphism, made precise by the following definition.

Definition 3.4 The representations $\varphi: G \rightarrow \mathrm{GL}(V)$ and $\psi: G \rightarrow \mathrm{GL}(W)$ are equivalent if there exists a linear isomorphism $T: V \rightarrow W$ such that $T \varphi(g)(v)=\psi(g) T(v)$ for all $g \in G$ and $v \in V$, or that the following diagram commutes:


Choosing bases for $V$ and $W$, the equivalence $T$ gives the matrix equation

$$
[T][\varphi(g)][T]^{-1}=[\psi(g)] .
$$

At the level of matrices, representations are equivalent exactly when they are simultaneously conjugate. In the context of Theorem 3.3, the restriction of $\rho$ to $H_{n-1}(q)$ is equivalent to the representation $\bigoplus_{i=1}^{k} \rho_{\lambda_{i}}$, which means there is a change of basis such that the restriction of $\rho$ is block diagonal. These restriction rules are combinatorially depicted in the Young lattice of Young diagrams; see [18].

A representation is sesquilinear if there exists an invertible matrix $J$ such that for every $M$ in the image of the representation the following equation is satisfied:

$$
\begin{equation*}
M^{*} J M=J \tag{3-2}
\end{equation*}
$$

Rearranging this equation, we see that $M=J^{-1}\left(\left(M^{\phi}\right)^{\mathrm{T}}\right)^{-1} J$, showing that $M$ and $\left(\left(M^{\phi}\right)^{\top}\right)^{-1}$ are simultaneously conjugate and the conjugating matrix $J$ is the sesquilinear form. Changing views slightly, consider the following definition.

Definition 3.5 For $\varphi: G \rightarrow \mathrm{GL}(V)$ a complex linear representation, $\tilde{\varphi}: G \rightarrow \mathrm{GL}\left(V^{*}\right)$ is called the $\phi$-twisted contragredient representation of $\varphi$ and is given by

$$
\tilde{\varphi}(g) f(v)=f\left(\varphi\left(g^{-1}\right)^{\phi} v\right)
$$

for every $g \in G, v \in V$ and $f \in V^{*}$.

If a basis for $V$ is chosen, then as matrices, $[\tilde{\varphi}(g)]=\left(\left[\varphi(g)^{\phi}\right]^{\top}\right)^{-1}$. So another way to view a sesquilinear representation is one that is equivalent to its $\phi$-twisted contragredient.

Lemma 3.6 Every finite-dimensional irreducible representation of the Hecke algebra is equivalent to its $\phi$-twisted contragredient representation, when $q$ is a generic complex number.

Proof We can establish this result for $n=3$. There are three nonequivalent irreducible representations of $H_{3}(q)$ corresponding to the following Young diagrams:


Up to equivalence, the first two representations are 1-dimensional, given by $g_{i} \mapsto q$ and $g_{i} \mapsto-1$, and are in fact equal to their $\phi$-twisted contragredient representations. The third representation is known to be the Burau representation for $B_{3}$. As described earlier, Squier showed that the Burau representations are sesquilinear and are therefore equivalent to their $\phi$-twisted contragredient.

Inductively moving forward, let $\rho: H_{n}(q) \rightarrow \mathrm{GL}(V)$ be a finite-dimensional irreducible representation and $\tilde{\rho}$ be the $\phi$-twisted contragredient representation of $\rho$. Up to equivalence, $\rho$ corresponds to a Young diagram $\lambda$. To show that $\rho$ and $\tilde{\rho}$ are equivalent, it suffices to show that both representations correspond to the same $\lambda$. A Young diagram is completely characterized by its list of $(n-1)$-subdiagrams, which correspond to the restriction of the representation to $H_{n-1}(q)$. So it is enough to show that the restrictions of $\rho$ and $\tilde{\rho}$ correspond to the same list of $(n-1)$-subdiagrams.

Writing $\rho|=\rho|_{H_{n-1}(q)}$, by Theorem 3.3 there is an equivalence $T$ such that

$$
T \rho \mid(h) T^{-1}=\bigoplus_{i=1}^{k} \rho_{\lambda_{i}}(h) \quad \text { for every } h \in H_{n-1}(q)
$$

where each $\lambda_{i}$ is an ( $n-1$ )-subdiagram of $\lambda, k$ is the number of $(n-1)$-subdiagrams of $\lambda$, and $\rho_{\lambda_{i}}$ is an irreducible representation of $H_{n-1}(q)$ corresponding to $\lambda_{i}$. Choosing a basis for $V$, the matrix for $\left[T \rho \mid(h) T^{-1}\right]$ is block diagonal. Taking the $\phi$-twisted contragredient of a block diagonal matrix preserves the block decomposition, which gives

$$
\left(\left[T^{\phi}\right]^{\top}\right)^{-1}[\tilde{\rho} \mid(h)]\left[T^{\phi}\right]^{\top}=\bigoplus_{i=1}^{k}\left[\tilde{\rho}_{\lambda_{i}}(h)\right] \quad \text { for every } h \in H_{n-1}(q) .
$$

This equation shows that $\tilde{\rho} \mid$ is equivalent to $\bigoplus \tilde{\rho} \lambda_{i}$. Since each $\rho_{\lambda_{i}}$ is an irreducible representation of $H_{n-1}(q)$, we can inductively assume that $\rho_{\lambda_{i}}$ is equivalent to $\tilde{\rho}_{\lambda_{i}}$, for all $i \leq k$. Therefore, $\rho_{\lambda_{i}}$ and $\tilde{\rho}_{\lambda_{i}}$ correspond to the same Young diagram $\lambda_{i}$. Thus the restrictions of $\rho$ and $\tilde{\rho}$ correspond to the same list of $(n-1)$-subdiagrams.

Lemma 3.7 If an absolutely irreducible matrix representation has an invertible matrix $J$ satisfying $M^{*} J M=J$ for all $M$ in the representation, then $J$ is unique up to scaling.

Proof Suppose there were two such matrices $J_{1}$ and $J_{2}$. Then (3-2) gives, for all matrices $M$ in the representation,

$$
J_{1} M J_{1}^{-1}=\left(\left(M^{\phi}\right)^{\top}\right)^{-1}=J_{2} M J_{2}^{-1} \Rightarrow\left(J_{1}^{-1} J_{2}\right)^{-1} M\left(J_{1}^{-1} J_{2}\right)=M .
$$

This shows that $J_{1}^{-1} J_{2}$ is in the centralizer of the entire irreducible representation. Schur's lemma gives that $J_{1}^{-1} J_{2}=\alpha \cdot$ Id for some scalar $\alpha$, and finally $J_{2}=\alpha J_{1}$.

Proposition 3.8 If $\rho$ is an irreducible Jones representation of $B_{n}$ and $q$ is a generic unit complex number close to 1 , then there exists a nondegenerate, positive definite, sesquilinear matrix $J$ with entries in $\mathbb{Q}(q)$ such that for all $M$ in the image of $\rho$, $\left(M^{\phi}\right)^{\top} J M=J$.

Proof Let $\rho$ be a finite-dimensional irreducible representation of $H_{n}(q)$ over $V$. By Lemma 3.6, $\rho$ is equivalent to its $\phi$-twisted contragredient representation $\tilde{\rho}$ by an equivalence $T$. Choose a basis for $V$ and its dual basis for $V^{*}$, and let $\mathcal{T}$ be the matrix for $T$ with respect to these bases. We will use this matrix $\mathcal{T}$ to find the desired matrix $J$. Let the superscript $*$ denote the $\phi$-twisted transpose of a matrix to ease computation. For all $g \in H_{n}(q)$, we get the matrix equations

$$
\begin{align*}
\mathcal{T}[\rho(g)] \mathcal{T}^{-1}=[\tilde{\rho}(g)]=\left([\rho(g)]^{-1}\right)^{*} & \Longrightarrow\left(\mathcal{T}^{-1}\right)^{*}[\rho(g)]^{*} \mathcal{T}^{*}=[\rho(g)]^{-1}  \tag{3-3}\\
& \Longrightarrow \mathcal{T}^{*}[\rho(g)]\left(\mathcal{T}^{*}\right)^{-1}=\left([\rho(g)]^{-1}\right)^{*}
\end{align*}
$$

This shows that $\mathcal{T}$ and $\mathcal{T}^{*}$ are two possible forms for $\rho$. By Lemma 3.7, $\mathcal{T}=\alpha \mathcal{T}^{*}$ for some $\alpha \in \mathbb{C}$. Applying $*$ again gives $\mathcal{T}=\alpha \alpha^{*} \mathcal{T}$ and $\alpha \alpha^{*}=1$.

Define $J=\beta \mathcal{T}+\beta^{*} \mathcal{T}^{*}=\left(\alpha \beta+\beta^{*}\right) \mathcal{T}^{*}$ where $\beta$ is as follows. (Here $\beta$ is needed to ensure that $J$ is invertible.) If $\alpha \neq-1$, let $\beta=1$, which gives that $\operatorname{det} J=\operatorname{det}((\alpha+1) \mathcal{T})$, which is nonzero. If $\alpha=-1$, let $\beta \in \mathbb{C}$ be such that $\beta^{*} \neq \beta$. Then

$$
\operatorname{det} J=\operatorname{det}\left[\left(\alpha \beta+\beta^{*}\right) \mathcal{T}^{*}\right]=\operatorname{det}\left[\left(-\beta+\beta^{*}\right) \mathcal{T}\right]
$$

is nonzero. So, in both cases, $J$ is invertible.

Next note that $J$ is sesquilinear, that is, $J^{*}=\left(\beta \mathcal{T}+\beta^{*} \mathcal{T}^{*}\right)^{*}=\beta^{*} \mathcal{T}^{*}+\beta \mathcal{T}=J$. If $M$ is a matrix in the image of $\rho$, rearranging the right-hand equation of (3-3) gives $M^{*} \mathcal{T}^{*} M=\mathcal{T}$. So inserting $J$ gives

$$
M^{*} J M=M^{*}\left(\alpha \beta+\beta^{*}\right) \mathcal{T}^{*} M=\left(\alpha \beta+\beta^{*}\right) M^{*} \mathcal{T}^{*} M=\left(\alpha \beta+\beta^{*}\right) \mathcal{T}=J
$$

To show that the entries of $J$ are in $\mathbb{Q}(q)$ we will proceed by induction on $n$, as in the proof of Lemma 3.6. As a base case with $n=3$, Squier's form for the Burau representation has entries in $\mathbb{Q}(q)$. Let $\rho$ be an irreducible Jones representation of $B_{n}$ with $\left.\rho\right|_{B_{n-1}}=\bigoplus_{i=1}^{k} \rho_{i}$, where each $\rho_{i}$ is an irreducible Jones representation of $B_{n-1}$. We can inductively assume each $\rho_{i}$ is sesquilinear with form $J_{i}$ whose coefficients are in $\mathbb{Q}(q)$. Thus, there exist some scalars $\alpha_{i}$ such that $J=\left[\alpha_{i} J_{i}\right]$, the block diagonal matrix, and $J$ is the sesquilinear form for $\rho$.

It remains to show that $J$ is positive definite. Taking $q=1, \rho$ is an irreducible representation of the symmetric group $\Sigma_{n}$. As a linear representation of a finite group, $V$ admits an inner product that is invariant under the action of $\Sigma_{n}$, given by a positive definite nondegenerate matrix $\widehat{J}$. Lemma 3.7 guarantees that $\widehat{J}$ is unique up to scaling. Since $\left.J\right|_{q=1}$ is also a form for this representation, it must be that $\hat{J}$ is a multiple of $\left.J\right|_{q=1}$, which gives that $J$ is positive definite for $q=1$. Since $J$ is Hermitian for unit complex $q$ it has real eigenvalues, and continuity of the determinant map finally gives that either $J$ or $-J$ is positive definite for $q$ close to 1 .

Corollary 3.9 For each irreducible Jones representation, there are infinitely many Salem numbers $s$ such that specializing $q=s^{m}$, for some $m$, is a discrete representation.

### 3.3 The Lawrence-Krammer and BMW representations

The BMW algebras are a 2-parameter family of algebras, denoted by $C_{n}(l, m)$, with $n-1$ generators and parameters $l$ and $m$. The BMW representations of the braid group come from representations of the BMW algebras [1; 12]. Similar to how the Burau representation is one irreducible summand of the Jones representations, Zinno proved in [19] that the Lawrence-Krammer representation is one summand of the BMW representations. To make sense of the $*$ operation, the relevant involution for the BMW algebra is given by $l \mapsto 1 / l, m \mapsto m$ and $\alpha \mapsto 1 / \alpha$, where $m=\alpha+1 / \alpha$. Budney proved that the Lawrence-Krammer representation is sesquilinear [4], and Brunat and Marin give a more general proof that all the BMW representations are sesquilinear [3]; see also [10]. It is also known that the sesquilinear forms $J_{l, m}$ are
positive definite for a neighborhood of $(1,1)$ in the unit complex sphere in $\mathbb{C}^{2}$ [17]; see [2, Theorem 1.2] for a concise restatement. It is suspected that the forms $J_{l, m}$ have coefficients in $\mathbb{Q}(m, l)$, and this is known to be true for the Lawrence-Krammer representation.

Corollary 3.10 For the Lawrence-Krammer representation there are infinitely many Salem numbers $s$ such that specializing $l=s^{k_{1}}$ and $\alpha=s^{k_{2}}$, for some $k_{1}$ and $k_{2}$, is a discrete representation.

Example 3.11 Let $\rho$ be the Lawrence-Krammer representation of $B_{4}$ given on page 272 of [1]. Taking the Salem number $S=1 / 2+1 / \sqrt{2}+1 /(2 \sqrt{-1+2 \sqrt{2}})$, specializing $\alpha=S^{15}$ and $l=S^{3}$ makes $\rho$ a discrete representation.

## 4 Commensurability

Ideally, we would like to find real specializations so that the Jones representations have images that are not just discrete, but are arithmetic groups or lattices in $\mathrm{GL}_{n}(\mathbb{R})$. A first step in this direction is to further study the unitary groups coming from Salem number specializations, and consider when the images are subsets of lattices. Specializing to two different powers of the same Salem number can give commensurable unitary groups, but the defining sesquilinear forms might be very different.

Recall the notation of $K, L, \mathcal{O}_{K}$ and $\phi$ from Section 2.3. In general, fixing a number ring $\mathcal{O}_{K}$ and dimension $m$, the group $U_{m}\left(J, \phi, \mathcal{O}_{K}\right)$ is determined by the form $J$. Notice that $U_{m}\left(J, \phi, \mathcal{O}_{K}\right)=U_{m}\left(\lambda J, \phi, \mathcal{O}_{K}\right)$ for every $\lambda \in L$, and that the form $J$ is not completely unique. This motivates that following definition.

Definition 4.1 Matrices $J$ and $H$ are equivalent over $K$ if $Q^{*} J Q=\lambda H$ for some $Q \in \mathrm{GL}_{m}(K)$ and $\lambda \in \operatorname{Fix}(\phi)$.

It would be nice if equivalent forms gave rise to equal unitary groups, but this is not true in general. However, in the careful scenario that the unitary group is a lattice in $\operatorname{SL}_{m}(\mathbb{R})$, changing the form by equivalence yields "the same" lattice, up to commensurability in the following sense.

Definition 4.2 Two groups $G_{1}$ and $G_{2}$ are commensurable if there are finite-index subgroups $H_{1} \subseteq G_{1}$ and $H_{2} \subseteq G_{2}$ such that $H_{1}$ is isomorphic to $H_{2}$.

Definition 4.3 A lattice in a semisimple Lie group is a discrete subgroup with finite covolume.

For our purposes, we will take $\mathrm{SL}_{m}(\mathbb{R})$ or $\operatorname{PSL}_{m}(\mathbb{R})$ as the semisimple Lie group.

Proposition 4.4 Assume that $\mathrm{SU}_{m}\left(J_{1}, \phi, \mathcal{O}_{K}\right)$ and $\mathrm{SU}_{m}\left(J_{2}, \phi, \mathcal{O}_{K}\right)$ are lattices in $\operatorname{SL}_{m}(\mathbb{R})$. If $J_{1}$ and $J_{2}$ are equivalent over $K$, then $\operatorname{SU}_{m}\left(J_{1}, \phi, \mathcal{O}_{K}\right)$ is commensurable to $\mathrm{SU}_{m}\left(J_{2}, \phi, \mathcal{O}_{K}\right)$

Proof Let $\lambda J_{1}=Q^{*} J_{2} Q$ for some $Q \in \operatorname{GL}_{m}(K)$ and $\lambda \in \operatorname{Fix}(\phi)$. For notational clarity, write $\mathrm{SU}\left(J_{i}, \mathcal{O}_{K}\right)=\operatorname{SU}_{m}\left(J_{i}, \phi, \mathcal{O}_{K}\right)$.

Since scalar multiplication commutes with matrix multiplication, $M^{*} J M=J$ if and only if $M^{*} \lambda J M=\lambda J$. So scaling the form preserves the unitary group, and without loss of generality we may assume $\lambda=1$.

It is clear that $M^{*} J M=J$ if and only if $\left(Q^{*} M^{*} Q^{*-1}\right)\left(Q^{*} J Q\right)\left(Q^{-1} M Q\right)=Q^{*} J Q$, which seems like it implies that $\operatorname{SU}\left(Q^{*} J_{1} Q, \mathcal{O}_{K}\right)=Q^{-1} \operatorname{SU}\left(J_{1}, \mathcal{O}_{K}\right) Q$. However, since $Q$ has coefficients in $K, Q^{-1} M Q$ may not have coefficients in $\mathcal{O}_{K}$, so we can only conclude that $Q^{-1} \mathrm{SU}\left(J, \mathcal{O}_{K}\right) Q \subseteq \operatorname{SU}\left(Q^{*} J Q, K\right)$. To avoid this, we need to pass to a finite-index subgroup.

Since $K$ is the ring of fractions of $\mathcal{O}_{K}$, there exists $\gamma \in \mathcal{O}_{K}$ such that $\gamma Q \in M_{m}\left(\mathcal{O}_{K}\right)$. As a ring of integers of an algebraic extension, $\mathcal{O}_{K}$ is a Dedekind domain and every quotient is finite. So $\mathcal{O}_{K} /\left\langle\gamma^{2}\right\rangle$ is finite and $\operatorname{SU}\left(J_{1}, \mathcal{O}_{K} /\left\langle\gamma^{2}\right\rangle\right)$ is finite. The kernel $N$ of the quotient map $\mathrm{SU}\left(J_{1}, \mathcal{O}_{K}\right) \rightarrow \mathrm{SU}\left(J_{1}, \mathcal{O}_{K} /\left\langle\gamma^{2}\right\rangle\right)$ has finite index in $\mathrm{SU}\left(J_{1}, \mathcal{O}_{K}\right)$.

Any element $B$ in the kernel has the form $B=\operatorname{Id}+\gamma^{2} A$ for some matrix $A \in M_{m}\left(\mathcal{O}_{K}\right)$. Substituting $Q^{*} J_{2} Q$ for $J_{1}$ in the equation $B^{*} J_{1} B=J_{1}$ gives that $Q B Q^{-1}$ fixes the form $J_{2}$. Because $Q$ has coefficients over $K, Q B Q^{-1}$ has coefficients in $K$ and not necessarily in $\mathcal{O}_{K}$. However, since $Q B Q^{-1}=\mathrm{Id}+(\gamma Q) A\left(\gamma Q^{-1}\right)$, and both $A$ and $\gamma Q$ are integral, $Q B Q^{-1}$ is also integral. Thus $Q B Q^{-1} \in \operatorname{SU}\left(J_{2}, \mathcal{O}_{K}\right)$.

Since $\operatorname{SU}\left(J_{1}, \mathcal{O}_{K}\right)$ is a lattice and $N$ is a finite-index subgroup, $N$ is also a lattice in $\operatorname{SL}(\mathbb{R})$ with finite covolume. Thus $Q N Q^{-1}$ has finite covolume in $\operatorname{SL}(\mathbb{R})$ and is therefore a lattice. So $Q N Q^{-1}$ is a sublattice of $\operatorname{SU}\left(J_{2}, \mathcal{O}_{K}\right)$ and must have finite index by Margulis's theorem for lattices.

This shows that $N$ is a finite-index subgroup of $\operatorname{SU}\left(J_{1}, \mathcal{O}_{K}\right)$ and $Q N Q^{-1}$ has finite index in $\operatorname{SU}\left(J_{2}, \mathcal{O}_{K}\right)$.

So how does this lattice information apply to the Jones representations? Firstly, after rescaling and reparametrization the Jones representations can be made to have determinant $\pm 1$, allowing the image to land in $\operatorname{PSU}\left(J, \phi, \mathcal{O}_{K}\right)$ instead of just $U\left(J, \phi, \mathcal{O}_{K}\right)$. Secondly, an arithmetic group theory result of Harish and Chandra that is formalized in our setting in Chapter 6 of Morris [11], states that $\mathrm{SU}_{m}\left(J, \phi, \mathcal{O}_{K}\right)$ is a lattice in $\mathrm{SL}_{m}(\mathbb{R})$ under the exact Salem number circumstances as required by Theorem 1.1. So Corollary 3.9 can be restated using this new vocabulary.

Corollary 4.5 For each irreducible Jones representation, after a change of parameter, there are infinitely many Salem numbers $s$ such that specializing $q$ to a power of $s$ maps into a lattice in $\operatorname{PSL}_{m}(\mathbb{R})$.

Proof Let $\rho_{q}$ be an irreducible Jones representation of dimension $m$. The images of the braid generators under $\rho_{q}$ have determinant $\pm q^{k}$ for some $k \in \mathbb{N}$. After a change of variable $q=y^{m}$ and scaling the generators by $1 / y^{m-k}$, this adjusted representation $\tilde{\rho}_{y}$ maps into $\operatorname{PSU}_{m}\left(J^{y}, \mathbb{Z}\left[y^{ \pm 1}\right]\right)$.

The subgroup $B_{n}^{\text {even }}$ of even braids (the preimage of the alternating group under the standard projection to $S_{n}$ ) is a noncentral normal subgroup of $B_{n}$ of finite index. The restriction $\tilde{\rho}_{y} \mid$ maps $B_{n}^{\text {even }}$ into $\operatorname{SU}_{m}\left(J_{y}, \mathbb{Z}\left[y^{ \pm 1}\right]\right)$, and by Theorem 1.1 there exist infinitely many Salem numbers $s$ such that the specialization $\rho_{s} \mid$ at $y=s$ is discrete. Further, by the results in Chapter 6 of [11] described above, these specializations make $\mathrm{SU}_{m}\left(J_{S}, \mathcal{O}_{K}\right)$ lattices in $\mathrm{SL}_{m}(\mathbb{R})$. Finite-index arguments imply $\operatorname{PSU}_{m}\left(J_{S}, \mathcal{O}_{K}\right)$ is a lattice in $\operatorname{PSL}_{m}(\mathbb{R})$.

Since the goal is to obtain commensurable lattices as images of our Jones representations, and it is more natural to think of lattices in $\mathrm{SL}_{m}(\mathbb{R})$ instead of in $\mathrm{PSL}_{m}(\mathbb{R})$, one may simply pass to the finite-index subgroup $B_{n}^{\text {even }}$ and continue to think only about lattices in $\mathrm{SL}_{m}(\mathbb{R})$. To apply Proposition 4.4 requires equivalent defining forms. In general, it is difficult to determine when two forms are equivalent. The following theorem gives a complete classification of the sesquilinear forms in a very specific algebraic setting that applies to the Salem number field scenario.

Theorem 4.6 (Scharlau [13, Chapter 10]) If $L$ is a global field and $K=L(\sqrt{\delta})$, sesquilinear forms over $K / L$ are classified by dimension, determinant class and the signatures for those orderings of $L$ for which $\delta$ is negative.

This classification relies on the determinant class, which is defined here. Recall for a Salem number $s$ the following tower of fields:


The Galois group of $K / L$ is generated by $\phi$, which maps $s$ to $1 / s$. There is a multiplicative group homomorphism Norm: $K^{\times} \rightarrow L^{\times}$given by $\operatorname{Norm}(\alpha)=\alpha \alpha^{\phi}$, where $K^{\times}=K-\{0\}$. Notice for $\beta \in L$ we have $\operatorname{Norm}(\beta)=\beta \beta^{\phi}=\beta^{2}$, and so $\left(L^{\times}\right)^{2} \subseteq \operatorname{Norm}(K)$.

Definition 4.7 The determinant class of a sesquilinear form $H$ over $K / L$ is the coset of $\operatorname{det}(H)$ in $K^{\times} / \operatorname{Norm}\left(K^{\times}\right)$:

$$
[\operatorname{det}(H)]=\operatorname{det}(H) \operatorname{Norm}(K)
$$

Taking $\delta=(s-1 / s)^{2}, K$ can be rewritten as $K=L(\sqrt{\delta})$. Thus we can restate Scharlau's classification in the specific context of Salem numbers.

Theorem 4.8 (Scharlau restated) Sesquilinear forms over $K / L$ are classified by dimension, determinant class and the signatures for those orderings of $L$ for which $(s-1 / s)^{2}$ is negative.

In odd dimensions it is very simple to show that all sesquilinear forms have the same determinant class, up to scaling. However, for even dimensions, the situation is very unclear.

Proposition 4.9 For every odd-dimensional invertible sesquilinear matrices $H$ and $J$ over $K,[\operatorname{det}(H)]=[\operatorname{det}(\lambda J)]$ for $\lambda \in L$.

Proof Let $H$ and $J$ be sesquilinear matrices over $K$ of dimension $2 k+1$. Since $H$ and $J$ are Hermitian, they are both diagonalizable with diagonal entries fixed by $\phi$. So, the determinants of both $H$ and $J$ are elements in $L$. Let $d_{H}$ and $d_{J}$ denote the nonzero determinants of $H$ and $J$. Thus,

$$
d_{H}=\frac{d_{H}}{d_{J}} d_{J} \stackrel{\bmod \left(L^{\times}\right)^{2}}{=}\left(\frac{d_{H}}{d_{J}}\right)^{2 k+1} d_{J}=\operatorname{det}\left(\frac{d_{H}}{d_{J}} J\right)
$$

Since $\left(L^{\times}\right)^{2} \subseteq \operatorname{Norm}(K)$, we have that $H$ and $\lambda J$ have the same determinant class for $\lambda=d_{H} / d_{J} \in L$.

As a result, to determine whether two forms of the same odd dimension are equivalent, it suffices to only check that they have the same signatures.

Theorem 4.10 For $J_{t}$ a sesquilinear form that is positive definite for $t$ in a neighborhood $\eta$ of 1 , there are infinitely many Salem numbers $s$ and integers $n$ and $m$ such that, in all odd dimensions, $\mathrm{SU}_{2 k+1}\left(J_{s^{n}}, \phi, \mathcal{O}_{K}\right)$ and $\mathrm{SU}_{2 k+1}\left(J_{s^{m}}, \phi, \mathcal{O}_{K}\right)$ are commensurable, discrete groups.

Proof By Lemma 2.6 there are infinitely many Salem numbers $s$ and integers $n$ and $m$ such that every complex Galois conjugate of $s^{m}$ and $s^{n}$ lies in $\eta$. Fix one such Salem number $s$, and $K, L$ and $\delta$ as above.

By Theorem 4.6, sesquilinear forms are completely classified by dimension, determinant class, and the signatures for the places of $L$ for which $(s-1 / s)^{2}$ is negative. By Proposition 4.9, $J_{s^{n}}$ and $\lambda J_{s^{m}}$ have the same determinant class for $\lambda$ in $L$, namely $\lambda=\operatorname{det} J_{s^{n}} / \operatorname{det} J_{s^{m}}$.

Let $\sigma$ be a complex placement of $L$. Then $\sigma\left(s^{m}\right)$ is a complex Galois conjugates of $s^{m}$, and similarly for $\sigma\left(s^{n}\right)$ and $s^{n}$. Since $n$ and $m$ were chosen so that all of the complex Galois conjugates of $s^{m}$ and $s^{n}$ have arguments in $\eta, J_{\sigma\left(s^{m}\right)}$ and $J_{\sigma\left(s^{n}\right)}$ are positive definite. Moreover, $\operatorname{det} J_{s^{n}} / \operatorname{det} J_{s^{m}}$ and $\sigma\left(\operatorname{det} J_{s^{n}} / \operatorname{det} J_{s^{m}}\right)$ are both positive, making $\lambda>0$. So regardless of whether $\sigma\left((s-1 / s)^{2}\right)$ is positive or negative, the forms $J_{\sigma\left(s^{i}\right)}$ have the same signature.

Therefore $J_{s^{n}}$ is equivalent to $\lambda J_{s^{m}}$, and so $\operatorname{SU}\left(J_{s^{n}}, \phi, \mathcal{O}_{K}\right)$ is commensurable to $\operatorname{SU}\left(J_{s^{m}}, \phi, \mathcal{O}_{K}\right)$. The groups are discrete by Theorem 2.3.

Corollary 4.11 Let $\rho_{t}: G \rightarrow \mathrm{SL}_{2 k+1}\left(\mathbb{Z}\left[t, t^{-t}\right]\right)$ be a group representation with a parameter $t$. Suppose there exists a matrix $J_{t}$ such that:
(1) For all $M$ in the image of $\rho_{t}, M^{*} J_{t} M=J_{t}$, where $M^{*}(t)=M^{\top}(1 / t)$.
(2) $J_{t}=\left(J_{1 / t}\right)^{\top}$.
(3) $J_{t} \in \mathrm{GL}_{m}(\mathbb{Q}(t))$, where no entry of $J_{t}$ has denominator with 1 as a root.
(4) $J_{t}$ is positive definite for $t$ in an neighborhood $\eta$ of 1 .

Then there exist infinitely many Salem numbers $s$ such that for infinitely many integers $n$ and $m$ the specializations $\rho_{s^{m}}$ at $t=s^{m}$ and $\rho_{s^{n}}$ at $t=s^{n}$ map into commensurable lattices of $\mathrm{SL}_{2 k+1}(\mathbb{R})$.

Example 4.12 The reduced Burau representation of $B_{4}$ is 3-dimensional and, after the appropriate rescaling to have determinant 1 , satisfies Corollary 4.11. So certain powers of the specializations in Example 3.2 map into commensurable lattices in $\mathrm{SL}_{3}(\mathbb{R})$.
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# A model for configuration spaces of points 

Ricardo Campos<br>Thomas Willwacher

We construct a real combinatorial model for the configuration spaces of points of compact smooth oriented manifolds without boundary. We use these models to show that the real homotopy type of configuration spaces of a simply connected such manifold only depends on the real homotopy type of the manifold.

Moreover, we show that for framed $D$-dimensional manifolds these models capture a natural right homotopy action of the little $D$-disks operad.
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## 1 Introduction

Given a smooth manifold $M$, we study the configuration space of $n$ nonoverlapping points on $M$,

$$
\operatorname{Conf}_{n}(M)=\left\{\left(m_{1}, \ldots, m_{n}\right) \in M^{n} \mid m_{i} \neq m_{j} \text { for } i \neq j\right\} .
$$

These spaces are classical objects in topology, whose homological and homotopical properties have been subject to intensive study over the decades. One of the first important results dates back to 1978 when Cohen and Taylor [15] constructed a spectral sequence converging to the cohomology $H^{\bullet}\left(\operatorname{Conf}_{n}(M)\right)$. A different spectral sequence was constructed by Bendersky and Gitler [4] and both spectral sequences have been shown to coincide from the $E^{2}$ term on by Felix and Thomas [19]. In the particular case of smooth compact projective complex manifolds, it was shown by Totaro [44] that the Cohen-Taylor spectral sequence collapses after the second page, and Kriz [30] showed that for those manifolds the $E^{2}$ page is actually a model of $\operatorname{Conf}_{n}(M)$ in the sense of rational homotopy theory.

In this paper, we aim to understand the rational homotopy type of configuration spaces. Classical rational homotopy theory à la Sullivan [42] states that we can understand topological spaces via algebraic models which are differential graded commutative $\mathbb{K}$-algebras (dgca), where $\mathbb{K}$ is a field of characteristic zero. This roughly amounts to capturing the nontorsion part of the homotopy groups of such spaces. Usually, the field $\mathbb{K}$ is taken to be the rational numbers, but due to the transcendental methods we use, we take the base field $\mathbb{K}=\mathbb{R}$ to be the real numbers and we will therefore refer to the real homotopy type of configuration spaces.

Our first main result is the construction of a differential graded commutative $\mathbb{R}$-algebra model * Graphs $_{M}$ for Conf. $(M)$, in the case when $M$ is a $D$-dimensional compact smooth oriented manifold without boundary, with $D \geq 2$. Our model depends on $M$ only through the following data:

- The cohomology $V=H^{\bullet}(M)$ as a vector space with a nondegenerate pairing of degree $D=\operatorname{dim}(M)$.
- The partition function $Z_{M}$ of the "universal" perturbative AKSZ topological field theory on $M$. This is a Maurer-Cartan element in a certain graph complex only depending on $V$.

In particular, this shows that the latter perturbative invariants $Z_{M}$ - special cases of which have been studied in the literature, eg by Bonechi, Cattaneo and Mnev [6] contain at least as much information as the real homotopy type of Conf.( $M$ ). Furthermore, the real homotopy type of $M$ is encoded in the tree-level components of $Z_{M}$. The higher loop order pieces of $Z_{M}$ "indicate" (in a vague sense) the failure of the homotopy type of Conf. ( $M$ ) to depend only on $M$. Finally, the real cohomology of Conf. $(M)$ can be computed just from the tree level knowledge; see Section 7.

Now suppose that $M$ is furthermore framed, ie the frame bundle of $M$ is trivialized. Then the totality of spaces Conf. ( $M$ ) carries additional algebraic structure, in that it can be endowed with a homotopy right action of the little $D$-disks operad as follows. First we consider the natural compactification $\mathrm{FM}_{M}(n)$ of $\operatorname{Conf}_{n}(M)$ introduced by Axelrod and Singer [2]; see also Sinha [41]. It is naturally acted upon from the right by the Fulton-MacPherson-Axelrod-Singer variant of the little disks operad $\mathrm{FM}_{D}$ introduced by Getzler and Jones in [21] by "insertion" of configurations of points.

The right $E_{D}$-module structure on configuration spaces has been receiving much interest in the last decade, since it has been realized that the homotopy theory of these right modules captures much of the homotopy theory of the underlying manifolds. For example, by the Goodwillie-Weiss embedding calculus the derived mapping spaces ("Ext's") of those right $E_{D}$-modules capture (under good technical conditions) the homotopy type of the embedding spaces of the underlying manifolds; see Boavida de Brito, Goodwillie and Weiss [9;10; 22]. Dually, the factorization homology ("Tor's") of $E_{D}$-algebras has been widely studied and captures interesting properties of both the manifold and the $E_{D}$-algebra; see Ayala and Francis [3]. However, in order to use these tools in concrete situations it is important to have models for Conf. $(M)$ (as a right Hopf $E_{D}$-module) that are computationally accessible, ie combinatorial. In this paper we provide such models.

Concretely, our second main result is that our model ${ }^{*} \mathrm{Graphs}_{M}$ above combinatorially captures this action of the little $D$-disks operad as well, in the sense that it is a right Hopf operadic comodule over the Kontsevich Hopf cooperad *Graphs ${ }_{D}$, modeling the topological little $D$-disks operad, and the combinatorially defined action models the topological action of $E_{D}$ on $\operatorname{Conf}_{\mathbf{~}}(M)$.

In fact, one can consider the following "hierarchy" of invariants of a manifold $M$ :
(1) The real (or rational) homotopy type of $M$.
(2) The real (or rational) homotopy types of $\mathrm{FM}_{M}(m)$ for $m=1,2, \ldots$.
(3) The real (or rational) homotopy type of $\mathrm{FM}_{M}$ considered as a right $\mathrm{FM}_{D}$-module, for parallelized $M$. (For nonparallelizable $M$ one may consider similarly the homotopy type of the FM-module of framed configuration spaces of points $\mathrm{FFM}_{\mathrm{M}}$.)

The relative strength of this invariants has been unknown. In particular, it is a long standing open problem if for simply connected $M$ the rational homotopy type of Conf.( $M$ ) depends only on the rational homotopy type of $M$; see Félix, Halperin and Thomas [18, Problem 8, page 518] - see also Levitt [34] for a stronger conjecture disproved by Longoni and Salvatore in [37].

In our model the above hierarchy is nicely encoded in the loop order filtration on a certain graph complex $\mathrm{GC}_{M}$, in which item (1) is encoded by the tree level piece of $Z_{M}$ along with the cohomology of item (2), while the full $Z_{M}$ encodes item (3).

Our third main result states that for a simply connected smooth closed framed manifold $M$, these invariants are of equal strength. We show furthermore that without the framed assumption, item (1) is still equally strong as item (2); thus establishing [18, Problem 8, page 518] under the assumption of smoothness.

Finally, if we consider a nonparallelized manifold there is still a way to make sense of the insertion of points at the boundary, but the price to pay is that one has to consider configurations of framed points in $M$. The resulting framed configuration spaces $\operatorname{Conf}_{\bullet}^{\mathrm{fr}}(M)$ then come equipped with a natural right action of the framed little disks operad $E_{D}^{\mathrm{fr}}$. In Section 9 we present $\mathrm{BVGraphs}_{M}$, a natural modification of Graphs $_{M}$ that encompasses the data of the frames and we show that if we consider a two-dimensional orientable manifold $\Sigma, \mathrm{BVGraphs}_{\Sigma}$ models this additional right action. In the framed case we restrict ourselves to the 2-dimensional setting.

## Outline and statement of the main result

Let us summarize the construction and state the main result here. First recall from [27] the Kontsevich dg cooperad *Graphs ${ }_{D}$. Elements of *Graphs ${ }_{D}(r)$ consist of linear combinations of graphs with $r$ numbered and an arbitrary number of unidentifiable vertices, like the following:


The precise definition of ${ }^{*} \operatorname{Graphs}_{D}$ will be recalled in Section 3. The graphs contributing to ${ }^{*} \mathrm{Graphs}_{D}$ may be interpreted as the nonvaccuum Feynman diagrams of
the perturbative AKSZ $\sigma$-models on $\mathbb{R}^{D}$; see Alexandrov, Schwarz, Zaboronsky and Kontsevich [1].

Kontsevich constructs an explicit map *Graphs ${ }_{D} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$ to the dgca of PA forms on the compactified configuration spaces $\mathrm{FM}_{D}$. This map is compatible with the (co)operadic compositions, in the sense described in Section 3 below.

Now fix a smooth compact manifold $M$ of dimension $D$, of which we pick an algebraic realization, so that we can talk about PA forms $\Omega_{\mathrm{PA}}(M)$. Then we consider a collection of dg commutative algebras ${ }^{*} \operatorname{Graphs}_{M}(r)$. Elements of ${ }^{*} \operatorname{Graphs}_{M}(r)$ are linear combinations of graphs, but with additional decorations of each vertex in the symmetric algebra $S(\tilde{H}(M))$ generated by the reduced cohomology $\tilde{H}(M)$. The following graph is an example, where we fixed some basis $\left\{\omega_{j}\right\}$ of $\tilde{H}(M)$ :


These graphs may be interpreted as the nonvaccuum Feynman diagrams of the perturbative AKSZ $\sigma$-model on $M$. We equip the spaces ${ }^{*} \operatorname{Graphs}_{M}(r)$ with a nontrivial differential built using the partition function $Z_{M}$ of those field theories. This partition function can be considered as a special Maurer-Cartan element of a certain graph complex $\mathrm{GC}_{M}$. Algebraically, the spaces * $\operatorname{Graphs}_{M}(r)$ assemble into a right dg Hopf cooperadic comodule over the Hopf cooperad ${ }^{*}$ Graphs $_{D}$.

By mimicking the Kontsevich construction, we construct, for a parallelized manifold $M$, a map of dg Hopf collections ${ }^{1}$

$$
{ }^{*} \mathrm{Graphs}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right),
$$

compatible with the (co)operadic (co)module structure, where we consider $\mathrm{FM}_{M}$ as equipped with the right $\mathrm{FM}_{D}$-action. If $M$ is not parallelized, we do not have an $\mathrm{FM}_{D^{-}}$action on $\mathrm{FM}_{M}$. Nevertheless we may consider a (quasi-isomorphic) dg Hopf collection

$$
{ }^{*} \operatorname{Graphs}_{M}^{\not x} \subset * \text { Graphs }_{M}
$$

that still comes with a map of dg Hopf collections

$$
{ }^{*} \mathrm{Graphs}_{M}^{\not \subset} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) .
$$

[^9]Our first main result is the following.
Theorem 1 The map *Graphs ${ }_{M}^{\not \subset} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ is a quasi-isomorphism of dg Hopf collections. In the parallelized case the map ${ }^{*} \mathrm{Graphs}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ is a quasiisomorphism of dg Hopf collections, compatible with the (co)operadic (co)module structures.

This result provides us with explicit combinatorial dgca models for configuration spaces of points, compatible with the right $E_{D}$-action on these configuration spaces in the parallelizable setting. An extension to the nonparallelized case is provided in Section 9, albeit only in dimension $D=2$.

We note that our model ${ }^{*}$ Graphs $_{M}$ depends on $M$ only through the partition function $Z_{M} \in \mathrm{GC}_{M}$. The tree part of this partition function encodes the real homotopy type of $M$. The loop parts encode invariants of $M$. Now, simple degree counting arguments may be used to severely restrict the possible graphs occurring in $M$. In particular, one finds that if $H^{1}(M, \mathbb{R})$ vanishes, then for $D \geq 4$ there are no contributions to $Z_{M}$ of positive loop order, and one hence arrives at the following result.

Corollary 2 (Theorem 63) Let $M$ be an orientable compact manifold without boundary of dimension $D \geq 4$, such that $H^{1}(M, \mathbb{R})=0$. Then the (naive) ${ }^{2}$ real homotopy type of Conf. ( $M$ ) depends only on the (naive) real homotopy type of $M$.

For $D=2$ the analogous statement is empty, as there is only one connected manifold satisfying the assumption. If we replace the condition $H^{1}(M, \mathbb{R})=0$ by the stronger condition of simple connectivity, the statement is also true in dimension 3, but for the trivial reason that by the Poincare conjecture there is only one simply connected manifold $M$ in dimension 3. Hence the above result also solves the real version of the long standing question in algebraic topology of whether for simply connected $M$ the rational homotopy type of the configuration space of points on $M$ is determined by the rational homotopy type of $M$; see [18, Problem 8, page 518]

Remark 3 Our result also shows that the "perturbative AKSZ"-invariant $Z_{M}$ is at least as strong as the invariant of $M$ given by the totality of the real homotopy types of the configuration spaces of $M$, considered as right $E_{D}$-modules. The latter "invariant"

[^10]is the data entering the factorization or "manifoldic" homology - see [3] and Markarian and Tanaka [38] - and the Goodwillie-Weiss calculus [22] (over the reals). Conversely, from the fact that the models ${ }^{*} \mathrm{Graphs}_{M}$ encode the real homotopy type of configuration spaces, one may see that the expectation values of the perturbative AKSZ theories on $M$ may be expressed through the factorization homology of $M$. However, we will leave the physical interpretation to forthcoming work and focus here on the algebraic-topological goal of providing models for configuration spaces.

Remark 4 After the first version of this article appeared on the arXiv, Idrissi [25] obtained results very similar to ours by showing that for simply connected closed oriented manifolds the Lambrechts-Stanley dg model [32] is actually a real model of $\operatorname{Conf}_{n}(M)$. We sketch in Appendix A how this latter statement can also be obtained as a consequence of our main results.

## Plan of the paper

In Section 2 we introduce the spaces $\mathrm{FM}_{M}$, the compactifications of configuration spaces of points on a smooth manifold $M$ (with $D=\operatorname{dim} M$ ) and its semialgebraic realizations and adapt results in the literature to construct the propagator.

Starting with the framed case, in Section 3 we construct the first graph complex *Gra $M$
 quasi-isomorphism. In Section 4 we use operadic twisting to obtain the graph complex ${ }^{*}$ Graphs $_{M}$ and in Section 5 we show that ${ }^{*}$ Graphs $_{M}$ is indeed a model for the real homotopy type of $\mathrm{FM}_{M}$ as a right $\mathrm{FM}_{D}$-module.

In Section 6 we construct a no-tadpole variant of the graph complex to deal with the case where $M$ is not parallelized and show that it models the real homotopy type of the collection of topological spaces $\mathrm{FM}_{M}$, concluding the proof of Theorem 1.

The next goal is to study the dependence of the homotopy type of the configuration spaces on the base manifold. In Sections 7 and 8 we study the partition function $Z_{M}$ that gives rise to the differential in ${ }^{*} \mathrm{Graphs}_{M}$ and we show that it is gauge equivalent to one vanishing on graphs containing $\leq 2$-valent vertices. We conclude that in good conditions the real homotopy type of $M$ can be recovered from the tree piece of the graph complex, thus proving Corollary 2.

Finally, in the last section we construct a graphical model of configuration spaces of framed points in 2-dimensions, together with the action of the framed little disks operad.

### 1.1 Notation and conventions

Throughout the text all algebraic objects (vector spaces, algebras, operads, etc) are differential graded (or just dg) and are defined over the field $\mathbb{R}$.

We use cohomological conventions, ie all differentials have degree +1 . We use the language of operads and follow mostly the conventions of Loday and Vallette's textbook [36]. One notable exception is that we denote the $k$-fold operadic (de)suspension of an operad $\mathcal{P}$ by $\Lambda^{k} \mathcal{P}$.
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## 2 Compactified configuration spaces

### 2.1 Semialgebraic manifolds

Given a compact semialgebraic set $X$ one can consider its dgca of piecewise semialgebraic (PA) forms, $\Omega_{\mathrm{PA}}(X)$, which is quasi-isomorphic to Sullivan's dgca of piecewise polynomial forms [24; 29].

Dually, one can also consider its complex of semialgebraic chains, which we denote by Chains $(X)$, which is also quasi-isomorphic to the usual complex of singular chains.

By the Nash-Tognoli theorem [43] - see also [5, Section 14] - any smooth compact manifold is diffeomorphic to a component of a nonsingular algebraic subset of $\mathbb{R}^{N}$ for some $N$. In particular, any such manifold can be realized as a smooth semialgebraic (ie Nash) submanifold of Euclidean space. Throughout this paper, whenever we consider a closed smooth manifold $M$ we will consider implicitly a chosen such realization of $M$ as a Nash submanifold of $\mathbb{R}^{N}$.

We refer to [5] for an introduction to real algebraic geometry. An overview is also contained in the introductory sections of [24].

Even though all manifolds considered in this paper will be smooth, it is not sufficient for our purposes to consider the de Rham complex. The main reason for this is that we would like to consider fiber integration over nonsmooth fiber bundles $E \rightarrow B$. Nonetheless, the relevant bundles will be SA (semialgebraic) bundles [24] and, for such bundles, there is a pushforward map $\Omega_{\min }(E) \rightarrow \Omega_{\mathrm{PA}}(B)$, where $\Omega_{\min }(M) \subset \Omega_{\mathrm{PA}}(M)$ is the (nonquasi-isomorphic) subalgebra of minimal forms.

While this pushforward cannot be naturally extended to the whole space of PA forms $\Omega_{\mathrm{PA}}(E)$, as described in Appendix C, we can consider a subalgebra of trivial forms $\Omega_{\text {triv }}(E)$, sitting between $\Omega_{\min }(E)$ and $\Omega_{\mathrm{PA}}(E)$ and quasi-isomorphic to $\Omega_{\mathrm{PA}}(E)$, such that the pushforward extends naturally to a map $\Omega_{\text {triv }}(E) \rightarrow \Omega_{\mathrm{PA}}(B)$.

### 2.2 Configuration spaces of points in $\mathbb{R}^{\boldsymbol{D}}$

Let $D$ be a positive integer. We will use the Fulton-MacPherson topological operad $\mathrm{FM}_{D}$ that was introduced by Getzler and Jones [21]. Its $n$-ary space $\mathrm{FM}_{D}(n)$ is a suitable compactification of the quotient of the configuration space

$$
\operatorname{Conf}_{n}\left(\mathbb{R}^{D}\right) /\left(\mathbb{R}_{>0} \ltimes \mathbb{R}^{D}\right)
$$

with the Lie group $\mathbb{R}_{>0} \ltimes \mathbb{R}^{D}$ acting by scaling and translations. For $n>1$ the spaces $\mathrm{FM}_{D}(n)$ are $(D n-D-1)$-dimensional manifolds with corners whose boundary strata represent sets of points getting infinitely close.

The first few terms are ${ }^{3}$

$$
\mathrm{FM}_{D}(0)=\{*\}, \quad \mathrm{FM}_{D}(1)=\{*\}, \quad \mathrm{FM}_{D}(2)=S^{D-1} .
$$

The operadic composition $o_{i}$ is given by inserting a configuration at the boundary stratum at the point labeled by $i$. A thorough study of these operads can be found in [33].

The operad $\mathrm{FM}_{D}$ can be related to a shifted version of the homotopy Lie operad via the operad morphism

$$
\begin{equation*}
\Lambda^{D-1} L_{\infty} \rightarrow \text { Chains }\left(\mathrm{FM}_{D}\right) \tag{1}
\end{equation*}
$$

given by sending the generator $\mu_{n} \in \Lambda^{D-1} L_{\infty}(n)$ to the fundamental chain of $\mathrm{FM}_{D}(n)$, ie the semialgebraic chain corresponding to $\mathrm{FM}_{D}(n)$ as a submanifold of itself. ${ }^{4}$

[^11]
### 2.3 Configuration spaces of points on a manifold

Let $M$ be a closed smooth oriented manifold of dimension $D$. We denote by $\operatorname{Conf}_{n}(M)$, the configuration space of $n$ points in $M$. Concretely, $\operatorname{Conf}_{n}(M)=M^{n}-\Delta$, where $\Delta$ is the fat (or long) diagonal $\Delta=\left\{\left(m_{1}, \ldots, m_{n}\right) \in M^{n} \mid \exists i \neq j: m_{i}=m_{j}\right\}$.

The Fulton-MacPherson-Axelrod-Singer compactification of $\operatorname{Conf}_{n}(M)$ is a smooth manifold with corners $\mathrm{FM}_{M}(n)$ whose boundary strata correspond to nested groups of points becoming "infinitely close"; see [41] for more details and a precise definition. Since the inclusion $\operatorname{Conf}_{n}(M) \hookrightarrow \mathrm{FM}_{M}(n)$ is a homotopy equivalence, we work preferably with $\mathrm{FM}_{M}(n)$ as these spaces have a richer structure.

Convention 5 (semialgebraicity of $\mathrm{FM}_{M}(n)$ ) The choice of semialgebraic structure on $\mathrm{FM}_{M}(n)$ is done in a way compatible with the one from $M$ as follows: Let us consider the chosen semialgebraic realization of the manifold $M$ in $\mathbb{R}^{N}$ for some $N$.

For $1 \leq i \neq j \leq n$, let $\theta_{i, j}: \operatorname{Conf}_{n}(M) \rightarrow S^{N-1}$ be defined by

$$
\theta_{i, j}\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\frac{x_{i}-x_{j}}{\left\|x_{i}-x_{j}\right\|_{\mathbb{R}^{N}}}
$$

For $1 \leq i \neq j \neq k \leq n$, we define $d_{i, j, k}: \operatorname{Conf}_{n}(M) \rightarrow(0,+\infty)$ by

$$
d_{i, j, k}\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\frac{\left\|x_{i}-x_{j}\right\|}{\left\|x_{i}-x_{k}\right\|} .
$$

Considering all possibilities of $i, j$ and $k$, we have defined a natural embedding

$$
\iota: \operatorname{Conf}_{n}(M) \rightarrow M^{n} \times\left(S^{N-1}\right)^{n(n-1)} \times[0,+\infty]^{n(n-1)(n-2)} .
$$

We define $\mathrm{FM}_{M}(n)$ as the closure $\iota\left(\operatorname{Conf}_{n}(M)\right)$, thus inheriting a semialgebraic structure.

Remark 6 (SA bundles) For every $m>n$ there are various projection maps

$$
\mathrm{FM}_{M}(m) \rightarrow \mathrm{FM}_{M}(n)
$$

corresponding to forgetting $m-n$ of the points. These maps are not smooth fiber bundles, but they are SA (semialgebraic) bundles [24], which allows us to consider pushforwards (fiber integration) of forms along these maps.

The proof of this fact is a straightforward adaptation of the proof of the same fact for $\mathrm{FM}_{D}$ done in [33, Section 5.9]. In this case one starts instead by associating to a configuration in $\mathrm{FM}_{M}(n)$ a configuration of nested disks in $M$.

Convention 7 From here onward, we fix representatives of the cohomology of $M$, ie we fix an embedding

$$
\begin{equation*}
\iota: H^{\bullet}(M) \hookrightarrow \Omega_{\text {triv }}^{\bullet}(M) \tag{2}
\end{equation*}
$$

that yields a right inverse of the projection from closed forms to cohomology.
2.3.1 The diagonal class Since $M$ is compact and oriented, the pairing

$$
\int: H^{\bullet}(M) \otimes H^{\bullet}(M) \rightarrow \mathbb{R}, \quad(\omega, \nu) \mapsto \int_{M} \omega \wedge \nu
$$

given by Poincaré duality is nondegenerate. We shall also consider a version of this pairing which is antisymmetric for odd $D$,

$$
\langle\omega, \nu\rangle=(-1)^{D \operatorname{deg}(\nu)} \int_{M} \omega \wedge \nu .
$$

The diagonal map $\Delta: M \rightarrow M \times M$ defines an element in $H_{\bullet}(M \times M)$ and its dual under Poincaré duality is called the diagonal class, which is also denoted by $\Delta \in H^{\bullet}(M \times M)=H^{\bullet}(M) \otimes H^{\bullet}(M)$.

If we pick a homogeneous basis $e_{1}, \ldots, e_{k}$ of $H^{\bullet}(M)$, we have $\Delta=\sum_{i, j} g^{i j} e_{i} \otimes e_{j}$, where $\left(g^{i j}\right)$ is the matrix inverse to the Poincaré duality pairing $\langle-,-\rangle$. Alternatively, this can also be written as $\Delta=\sum_{i}(-1)^{\operatorname{deg}\left(e_{i}\right)} e_{i} \otimes e_{i}^{*}$, where $\left\{e_{i}^{*}\right\}$ is the dual basis of $\left\{e_{i}\right\}$ with respect to $(-,-)$.

In $\mathrm{FM}_{M}(2)$, if we consider the case in which the two points come infinitely close to one another, we obtain a map $\partial \mathrm{FM}_{M}(2) \rightarrow M \cong \Delta \subset M \times M$ which is a sphere bundle (with $S^{D-1}$ fibers). Notice that $\partial \mathrm{FM}_{M}(2)$ can be identified with $S T(M)$, the sphere tangent bundle of $M$.

The following proposition can essentially be found in the literature - see for instance [7, Section 3; 14; 13, Lemma 2] - we only have to apply minor modifications in order to work in the semialgebraic setting.

Proposition 8 Let $p_{1}: \mathrm{FM}_{M}(2) \rightarrow M$ (resp. $p_{2}: \mathrm{FM}_{M}(2) \rightarrow M$ ) be the map that forgets the point labeled by 2 (resp. 1) from a configuration. Then there is a form $\phi_{12} \in \Omega_{\text {triv }}^{D-1}\left(\mathrm{FM}_{M}(2)\right)$ satisfying the following properties:
(i) $d \phi_{12}=p_{1}^{*} \wedge p_{2}^{*}(\Delta)=\sum_{i, j} g^{i j} p_{1}^{*}\left(e_{i}\right) \wedge p_{2}^{*}\left(e_{j}\right) \in \Omega_{\text {triv }}^{D}\left(\mathrm{FM}_{M}(2)\right)$.
(ii) The fiber integral of the restriction of $\phi_{12}$ to $\partial \mathrm{FM}_{M}(2)$ is equal to $(-1)^{D}$. (We then say that this restriction is a global angular form.) Additionally, if $D=2$,
the restriction of $\phi_{12}$ to every fiber of the circle bundle yields a round volume form of that circle, with respect to some metric.
(iii) The form $\phi_{12}$ is symmetric with respect to the $\mathbb{Z}_{2}$-action induced by swapping points 1 and 2 for $D$ even and antisymmetric for $D$ odd.
(iv) For any $\alpha \in H^{\bullet}(M)$,

$$
\int_{2} \phi_{12} p_{2}^{*} \iota(\alpha)=0
$$

where $\iota$ is as in (2) and the integral is along the fiber of $p_{1}$, ie one integrates out the second coordinate.

Notice that the form $\phi_{12} \in \Omega_{\text {triv }}^{D-1}\left(\mathrm{FM}_{M}(2)\right)$ is also called the propagator in the literature. More generally, we consider the forms $\phi_{i j} \in \Omega_{\text {triv }}^{D-1}\left(\mathrm{FM}_{M}(n)\right)$ to be $p_{i j}^{*}\left(\phi_{12}\right)$, where $p_{i j}: \mathrm{FM}_{M}(n) \rightarrow \mathrm{FM}_{M}(2)$ is the projection map that remembers only the points labeled $i$ and $j$.

Proof Let $\psi \in \Omega_{\text {triv }}^{D-1}\left(\partial \mathrm{FM}_{M}(2)\right)$ be a global angular form of the sphere bundle. Such a form always exists - see for example [8] where such construction is made in the smooth case - but the argument can be adapted to the semialgebraic case. It is also shown in [8] that for a circle bundle the global angular form can be chosen to restrict to the standard volume form on each fiber. Moreover, the differential of such a form is basic (it is the pullback of the Euler class of the sphere bundle). Let $E$ be a collar neighborhood of $\partial \mathrm{FM}_{M}(2)$ inside $\mathrm{FM}_{M}(2)$. (See [40, Lemma VI.1.6] for the existence of a semialgebraic (even Nash) collar.) Let us extend the form $\psi$ to $E$ by pulling it back along the projection $E \rightarrow \partial \mathrm{FM}_{M}(2)$. We can consider a semialgebraic cutoff function $\rho: \mathrm{FM}_{M}(2) \rightarrow \mathbb{R}$ such that $\rho$ is constant equal to zero outside of $E$ and is constant equal to 1 in some open set $U$ such that $\partial \mathrm{FM}_{M}(2) \subset U \subset E$. We can therefore consider the well-defined form $\rho \psi \in \Omega_{\text {triv }}^{D-1}\left(\mathrm{FM}_{M}(2)\right)$.
Since $\left.d(\rho \psi)\right|_{\partial \mathrm{FM}_{M}(2)}=d \psi$ is basic, the form $d(\rho \psi) \in \Omega_{\text {triv }}^{D}\left(\mathrm{FM}_{M}(2)\right)$ induces a form in $\Omega_{\text {triv }}^{D}(M \times M)$, still denoted by $d(\rho \psi)$. This form is clearly closed, but not necessarily exact, as $\rho \psi$ itself might not extend to the boundary.

Let $\omega \in H^{\bullet}(M \times M) \subset \Omega_{\text {triv }}(M \times M)$. Then

$$
\begin{equation*}
\int_{M \times M} \omega d(\rho \psi)=\int_{\mathrm{FM}_{M}(2)} \omega d(\rho \psi)=(-1)^{D} \int_{\partial \mathrm{FM}_{M}(2)} \omega \rho \psi=\int_{\Delta \cong M} \omega \tag{3}
\end{equation*}
$$

It follows that the cohomology class of $d(\rho \psi)$ is the Poincare dual of the diagonal $\Delta \cong M \subset M \times M$. Thus $p_{1}^{*} \wedge p_{2}^{*}(\Delta)$ and $d(\rho \psi)$ are cohomologous in $\Omega_{\text {triv }}^{D}(M \times M)$. It
follows that there exists a form $\beta \in \Omega_{\text {triv }}^{D-1}(M \times M)$ such that $d \beta=p_{1}^{*} \wedge p_{2}^{*}(\Delta)-d(\rho \psi)$. We define the form $\phi_{12} \in \Omega_{\text {triv }}^{D-1}\left(\mathrm{FM}_{M}(2)\right)$ to be $\pi^{*} \beta+\rho \psi$, where

$$
\pi: \mathrm{FM}_{M}(2) \rightarrow M \times M
$$

is the projection. It is clear that $\phi_{12}$ satisfies property (i) and since the restriction of $\pi^{*} \beta$ to the boundary is a basic form and properties (ii) is preserved.

To ensure (iv) one can replace the $\phi_{12}$ constructed so far by

$$
\phi_{12}-\int_{3} \phi_{13} p_{23}^{*} \Delta-\int_{3} \phi_{23} p_{13}^{*} \Delta+\int_{3,4} \phi_{34}\left(p_{13}^{*} \Delta\right)\left(p_{24}^{*} \Delta\right),
$$

where $p_{i j}$ is the forgetful map, forgetting all but points $i$ and $j$ from a configuration of points. We refer the reader to [13] where more details can be found. (The reference contains a construction of the propagator in the smooth setting, but the trick to ensure (iv) is verbatim identical in our semialgebraic setup.)

Finally, we can (anti)symmetrize $\phi_{12}$ to ensure it satisfies property (iii), while preserving the other properties.

Remark 9 For $M$ parallelizable, we can (and will) require a stronger version of property (ii). A parallelization is a choice of a trivialization $\partial \mathrm{FM}_{M}(2) \simeq M \times S^{D-1}$ and given such a parallelization, in the proof of the previous proposition we can take $\psi=\pi^{*}\left(\omega_{S^{D-1}}\right) \in \Omega_{\text {triv }}^{D-1}\left(M \times S^{D-1}\right)$, the pullback of the standard volume form of $S^{D-1}$ via the projection $\pi: M \times S^{D-1} \rightarrow S^{D-1}$. By construction of $\phi_{12}$ the restriction of $\phi_{12}$ to $\partial \mathrm{FM}_{M}(2)$ has the form

$$
\begin{equation*}
\left.\phi_{12}\right|_{\partial \mathrm{FM}} ^{M}(2)=\psi+p^{*} \eta, \tag{4}
\end{equation*}
$$

where $p: \partial \mathrm{FM}_{M}(2) \rightarrow M$ is the projection to the base and $\eta \in \Omega_{\text {triv }}(M)$ is some form on the base. Note in particular that from the closedness of $\psi$ and condition (i) above, it follows that

$$
\begin{equation*}
d \eta=\Delta_{M}, \tag{5}
\end{equation*}
$$

where $\Delta_{M} \in \Omega_{\text {triv }}^{D}(M)$ denotes the pullback of $\Delta$ along the diagonal map (ie the wedge product of its components).

## 3 The Cattaneo-Felder-Mnev graph complex and operad

Let $n, N$ and $D$ be positive integers and let $V$ be an $N$-dimensional graded vector space with a nondegenerate pairing of degree $-D ;\langle\cdot, \cdot\rangle: V \otimes V \rightarrow \mathbb{R}[-D]$. We


Figure 1: An example of a graph describing an element in *Gra ${ }_{V}(4)$.
require that for all homogeneous $x, y \in V$ of degrees $k$ and $l$ the pairing satisfies the (anti)symmetry condition $\langle x, y\rangle=(-1)^{k l+D}\langle y, x\rangle$. Moreover, we assume $V$ to be "augmented" in the sense that we are also given a canonical decomposition $V=\mathbb{R} \oplus \bar{V}$. One should keep in mind the example of the Poincare pairing on the cohomology of a connected $N$-manifold.

Let $e_{2}, e_{3}, \ldots, e_{N}$ be a graded basis of $\bar{V}$ and for convenience of notation we define $e_{1}=1 \in \mathbb{R}$. We consider the free graded commutative algebra generated by symbols $s^{i j}$ of degree $D-1$, where $1 \leq i, j \leq n, s^{i j}=(-1)^{D}{ }_{s}{ }^{j i}$, and symbols $e_{1}^{j}, \ldots, e_{N}^{j}$ for $j=1, \ldots, n$ of the same degrees as the elements of the basis $e_{1}, \ldots, e_{N}$. We define a differential on it by the rules

$$
d e_{\alpha}^{j}=0, \quad d s^{i j}=\sum_{\alpha, \beta} g^{\alpha \beta} e_{\alpha}^{i} e_{\beta}^{j}
$$

where $g^{k l}$ is the inverse of the matrix describing the pairing on $V$. (So $\sum_{\alpha, \beta} g^{\alpha \beta} e_{\alpha}^{i} e_{\beta}^{j}$ is the "diagonal class".)

We define the $\operatorname{dgca}^{*} \operatorname{Gra}_{V}(n)$ as the quotient of this algebra by the sub-dgca generated by elements of the form $e_{1}^{j}-1$. Notice that there is a natural right action of the symmetric group $\mathbb{S}_{n}$ on ${ }^{*} \operatorname{Gra}_{V}(n)$ by permuting the superscript indices (the $i$ and $j$ above) running from 1 to $n$.

Remark 10 All definitions are independent of the choice of graded basis of $V$ and can be given in a basis-free way.

Remark 11 The notation * $\operatorname{Gra}_{V}(n)$ stands for "predual graphs" as one may represent elements of * $\operatorname{Gra}_{V}(n)$ as linear combinations of decorated directed graphs with $n$ vertices and an ordering of the edges. The decorations are elements of $V$ that may be attached to vertices; see Figure 1. Each such graph corresponds to monomial in ${ }^{*} \operatorname{Gra}_{V}(n)$, an edge between vertices $i$ and $j$ corresponds to one occurrence of $s^{i j}$ and a decoration by an element $e_{\alpha} \in V$ at vertex $j$ corresponds to one occurrence of $e_{\alpha}^{j}$.

Directions of the edges and their ordering might be ignored, keeping in mind that then a graph is only well defined up to a $\pm 1$ prefactor. Notice that while both tadpoles and double edges are allowed, for (anti)symmetry reasons one has that $s^{i i}=0$ if $D$ is odd and $s^{i j} s^{i j}=0$ if $D$ is even.

### 3.1 Cooperadic comodule structure

Definition 12 Let $D$ be a positive integer. For $n \geq 2$, the space ${ }^{*} \operatorname{Gra}_{D}(n)$ is defined to be the free graded commutative algebra generated by symbols $s^{i j}$ in degree $D-1$, for $i \neq j$, quotiented by the relations $s^{i j}=(-1)^{D} s^{j i}$. We set ${ }^{*} \operatorname{Gra}_{D}(0)={ }^{*} \operatorname{Gra}_{D}(1)=\mathbb{R}$.

As before, the spaces ${ }^{*} \operatorname{Gra}_{D}(n)$ can be seen as the span of undecorated graphs such that every edge has degree $D-1$.

Proposition 13 The spaces ${ }^{*} \operatorname{Gra}_{D}(n)$ form a cooperad in dg commutative algebras. The cooperadic structure is given by removal (contraction) of subgraphs; ie for $\Gamma \in{ }^{*} \operatorname{Gra}(n)$, the component of $\Delta(\Gamma)$ in ${ }^{*} \operatorname{Gra}_{D}(k) \otimes{ }^{*} \operatorname{Gra}_{D}\left(i_{1}\right) \otimes \cdots \otimes^{*} \operatorname{Gra}_{D}\left(i_{k}\right)$ is

$$
\begin{equation*}
\sum \pm \Gamma^{\prime} \otimes \Gamma_{1} \otimes \cdots \otimes \Gamma_{k} \tag{6}
\end{equation*}
$$

where the sum runs over all $(k+1)$-tuples $\left(\Gamma^{\prime}, \Gamma_{1}, \ldots, \Gamma_{k}\right)$ such that when each graph $\Gamma_{i}$ is inserted at the vertex $i$ of $\Gamma^{\prime}$, there is a way of reconnecting the loose edges such that one obtains $\Gamma$.

To obtain the appropriate signs one has to consider the full data of graphs with an ordering of oriented edges. In this situation the orientation of the edges of $\Gamma$ is preserved and one uses the symmetry relations on $\Gamma$ in such a way that for all $i=1, \ldots, k$, the labels of the edges of the subgraph $\Gamma_{i}$ come before the labels of the edges of the subgraph $\Gamma_{i+1}$ and all of those come before the labels of the edges of the subgraphs $\Gamma^{\prime}$. Notice that if one of the $i_{j}=0$, the cooperadic cocomposition is given by adding a disconnected vertex to $\Gamma^{\prime}$ [20, Section 2.2.1]. The cooperad axioms are a straightforward verification.

Proposition 14 The $d g$ commutative algebras ${ }^{*} \operatorname{Gra}_{V}(n)$ for $n=1,2, \ldots$ assemble to form a cooperadic right ${ }^{*} \mathrm{Gra}_{D}$-comodule ${ }^{*} \mathrm{Gra}_{V}$ in $d g$ commutative algebras.

Proof The cooperadic coactions are defined through formulas similar to (6), and proof of the associativity axiom is formally the same as the proof of the previous proposition. To show that the differential respects the comodule structure it suffices to check this on generators of the commutative algebra. This is clear for decorations $e_{\alpha}^{i}$ and for
tadpoles $s^{i i}$. For edges connecting different vertices let us do the verification for $s^{12} \in^{*} \operatorname{Gra}_{V}(2)$ for simplicity of notation. The only nontrivial commutative diagram to check is

where the vertical arrows correspond to the differential and the horizontal ones to the coaction.

### 3.2 Forms on (closed) manifolds

Let $M$ be a closed smooth framed connected manifold of dimension $D$ and let $\mathrm{FM}_{M}$ be the Fulton-MacPherson compactification of the spaces of configurations of points of $M$ as described in Section 2. It is naturally an operadic right module over the operad $\mathrm{FM}_{D}$, where the $i^{\text {th }}$ composition of $c \in \mathrm{FM}_{D}(k)$ in a configuration $\bar{c} \in \mathrm{FM}_{M}(n)$ corresponds to the insertion of the configuration $c$ at the $i^{\text {th }}$ point of $\bar{c}$. The parallelization of the manifold ensures that this insertion can be made in a consistent way.

It follows that $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ is naturally equipped with a right cooperadic coaction of the cooperad (in dg commutative algebras) $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$ (mind Remark 15 below). The coaction is obtained from the restriction of forms to boundary strata where multiple points collide.

There is a map of ("almost") cooperads in dg commutative algebras

$$
\begin{equation*}
{ }^{*} \operatorname{Gra}_{D} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right) \tag{7}
\end{equation*}
$$

given by associating to every edge the angle form relative to the two incident vertices [28;33]. More explicitly, one considers the standard volume form

$$
\phi_{12} \in \Omega_{\mathrm{PA}}^{D-1}\left(S^{D-1}\right)=\Omega_{\mathrm{PA}}^{D-1}\left(\mathrm{FM}_{D}(2)\right),
$$

which plays the role of the propagator. The forms $\phi_{i j} \in \Omega_{\mathrm{PA}}^{D-1}\left(\mathrm{FM}_{D}(2)\right)$ are defined by pulling back $\phi_{12}$ by the appropriate projection map. Finally, the map (7) above is obtained by extending the assignment $s^{i j} \mapsto \phi_{i j}$ to a map of dgcas.

Remark 15 The functor $\Omega_{\mathrm{PA}}$ is not comonoidal since the canonical map

$$
\Omega_{\mathrm{PA}}(A) \otimes \Omega_{\mathrm{PA}}(B) \rightarrow \Omega_{\mathrm{PA}}(A \times B)
$$

goes "in the wrong direction"; therefore $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$ is not a cooperad. Nevertheless, by abuse of language throughout this paper we will refer to maps such as (7) as maps of cooperads (or cooperadic modules) if they satisfy a compatibility relation such as commutativity of the diagram


Since $M$ is connected, its cohomology $H^{\bullet}(M)$ has a canonical augmentation given by the constant functions on $M$, and since $M$ is closed, Poincaré duality gives us a pairing on $H^{\bullet}(M)$ of degree $-D$. We define, for any manifold $M$,

$$
{ }^{*} \operatorname{Gra}_{M}:={ }^{*} \operatorname{Gra}_{H}{ }_{(M)} .
$$

Let us denote by $\iota: H^{\bullet}(M) \hookrightarrow \Omega_{\text {triv }}(M)$ the embedding from Convention 7; that is, for every $\omega \in H^{\bullet}(M), \iota(\omega)$ is a representative of the class $\omega$. Following Cattaneo and Mnev [13], we can define a map of dg commutative algebras (which a priori depends on various pieces of data)

$$
\begin{equation*}
{ }^{*} \mathrm{Gra}_{M} \rightarrow \Omega_{\mathrm{triv}}\left(\mathrm{FM}_{M}\right) \subset \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) \tag{8}
\end{equation*}
$$

as follows: The map sends the generator $s^{i j}$ for $i \neq j$ to $\phi_{i j}$, where $\phi_{i j}$ is the form constructed in the discussion preceding the proof of Proposition 8 with the additional assumption from Remark 9. The map sends the decoration $\omega \in H^{\bullet}(M)$ on the $j^{\text {th }}$ vertex to $\omega^{j} \in{ }^{*} \operatorname{Gra}_{D}$ to $p_{j}^{*}(l(\omega))$, where $p_{j}: \mathrm{FM}_{M} \rightarrow M$ is the map that remembers only the point labeled by $j$. Finally the map sends $s^{j j}$ to $p_{j}^{*} \eta$, where $\eta$ is as in (4).

Lemma 16 The map *Gra ${ }_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ is a map of dg Hopf collections, compatible with the cooperadic comodule structures along the map ${ }^{*} \mathrm{Gra}_{D} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$, in the sense of Remark 15. In other words there is a map of 2-colored dg Hopf collections,

$$
{ }^{*} \operatorname{Gra}_{M} \bigcirc^{*} \operatorname{Gra}_{D} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) \bigcirc \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right),
$$

compatible with the ( 2 -colored) cooperadic cocompositions.

Proof The compatibility with the differentials is clear for every generator of ${ }^{*} \mathrm{Gra}_{M}$ except possibly $s^{j j}$, for which one uses (5). By definition the map consists of morphisms of commutative algebras; therefore it is enough to check the compatibility of the cocompositions on generators. For elements $e_{\alpha}^{j}$ this is clear. For the other generators we will sketch the verification for the case of $s^{12} \in{ }^{*} \operatorname{Gra}_{M}(2)$ for simplicity of notation.

The composition map in ( $\mathrm{FM}_{M}, \mathrm{FM}_{D}$ ) is done by insertion at the boundary stratum. Since the cocomposition map $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) \circ \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$ is given by the pullback of the composition map we get, using (4), ${ }^{5}$
$\phi_{12} \in \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}(2)\right)$

$$
\mapsto \underbrace{\phi_{12} \otimes 1 \otimes 1}_{\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}(2)\right) \otimes \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}(1)\right) \otimes \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}(1)\right)}+\underbrace{1 \otimes \phi_{12}+\eta \otimes 1}_{\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}(1)\right) \otimes \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}(2)\right)}
$$

On the other hand, the corresponding cocomposition ${ }^{*} \mathrm{Gra}_{M} \rightarrow{ }^{*} \mathrm{Gra}_{M} \circ{ }^{*} \mathrm{Gra}_{D}$ given by de-insertion sends $s^{12}$ to

therefore the cocomposition is respected by the map.

## 4 Twisting Gra $_{M}$ and the comodule * Graphs $_{M}$

Let $\mathrm{Gra}_{D}$ and $\mathrm{Gra}_{V}$ be the duals of $\mathrm{Gra}_{D}$ and ${ }^{*} \mathrm{Gra}_{V}$, respectively. $\mathrm{Gra}_{V}$ is an operadic right $\mathrm{Gra}_{D}$-module in dg cocommutative coalgebras.

Recall that there is a map of operads $\Lambda^{D-1}$ Lie $\rightarrow \mathrm{Gra}_{D}$ given by mapping the generator $\mu \in \Lambda^{D-1} \operatorname{Lie}(2)$ to the single edge graph in $\operatorname{Gra}_{D}$ (2) [45]. This extends to a map from the canonical operadic right module

$$
\Lambda^{D-1} \text { Lie } \bigcirc \Lambda^{D-1} \text { Lie } \rightarrow \operatorname{Gra}_{M} \bigcirc \operatorname{Gra}_{D}
$$

sending the generator $\mu$ to $s^{12} \in \operatorname{Gra}_{M}(2)$. One can then apply the right module twisting procedure described in [45, Appendix I] to $\mathrm{Gra}_{M} \bigcirc \mathrm{Gra}_{D}$, thus obtaining the bimodule Tw Gra ${ }_{M}$ 〇Tw Gra ${ }_{D}$.

[^12]
(1)

Figure 2: Internal vertices are depicted in black. Gray vertices are either internal or external vertices.
$\mathrm{Tw}_{\mathrm{Gra}}^{M}$ can be described via a different kind of graphs. The space $\operatorname{Tw~}_{\operatorname{Gra}}^{M}(n)$ is spanned by graphs with $n$ vertices labeled from 1 to $n$, called "external" vertices and $k$ indistinguishable "internal" vertices. Both types of vertices can be decorated by elements of $\left(H^{\bullet}(M)\right)^{*}$ (with $\bullet \geq 1$, see Remark 17 below), that can be identified with $H^{|D|-\bullet}(M)$ via the canonical pairing. The degree of the internal vertices is $D$, the degree of edges is $1-D$ and the degree of the decorations is the correspondent degree in $\left(H^{\bullet}(M)\right)^{*}$, even if there is an identification with the cohomology. The differential in Tw $\mathrm{Gra}_{M}$ can be split into 3 pieces: $d=\Delta+d_{\mathrm{ex}}+d_{\mathrm{in}}=\Delta+d_{s}$, where $\Delta$ is the differential coming from $\mathrm{Gra}_{M}$, that connects decorations by making an edge, $d_{\mathrm{ex}}$ splits an internal vertex out of every external vertex and reconnecting incident edges in all possible ways and $d_{\text {in }}$ splits similarly an internal vertex out of every internal vertex; see Figure 2.

Remark 17 Notice that due to ${ }^{*} \operatorname{Gra}_{M}$ being given by a quotient by $e_{1}^{j}-1$, if a certain vertex $v$ of $\Gamma \in^{*} \mathrm{Gra}_{M}$ is decorated with the volume form on $M$, then we find as summands of $\Delta(\Gamma)$ all possibilities of connecting $v$ to every other vertex in $\Gamma$.

The operad $\mathrm{Tw} \mathrm{Gra}_{D}$ is spanned by similar kinds of graphs, except that there are no decorations. We will therefore also refer to the vertices of $\mathrm{Tw} \mathrm{Gra}_{D}$ as internal and external.

The degrees of graphs in $\mathrm{Tw}_{\mathrm{Gra}}^{D}$ are computed similarly, but the differential of $\mathrm{Tw}_{\mathrm{Gra}}^{D}$ is different (since $\mathrm{Gra}_{M}$ is twisted as a Lie-module whereas $\mathrm{Gra}_{D}$ is twisted as an operad under Lie). Not only there is no $\Delta$ term, but also the splitting piece has an extra term subtracting all possible ways of adding a univalent internal vertex.

We are interested in a suboperad of $\mathrm{Tw}_{\mathrm{Gra}}^{D}$, since $\mathrm{Tw}_{\mathrm{Gra}}^{D}$ is in homologically "too big". The following result originates in [27; 33].

Proposition 18 [45] The operad $\mathrm{Tw} \mathrm{Gra}_{D}$ has a suboperad that we call $\mathrm{Graphs}_{D}$ spanned by graphs $\Gamma$ such that:

- All internal vertices of $\Gamma$ are at least trivalent,
- $\Gamma$ has no connected components consisting only of internal vertices.

Moreover there is a cooperadic quasi-isomorphism

$$
{ }^{*} \text { Graphs }_{D} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)
$$

extending the map (7).

This quasi-isomorphism is defined by integrating over all possible configurations of points corresponding to the internal vertices, a formula similar to the one from Lemma 19.

We will from now on interpret $\mathrm{Tw}_{\mathrm{Gra}}^{M}$ as a right $\mathrm{Graphs}_{D^{-}}$module.

The differential in ${ }^{*}$ Tw Gra ${ }_{M}$ decomposes as $d=\delta_{\text {cut }}+\delta_{\text {contr }}$, where $\delta_{\text {cut }}$ is the piece originating from * Gra $M$ that splits edges into "diagonal classes" and $\delta_{\text {contr }}$ contracts any edge adjacent to one or two internal vertices.

Lemma 19 For $M$ a closed compact framed connected manifold as above there is a natural map of right cooperadic comodules

$$
\omega_{\bullet}:{ }^{*} \mathrm{Tw} \mathrm{Gra}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)
$$

extending the map $f:{ }^{*} \mathrm{Gra}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ from (8).

Proof Let $\Gamma$ be a graph in ${ }^{*} \operatorname{Gra}_{M}(n+k)^{\mathbb{S}_{k}} \subset^{*} \operatorname{Tw} \operatorname{Gra}_{M}(n)$, ie $\Gamma$ has $n$ external and $k$ internal vertices. Let us consider $f(\Gamma) \in \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}(n+k)\right)$, the image of $\Gamma$ under the map (8). We define $\omega_{\Gamma}$ to be the integral of $f(\Gamma)$ over all configurations of the internal vertices. Concretely, if $\mathrm{FM}_{M}(n+k) \rightarrow \mathrm{FM}_{M}(n)$ denotes the map that forgets the last $k$ points, then $\omega_{\Gamma}$ is given by the fiber ${ }^{6}$ integral

$$
\int_{\mathrm{FM}_{M}(n+k) \rightarrow \mathrm{FM}_{M}(n)} f(\Gamma)
$$

The commutativity with the right cooperadic cocompositions is formally the same as why ${ }^{*}$ Tw Gra ${ }_{D} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$ is a map of cooperads - see [33, Section 9.5] together with the fact that the propagator on $\mathrm{FM}_{M}$ on clusters of points is given by

[^13]the corresponding propagator of $\mathrm{FM}_{D}$. It remains to check the compatibility of the differentials.

Notice that ${ }^{*} \mathrm{Tw} \mathrm{Gra}_{M}$ is a quasifree dgca generated by internally connected graphs, ie graphs that remain connected if we delete all external vertices. Since the map $\omega_{0}$ is compatible with the products, it suffices to check the compatibility of the differentials on internally connected graphs. Let $\Gamma \in{ }^{*} \mathrm{Tw} \operatorname{Gra}_{M}(n)$ be such a graph with $k$ internal vertices.

If we denote by $F$ the fiber of the map $\mathrm{FM}_{M}(n+k) \rightarrow \mathrm{FM}_{M}(n)$, we have, by Stokes' theorem,

$$
d \omega_{\Gamma}=\int_{F} d f(\Gamma) \pm \int_{\partial F} f(\Gamma) .
$$

If we compute $d \Gamma=\delta_{\text {cut }} \Gamma+\delta_{\text {contr }} \Gamma$, we retrieve

$$
\omega_{\delta_{\mathrm{cu}} \Gamma}=\int_{F} f\left(d_{\mathrm{cut}} \Gamma\right)=\int_{F} d f(\Gamma) .
$$

The boundary of the fiber decomposes into various pieces, namely

$$
\partial F=\bigcup_{n<i, j \leq n+k} \partial_{i, j} F \cup \bigcup_{\substack{a \leq n \\ n<i \leq n+k}} \partial_{a, i} F \cup \partial_{\geq 3} F,
$$

where $\partial_{i, j} F$ is the boundary piece where points $i$ and $j$ (corresponding to internal vertices) collided, $\partial_{a, i} F$ is the boundary piece where point $i$ (corresponding to an internal vertex) collided with point $a$ (corresponding to an external vertex) and $\partial_{\geq 3} F$ is the boundary piece in which at least three points corresponding to internal vertices collided.

If points $i$ and $j$ are not connected by an edge in $\Gamma$, then $\int_{\partial_{i, j} F} f(\Gamma)=0$. To see this, note that this integral has the form $\int_{\partial_{i, j} F} f(\Gamma)=\left.\int_{i} f(\Gamma)\right|_{i=j} \int_{S^{D-1}} 1=0$. Here the integral vanishes by degree reasons since there is no top degree component of the form on the factor $S^{D-1}$. Here we used that the tangent bundle is trivialized. However, the same argument goes through without using this feature by using trivializations of the tangent bundle.

If points $i$ and $j$ are connected by an edge, then by property (ii) of Proposition 8 we have $\int_{\partial_{i, j} F} f(\Gamma)=\omega_{\Gamma / e}$, where $\Gamma / e$ is the graph $\Gamma$ with edge $e$ contracted. An analogous argument for the boundary pieces $\partial_{a, i} F$ allows us to conclude that $\omega_{d \Gamma}=d \omega_{\Gamma} \pm \int_{\partial \geq 3} f(\Gamma)$.

The vanishing of $\int_{\partial_{\geq 3} F} f(\Gamma)$ results from Kontsevich's vanishing lemmas. Concretely, suppose there are $3 \leq l \leq k$ points colliding together. By integrating over the $l$ points first we obtain an integral of the form $\int_{\mathrm{FM}_{D}(l)} v$, where $v$ is a product of $\phi_{i, j}$. If the dimension $D$ is at least 3, this integral vanishes as in [26, Lemma 2.2], using property (iii) of Proposition 8.

To factor the integral we used the trivialization of the tangent bundle in this step. For later use we shall however remark that this is not necessary. More precisely, let the full subgraph on the "colliding" vertices be $\gamma$. Then by the same argument as in the proof of [26, Lemma 2.2], using property (iii) of Proposition 8, we may assume that all vertices of $\gamma$ have valence $\geq 3$. But then the inner integral describes a form of degree $\geq \frac{3}{2} l(D-1)-l D+D+1=\frac{1}{2} l(D-3)+D+1>D$ on $M$, and $M$ is of dimension $D$. Hence this integral must vanish.

If $D=2$, because of property (ii) of Proposition 8 we can use the Kontsevich vanishing lemma from [28, Section 6.6] to ensure the vanishing of the integral.

### 4.1 The full graph complex and Graphs $_{M}$

The map constructed in Lemma 19 is not (in general) a quasi-isomorphism and the fundamental obstruction is the existence of graphs containing connected components of only internal vertices in ${ }^{*} \mathrm{Tw} \mathrm{Gra}_{M}$. The desired complex ${ }^{*} \mathrm{Graphs}_{M}$ will be a quotient of * Tw Gra ${ }_{M}$ through which the map $\omega_{\bullet}$ factors. A formal construction can be done making use of the full graph complex that we define as follows.

Definition 20 The full graph complex of $M,{ }^{*} \mathrm{fGC}_{H}{ }^{\bullet}(M)$ is defined to be the complex ${ }^{*}$ Tw $\operatorname{Gra}_{M}(0)$ consisting of graphs with no external vertices. This vector space forms a differential graded commutative $\mathbb{R}$-algebra with product defined to be the disjoint union of graphs. We reserve the symbol $\mathrm{fGC}_{H} \bullet(M)=\left({ }^{*} \mathrm{fGC}_{H}{ }^{\bullet}(M)\right)^{*}$ for the dual complex and the symbol $\mathrm{GC}_{H^{\bullet}(M)} \subset \mathrm{fGC}_{H^{\bullet}(M)}$ for the subcomplex of connected graphs.

The vector space * $\mathrm{Tw} \mathrm{Gra}_{M}$ can be naturally regarded as a left module over the algebra ${ }^{*} \mathrm{fGC}_{H}{ }^{\bullet}(M)$, where the action is given by taking the disjoint union of graphs. Furthermore, we define the partition function

$$
\begin{equation*}
Z_{M}:{ }^{*} \mathrm{fGC}_{H} \bullet(M) \rightarrow \mathbb{R} \tag{9}
\end{equation*}
$$

to be the map of $d g$ commutative algebras obtained by restriction of the map $\omega_{\bullet}$ from Lemma 19.

There is a commutative diagram of dg commutative algebras and modules


Definition 21 The right * Graphs $_{D}$ cooperadic comodule * Graphs $_{M}$ is defined by

$$
{ }^{*} \text { Graphs }_{M}=\mathbb{R} \otimes_{Z_{M}}{ }^{*} \operatorname{Tw} \operatorname{Gra}_{M} .
$$

Remark 22 We pick as representatives for a basis of *Graphs ${ }_{M}$ the set of graphs that contain no connected components without external vertices. With this convention it still makes sense to talk about the total number of vertices of a graph in * Graphs ${ }_{M}$.

Notice that as a consequence, part of the differential of *Graphs ${ }_{M}$ might reduce the number of vertices by more than 1 by "cutting away" a part of the graph that contains only internal vertices, which did not happen with * $\mathrm{Tw} \mathrm{Gra}_{M}$.

Corollary 23 The map ${ }^{*} \mathrm{Tw} \mathrm{Gra}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ defined in Lemma 19 induces a map of cooperadic comodules ${ }^{*} \mathrm{Graphs}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$, still denoted by $\omega_{\bullet}$.

Remark 24 One may also endow $\mathrm{fGC}_{H^{\bullet}(M)}$ with the (free) product given by union of graphs. The differential is not a derivation with respect to this product, but it is a coderivation and it splits into a first-order and a second-order part, say $\delta_{1}+\delta_{2}$. Concretely, the second-order part $\delta_{2}$ replaces a pair of $H^{\bullet}(M)$-decorations in different connected components by an edge, while the first-order piece splits vertices and joins decorations in the same connected component. By Koszul duality, the commutator of the product and the operator $\delta_{2}$ defines a Lie bracket of degree 1 on $\mathrm{fGC}_{H}{ }^{\bullet}(M)$, which reduces to a Lie bracket on the connected piece $\mathrm{GC}_{H^{\bullet}(M)}$.

Now the partition function $Z_{M} \in \mathrm{fGC}_{H}{ }^{\bullet(M)}$ is a map from the free graded commutative algebra ${ }^{*} \mathrm{fGC}_{H^{\bullet}(M)}$ and hence completely characterized by the restriction to the generators, ie to the connected graphs, say $z_{M} \in \mathrm{GC}_{H^{\bullet}(M)}$. The closedness of $Z_{M}$ then translates to the statement that the connected part $z_{M}$ satisfies the Maurer-Cartan equation. See Section 7.1 for details.

To summarize, we constructed a cooperadic right Hopf comodule ${ }^{*} \mathrm{Graphs}_{M}$. As a vector space, ${ }^{*} \operatorname{Graphs}_{M}(n)$ is spanned by graphs with $n$ labeled external vertices and an unspecified number of indistinguishable internal vertices that can be decorated by
(possibly multiple) cohomology classes of degree at least 1 , under the condition that there are no connected components without external vertices:


There is a graded commutative algebra structure given by superposition of external vertices:




The differential $\delta$ splits as $\delta=\delta_{\text {contr }}+\delta_{\text {cut }}$, where $\delta_{\text {contr }}$ contracts edges adjacent to at least one internal vertex and $\delta_{\text {cut }}$ splits any edge into two decorations given by the diagonal class of $M$. Due to the constraint of not allowing connected components without external vertices, $\delta_{\text {cut }}=\Delta^{*}+\delta_{Z_{M}}$ splits again into two pieces, $\Delta^{*}$ which does not create forbidden graphs and $\delta_{Z_{M}}$ that when creating such forbidden connected components transforms them into a scalar as prescribed by the partition function $Z_{M}$ :




The cooperadic right comodule structure is obtained by collapsing subgraphs containing at least one external vertex into a single external vertex.

### 4.2 Historic remark

The above graph complexes can be seen as a version of the nonvacuum Feynman diagrams appearing in the perturbative expansion of topological field theories of AKSZ type, in the presence of zero modes. In this setting the field theories have been studied
by Cattaneo and Felder [12] and Cattaneo and Mnev [13], whose names we hence attach to the above complexes of diagrams, though the above construction of * Graphs ${ }_{M}$ does not appear in these works directly. Furthermore, it has been pointed out to us by A Goncharov that similar complexes have been known by experts before the works of the aforementioned authors. Finally, in the local case the construction is due to M Kontsevich [27].

## 5 Cohomology of the CFM (co)operad

The following theorem relates the right Graphs $_{D}$-module Graphs $_{M}$ with the right $\mathrm{FM}_{D}$-module $\mathrm{FM}_{M}$.

Theorem 25 The map $\omega_{\bullet}:{ }^{*}$ Graphs $_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ established in Corollary 23 is a quasi-isomorphism. Similarly, the composition map

$$
\operatorname{Chains}\left(\mathrm{FM}_{M}\right) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)^{*} \xrightarrow{\omega_{\bullet}^{*}} \operatorname{Graphs}_{M}
$$

is a quasi-isomorphism of right modules.
Note that there is in general no known explicit formula for the cohomology of the configuration spaces $\mathrm{FM}_{M}(n)$ on a manifold. However, two spectral sequences converging to the (co)homology are known, one by Cohen and Taylor [15] and one by Bendersky and Gitler [4]. Both spectral sequences have been shown to be isomorphic (via Poincaré duality) from the $E^{2}$ term on by Felix and Thomas [19]. The $E^{2}$ term is the cohomology of a relatively simple complex described below. It was shown by B Totaro [44] and I Kriz [30] that the spectral sequence abuts at the $E^{2}$ term for smooth projective varieties. However, it does not in general abut at the $E^{2}$ term; a counterexample was given in [19].

The strategy to prove Theorem 25 will be as follows. We will compare the double complex BG giving rise to the Bendersky-Gitler spectral sequence (its definition will be recalled below) to ${ }^{*} \operatorname{Graphs}_{M}$. There is a complex $\widetilde{\mathrm{BG}}$ quasi-isomorphic to BG that comes with a natural map $f: \widetilde{\mathrm{BG}} \rightarrow$ Graphs $_{M}$. Our goal is to show that $f$ is a quasi-isomorphism, and for that we set up another spectral sequence. The detailed proof is contained in Section 5.6.

### 5.1 The Bendersky-Gitler spectral sequence

Let us recall the definition of the Bendersky-Gitler spectral sequence. See also the exposition in [19].

Recall that the configuration space of $n$ points in $M$ is $\operatorname{Conf}_{n}(M):=M^{n} \backslash \Delta$, where $\Delta=\left\{\left(p_{1}, \ldots, p_{n}\right) \mid \exists i \neq j: p_{i}=p_{j}\right\}$. By Poincaré-Lefschetz duality,

$$
H_{-d}\left(\operatorname{Conf}_{n}(M)\right) \cong H^{n \operatorname{dim}(M)-d}\left(M^{n}, \Delta\right)
$$

The relative cohomology $H^{\bullet}\left(M^{n}, \Delta\right)$ on the right is the cohomology of the complex

$$
H^{\bullet}\left(M^{n}\right) \rightarrow H^{\bullet}(\Delta)
$$

The left-hand side is the cohomology of $\Omega_{\mathrm{PA}}(M)^{\otimes n}$. The right-hand side may be computed as the cohomology of the Čech-de Rham complex corresponding to any covering of $\Delta$. To obtain the Bendersky-Gitler double complex one takes the cover of the diagonal by the sets

$$
U_{i, j}=\left\{p_{i}=p_{j}\right\} \subset \Delta
$$

The Bendersky-Gitler complex is the total complex of the double complex obtained using the natural quasi-isomorphism $\Omega_{\mathrm{PA}}(M)^{\otimes n} \rightarrow \Omega_{\mathrm{PA}}\left(M^{n}\right)$, ie

$$
\operatorname{BG}(n):=\operatorname{Total}\left(\Omega_{\mathrm{PA}}(M)^{\otimes n} \rightarrow \text { Čech-de } \operatorname{Rham}(\Delta)\right) .
$$

By the statements above and a simple spectral sequence argument, it follows that $H^{\bullet}(\mathrm{BG}(n)) \cong H\left(M^{n}, \Delta\right)$.

For what we will say below it is important to describe $\mathrm{BG}(n)$ in a more concise way. Elements of $\mathrm{BG}(n)$ can be seen as linear combinations of decorated graphs on $n$ vertices, the decoration being one element of $\Omega_{\mathrm{PA}}(M)$ for each connected component of the graph. The degree of such a graph is computed as

$$
(\text { degree })=\#(\text { edges })+\#(\text { total degree of decorations })-n \cdot \operatorname{dim}(M) .
$$

The differential is composed of two parts, one of which comes from the de Rham differential and one of which comes from the Čech differential:

$$
d_{\mathrm{total}}=d_{\mathrm{dR}}+\delta
$$

Concretely, $\delta$ adds an edge in all possible ways, and multiplies the decorations of the connected components the edge joins.

Remark 26 The original construction of the Bendersky-Gitler spectral sequence uses the de Rham complex of $M$, but since there is only semialgebraic data involved, namely intersections of sets $U_{i, j} \cong M^{n-1}$, we are allowed to replace differential forms by piecewise algebraic (PA) forms.

### 5.2 A general construction

Recall that the monoidal product of symmetric sequences $\circ$ is given by

$$
\left(\mathcal{S} \circ \mathcal{S}^{\prime}\right)(n)=\bigoplus_{k=k_{1}+\cdots+k_{n}} \mathcal{S}(k) \otimes \mathcal{S}^{\prime}\left(k_{1}\right) \otimes \cdots \otimes \mathcal{S}^{\prime}\left(k_{n}\right) \otimes \mathbb{R}\left[\operatorname{Sh}\left(k_{1}, \ldots, k_{n}\right)\right],
$$

where $\operatorname{Sh}\left(k_{1}, \ldots, k_{n}\right)$ are the $k_{1}, \ldots, k_{n}$ shuffles. Let $\mathcal{C}$ be a cooperad, $\mathcal{M}$ be a cooperadic right $\mathcal{C}$-comodule with coaction $\Delta_{\mathcal{M}}: \mathcal{M} \rightarrow \mathcal{M} \circ \mathcal{C}$, and let $A$ be some dg commutative algebra, which can be seen as a symmetric sequence concentrated in arity 1 . Then the spaces

$$
\mathcal{M}(n) \otimes A^{\otimes n}=(\mathcal{M} \circ A)(n)
$$

assemble into another cooperadic right $\mathcal{C}$-comodule.
More formally, since $A$ is a dg commutative algebra, for every symmetric sequence $\mathcal{S}$ there is a morphism

$$
s: \mathcal{S} \circ A \rightarrow A \circ \mathcal{S}
$$

given by the multiplication in $A$.
The coaction of $\mathcal{C}$ on $\mathcal{M} \circ A$ is given by the composition of the maps

$$
\mathcal{M} \circ A \xrightarrow[\mathcal{M} \circ \mathrm{Oid}_{A}]{ }(\mathcal{M} \circ \mathcal{C}) \circ A \cong \mathcal{M} \circ(\mathcal{C} \circ A) \xrightarrow{\text { id } \mathcal{M} \circ S} \mathcal{M} \circ(A \circ \mathcal{C}) \cong(\mathcal{M} \circ A) \circ \mathcal{C} .
$$

It is a straightforward verification to check that the axioms for cooperadic comodules hold.

### 5.3 The definition of $\widetilde{\text { BG }}$

Let $\mathcal{C}$ be a coaugmented cooperad and $\mathcal{M}$ be a right $\mathcal{C}$-comodule. Applying the cobar construction to the cooperad $\mathcal{C}$ we obtain an operad $\Omega(\mathcal{C})$. Applying the cobar construction to the comodule $\mathcal{M}$ we obtain a right $\Omega(\mathcal{C})$-module $\Omega_{\Omega(\mathcal{C})}(\mathcal{M})$, also denoted just by $\Omega(\mathcal{M})$. As a symmetric sequence, $\Omega(\mathcal{M})=\mathcal{M} \circ \Omega(\mathcal{C})$ and the differential splits as $d=d_{1}+d_{2}+d_{3}$, where $d_{1}$ comes from the differential in $\mathcal{M}$, $d_{2}$ comes from the differential in $\Omega(\mathcal{C})$ and $d_{3}$ is induced by the comodule structure. Of course, if $A$ is a dg commutative algebra, then replacing $\mathcal{M}$ by $\mathcal{M} \circ A$ we obtain a right $\Omega(\mathcal{C})$-module $\Omega(\mathcal{M} \circ A)$. We can now define

$$
\widetilde{\mathrm{BG}}:=\Omega_{\Lambda^{D-1} L_{\infty}}\left(s^{-D} \Lambda^{D} \operatorname{coComm} \circ \Omega_{\mathrm{PA}}(M)\right),
$$

where on the right-hand side we consider $s^{-D} \Lambda^{D}$ coComm as a right comodule over $\Lambda^{D}$ coComm and then we use the construction from the previous section that gives us a $\Lambda^{D}$ coComm-right comodule structure on $s^{-D} \Lambda^{D} \operatorname{coComm} \circ \Omega(\mathcal{M})$. Notice that the operadic cobar construction is given by

$$
\Omega\left(\Lambda^{D} \text { coComm }\right)=\Omega\left(\left(\Lambda^{D-1} \mathrm{Lie}\right)^{\vee}\right)=\Lambda^{D-1} L_{\infty} .
$$

Up to degrees, one can picture $\widetilde{\mathrm{BG}}$ as multiple ("commuting") $L_{\infty}$ words, each labeled by a PA form on $M$. Besides the de Rham and the $L_{\infty}$ differential, the cobar differential acts by merging two $L_{\infty}$ words while multiplying the associated forms.

### 5.4 Some other general remarks and the definition of sBG

Let $\mathcal{P}$ be a Koszul operad, $\mathcal{P}^{\vee}$ the Koszul dual cooperad and $\mathcal{P}=\Omega\left(\mathcal{P}^{\vee}\right)$ the minimal cofibrant model for $\mathcal{P}$. There are bar and cobar construction functors between the categories of right $\mathcal{P}$-modules and right $\mathcal{P}^{\vee}$-comodules,

$$
B_{\mathcal{P} \vee}: \operatorname{Mod}-\mathcal{P} \leftrightarrow \operatorname{coMod}-\mathcal{P}^{\vee}: \Omega_{\mathcal{P}} .
$$

Given a right $\mathcal{P}^{\vee}$-comodule $\mathcal{M}$ there are two ways to construct a right $\mathcal{P} \infty_{\infty}$-module:
(1) Take the right $\mathcal{P}_{\infty}$-module $\Omega_{\mathcal{P}_{\infty}}(\mathcal{M})$.
(2) Take $\Omega_{\mathcal{P}}(\mathcal{M})$ and consider it as a right $\mathcal{P}_{\infty}$-module via the morphism of operads $p: \mathcal{P}_{\infty} \rightarrow \mathcal{P}$.

Lemma 27 Let $\mathcal{P}$ be a Koszul operad with zero differential such that $\mathcal{P}(0)=0$ and $\mathcal{P}(1)=\mathbb{R}$ and let $\mathcal{M}$ be a right $\mathcal{P}^{\vee}$-comodule. Then there is a canonical (surjective) quasi-isomorphism

$$
\pi: \Omega_{\mathcal{P}_{\infty}}(\mathcal{M}) \rightarrow \Omega_{\mathcal{P}}(\mathcal{M})
$$

Proof As symmetric sequences, $\Omega_{\mathcal{P}_{\infty}}(\mathcal{M})=\mathcal{M} \circ \mathcal{P}_{\infty}$ and $\Omega_{\mathcal{P}}(\mathcal{M})=\mathcal{M} \circ \mathcal{P}$. We define $\pi=\mathrm{id}_{\mathcal{M}} \circ p$. It is clear that each piece of the differential commutes with $\pi$. The remaining claim that $\pi$ is a quasi-isomorphism follows from a spectral sequence argument.

Concretely, we consider a filtration $\mathcal{F}^{p} \Omega_{\mathcal{P}_{\infty}}(\mathcal{M})$ spanned by elements for which the sum of the degree in $\mathcal{M}$ with the weight in $\mathcal{P}_{\infty}$ (the amount of elements from $\mathcal{P}^{\vee}$ used) does not exceed $p$. On the first page of the spectral sequence given by this filtration we recover $\Omega_{\mathcal{P}}(\mathcal{M})$ and thus the result follows.

Now let us give the definition of sBG ,

$$
\mathrm{sBG}=\Omega_{\Lambda^{D-1} \mathrm{Lie}}\left(s^{-D} \Lambda^{D} \mathrm{coComm} \circ \Omega_{\mathrm{PA}}(M)\right)
$$

where on the right we consider $\Lambda^{D}$ coComm $=\left(\Lambda^{D-1} \text { Lie }\right)^{\vee}$ as a right comodule over itself and the algebra of differential forms $\Omega_{\mathrm{PA}}(M)$. Then, by the lemma above, we see that there is a canonical quasi-isomorphism

$$
\widetilde{\mathrm{BG}} \rightarrow \mathrm{sBG}
$$

Similar to $\widetilde{\mathrm{BG}}$, one can picture sBG as connected components of Lie words, each labeled by a PA form on $M$. One can consider a basis of Lie $(n)$ consisting of graphs on $n$ vertices, with $n-1$ edges, such that there are no two edges $(i, r)$ and $(j, r)$ with $r$ bigger than both $i$ and $j$. Taking the degrees and differentials into account, we see that $\operatorname{sBG}(n)$ is precisely what in [19] is denoted by $\bar{E}(n, A)$, for $A=\Omega_{\mathrm{PA}}(M)$.

Furthermore it was shown in [19, Proposition 2.4] that there is a canonical quasiisomorphism

$$
\mathrm{BG} \rightarrow \mathrm{sBG}
$$

In particular one obtains:

Corollary 28 The following symmetric sequences are isomorphic:

$$
H_{\bullet}\left(\operatorname{Conf}_{\bullet}(M)\right) \cong H(\mathrm{BG}) \cong H(\mathrm{sBG}) \cong H(\widetilde{\mathrm{BG}})
$$

### 5.5 The map $\widetilde{\text { BG }} \rightarrow$ Graphs $_{M}$

The goal of this subsection is to construct the map of right $\Lambda^{D-1} L_{\infty}$-modules

$$
\Phi: \widetilde{\mathrm{BG}} \rightarrow \text { Graphs }_{M}
$$

Since $\widetilde{\mathrm{BG}}:=\Omega_{\Lambda^{D-1} L_{\infty}}\left(s^{-D} \Lambda^{D}\right.$ coComm $\left.\circ \Omega_{\mathrm{PA}}(M)\right)$ is quasifree as right $\Lambda^{D-1} L_{\infty^{-}}$ module, it suffices to define our map $\Phi$ on the module generators and verify that this map is compatible with the differential. Note that $s^{-D} \Lambda^{D} \operatorname{coComm}(n)=\mathbb{R}[n D] \mu_{n}$ is one-dimensional, generated by the $n$-fold coproduct $\mu_{n}$. We define the map $\Phi$ on generators by setting, for $\alpha_{1}, \ldots, \alpha_{n} \in \Omega_{\mathrm{PA}}(M)$ and $\Gamma \in{ }^{*} \mathrm{Graphs}_{M}$,

$$
\begin{equation*}
\left(\Phi\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right)\right)(\Gamma):=\int_{\mathrm{FM}_{M}(n)}\left(\pi_{1}^{*} \alpha_{1}\right) \cdots\left(\pi_{n}^{*} \alpha_{n}\right) \omega_{\Gamma} \tag{10}
\end{equation*}
$$

Here $\pi_{j}: \mathrm{FM}_{M}(n) \rightarrow \mathrm{FM}_{M}(1)=M$ is the map that forgets the position of all points in the configuration except for the $j^{\text {th }}$ point. Notice that the element $\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}$ has degree $-n D+\left|\alpha_{1}\right|+\cdots+\left|\alpha_{n}\right|=-\left(\operatorname{dim}\left(\mathrm{FM}_{M}(n)\right)-\left|\pi_{1}^{*} \alpha_{1}\right|-\cdots-\left|\pi_{n}^{*} \alpha_{n}\right|\right)$; therefore $F$ preserves degrees.

A general element of $\widetilde{\mathrm{BG}}$ is a linear combination of elements obtained by acting with elements of the operad $\ell_{j} \in \Lambda^{D-1} L_{\infty}$ on generators,

$$
x:=\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right) \circ\left(\ell_{1}, \ldots, \ell_{n}\right) .
$$

For such elements $x$ we have that $\Phi(x)=\Phi\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right) \circ\left(\ell_{1}, \ldots, \ell_{n}\right)$, using the right action of $\Lambda^{D-1} L_{\infty}$ on $\mathrm{Graphs}_{M}$. This latter action factors through the right action of $\mathrm{Graphs}_{D}$ on $\mathrm{Graphs}_{M}$ via the maps

$$
\Lambda^{D-1} L_{\infty} \xrightarrow{f} \text { Chains }\left(\mathrm{FM}_{D}\right) \xrightarrow{\omega^{*}} \text { Graphs }_{D} .
$$

Denoting the cooperadic coaction on $\Gamma \in^{*} \operatorname{Graphs}_{M}$ by $\sum \Gamma^{\prime} \otimes \gamma_{1} \otimes \cdots \otimes \gamma_{k}$, with $\gamma_{j} \in{ }^{*}$ Graphs $_{D}$, this implies that

$$
\begin{align*}
\Phi(x)(\Gamma) & =\left(\Phi\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right) \circ\left(\ell_{1}, \ldots, \ell_{n}\right)\right)(\Gamma)  \tag{11}\\
& =\sum \pm \Phi\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right)\left(\Gamma^{\prime}\right) \cdot \prod \int_{j} \int_{f\left(\ell_{j}\right)} \omega_{\gamma_{j}} \\
& =\sum \pm \int_{\mathrm{FM}_{M}(n)}\left(\pi_{1}^{*} \alpha_{1}\right) \cdots\left(\pi_{n}^{*} \alpha_{n}\right) \omega_{\Gamma^{\prime}} \prod_{j} \int_{f\left(\ell_{j}\right)} \omega_{\gamma_{j}} \\
& =\int_{\operatorname{Fund}\left(\mathrm{FM}_{M}(n)\right) \circ\left(f\left(\ell_{1}\right), \cdots, f\left(\ell_{n}\right)\right)}\left(\pi_{i_{1}}^{*} \alpha_{1}\right) \cdots\left(\pi_{i_{n}}^{*} \alpha_{n}\right) \omega_{\Gamma} .
\end{align*}
$$

In the last line we are integrating over the fundamental chain of a boundary stratum of $\mathrm{FM}_{M}$ in which groups of points are infinitesimally close together. The indices $i_{1}, \ldots, i_{n}$ shall be those of one (arbitrary) point in each such group. Furthermore, we used the compatibility of the map $\omega$ with the operadic $\mathrm{FM}_{D}$-action on $\mathrm{FM}_{M}$. Using the formula above we can show the following result.

Lemma 29 The map $\Phi: \widetilde{\mathrm{BG}} \rightarrow$ Graphs $_{M}$ defined above is compatible with the differentials and is hence a map of right $\Lambda^{D-1} L_{\infty}$-modules. It furthermore factorizes through the adjoint $\omega^{*}$ of the map $\omega:{ }^{*} \mathrm{Graphs}_{M} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ of Corollary 23 as

$$
\widetilde{\mathrm{BG}} \xrightarrow{F} \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)^{*} \xrightarrow{\omega^{*}} \operatorname{Graphs}_{M}
$$

with

$$
\begin{aligned}
& F\left(\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right) \circ\left(\ell_{1}, \ldots, \ell_{n}\right)\right)(\omega) \\
&=\int_{\operatorname{Fund}\left(F \mathrm{FM}_{M}(n)\right) \circ\left(f\left(\ell_{1}\right), \cdots, f\left(\ell_{n}\right)\right)}\left(\pi_{i_{1}}^{*} \alpha_{1}\right) \cdots\left(\pi_{i_{n}}^{*} \alpha_{n}\right) \omega .
\end{aligned}
$$

Proof The factorization through $\omega^{*}$ is clear by (11).

It remains to check that the differentials are preserved by $\Phi$. Note that the differential on $\widetilde{\mathrm{BG}}$ decomposes into three terms, $d=d_{\Omega_{\mathrm{PA}}(M)}+d_{\Lambda^{D-1} \mathrm{E}_{\infty}}+d_{\mathrm{cobar}}$, stemming from the internal differentials on $\Omega_{\mathrm{PA}}(M)$ and $\Lambda^{D-1} Ł_{\infty}$, and the cobar construction respectively. Note that the second summand is zero on generators.

On the other hand we compute, applying Stokes' theorem,

$$
\begin{aligned}
& \left(\Phi\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right)\right)(d \Gamma) \\
& =\int_{\mathrm{FM}_{M}(n)}\left(\pi_{1}^{*} \alpha_{1}\right) \cdots\left(\pi_{n}^{*} \alpha_{n}\right) \omega_{d \Gamma} \\
& =\int_{\mathrm{FM}_{M}(n)}\left(\pi_{1}^{*} \alpha_{1}\right) \cdots\left(\pi_{n}^{*} \alpha_{n}\right) d \omega_{\Gamma} \\
& =\sum_{j=1}^{n} \pm \int_{\mathrm{FM}_{M}(n)}\left(\pi_{1}^{*} \alpha_{1}\right) \cdots\left(\pi_{j}^{*} d \alpha_{j}\right) \cdots\left(\pi_{n}^{*} \alpha_{n}\right) \omega_{\Gamma} \pm \int_{\partial \mathrm{FM}_{M}(n)}\left(\pi_{1}^{*} \alpha_{1}\right) \cdots\left(\pi_{n}^{*} \alpha_{n}\right) \omega_{\Gamma}
\end{aligned}
$$

The two terms exactly reproduce the differential on $\widetilde{\text { BG }}$. The first term corresponds to the part from the internal differential on $\Omega_{\mathrm{PA}}(M)$. The second term (the boundary integral) produces the part of the differential from the cobar construction. More precisely, it is the sum over codimension 1 boundary strata corresponding to some subset of the $n$ points colliding. But each such term is, using the computation (11) again, identified with an action of a generator of $\Lambda^{D-1} L_{\infty}$, so that all these terms together assemble to $\pm d_{\text {cobar }} \Phi\left(\mu_{n} \otimes \alpha_{1} \otimes \cdots \otimes \alpha_{n}\right)$.

### 5.6 The map $\widetilde{\text { BG }} \rightarrow$ Graphs $_{M}$ is a quasi-isomorphism

In this section we will show the following proposition:
Proposition 30 The map $\Phi: \widetilde{\mathrm{BG}} \rightarrow \mathrm{Graphs}_{M}$ constructed above is a quasi-isomorphism.
There is a filtration on $\mathrm{Graphs}_{M}$ by the number of connected components in graphs. Concretely, let $\mathcal{F}^{p} \mathrm{Graphs}_{M}$ be the set of elements of $\mathrm{Graphs}_{M}$ which contain only graphs with $p$ or fewer connected components. There is a similar filtration on $\widetilde{\mathrm{BG}}$ coming from the arity of elements of the generating symmetric sequence $s^{-D} \Lambda^{D}$ coComm. Concretely, elements of $\mathcal{F}^{p} \widetilde{\mathrm{BG}}$ are those elements of $\widetilde{\mathrm{BG}}$ that can be built without using any generators $\mu_{p+1}, \mu_{p+2}, \ldots$ in $\Lambda^{D}$ coComm. The filtration is aritywise bounded, since the number of connected components in arity $r$ is necessarily between 1 and $r$.

Lemma 31 The map $\Phi$ from above is compatible with the filtration, ie

$$
\Phi\left(\mathcal{F}^{p} \widetilde{\mathrm{BG}}\right) \subset \mathcal{F}^{p} \mathrm{Graphs}_{M}
$$

Proof The result is clear for generators of $\widetilde{B G}$, since graphs with $n$ vertices cannot have more than $n$ connected components. In general $\Phi$ is compatible with the filtration since is a morphism of $\Lambda^{D-1} L_{\infty}$ right modules and the right action of $\Lambda^{D-1} L_{\infty}$ on Graphs $_{M}$ is given by the insertion of connected graphs which cannot increase the number of connected components.

It follows that $\Phi$ induces a morphism of the respective spectral sequences. We will show the following lemma:

Lemma 32 The map $\Phi$ induces an isomorphism at the first pages of the associated spectral sequences.

The statement of the lemma is equivalent to saying that the graded version of $\Phi$,

$$
\operatorname{gr} \Phi: \operatorname{gr} \widetilde{\mathrm{BG}} \rightarrow \operatorname{gr~Graphs}_{M},
$$

is a quasi-isomorphism.
One can compute the cohomology of gr $\widetilde{\text { BG }}$ explicitly.
Lemma $33 H(\mathrm{gr} \widetilde{\mathrm{BG}})=\left(s^{-D} \Lambda^{D}\right.$ coComm $\left.\circ H^{\bullet}(M)\right) \circ \Lambda^{D-1} \operatorname{Lie}=: \mathrm{sBG}_{H(M)}$.
Proof The differential on gr $\widetilde{B G}$ is precisely the one induced by the de Rham differential and the differential on $\Lambda^{D-1} L_{\infty}$. Therefore, by the Künneth formula,

$$
\begin{aligned}
H(\mathrm{gr} \widetilde{\mathrm{BG}}) & =H\left(s^{-D} \Lambda^{D} \mathrm{coComm}\right) \circ H\left(\Omega_{\mathrm{PA}}(M)\right) \circ H\left(\Lambda^{D-1} L_{\infty}\right) \\
& =\left(s^{-D} \Lambda^{D} \mathrm{coComm} \circ H^{\bullet}(M)\right) \circ \Lambda^{D-1} \text { Lie. }
\end{aligned}
$$

Having fixed the embedding $H^{\bullet}(M) \hookrightarrow \Omega_{\mathrm{PA}}(M)$ and fixing any aritywise right inverse (as cochain complexes) of the projection $\Lambda^{D-1} L_{\infty} \rightarrow \Lambda^{D-1}$ Lie, from now on we interpret the space $\mathrm{sBG}_{H(M)}$ (with zero differential) as a subcomplex of $\mathrm{gr} \widetilde{\mathrm{BG}}$.

Proposition 34 The map gr $\Phi$ restricts to an injective map $\mathrm{sBG}_{H(M)} \rightarrow \mathrm{gr} \mathrm{Graphs}_{M}$ and the inclusion morphism $\Phi\left(\mathrm{sBG}_{H(M)}\right) \hookrightarrow \mathrm{gr} \mathrm{Graphs}_{M}$ is a quasi-isomorphism.

The proof is by an argument similar to the one used by P Lambrechts and I Volic in [33, Lemma 8.3]. If we believe Proposition 34 for now, Lemma 32 follows as a corollary.

Proof of Proposition 30 As a consequence of Lemma 32, the map $\Phi$ induces a quasi-isomorphism at the level of the associated graded with respect to an (aritywise) bounded filtration, and therefore is a quasi-isomorphism itself.

### 5.7 Proof of Proposition 34

Proposition 35 The vector spaces $\mathrm{sBG}_{H(M)}(n)$ satisfy the recursion

$$
\begin{equation*}
\operatorname{sBG}_{H(M)}(n)=\operatorname{sBG}_{H(M)}(n-1) \otimes H^{\bullet}(M) \oplus \operatorname{sBG}_{H(M)}(n-1)[D-1]^{\oplus n-1} . \tag{12}
\end{equation*}
$$

Proof We have
$\mathrm{sBG}_{H(M)}(n)$
$=\bigoplus_{i_{1}+\cdots+i_{k}=n} H^{\bullet}(M)^{\otimes k}[k D] \otimes \Lambda^{D-1} \operatorname{Lie}\left(i_{1}\right) \otimes \cdots \otimes \Lambda^{D-1} \operatorname{Lie}\left(i_{k}\right) \otimes \mathbb{R}\left[\operatorname{Sh}\left(i_{1}, \ldots, i_{k}\right)\right]$.
Let us take an element of $\operatorname{sBG}_{H(M)}(n)$ and consider two different cases. If the input labeled by 1 corresponds to the unit $1 \in \Lambda^{D-1} \operatorname{Lie}(1)$, it is associated to an element of $H^{\bullet}(M)$ and by ignoring these we are left with a generic element of $\mathrm{sBG}_{H(M)}(n-1)$, thus giving us the first summand of (12).

Alternatively, if the vertex labeled by 1 corresponds to some Lie word in $\Lambda^{D-1} \operatorname{Lie}\left(i_{j}\right)$ with $j>1$, the only possibility is that it came from the insertion of the generator $\mu_{2} \in \Lambda^{D-1} \operatorname{Lie}(2)$ in some other Lie word. Since there are $n-1$ such choices and $\mu_{2}$ has degree has degree $1-D$, we obtain the summand $\operatorname{sBG}_{H(M)}(n-1)[D-1]^{\oplus n-1}$.

Lemma 36 The map gr $\Phi$ restricts to an isomorphism from $\mathrm{sBG}_{H(M)}(n)$ onto its image $\Phi\left(\mathrm{sBG}_{H(M)}(n)\right) \subset \operatorname{gr~Graphs}_{M}(n)$.

Proof It suffices to show the injectivity of the map gr $\Phi$ when restricted to $\mathrm{sBG}_{H(M)}(n)$. Recall that
$\mathrm{sBG}_{H(M)}(n)$
$=\bigoplus_{i_{1}+\cdots+i_{k}=n} H^{\bullet}(M)^{\otimes k}[k D] \otimes \Lambda^{D-1} \operatorname{Lie}\left(i_{1}\right) \otimes \cdots \otimes \Lambda^{D-1} \operatorname{Lie}\left(i_{k}\right) \otimes \mathbb{R}\left[\operatorname{Sh}\left(i_{1}, \ldots, i_{k}\right)\right]$.
Let us start by considering the case in which the numbers $i_{1}, \ldots, i_{n}$ are all equal to 1 . Let $\omega_{1} \otimes \cdots \otimes \omega_{n} \in H^{\bullet}(M)^{\otimes n}[n D] \otimes \Lambda^{D-1} \operatorname{Lie}(1) \otimes \cdots \otimes \Lambda^{D-1} \operatorname{Lie}(1)$. The element $\Phi\left(\omega_{1} \otimes \cdots \otimes \omega_{n}\right) \in \operatorname{Graphs}_{M}(n)$ is in principle a sum of many terms, but its projection into the subspace of $\mathrm{Graphs}_{M}(n)$ made only of graphs with no internal vertices, no more than one decoration per vertex, and precisely $n$ connected components is simply the graph

where $\omega_{i}^{*}$ is dual to $\omega_{i}$ under the pairing on $H^{\bullet}(M)$. This implies in particular that $\Phi$ is injective when restricted to $H^{\bullet}(M)^{\otimes n}[n D] \otimes \Lambda^{D-1} \operatorname{Lie}(1) \otimes \cdots \otimes \Lambda^{D-1} \operatorname{Lie}(1)$.

The same idea can be adapted for the case of arbitrary $i_{j}$. The image of the elements of $\mathrm{sBG}_{H(M)}$ might be very complicated, but to conclude injectivity it is enough to see that the components on a "disconnected enough" subspace are different and by compatibility with the $L_{\infty}$-action these components are just given by insertion of graphs representing $L_{\infty}$ words.

Let $p \subset 2^{\{1, \ldots, n\}}$ denote a partition of the numbers $1, \ldots, n$. To every such $p$ we can associate a subspace $V_{p} \subset \operatorname{Graphs}_{M}(n)$ spanned by graphs with no internal vertices and such that the vertices labeled by $a$ and $b$ are on the same connected component if and only if $a$ and $b$ are in the same element of the partition $p$.

Every partition $p$ is determined the number of elements of the partition, which is a number $k \leq n$, the sizes of the partitions, $i_{1}, \ldots, i_{k}$ such that $i_{1}+\cdots+i_{k}=n$ and an element of $\operatorname{Sh}\left(i_{1}, \ldots, i_{k}\right)$ specifying which numbers are included in each element of the partition. This data defines a subspace $W_{p}$ of $\mathrm{sBG}_{H(M)}(n)$ and the map $\Phi$ induces maps $\Phi_{p}: \bar{W}_{p} \rightarrow \bar{V}_{p}$, where $\bar{V}_{p}=\bigoplus_{p^{\prime} \text { coarser than } p} V_{p^{\prime}}$ and similarly for $W_{p}$. It can shown by induction on the size of the partition $p$ that the maps $\Phi_{p}$ are injective for every partition $p$, so in particular for $p$ the discrete partition we obtain the injectivity of the full map.

This follows from the fact that a linear map $f: A \oplus B \rightarrow V$ is injective if its restriction to both $A$ and $B$ is injective and $f(A) \cap f(B)=0$ and in our case these two conditions can be verified just by looking at the component of $V_{p} \subset \bar{V}_{p}$.

Corollary 37 The family of graded vector spaces $\Phi\left(\right.$ sBG $\left._{H(M)}\right) \subset \operatorname{gr~Graphs}_{M}$ satisfies the recursion

$$
\begin{aligned}
& \Phi\left(\operatorname{sBG}_{H(M)}(0)\right)=\mathbb{R} \\
& \Phi\left(\operatorname{sBG}_{H(M)}(n)\right)=\Phi\left(\operatorname{sBG}_{H(M)}(n-1)\right) \otimes H^{\bullet}(M) \oplus \Phi\left(\operatorname{sBG}_{H(M)}(n-1)\right)[D-1]^{\oplus n-1} .
\end{aligned}
$$

Proposition 34 will follow from showing that the inclusion $\Phi\left(\mathrm{sBG}_{H(M)}\right) \hookrightarrow \mathrm{gr} \mathrm{Graphs}_{M}$ is a quasi-isomorphism and for this we will use some additional filtrations.

The differential on gr Graphs $_{M}$ splits into the terms

$$
\delta=\delta_{s}+\Delta+\Delta_{1},
$$

where $\delta_{s}$ is obtained by splitting vertices, $\Delta$ (the BV part of the differential) removes two decorations and creates an edge instead and $\Delta_{1}$ connects a connected component
of (possibly decorated) internal vertices to the given graph. Let us call the emv-degree (edges minus vertices) of a graph the number

$$
\#(\text { edges }) ~-~ \#(v e r t i c e s) . ~
$$

The differential can only increase or leave constant the emv degree. Hence we can put a filtration on $\mathrm{gr} \mathrm{Graphs}{ }_{M}$ by emv degree. We will denote the associated graded by

$$
\mathrm{gr}^{\prime} \mathrm{gr} \mathrm{Graphs}_{M}
$$

The induced differential on the associated graded ignores the $\Delta$ part of the differential.
Lemma 38

$$
H\left(\operatorname{gr}^{\prime} \operatorname{grGraphs}(M)=\Phi\left(\mathrm{sBG}_{H(M)}\right)\right.
$$

Since in $\mathrm{gr}^{\prime} \mathrm{gr} \mathrm{Graphs}_{M}$ the $\Delta$ part of the differential is zero, all pieces of the differential increase the number of internal vertices by at least one. To show this lemma, we will put yet another filtration on $\mathrm{gr}^{\prime} \mathrm{gr} \mathrm{Graphs}_{M}$ by \#(internal vertices) - degree. Let us call the associated graded

$$
\mathrm{gr}^{\prime \prime} \mathrm{gr}^{\prime} \mathrm{gr} \mathrm{Graphs}_{M}
$$

Notice that in gr" $\mathrm{gr}^{\prime} \mathrm{gr} \mathrm{Graphs}_{M}$ we have $\Delta=0$ and the only "surviving" pieces of $\Delta_{1}$ replace any decoration by an internal vertex with the same decoration or connect a single internal vertex to another vertex of the graph. These pieces also appear in $\delta_{s}$ and it can be checked that they appear with opposite signs, thus canceling out.

Lemma 39

$$
H\left(\mathrm{gr}^{\prime \prime} \mathrm{gr}^{\prime} \mathrm{gr} \mathrm{Graphs}_{M}\right)=\Phi\left(\mathrm{sBG}_{H(M)}\right)
$$

Proof Let us write $V(n)=\operatorname{gr}^{\prime \prime} \operatorname{gr}^{\prime} \operatorname{grGraphs}_{M}(n)$ for brevity. We will show that $H(V(n)) \cong \Phi\left(\operatorname{sBG}_{H(M)}(n)\right)$ by induction on $n$. We can split

$$
V(n)=\begin{array}{lll}
\Omega & \Omega \\
V_{0}
\end{array} \oplus V_{1} \oplus V_{\geq 2}
$$

according to the valence of the external vertex 1 (where decorations are considered to increase the valence of the vertices). The arrows indicate how the differential maps the individual parts to each other. The complex $V_{0}$ is isomorphic to $V(n-1)$ and we can invoke the induction hypothesis. For the remainder we consider a spectral sequence whose first differential is $V_{\geq 2} \rightarrow V_{1}$. Concretely, we consider $\left(\mathcal{F}_{k}\right)_{k \in \mathbb{Z}}$, a descending filtration $V(n) \supset \cdots \supset \mathcal{F}_{k} \supset \mathcal{F}_{k+1} \supset \cdots \supset 0$, such that $\mathcal{F}_{k}$ is spanned by graphs of degree at least $k$ in which the vertex 1 is not 1 -valent and by graphs of degree at least $k+1$ in which the vertex 1 has valence 1 . The map $V_{\geq 2} \rightarrow V_{1}$ is injective and its cokernel is generated by graphs of one of the following types:
(1) Vertex 1 has a decoration and no incoming edges.
(2) Vertex 1 has no decoration and is connected to some other external vertex.

In the first case we obtain a complex isomorphic to $V(n-1)$ for every choice of decoration, with a degree shift given by the decoration. In the second case, each choice of connecting external vertex yields a complex isomorphic to $V(n-1)$ with a degree shift given by the additional edge. This gives us the following expression of the first page of the spectral sequence:

$$
\begin{aligned}
E_{1}(V(n))=H(\operatorname{gr} V(n)) & =V_{0} \oplus V(n-1) \otimes \bar{H}^{\bullet}(M) \oplus V(n-1)[D-1]^{\oplus n-1} \\
& =V(n-1) \otimes H^{\bullet}(M) \oplus V(n-1)[D-1]^{\oplus n-1} .
\end{aligned}
$$

Under this identification, on the this page of the spectral sequence we obtain precisely the differential of $V(n-1)$. Notice that $V_{1} \oplus V_{\geq 2}$ is a double complex concentrated on a double column and therefore the spectral sequence collapses at the second page $E_{2}$. From this observation we obtain the recursion

$$
H(V(n))=H(V(n-1)) \otimes H^{\bullet}(M) \oplus H(V(n-1))[D-1]^{\oplus n-1},
$$

which is the same as the recursion for $\Phi\left(\operatorname{sBG}_{H(M)}(n)\right)$, as shown in Corollary 37. To see that the inclusion $\Phi\left(\mathrm{sBG}_{H(M)}(n)\right) \rightarrow V(n)$ induces a quasi-isomorphism on the second page of the spectral sequence, we start by noticing that the result holds trivially on the 1 -dimensional initial terms $\Phi\left(\mathrm{sBG}_{H(M)}(0)\right)$ and $H(V(0))$, and therefore $\Phi\left(\mathrm{sBG}_{H(M)}(n)\right)$ and $H(V(n))$ have the same dimension.

The second page of the inclusion map

$$
\begin{aligned}
\Phi\left(\mathrm{sBG}_{H(M)}(n-1)\right) \otimes H^{\bullet}(M) \oplus & \left(\operatorname{sBG}_{H(M)}(n-1)\right)[D-1]^{\oplus n-1} \\
& \rightarrow H(V(n-1)) \otimes H^{\bullet}(M) \oplus H(V(n-1))[D-1]^{\oplus n-1}
\end{aligned}
$$

can be written as

$$
\left(\begin{array}{ll}
f_{11} & f_{12} \\
f_{21} & f_{22}
\end{array}\right),
$$

where $f_{12}: \Phi\left(\operatorname{sBG}_{H(M)}(n-1)\right)[D-1]^{\oplus n-1} \rightarrow H(V(n-1)) \otimes H^{\bullet}(M)$ is actually the 0 map, since $\Phi\left(\mathrm{sBG}_{H(M)}(n-1)\right)[D-1]^{\oplus n-1}$ corresponds to the image of elements in $H^{\bullet}(M)^{\otimes k}[k D] \otimes \Lambda^{D-1} \operatorname{Lie}\left(i_{1}\right) \otimes \cdots \otimes \Lambda^{D-1} \operatorname{Lie}\left(i_{k}\right)$ with $i_{1} \geq 2$ and the vertex 1 cannot be the only labeled vertex in its connected component. The maps $f_{11}$ and $f_{22}$ are isomorphisms by induction, and therefore the second page of the inclusion map is an isomorphism, whence the result follows.

Proof of Lemma 38 The $E^{1}$ term of the spectral sequence is a quotient complex, hence it abuts at that point.

Proof of Theorem 25 We have shown that the composition

$$
\widetilde{\mathrm{BG}} \xrightarrow{F} \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)^{*} \xrightarrow{\omega^{*}} \mathrm{Graphs}_{M}
$$

is a quasi-isomorphism, but since the homology of $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)^{*}$ is also isomorphic to the other two homologies which are finite-dimensional in each arity and degree, it follows that $F$ and $\omega^{*}$ are quasi-isomorphisms themselves.

Consequentially, the map Chains $\left(\mathrm{FM}_{M}\right) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)^{*} \rightarrow \mathrm{Graphs}_{M}$ is a composition of quasi-isomorphisms, therefore is a quasi-isomorphism as well.

Remark 40 For the proof of Theorem 25 we consider the functor $\Omega_{P A}$ of semialgebraic forms, but one could equally use any contravariant functor $\Omega$ landing in dgca's satisfying the following properties:

- $\Omega$ is quasi-isomorphic to the Sullivan functor $A_{P L}$ of piecewise-linear de Rham forms.
- $\Omega$ admits pushforwards of the forgetful maps $\mathrm{FM}_{M}(n) \rightarrow \mathrm{FM}_{M}(n-k)$ satisfying the usual properties of fiber integrals, in particular Stokes' theorem.
- $\Omega$ is "almost" comonoidal, as in Remark 15.


## 6 The nonparallelizable case

Let $M$ be a closed oriented connected manifold. In this section we show that even in absence of the parallelizability hypothesis, a slight variant of the collection of commutative algebra ${ }^{*}$ Graphs $_{M}$ is still a model of $\mathrm{FM}_{M}$.

In this respect it is not natural to consider graphs with tadpoles as the compatibility of the differential of the map from Lemma 16 depended on the vanishing of the Euler characteristic for those graphs. More precisely, the problem is that in the map of Lemma 16 a tadpole edge is sent to a form whose coboundary is the Euler class.
We define ${ }^{*} \mathrm{Gra}_{M}^{\notinfty} \subset^{*} \mathrm{Gra}_{M}$ to be the dg Hopf subcollection spanned by graphs without tadpoles.

Note that this subcollection is indeed closed under the product and differential. It furthermore retains a $\Lambda^{D-1} \mathrm{Lie}^{*}$-comodule structure from ${ }^{*} \mathrm{Gra}_{M}$, but not the full

* Gra ${ }_{D}$-comodule structure, as the proof of Proposition 14 fails in the absence of tadpoles. Furthermore, the map (8) naturally restricts to a map of dg Hopf collections

$$
{ }^{*} \mathrm{Gra}_{M}^{\not \emptyset} \rightarrow \Omega_{\mathrm{triv}}\left(\mathrm{FM}_{M}\right) \subset \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right),
$$

which is well defined even if $M$ has a nontrivial Euler class. The twisting construction of Section 4 and in particular the construction of the map $\omega$ of Corollary 23 also naturally yields a map

$$
\omega: \text { Graphs }_{M}^{\not ㇒} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right), \quad \Gamma \mapsto \omega_{\Gamma},
$$

where we denote by ${ }^{*} \operatorname{Graphs}_{M}^{\not ㇒} \subset{ }^{*}$ Graphs $_{M}$ the subcollection spanned by graphs without tadpoles.

To be clear, if $M$ has nonvanishing Euler class then the map $\omega$ of Corollary 23 is not a priori not well-defined on Graphs $_{M}$ because we would need to send a tadpole edge to a form whose coboundary is the Euler class. Furthermore, the partition function (9) is only well defined on the tadpole-free part ${ }^{*} \mathrm{fGC}_{H}^{\varnothing} \bullet(M)$. ${ }^{*} \mathrm{fGC}_{H} \bullet(M)$. Hence one does not even get a well-defined (square-zero) differential on the graded collection * Graphs $M_{M}$ from the partition function, one only has this on the tadpole-free part ${ }^{*} \mathrm{Graphs}_{M}^{\nrightarrow}$.

In particular, we note that the differential on ${ }^{*} \operatorname{Graphs}_{M}^{\not ㇒}$ can indeed not produce tadpoles. The only term in the differential that is able to produce a tadpole is the edge contraction in the presence of a multiple edge. However, multiple edges are zero by symmetry reasons for even $D$ while tadpoles are not present by symmetry reasons for odd $D$, hence no problem arises.

Also, if $M$ is not parallelized, there is no consistent way of defining a right $\mathrm{FM}_{D}$-action on $\mathrm{FM}_{M}$. Nonetheless, disregarding the cooperadic coactions, the map

$$
{ }^{*} \text { Graphs }_{M}^{\phi} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)
$$

is well defined as a map of dgcas since the proof of Lemma 19 uses parallelizability condition only for the tadpoles and the coaction; see the remarks within that proof on using the trivialization of the tangent bundle.

Before proceeding, let us furthermore show that the exclusion of tadpoles has no effect on the homotopy type, provided ${ }^{*}$ Graphs $_{M}$ is well defined. (See [45, Proposition 3.4] for similar results and arguments.)

Proposition 41 Suppose that $M$ is parallelizable (or at least has vanishing Euler class), so that the dg Hopf collection * Graphs $M$ is well defined. Then the inclusion
${ }^{*} \operatorname{Graphs}_{M}^{\neq} \rightarrow{ }^{*} \mathrm{Graphs}_{M}$ is a quasi-isomorphism of collections of dg commutative algebras.

Proof sketch We consider a spectral sequence on ${ }^{*} \mathrm{Graphs}_{M}$ whose associated graded has a differential contracting internal vertices with only an adjacent edge and a tadpole along the nontadpole edge:


Such a spectral sequence can be obtained by filtering first by the number of tadpoles and then by $l+$ degree, where $l$ is the sum of lengths of maximal connected subgraphs consisting of 2 -valent internal vertices and one internal vertex with just a tadpole at the end.

We can then set up a homotopy $h$ that splits out an internal vertex with a tadpole:


We have $d_{0} h+h d_{0}=T \mathrm{id}$, where $T$ is the number of tadpoles, whence it follows that $H\left({ }^{*} \operatorname{Graphs}_{M}, d_{0}\right)={ }^{*} \operatorname{Graphs}_{M}^{\not x}$.

Finally, one has the following version of Theorem 25 for nonparallelizable $M$.
Theorem 42 Let $M$ be a closed oriented manifold. The map

$$
\omega_{\bullet}: * \operatorname{Graphs}_{M}^{\not \subset} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)
$$

is a quasi-isomorphism of symmetric sequences of dg commutative algebras. Similarly, the composition map

$$
\operatorname{Chains}\left(\mathrm{FM}_{M}\right) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)^{*} \xrightarrow{\omega_{\rightarrow}^{*}} \operatorname{Graphs}_{M}^{\not ㇒}:=\left({ }^{*} \mathrm{Graphs}_{M}^{\not ㇒}\right)^{*}
$$

is a quasi-isomorphism.
Proof We follow the proof of Theorem 25. First we note that while in general one does not have a right $\mathrm{FM}_{D}$-module structure on $\mathrm{FM}_{M}$ if $M$ is not framed, the insertion of fundamental chains of $\mathrm{FM}_{D}$ at points in $\mathrm{FM}_{M}$ is independent of the framing so in fact it gives us a well-defined operadic action Chains $\left(\mathrm{FM}_{M}\right) \circ \Lambda^{D-1} L_{\infty} \rightarrow$ Chains $\left(\mathrm{FM}_{M}\right)$. Similarly, as mentioned above, $\operatorname{Graphs}_{M}^{\not \subset}$ inherits a right $\Lambda^{D-1} L_{\infty}$-module structure
from the one on $\operatorname{Gra}{ }_{M}^{\not \subset}:=\left({ }^{*} \mathrm{Gra}_{M}^{\not \subset}\right)^{*}$. These structures suffice to define the map of right $\Lambda^{D-1} L_{\infty}$-modules

$$
\Phi: \widetilde{\mathrm{BG}} \rightarrow \mathrm{Graphs}_{M}^{\not ㇒}
$$

as in Section 5.5 by formula (10) (respectively (11)). Furthermore, Lemma 29 does not make use of tadpoles and holds in this case as well.

Furthermore, the remaining arguments of Sections 5.6 and 5.7 leading to Theorem 25 are agnostic to the presence or absence of parallelizability of $M$ or tadpoles in graphs, and hence also show Theorem 42.

## 7 A simplification of $^{\text {Graphs }}{ }_{M}$ and relations to the literature

### 7.1 An alternative construction of Graphs ${ }_{M}$.

Recall that in Section 4 the space ${ }^{*} \mathrm{Graphs}_{M}$ was constructed by identifying connected components without external vertices with real numbers via a "partition function", which is a map of commutative algebras $Z_{M}:{ }^{*} \mathrm{fGC}_{H} \cdot(M) \rightarrow \mathbb{R}$.

In this subsection and the next we present an alternative construction of $\mathrm{Graphs}_{M}$ that will allow us to understand better the relevance of the partition function $Z_{M}$ in the homotopy type of $\mathrm{Graphs}_{M}$.

Notice that ${ }^{*} \mathrm{fGC}_{H}{ }^{\bullet}(M)$ is a quasifree commutative algebra generated by its subspace of connected graphs ${ }^{*} \mathrm{GC}_{H(M)}$. The differential $d$ on ${ }^{*} \mathrm{fGC}_{H}{ }^{\bullet}(M)$ defines then a $\Lambda L_{\infty}$ coalgebra structure on ${ }^{*} \mathrm{GC}_{H}{ }^{\bullet}(M)$. In fact, since the differential can increase the number of connected components by at most one, this is in fact a strict Lie coalgebra structure.

The dual Lie algebra structure is denoted by $\mathrm{GC}_{H} \bullet(M)=\left({ }^{*} \mathrm{GC}_{H} \bullet(M)\right)^{*}$ and is represented by infinite sums of graphs decorated by $H_{\bullet}(M)$ (or dually by $H^{\bullet}(M)$, via the Poincaré pairing). The Lie bracket $\left[\Gamma, \Gamma^{\prime}\right]$ is given by summing over all possible ways of selecting a decoration in $\Gamma$ and another decoration in $\Gamma^{\prime}$ and connecting them into an edge, with a factor given by their pairing. The differential acts by vertex splitting and joining decorations.

It follows that maps of dg commutative algebras ${ }^{*} \mathrm{fGC}_{H} \bullet(M) \rightarrow \mathbb{R}$ are identified with maps in the Lie algebra satisfying the Maurer-Cartan equation,

$$
\mathrm{MC}\left(\mathrm{GC}_{H} \cdot(M)\right)=\operatorname{Hom}_{\mathrm{dgca}}\left({ }^{*} \mathrm{fGC}_{H} \cdot(M), \mathbb{R}\right)
$$

We denote by $z_{M} \in \mathrm{GC}_{H}{ }^{\bullet}(M)$ the Maurer-Cartan element corresponding to the partition function $Z_{M}$. If we consider the subrepresentation $S \subset \mathrm{Tw}_{\mathrm{Gra}}^{M}$ given by graphs with no connected components consisting only of internal vertices, then Graphs $_{M}$ is obtained by twisting $S$ by the Maurer-Cartan element $z_{M}$, as recalled in the following section.

Analogously, we denote by $\mathrm{GC}_{M}:=\mathrm{GC}_{H^{\bullet}(M)}^{z_{M}}$ the Lie algebra obtained by twisting with the Maurer-Cartan element $z_{M}$.

For later use let us also split the Maurer-Cartan element

$$
z_{M}=\underbrace{\sum_{i, j=1}^{D} g^{i j} e_{i} \cdots \cdot \cdots e_{j}}_{=: z_{0}}+z_{M}^{\prime}
$$

into a part $z_{0}$ given by graphs with exactly one vertex and 2 or 1 decorations and a remainder $z_{M}^{\prime}:=z_{M}-z_{0}$. Note in particular that $z_{0}$ is determined solely by the nondegenerate pairing on $H(M)$. The element $z_{0}$ is itself a Maurer-Cartan element, and below we will consider the twisted dg Lie algebra

$$
\mathrm{GC}_{H(M)}^{\prime}:=\mathrm{GC}_{H(M)}^{z_{0}},
$$

and consider $z_{M}^{\prime}$ as a Maurer-Cartan element in $\mathrm{GC}_{H(M)}^{\prime}$.

### 7.2 Twisting of modules

While the differential of $\mathrm{Graphs}_{M}$ can be very nonexplicit, expressing it as twist by a Maurer-Cartan element opens the door to simplifications of the model, as long as we have some control over the gauge equivalence class of the Maurer-Cartan element.

Indeed, let us pause for a moment to consider the following general situation. Suppose $\mathfrak{g}$ is a dg Lie algebra, acting on $M$, where $M$ can be just a dg vector space, or a (co)operad or a (co)operadic (co)module, or a pair of a (co)operad and a (co)operadic (co)module. In any case we require the $\mathfrak{g}$-action to respect the given algebraic structure, in the sense that the action is by (co)derivations.
Suppose now that $m \in \mathfrak{g}$ is a Maurer-Cartan element, ie $d m+\frac{1}{2}[m, m]=0$. Then we can form the twisted Lie algebra $\mathfrak{g}^{m}$ with the same Lie bracket, but differential $d_{m}=d+[m,-]$. We can furthermore form the twisted ( $\mathfrak{g}^{m}-$ )module $M^{m}$, which is the same space as $M$, carrying the same action and underlying algebraic structure (operad, operadic module, etc), but whose differential becomes

$$
d_{m}=d+m \cdot,
$$

where $m$. shall denote the action of $m$ and we denote the original differential on $M$ by $d$. Next suppose that $m^{\prime} \in \mathfrak{g}$ is another Maurer-Cartan element. We say that $m$ and $m^{\prime}$ are gauge equivalent if there is a Maurer-Cartan element $\hat{m} \in \mathfrak{g}[t, d t]$ whose restriction to $t=0$ agrees with $m$, and whose restriction to $t=1$ agrees with $m^{\prime}$. More concretely,

$$
\widehat{m}=m_{t}+d t h_{t},
$$

where $m_{t}$ can be understood as a family of Maurer-Cartan elements in $\mathfrak{g}$, connected by a family of infinitesimal homotopies (gauge transformations) $h_{t}$. The Maurer-Cartan equation for $\hat{m}$ translates into the two equations

$$
d m_{t}+\frac{1}{2}\left[m_{t}, m_{t}\right]=0, \quad \frac{\partial m_{t}}{\partial t}+d h_{t}+\left[h_{t}, m_{t}\right]=0
$$

Now suppose that $\mathfrak{g}$ is pro-nilpotent. Then we may form the exponential group $\operatorname{Exp}(\mathfrak{g})$, which is identified with the degree 0 subspace $\mathfrak{g}_{0} \subset \mathfrak{g}$, with group product given by the Baker-Campbell-Hausdorff formula. We can integrate the flow of $h_{t}$ into the element $H_{t} \in \operatorname{Exp}(\mathfrak{g})$, which acts on $x \in \mathfrak{g}$ by

$$
H_{t}(x)=\exp \left(h_{t}\right) \cdot x=\alpha+\sum_{n \geq 0} \frac{\operatorname{ad}^{n}\left(h_{t}\right)}{(n+1)!}\left(\left[h_{t}, x\right]-d h_{t}\right)
$$

The action of $H_{t}$ is compatible with the Lie bracket and has the property that, for every $x \in \mathfrak{g}$,

$$
H_{t}(d x+[m, x])=\left(d+\left[m_{t},-\right]\right) H_{t}(x)
$$

In particular, the action of $H_{1}$ induces an isomorphism of dg Lie algebras,

$$
H_{1}: \mathfrak{g}^{m} \rightarrow \mathfrak{g}^{m^{\prime}}
$$

Next suppose that also the action of $\mathfrak{g}$ on $M$ is pro-nilpotent. Then, by a similar argument, the action of $H_{1}$ yields an isomorphism

$$
\begin{equation*}
H_{1} \cdot: M^{m} \rightarrow M^{m^{\prime}} \tag{13}
\end{equation*}
$$

Now let us relate these general statements to the objects of relevance in this paper. First consider $\mathfrak{g}=\mathrm{GC}_{D}$ to be the graph complex, but as a graded Lie algebra, ie considered with zero differential. The correct differential on the graph complex is then obtained by twisting with the Maurer-Cartan element [45]

$$
m_{0}=\bullet \bullet
$$

Furthermore, consider $M={ }^{*}$ Graphs $_{D}$, again with zero differential. There is a natural action of $\mathfrak{g}$ on $M[17 ; 45]$. The differential on ${ }^{*}$ Graphs $_{D}=M^{m_{0}}$ is then reproduced by twisting with $m_{0}$.

Secondly, the above picture can be extended to include the (co)operadic right modules. First, $\mathrm{GC}_{D}$ acts on $\mathrm{GC}_{H(M)}$. We take

$$
\mathfrak{g}=\mathrm{GC}_{D} \ltimes \mathrm{GC}_{H(M)}
$$

where we consider again the first factor with trivial differential, and the second factor only with the part of the differential joining two decorations to an edge. The element $m_{0}$ from above is then a Maurer-Cartan element, and twisting by this Maurer-Cartan element reproduces the differential on the factors of $\mathfrak{g}$ considered above. Similarly, we may consider the Maurer-Cartan elements

$$
m^{\prime}:=m_{0}+z_{0} \quad \text { or } \quad m_{M}:=m_{0}+z_{M},
$$

where $z_{0}$ and $z_{M}$ are as above. Twisting then reproduces on the second factor either the differential on $\mathrm{GC}_{H(M)}^{\prime}$, or that on $\mathrm{GC}_{M}$.

Next consider for $M$ the pair consisting of a cooperad and a comodule

$$
\left({ }^{*} \mathrm{Graphs}_{D},{ }^{*} \mathrm{Graphs}_{M}\right),
$$

where the first factor we consider with the zero differential, and in the second we consider only the part that connects two decorations to an edge. Then twisting with the Maurer-Cartan element $m_{M}$ reproduces the full differential on the factors.

Remark 43 An immediate consequence of the above way of constructing * Graphs $_{M}$ is that one has a large class of (co)derivations at hand. Namely, we have an action of $\mathfrak{g}^{z_{M}}$ on $M^{z_{M}}$. In particular, it was shown in [45] that the $0^{\text {th }}$ cohomology of $\mathrm{GC}_{2}$ is the Grothendieck-Teichmüller algebra $\mathfrak{g r t}_{1}$. Hence, overstretching the analogy a bit, we may consider the dg Lie algebra $\mathfrak{g}^{z_{M}}$, consisting of factors $\mathrm{GC}_{D}$ and $\mathrm{GC}_{M}$, as a version of the Grothendieck-Teichmüller dg Lie algebra associated to the manifold $M$. Note however that this "definition" is a little provisional; a more invariant definition would be to define the $M$-Grothendieck-Teichmüller Lie algebra as the homotopy derivations of a real model of the pair $\left(\mathrm{FM}_{D}, \mathrm{FM}_{M}\right)$. It is yet an open question in how far the homotopy derivations in $\mathfrak{g}^{z_{M}}$ exhaust all homotopy derivations. For example, $\mathfrak{g}^{z_{M}}$ itself does not readily capture the (nonnilpotent) action of the Lie algebra $\mathfrak{o}(H(M))$ (of linear maps that preserve the pairing) on all objects involved.

Next, let us note that the right comodule ${ }^{*} \mathrm{Graphs}_{M}$ is unaltered (up to isomorphism) if one replaces the Maurer-Cartan element $z_{M}$ used in its definition by a gauge equivalent Maurer-Cartan element. Indeed, the action of $\mathrm{GC}_{H(M)}$ is nilpotent since the action
of any element in $\mathrm{GC}_{H(M)}$ always kills at least on vertex. Hence given two gaugeequivalent Maurer-Cartan elements, an explicit isomorphism between the two versions of ${ }^{*}$ Graphs $_{M}$ produced is given by (13).

Finally, let us note that the above construction works equally well for the tadpole-free version * $\mathrm{Graphs}_{M}^{\varnothing}$ of ${ }^{*} \mathrm{Graphs}_{M}$. In this case, one needs to work with the tadpole-free version of the graph complex $\mathrm{GC}_{M}$. Also, in this case one does not have a right ${ }^{*}$ Graphs $_{D}$ coaction.

### 7.3 Valence conditions

In this section we show that the Hopf comodule ${ }^{*} \mathrm{Graphs}_{M}$ is quasi-isomorphic to (essentially) a quotient that can be identified with graphs containing only $\geq 3$-valent internal vertices. For this, we would like that the Maurer-Cartan element (partition function) $z_{M}^{\prime}$ above vanished on the subspace spanned by graphs containing a $\leq 2-$ valent internal vertex. While this might not be the case in general, we show that $z_{M}$ is gauge equivalent to a partition function satisfying this property.

Lemma 44 The subspace $\mathrm{GC}_{H^{\bullet}(M)}^{\geq 3} \subset \mathrm{GC}_{H}^{\prime}{ }^{\bullet}(M)$ spanned by graphs having no 1 or 2 -valent vertex is a dg Lie subalgebra.

Proof $\mathrm{GC}_{H}^{\geq 3} \stackrel{(M)}{ }$ is closed under the Lie bracket since it does not decrease the valence of vertices. It remains to check the stability under the differential.

Recall that the differential has three pieces, a first one that splits an internal vertex, a second one that joins decorations into an edge, and a third one arising from the twist by $z_{0}$. Joining decorations into an edge cannot decrease the valency on vertices and therefore preserves $\mathrm{GC}_{H^{\bullet}(M)}^{\geq 3}$. Univalent or bivalent vertices can a priori be created both by the second and third term in the differential. However, one easily checks that these $\leq 2$-valent contributions cancel due to signs. For example, when computing the differential of the graph $>\ll k$, bivalent vertices are created by vertex splitting $>\cdot \cdot \cdot k$. However, since there are two contributions corresponding to each of the two vertices, and they appear with opposite signs, they cancel out. For bivalent vertices carrying a decoration, or for a univalent vertex, the argument is similar.

Let $\mathrm{GC}_{H}^{\prime \prime}{ }_{\bullet(M)}$ be the subspace of $\mathrm{GC}_{H}^{\prime}{ }^{\bullet}(M)$ spanned by graphs that (i) do not contain any univalent vertices, and (ii) contain at least one $\geq 3$-valent vertex. Notice that $\mathrm{GC}_{H}^{\prime \prime} \cdot(M)$ is a sub-Lie algebra of $\mathrm{GC}_{H} \bullet(M)$ since the Lie bracket cannot decrease any valences. Furthermore, we have the following easy result.

Lemma 45 The Maurer-Cartan element $z_{M}^{\prime} \in \mathrm{GC}_{H}^{\prime} \bullet(M)$ constructed above lives in the subspace $\mathrm{GC}_{H}^{\prime \prime} \cdot(M)$.

Proof First note that by definition $z_{M}^{\prime}$ contains no graphs with a single $\leq 2$-valent vertex, as those graphs have been absorbed into $z_{0}$ above. Hence the only instance of a (connected) graph with a univalent vertex is a graph with an "antenna", ie an edge connected to a univalent vertex. However, to such graphs the configuration space integral formula associates weight 0 , by property (iv) of Proposition 8 (or alternatively by a degree argument, since there are not enough form degrees depending on the position of the antenna vertex). Next, if the graph has no trivalent vertices, it is either a string, with some decorations at the ends, or a loop. In case of a string, the weight is zero again by (iv) of Proposition 8. Finally, the loops all have zero weight by degree reasons.

The following proposition is essentially proven in [45, Proposition 3.4]. One uses essentially the dual argument of Theorem 49.

Proposition 46 The inclusion map $\mathrm{GC}_{H^{\bullet}(M)}^{\geq 3} \hookrightarrow \mathrm{GC}_{H}^{\prime \prime}{ }^{\bullet}(M)$ is a quasi-isomorphism of Lie algebras. Furthermore, endowing both sides with the descending complete filtrations by the number of nonbivalent vertices, ${ }^{7}$ the map between the associated graded spaces is already a quasi-isomorphism.

Due to this proposition we can apply the Goldman-Millson theorem [16] to conclude that any Maurer-Cartan element in $\mathrm{GC}_{H}^{\prime \prime}{ }_{\bullet}(M)$ is gauge equivalent to a Maurer-Cartan element in the subspace $\mathrm{GC}_{H^{\bullet}(M)}^{\geq 3}$. In particular:

Corollary 47 The Maurer-Cartan element $z_{M}^{\prime}$ is gauge equivalent to a Maurer-Cartan element in the subspace $\mathrm{GC}_{H^{\bullet}(M)}^{\geq 3}$.

Next, we apply the remark of the previous subsection to conclude that we may use $\mathrm{a} \geq 3$-valent Maurer-Cartan element ( $\operatorname{say} z_{M}^{3}$ ) gauge equivalent to $z_{M}^{\prime}$ to construct ${ }^{*}$ Graphs $_{M}$. For the sake of concreteness, let us temporarily (for this subsection) denote the version of ${ }^{*} \mathrm{Graphs}_{M}$ constructed as before by $\mathrm{Graphs}_{M}^{z_{M}^{\prime}}$, and the one constructed with $z_{3}$ instead by ${ }^{*} \mathrm{Graphs}_{M}^{z_{3}}$, though this is an abuse of notation.
Let us consider a subspace $S$ of ${ }^{*} \mathrm{Graphs}_{M}^{z_{3}}$ spanned by graphs having at least one internal 1- or 2-valent vertex. Recall that decorations count as valence and there are no 0 -valent internal vertices in ${ }^{*}$ Graphs $_{M}$.

[^14]Lemma 48 The space $S$ described above is a subcomplex of ${ }^{*} \operatorname{Graphs}_{M}^{z_{3}}$.
Proof Recall that the differential has two pieces, a first one that contracts an edge connected to an internal vertex and a second one that either cuts an edge into the diagonal class or deletes a subgraph of internal vertices producing a factor given by the image of such subgraph under $Z_{M}$. Due to the Maurer-Cartan element $z_{3}$ containing only $\geq 3$-valent diagrams, the differential cannot cut out a subgraph containing a bivalent internal vertex. Let us consider a graph with a 2 -valent internal vertex that is adjacent to two other vertices. There, the differential acts as follows:


The contributions of contracting both edges appear with opposite signs and therefore cancel. Notice that 1 -valent internal vertices are produced on the other summands when the decoration of the internal vertex takes the value 1 .

If there is a 2 -valent internal vertex that is adjacent to only one other vertex and has one decoration, the action of the differential there is:


It is easy to see that if there is one 1 -valent internal vertex the two pieces of the differential cancel each other, thus concluding the proof.

The following proof is an adaptation of [45, Proposition 3.4].
Theorem 49 The projection map* $\operatorname{Graphs}_{M}^{z_{3}} \rightarrow{ }^{*}$ graphs $_{M}:={ }^{*} \mathrm{Graphs}_{M}^{z_{3}} / S$ is a quasiisomorphism of dg Hopf right * Graphs ${ }_{D}$-comodules.

Proof It suffices to show that $H(S)=0$. If we set up a filtration on $S$ by the total number of decorations, on the zeroth page of the spectral sequence we recover $d_{0}$ as the contracting piece and a piece that cuts out a connected component of internal vertices with a factor given by an integral. We claim that the spectral sequence collapses already on the first page.


Figure 3: Replacing bivalent internal vertices by a single labeled edge.
Notice that $d_{0}$ cannot produce 1 -valent internal vertices from 2-valent internal vertices and it follows from the proof of Lemma 48 that a 1 -valent internal vertex cannot be destroyed.

It follows that on the zeroth page $S$ decomposes as a sum of complexes $S=S_{1} \oplus S_{2}$, where $S_{1}$ is spanned by graphs with at least one 1 -valent internal vertex and $S_{2}$ is spanned by graphs whose internal vertices are at least 2 -valent.

To see that $S_{1}$ is acyclic one can look at "antennas" of the graphs, ie maximal connected subgraphs consisting of one $1-$ valent and some 2 -valent internal vertices. By setting a spectral sequence whose differential decreases only the length of antennas, one can construct a contracting homotopy that increases this length; thus showing $H\left(S_{1}\right)=0$. As for $S_{2}$, the same idea can used by replacing every path on the graph consisting of $2-$ valent internal vertices by single edges labeled by their length; see Figure 3.

By considering a spectral sequence whose differential on the zeroth page only reduces the numbers on the labels, being careful with the signs one can construct a contracting homotopy which gives $H\left(S_{2}\right)=0$.

Overall, we conclude that ${ }^{*}$ graphs $_{M}$ is a dgca model for $\mathrm{FM}_{M}$, by the explicit zigzag

$$
{ }^{*} \operatorname{graphs}_{M} \simeq{ }^{*} \operatorname{Graphs}_{M}^{z_{3}} \cong * \operatorname{Graphs}_{M}^{z_{M}^{\prime}} \xrightarrow{\sim} \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) .
$$

Moreover, the above maps are morphisms of dg Hopf right comodules.
If $M$ is not parallelizable, one can construct the space ${ }^{*} \operatorname{graphs}_{M}^{\neq}$as the analogous quotient of ${ }^{*} \mathrm{Graphs}_{M}^{z_{3}}$. The same proof allows us to conclude that ${ }^{*} \operatorname{graphs}_{M}^{\neq}$is a dgca model for the collection of topological spaces $\mathrm{FM}_{M}$ by a similar zigzag.

Remark 50 The smaller model ${ }^{*}$ graphs $_{M}$ (as well as ${ }^{*} \operatorname{graphs}_{M}^{\neq}$) has the advantage that for $D \geq 3$ it is connected in the sense that each dgca ${ }^{*} \operatorname{graphs}_{M}(r)$ is concentrated in nonnegative cohomological degrees, and one-dimensional in degree 0 . This can be shown by a degree counting argument similar to Lemma 54, using the trivalence condition and the existence of at least one external vertex per connected component. Similarly,
one sees that if in addition $H^{1}(M)=0$, then ${ }^{*}$ graphs $_{M}(r)$ is finite-dimensional in each cohomological degree.

Remark 51 The propagator $\phi_{12}$ established in Proposition 8 can be chosen so that $\int_{2} \phi_{12} \alpha=0$, where the integration is conducted along the fiber of the forgetful map $p_{2}: \mathrm{FM}_{M}(2) \rightarrow M$, and where $\alpha$ is any of the chosen representative forms for the cohomology; see Convention 7 (also [13]). It would be desirable to show that $\phi_{12}$ may be chosen so that in addition $\int_{3} \phi_{13} \phi_{32}=0$, where the integration is performed along the fiber of the forgetful map $p_{3}: \mathrm{FM}_{M}(3) \rightarrow \mathrm{FM}_{M}(2)$. In that case the above discussion could be considerably simplified, since the extra condition immediately renders the integral weights of all graphs with bivalent vertices zero. A propagator with this desired property has been constructed in the smooth setting in [13, Lemma 4]. We expect that the proof carries over to the semialgebraic setting. However, there is a technical difficulty due to our use of PA instead of smooth forms, whose resolution we leave to future work. Roughly speaking, the technical problem is that for a PA form $\beta \in \Omega(M \times N)$ one has to define a good notion of "de Rham differential in the first slot" $d_{N} \beta$.

### 7.4 Computing the cohomology and loop orders

Above we construct real dgca models ${ }^{*}$ Graphs $_{M}$ and ${ }^{*}$ graphs $_{M}$ for configuration spaces of points on a manifold $M$, which depend on $M$ only through the Maurer-Cartan element $z_{M} \in \mathrm{GC}_{H} \bullet(M)$. Note that $\mathrm{GC}_{H} \bullet(M)$ is naturally filtered by the loop order of graphs. We can decompose the Maurer-Cartan element

$$
z_{M}=z_{M}^{0}+z_{M}^{1}+\cdots
$$

accordingly into pieces of various loop orders.
The differential on ${ }^{*} \operatorname{graphs}_{M}(n)$ can only maintain or decrease the number of loops (genus) of the graphs. It follows that the subspace ${ }^{*} \operatorname{graphs}_{M}^{\text {for }}(n) \subset{ }^{*} \operatorname{graphs}_{M}(n)$ spanned by graphs of genus zero, ie forests, is a subcomplex and a dg subalgebra for $n=1$. Notice that however it is not a subalgebra if $n>1$. In any case the object *graphs ${ }_{M}^{\text {for }}$ depends on $M$ only through the tree-level piece $z_{M}^{0}$ of our Maurer-Cartan element $z_{M}$.

Lemma 52 The inclusion of ${ }^{*}$ graphs ${ }_{M}^{\text {for }}$ in ${ }^{*}$ graphs $_{M}$ is a quasi-isomorphism (of symmetric sequences of complexes).

Proof The proof follows essentially from the spectral sequence argument given in Lemma 39.

The differential in ${ }^{*}$ graphs $_{M}$ cannot decrease the number of connected components of a graph, so by considering a filtration by the number of connected components of the graphs we obtain the respective associated graded complexes $\mathrm{gr}^{*}$ graphs $^{\text {for }}$ and $\mathrm{gr}^{*}$ graphs $_{M}$. Then we notice that the number \# edges - \#vertices cannot increase so we take the respective filtration obtaining the associated graded complexes $\mathrm{gr}^{\prime} \mathrm{gr}^{*} \mathrm{graphs}^{\text {for }}$ and $\mathrm{gr}^{\prime} \mathrm{gr}^{*}$ graphs $_{M}$ (notice that this filtration is bounded below since there are no connected components of only internal vertices). After this, the only piece of the differential remaining is the one cutting out a (decorated) tree of internal vertices and evaluating the partition function on it.

At last, filtering by \#internal vertices - degree, we obtain in the associated graded complexes $\mathrm{gr}^{\prime \prime} \mathrm{gr}^{\prime} \mathrm{gr}^{*}$ graphs $^{\text {for }}$ and $\mathrm{gr}^{\prime \prime} \mathrm{gr}^{\prime} \mathrm{gr}^{*} \mathrm{graphs}_{M}$ a the piece of the differential that reduces the number of internal vertices exactly by 1 , ie the differential contracts one edge connected to one or two internal vertices or cuts out a tree consisting only of a single decorated internal vertex.

We claim that the induced inclusion map is a quasi-isomorphism at this level. As in Lemma 39, by induction on $n$ one can show that the homology of

$$
V(n)=\mathrm{gr}^{\prime \prime} \operatorname{gr}^{\prime} \mathrm{gr}^{*} \operatorname{graphs}_{M}(n)
$$

satisfies

$$
H(V(n))=H(V(n-1)) \otimes H^{\bullet}(M) \oplus H(V(n-1))[1-D]^{\oplus n-1}
$$

but the same proof gives the same result for the homology of $\mathrm{gr}^{\prime \prime} \mathrm{gr}^{\prime} \mathrm{gr}^{*} \mathrm{graph}_{M}^{\mathrm{for}}$, so the result follows.

In particular we see the following:
(1) The dgca ${ }^{\operatorname{graphs}}{ }_{M}^{\text {for }}(1)$ is a real model for $M$, so that the tree-level piece of $z_{M}$ encodes the real homotopy type of $M$.
(2) Knowledge of the tree-level piece of $z_{M}$ suffices to compute the real cohomology of $\mathrm{FM}_{M}(n)$, as a graded vector space, for all $n$.

## 8 The real homotopy type of $M$ and $\mathrm{FM}_{M}$

The goal of this section is to compare the information contained in the partition function $z_{M}$ from above to the real homotopy type of $M$. By the latter, we mean the isomorphism type of a homotopy commutative $\left(\mathrm{C}_{\infty}\right)$ algebra structure on the cohomology $H(M)$.

The end result will be that the knowledge of the real homotopy type of $M$ suffices to recover $z_{M}$ (up to gauge equivalence) in the case that $D \geq 4$ and $H^{1}(M)=0$.

Let us first see how the $\mathrm{C}_{\infty}$-algebra structure on $H(M)$ can be obtained from our graphical models. For every closed oriented connected manifold $M$ we fix the following homotopy data of chain complexes,

$$
\begin{gathered}
H^{\bullet}(M) \underset{i}{\stackrel{p}{\leftrightarrows}} * \operatorname{graphs}_{M}^{\text {for }}(1) \\
p i=\mathrm{id}, \quad \mathrm{id}-i p=d h+h d,
\end{gathered}
$$

where the map $i$ is defined so that

$$
i(\omega)={ }^{(\omega)}
$$

and the map $h$ is defined so that

and it vanishes on graphs with $\mathrm{a} \leq 1$-valent external vertex.
Finally, $p$ is defined so that for every $\Gamma \in{ }^{*}$ graphs $_{M}^{\text {for }}, p(\Gamma)=\sum_{i} e_{i} \int_{M} e_{i}^{*} \wedge f(\Gamma)$, where the $\left\{e_{i}\right\}$ form a basis of $H^{\bullet}(M)$ and $\left\{e_{i}^{*}\right\}$ the respective dual basis and

$$
f:{ }^{*} \operatorname{graph}_{M}^{\text {for }}(1) \rightarrow \Omega_{\mathrm{PA}}(M)
$$

is the map induced by the one constructed in Section 3.
By the homotopy transfer theorem [33, Section 10.3] such homotopy data defines a $\mathrm{C}_{\infty}$-structure on $H^{\bullet}(M)$ and such structure retains the real homotopy type of $M$.

Notice that $\mathrm{C}_{\infty}$-structures on $H^{\bullet}(M)$ are identified with Maurer-Cartan elements in the Harrison complex

$$
\begin{aligned}
\operatorname{Harr}\left(H^{\bullet}(M), H^{\bullet}(M)\right) & =\operatorname{Hom}_{\mathbb{S}}\left(\operatorname{Lie}^{c}\{1\}[-1] \circ H^{\bullet}(M), H^{\bullet}(M)\right) \\
& =\prod_{n \in \mathbb{N}} \operatorname{Lie}(n) \otimes_{\mathbb{S}_{n}} H \cdot(M)^{\otimes n} \otimes H^{\bullet}(M)[n] .
\end{aligned}
$$

Proposition 53 [35, Proposition 1.6.5] The projection map

$$
\operatorname{Harr}\left(H^{\bullet}(M), H^{\bullet}(M)\right) \rightarrow \operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)
$$

is a quasi-isomorphism of Lie algebras.

Lemma 54 If $M$ is a connected manifold of dimension at least $D \geq 4$ such that $H^{1}(M):=H^{1}(M, \mathbb{R})=0$, then all the degree 0 graphs in ${ }^{*} \mathrm{GC}_{M}^{\geq 3}$ are trees.

Proof The proof is a simple combinatorial argument. Let $\Gamma \in{ }^{*} \mathrm{GC}_{M}^{\geq 3}$ be a nontree graph with $E$ edges and $V$ vertices. We denote the sum of degrees of the decorations of a vertex $v_{i}$ by $\operatorname{deg} \operatorname{dec}\left(v_{i}\right)$ and the number of incident vertices at $v_{i}$ by edges $\left(v_{i}\right)$. From the relation $\sum_{i=1}^{V}$ edges $\left(v_{i}\right)=2 E$, it follows that

$$
\begin{aligned}
\operatorname{deg}(\Gamma) & =(D-1) E-D V+\sum_{i=1}^{V} \operatorname{deg} \operatorname{dec}\left(v_{i}\right) \\
& =(D-3)(E-V)+\sum_{i=1}^{V}\left(\operatorname{deg} \operatorname{dec}\left(v_{i}\right)+\operatorname{edges}\left(v_{i}\right)-3\right)
\end{aligned}
$$

Because of the $\geq 3$-valence condition, each term $\operatorname{deg} \operatorname{dec}\left(v_{i}\right)+\operatorname{edges}\left(v_{i}\right)-3$ must be greater than or equal te zero. In fact, since decorations have degree at least 2 if there is at least one decoration in $\Gamma$, the sum $\sum_{i=1}^{V}\left(\operatorname{deg} \operatorname{dec}\left(v_{i}\right)+\operatorname{edges}\left(v_{i}\right)-3\right)$ is strictly positive.

Now notice that since $\Gamma$ is a not a tree, we have $E \geq V$ and in case of equality there must be at least one decoration. In any of those cases it follows that $\operatorname{deg} \Gamma>0$.

Remark 55 From the proof we also observe the following:

- If $D=3$ and $H^{1}(M)=0$, the only nontree graphs of degree 0 have no decorations and every vertex is exactly trivalent. These graphs are also called simple cubic graphs.
- For $D \geq 4$ but $H^{1}(M) \neq 0$, there are nontree graphs of degree zero but they take on a very simple form: Besides trees, there are only graphs of genus 1 that are trivalent and decorated only by 1 -forms. Such graphs are given by a "fundamental loop" such that every vertex has a decorated trivalent tree attached. Here is an example:


From now on, let us suppose $M$ to be simply connected and of dimension $D \geq 4$.

Proposition 56 The dgla $\mathrm{GC}_{\bar{M}}^{\geq 3 \text {,tree }}$ is the quotient of $\mathrm{GC}_{\bar{M}}^{\geq 3}$ by the dg Lie ideal spanned by graphs with at least one loop.

Proof First notice that the Lie bracket of two graphs $\Gamma, \Gamma^{\prime} \in \mathrm{GC}_{\bar{M}}^{\geq 3}$ will be a sum of graphs with loop order given by the sum of the loop orders of $\Gamma$ and $\Gamma^{\prime}$. It follows that the subspace spanned by graphs with at least one loop is a Lie ideal.
The splitting part of the differential preserves the loop order and the part of the differential that connects decorations increases the loop order by one and the twisted piece of the differential does not reduce loops. It follows that the differential preserves the ideal.

Proposition 57 The dgla $\mathrm{GC}_{M}^{\text {Lie }}$ is defined as the quotient of $\mathrm{GC}_{M}^{\geq 3 \text {,tree }}$ by the ideal generated by trees with vertices $\geq 4$-valent and the IHX (or Jacobi) relations that originate from the splitting differential of a 4 -valent vertex.
The quotient map $\mathrm{GC}_{M}^{\geq 3 \text {,tree }} \rightarrow \mathrm{GC}_{M}^{\text {Lie }}$ is a quasi-isomorphism.
Proof It is clear that the differential preserves the ideal.
To see that the quotient map is a quasi-isomorphism, consider first a filtration by deg - \#edges such that on the associated graded the differential cannot increase the number of vertices by more than one. Then, take a second filtration by the number of decorations and notice that on the associated graded we obtain (the cyclic version of) the quasi-isomorphism $\Lambda^{-D-1} \mathrm{~L}_{\infty} \rightarrow \Lambda^{-D-1} \mathrm{Lie}$.

The dgla $\mathrm{GC}_{M}^{\text {Lie }}$ is a cyclic variant of the Harrison complex of $H^{\bullet}(M)$. Indeed, let us consider more generally a graded vector space $A=\bar{A} \oplus \mathbb{R}$, with a degree $-D$ pairing. A $\mathrm{C}_{\infty}$-structure on $A$ is given by a Maurer-Cartan element in $\operatorname{Hom}\left(\operatorname{Lie}^{c}\{1\}[-1] \circ A, A\right)$ which, via the pairing, can be identified with the space

$$
\operatorname{Hom}\left(A^{\bullet-D} \otimes\left(\operatorname{Lie}^{c}\{1\}[-1] \circ A^{\bullet}\right), \mathbb{R}\right)
$$

There is a map $A \otimes\left(\operatorname{Lie}^{c}\{1\}[-1] \circ A\right)[-D] \rightarrow{ }^{*} \mathrm{GC}_{\bar{A}}^{\mathrm{Lie}}$ determined in the following way: A basis of the cooperad $\mathrm{Lie}^{c}$ can be identified with rooted planar trivalent trees modulo the Jacobi (co)relations. Forgetting about the position of the root and considering it as any other leaf, and replacing every leaf with a decoration by $A$, we obtain an element in ${ }^{*} \mathrm{GC}_{\bar{A}}^{\mathrm{Lie}}$.

Definition 58 Let $A=\bar{A} \oplus \mathbb{R}$ be a graded vector space with a nondegenerate pairing of degree $-D$. A cyclic $\mathrm{C}_{\infty^{-}}$-algebra structure on $A$ is a Maurer-Cartan element in $\mathrm{GC}_{\bar{A}}^{\mathrm{Lie}}$.

If such a cyclic $\mathrm{C}_{\infty}$-algebra structure $z$ maps into a $\mathrm{C}_{\infty}$-structure $\mu$ via the dual of the map described before Definition 58 , we say that $z$ extends $\mu$.

Remark 59 Due to the implicit usage of the degree $-D$ pairing, such structure would be more appropriately called a " $D$-cyclic $\mathrm{C}_{\infty}$-algebra".

Proposition 60 An orientable closed manifold $M$ determines a cyclic $\mathrm{C}_{\infty}$-algebra structure on its cohomology $H^{\bullet}(M)$ extending the one arising from the homotopy transfer theorem.

Proof The $\mathrm{C}_{\infty}$-structure on $H^{\bullet}(M)$ is given by a map in

$$
\operatorname{Hom}\left(\operatorname{Lie}^{c}\{1\}[-1] \circ H^{\bullet}(M), H^{\bullet}(M)\right)
$$

which, by the Poincaré duality pairing, is equivalent to an element

$$
f \in \operatorname{Hom}\left(H^{\bullet}(M) \otimes\left(\operatorname{Lie}^{c}\{1\}[-1] \circ H^{\bullet}(M)\right), \mathbb{R}\right)
$$

We claim that there is a factorization of $f$ by

and the dashed arrow corresponds to a Maurer-Cartan $Z \in \mathrm{GC}_{M}^{\mathrm{Lie}}$ which is gauge equivalent to the image of $Z_{M}^{3} \in \mathrm{GC}_{M}^{\geq 3 \text {,tree }}$.

To show that $f$ factors through $g$ it is sufficient to show that for every $\mu \in \operatorname{Lie}^{c}\{1\}[-1](n)$ and $\omega_{0}, \ldots, \omega_{n} \in H^{\bullet}(M)$,

$$
f\left(\omega_{0} \otimes \mu \otimes \omega_{1} \otimes \cdots \otimes \omega_{n}\right)=f\left(\omega_{n} \otimes \mu \otimes \omega_{0} \otimes \cdots \otimes \omega_{n-1}\right)
$$

but this follows from the explicit formula the $\mathrm{C}_{\infty}$-action given by the homotopy transfer theorem. This corresponds to computing the partition function on the trivalent graph given by the $\mathrm{C}_{\infty}$ operation $\mu$ where the root is replaced by a decoration by the element $\omega_{0}$, which is clearly cyclically invariant.

As an example, suppose that $\mu$ corresponds to $\mu_{2} \circ_{1} \mu_{2} \in \operatorname{Lie}^{c}$ (3). Then

$$
\begin{aligned}
\mu\left(\omega_{1}, \omega_{2}, \omega_{3}\right) & =p\left(h\left(i\left(\omega_{1}\right) i\left(\omega_{2}\right)\right) i\left(\omega_{3}\right)\right) \\
& =p
\end{aligned}
$$

Therefore,

$$
f\left(\omega_{0}, \mu\left(\omega_{1}, \omega_{2}, \omega_{3}\right)\right)=\int_{1,2} \pi_{1}^{*}\left(\omega_{0}\right) \pi_{1}^{*}\left(\omega_{3}\right) \phi_{1,2} \pi_{2}^{*}\left(\omega_{1}\right) \pi_{2}^{*}\left(\omega_{2}\right)=Z
$$

Remark 61 For simply connected $\geq 4$-dimensional $M$, the cyclic $\mathrm{C}_{\infty}$-structure on $H^{\bullet}(M)$ determines the spaces ${ }^{*}$ graphs $_{M}^{\varnothing}(n)$, which encode the real homotopy type of $\mathrm{FM}_{M}(n)$. Moreover, if $M$ is parallelized, the cyclic $\mathrm{C}_{\infty}$-structure determines the Hopf comodule structure of ${ }^{*}$ graphs $_{M}$, which encodes the real homotopy type of $\mathrm{FM}_{M}$ seen as a right $\mathrm{FM}_{D}$-module.

Finally, one can check that the isomorphism type of the (noncyclic) $\mathrm{C}_{\infty}$-algebra structure on $H(M)$ already determines the cyclic $\mathrm{C}_{\infty}$-algebra structure. In other words, the cyclicity is not to be seen as extra data on, but rather a property of the real homotopy type, reflecting Poincaré duality. More concretely, the following result has been shown in [23, Theorems 5.5 and 5.8]. We also sketch a short proof here for completeness.

Proposition 62 The real homotopy type of a closed orientable manifold determines its cyclic homotopy type. More precisely, given two cyclic $\mathrm{C}_{\infty}$-algebra structures on $H(M)$ that are $\mathrm{C}_{\infty}$ isomorphic as noncyclic $\mathrm{C}_{\infty}$-structures, they are also isomorphic as cyclic $\mathrm{C}_{\infty}$-structures.

Proof sketch We are given two cyclic $\mathrm{C}_{\infty}$-structures on $H(M)$ and a $\mathrm{C}_{\infty}$ isomorphism between them. We may assume that the linear part of the $\mathrm{C}_{\infty}$ isomorphism is the identity, otherwise we just pull back one cyclic $\mathrm{C}_{\infty}$-structure along this linear part. Note also that the implicit underlying nondegenerate pairing on $H(M)$ is determined by the product up to an unimportant scale factor, so we may assume it is the same for both our cyclic $C_{\infty}$-structures.

We denote by $\mu_{1}$ and $\mu_{2}$ the two Maurer-Cartan elements in $\mathrm{GC}_{H(M)}^{\mathrm{Lie}}$ encoding our cyclic $C_{\infty}$-structures. The underlying (noncyclic) $C_{\infty}$-structure is encoded by the images of $\mu_{1}$ and $\mu_{2}$ under the natural inclusion of dg Lie algebras into the reduced Harrison complex

$$
\operatorname{root}: \mathrm{GC}_{H(M)}^{\mathrm{Lie}} \rightarrow \operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)
$$

Graphically, elements on the left-hand side can be interpreted as linear combinations of nonrooted Lie trees, and elements of the right-hand sides can be seen as rooted

Lie trees as above, and the map root is defined by summing over all possible ways of making one leaf into the root.

The $\mathrm{C}_{\infty}$ morphism between our two $\mathrm{C}_{\infty}$-structures (with linear term being the identity) then yields a gauge equivalence between the MC elements $\operatorname{root}\left(\mu_{1}\right)$ and $\operatorname{root}\left(\mu_{2}\right)$ in $\operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)$. We desire to check that this implies that $\mu_{1}$ and $\mu_{2}$ are already gauge equivalent in $\mathrm{GC}_{H(M)}^{\mathrm{Lie}}$. To this end we can employ the Goldman-Millson theorem [16]. To check the conditions of this theorem we consider a filtration such that $\mathcal{F}^{p} \operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)$ is spanned by rooted Lie trees with $\geq p$ leaves that are decorated by classes of nonzero degree.

On the associated graded the only piece of the differential that survives replaces the root (say decorated by some $\alpha \in H_{k}(M)$ ) by two leaves, with one decorated $\alpha$ and the new root decorated with $1 \in H_{0}(M)$ :


It is an easy exercise to check that the cohomology of the $p^{\text {th }}$ graded piece of the Harrison complex is identified for $p \geq 3$ precisely with nonrooted trees all of whose leaves are decorated by elements of $\bar{H}_{\bullet}(M)$. But this is precisely the image of $\mathrm{GC}_{H(M)}^{\mathrm{Lie}}$ under the map root.

Hence the Goldman-Millson theorem is applicable to the inclusion of dg Lie algebras root: $\mathrm{GC}_{H(M)}^{\mathrm{Lie}} \rightarrow \mathcal{F}^{2} \operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)$. To conclude the desired result we then just need to remark that our gauge equivalence between $\operatorname{root}\left(\mu_{1}\right)$ and $\operatorname{root}\left(\mu_{2}\right)$ in $\operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)$ may actually be taken in $\mathcal{F}^{2} \operatorname{Harr}\left(\overline{H^{\bullet}(M)}, H^{\bullet}(M)\right)$. To see this in turn one also computes the $p^{\text {th }}$ graded piece of the Harrison complex for $p=2$, and sees that there is no cohomology in the at least quadratic part. But since the underlying $C_{\infty}$ morphism has trivial linear part, we may always remove the parts in the 2 -graded piece by adding an exact terms, to yield the required gauge equivalence in $\mathcal{F}^{2}$.

The real homotopy type of a manifold determines its cyclic homotopy type by the previous proposition. This in turn determines the (gauge equivalence class of) the Maurer-Cartan element $z_{M}$ by Propositions 46 and 57, and Lemma 54 which itself determines the quasi-isomorphism type of the graph complex by the discussion in Section 7.2. We obtain thus the following theorem as a corollary:

Theorem 63 Let $M$ be an orientable compact manifold without boundary of dimension $D \geq 4$, such that $H^{1}(M, \mathbb{R})=0$. Then the real homotopy type of $\mathrm{FM}_{M}$ depends only on the real homotopy type of $M$. By this statement we mean that there is a zigzag of quasi-isomorphisms of symmetric sequences of dgcas over $\mathbb{R}$

$$
\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right) \rightarrow \cdot \leftarrow X
$$

with $X$ being a sequence of dgcas defined using only knowledge of the quasi-isomorphism class of $\Omega_{\mathrm{PA}}(M)$ as a real dgca.

Remark 64 We generally work with unbounded cochain complexes, and a priori in the zigzag as constructed above there will occur dgcas which have unbounded degrees. However, the concrete $X$ we use is (see above) $X={ }^{*} \mathrm{Graphs}_{M}^{\geq 3}$, which is concentrated in nonnegative degrees. Furthermore, $X$ is cofibrant in the category of sequences of (unbounded) dgcas, and by homotopy lifting of the zigzag we may in fact construct a quasi-isomorphism of dgcas $X \rightarrow \Omega\left(\mathrm{FM}_{M}\right)$. For the statement above it is hence inessential whether we work over nonnegatively graded cochain complexes or cochain complexes of unbounded degrees.

Moreover, if we suppose $M$ to be parallelized, the action of the Lie algebra $\mathrm{GC}_{M}$ on Graphs $M_{M}$ is compatible with the right Graphs $D_{D}$-module structure. In this case, the (real homotopy type) of Graphs $_{M}$ as a right Graphs $D^{-}$-module is determined by (the gauge equivalence class of) the Maurer-Cartan element $z_{M}$. In that case, by the same argument we obtain a stronger version of the previous theorem.

Theorem 65 Let $M$ be a parallelizable compact manifold without boundary of dimension $D \geq 4$, such that $H^{1}(M, \mathbb{R})=0$. Then the real homotopy type of the operadic right module $\mathrm{FM}_{M} \bigcirc \mathrm{FM}_{D}$ depends only on the real homotopy type of $M$, in the sense that there is a zigzag of quasi-isomorphisms of right dg Hopf comodules connecting $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ and some $X$, with $X$ depending only on the quasi-isomorphism type of the $d g c a \Omega_{\mathrm{PA}}(M)$.

We note again that we abuse slightly the notation since $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{D}\right)$ is not (strictly speaking) a dg Hopf cooperad and $\Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}\right)$ is not a right comodule; see Remark 15 . The cleaner variant of stating the above theorem is to work in a category of homotopy cooperads and homotopy comodules, whose construction we however leave to future work; see [33, Section 3].

## 9 The framed case in dimension $D=2$

In Section 3 we considered parallelized manifolds since a trivialization of the tangent bundle is needed to define the right operadic $\mathrm{FM}_{D}$-module structure. Informally, to define the action one needs to know in which direction to insert, and the parallelization provides us the direction of the insertion.

In this section we wish to focus on the 2-dimensional case where unfortunately the only parallelizable (connected closed) manifold is the torus.

To go around the problem of not having a consistent choice of direction of insertion, instead of working with configuration spaces of points, we consider the framed configuration spaces. In other words, at every point of the configuration there is the additional datum of a direction, ie an element of the Lie group $\mathrm{SO}(2)=S^{1}$.

In this section $\Sigma$ shall denote a connected oriented closed surface with a smooth and semialgebraic manifold structure. Most results will be an adaptation of the arguments in the previous sections to the framed case.

### 9.1 Definitions

In this section we introduce the compactification of the configuration space of framed points on $\Sigma$. A more detailed introduction to the subject can be found in [39].
9.1.1 The operad of configurations of framed points The construction of the operad of the framed version of $\mathrm{FM}_{2}$ is a special case of the notion of the semidirect product of an operad and a group, as described below.

Definition 66 Let $\mathcal{P}$ be a topological operad such that there is an action of a topological group $G$ on every space $\mathcal{P}(n)$ and the operadic compositions are $G$-equivariant. The semidirect product $\mathcal{P} \rtimes G$ is a topological operad with $n$-spaces

$$
(\mathcal{P} \rtimes G)(n)=G^{n} \times \mathcal{P}(n),
$$

and composition given by

$$
(\bar{g}, p) \circ_{i}\left(\bar{g}^{\prime}, p^{\prime}\right)=\left(g_{1}, \ldots, g_{i-1}, g_{i} g_{1}^{\prime}, \ldots, g_{i} g_{m}^{\prime}, g_{i+1}, \ldots, g_{n}, p \circ_{i}\left(g_{i} \cdot p^{\prime}\right)\right)
$$

where $\bar{g}=\left(g_{1}, \ldots, g_{n}\right)$ and $\bar{g}^{\prime}=\left(g_{1}^{\prime}, \ldots, g_{m}^{\prime}\right)$.

The group $\mathrm{SO}(2)$ has a well-defined action on $\mathrm{FM}_{2}$ given by rotation.


Figure 4: Operadic composition in $\mathrm{FFM}_{2}$.
Definition 67 The framed Fulton-MacPherson topological operad $\mathrm{FFM}_{2}$ is the semidirect product $\mathrm{FM}_{2} \rtimes \mathrm{SO}(2)$.

When the operadic composition is performed, the configuration inserted rotates according to the frame on the point of insertion, as depicted in Figure 4, where at every point we draw a small line indicating the associated element of $\mathrm{SO}(2)$.

### 9.1.2 Configurations of framed points on a surface

Definition 68 The Fulton-MacPherson compactification of the configuration spaces of points on the surface $\Sigma, \mathrm{FFM}_{\Sigma}$, is a symmetric sequence in semialgebraic smooth manifolds which is given as the pullback of the diagram

where $\pi: \mathrm{SO}(\Sigma) \rightarrow \Sigma$ is the frame bundle over $\Sigma$ (assuming some Riemannian metric).
As in the nonframed case, the space $\operatorname{FFM}_{\Sigma}(n)$ is a manifold with corners. The interior of this manifold is the framed configuration space of points and is denoted by $\mathrm{FConf}_{n}(\Sigma)$.

Proposition 69 The insertion of points at the boundary of $\mathrm{FFM}_{\Sigma}$ according to the direction of the frame defines a right $\mathrm{FFM}_{2}$ operadic module structure on $\mathrm{FFM}_{\Sigma}$.

The associativity of the operadic module structure is clear.

### 9.2 Graphs

In this subsection we work with the operadic module BVGraphs ${ }_{\Sigma} \bigcirc$ BVGraphs $_{2}$ which is the version of Graphs ${ }_{\Sigma} \bigcirc$ Graphs $_{2}$ adapted to the framed case.

Informally, the difference between Graphs ${ }_{\Sigma}$ (resp. Graphs ${ }_{2}$ ) and BVGraphs ${ }_{\Sigma}$ (resp. BVGraphs $_{2}$ ) is that we now allow tadpoles (edges connecting a vertex to itself) at external vertices but graphs with tadpoles at internal vertices are considered to be 0 .

This can be done by considering the subalgebra *BVGraphs ${ }_{\Sigma} \subset{ }^{*}$ Graphs $_{\Sigma}$ of graphs with no tadpoles on internal vertices or dually defining BVGraphs $_{\Sigma}$ as a quotient of Graphs $_{\Sigma}$. A precise definition of BVGraphs $_{2}$ can be found in [11].

The nontwisted analog of * $\operatorname{BVGraphs}(n)$ is ${ }^{*} \operatorname{BVGra}(n)$, the symmetric algebra on symbols $s^{i j}=s^{j i}$ for $1 \leq i, j \leq n$. One can also consider the nontwisted analog *BVGra ${ }^{2}$, but notice that this is just the same space as ${ }^{*}$ Gras as tadpoles are not forbidden in ${ }^{*} \mathrm{Gra}_{\Sigma}$ and there are no internal vertices upon which we can impose any condition.

Let $\phi \in \Omega_{\text {triv }}^{1}\left(\right.$ FFM $\left._{\Sigma}(1)\right)$ be a global angular form of the $S^{1}$-bundle

$$
\pi: \operatorname{FFM}_{\Sigma}(1)=\operatorname{SO}(\Sigma) \rightarrow \Sigma
$$

Such a form satisfies $d \phi=\pi^{*}(e)$, where $e \in \Omega_{\text {triv }}^{2}(\Sigma)$ is the Euler class of the circle bundle.

Let $1 \leq i \leq n$. We denote by $\phi_{i i} \in \Omega_{\text {triv }}^{1}\left(\operatorname{FFM}_{\Sigma}(n)\right)$ the form $\pi_{i}^{*}(\phi)$, where

$$
\pi_{i}: \operatorname{FFM}_{\Sigma}(n) \rightarrow \operatorname{FFM}_{\Sigma}(1)
$$

is the map that remembers only the point labeled by 1 .
We define a map ${ }^{*} \operatorname{BVGra}_{\Sigma}(n) \rightarrow \Omega_{\text {triv }}\left(\operatorname{FFM}_{\Sigma}(n)\right)$ as a morphism of algebras sending $s^{i j}$ to $\phi_{i j}$, where if $i \neq j, \phi_{i j}$ is the form constructed in Section 2 and sends $[\omega]^{j} \in^{*}$ BVGra $\Sigma$ to $p_{j}^{*}(\iota([\omega]))$, where $p_{j}: \operatorname{FFM}(n) \rightarrow M$ is the map that remembers only the point labeled by $j$.

Similarly one defines a map $\operatorname{BVGra}_{2}(n) \rightarrow \Omega_{\text {triv }}\left(\mathrm{FFM}_{2}(n)\right)=\Omega_{\text {triv }}\left(\mathrm{FM}_{2}(n) \times \operatorname{SO}(2)^{\times n}\right)$ as a morphism of algebras sending a tadpole at the vertex $i$ to the volume form of the $i^{\text {th }} \mathrm{SO}(2)$.

Lemma 70 This defines a morphism of cooperadic comodules

$$
{ }^{*} \text { BVGra }_{\Sigma} \bigcirc^{*} \text { BVGra }_{2} \rightarrow \Omega_{\text {triv }}\left(\mathrm{FFM}_{\Sigma}\right) \bigcirc \Omega_{\text {triv }}\left(\mathrm{FFM}_{2}\right) .
$$

Proof Regarding the compatibility with the differentials, the only case not covered in Lemma 16 is $\phi_{i i}$, but this follows from the fact that the Euler form can be expressed as $\sum_{i, j} g^{i j} e_{i} \wedge e_{j}$.

For the compatibility with the cooperadic comodule structure it remains to check it for the elements $s^{i i} \in \operatorname{BVGraphs}_{\Sigma}(n)$. For simplicity of notation, we consider the
element $s^{11} \in \operatorname{BVGraphs}_{\Sigma}(1)$ which is sent to $\phi_{11} \in \Omega_{\mathrm{PA}}^{1}\left(\mathrm{FFM}_{\Sigma}(1)\right)$ whose coaction gives $\phi_{11} \otimes 1+1 \otimes \operatorname{vol}_{S^{1}} \in \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{\Sigma}(1)\right) \otimes \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{2}(1)\right)$.

On the other hand, the coaction on $s^{11} \in \operatorname{BVGraphs}_{\Sigma}(1)$ gives us

$$
s^{11} \otimes 1+1 \otimes s^{11} \in \operatorname{BVGraphs}_{\Sigma}(1) \otimes \operatorname{BVGraph}_{2}(1)
$$

from which the compatibility follows.
Similarly to what was done in Section 4, one can prove the following proposition:
Proposition 71 There is a morphism of cooperadic modules

$$
{ }^{*} \text { BVGraphs }_{\Sigma} \bigcirc^{*} \mathrm{BVGraphs}_{2} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{\Sigma}\right) \bigcirc \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{2}\right)
$$

extending the morphism from Lemma 70.
The only difference relatively to the nonframed case is that the map

$$
{ }^{*} \operatorname{BVGraphs}_{\Sigma}(n) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{\Sigma}(n)\right)
$$

evaluated at a graph $\Gamma \in \mathrm{BVGraphs}_{\Sigma}$ with $k$ internal vertices is given by an integral over the fiber of $\operatorname{FFM}_{\Sigma}(n, k) \rightarrow \operatorname{FFM}_{\Sigma}(n)$, where the space $\operatorname{FFM}_{\Sigma}(n, k)$ is the (compactification of the) configuration space of $n$ framed points and $k$ unframed points corresponding respectively to the external vertices and the internal vertices of $\Gamma$.

A similar procedure is done for the map ${ }^{*} \mathrm{BVGraphs}_{2}(n) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{2}(n)\right)$.
The goal of this section is to prove the following theorem.
Theorem 72 The map *BVGraphs ${ }_{\Sigma} \bigcirc^{*}$ BVGraphs $_{2} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{\Sigma}\right) \bigcirc \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{2}\right)$ is a quasi-isomorphism of Hopf cooperadic comodules.

Proposition 73 The map ${ }^{*} \mathrm{BVGraphs}_{2} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{2}\right)$ is a quasi-isomorphism.
Proof On the one hand,

$$
\begin{aligned}
H^{\bullet}\left(\operatorname{FFM}_{2}(n)\right)=H^{\bullet}\left(\mathrm{FM}_{2}(n) \times \mathrm{SO}(2)^{\times n}\right) & =H^{\bullet}\left(\mathrm{FM}_{2}(n)\right) \otimes H^{\bullet}(\mathrm{SO}(2))^{\otimes n} \\
& =H^{\bullet}\left(\mathrm{FM}_{2}(n)\right) \otimes(\mathbb{R} \oplus \mathbb{R}[-1])^{\otimes n}
\end{aligned}
$$

by the Künneth formula. On the other hand, notice that as $d g$ symmetric sequences BVGraphs $_{2}=$ Graphs $_{2} \circ(\mathbb{R}[-1] \oplus \mathbb{R})$; therefore,

$$
\begin{aligned}
H\left({ }^{*} \operatorname{BVGraphs}_{2}(n)\right) & =H\left({ }^{*} \operatorname{Graphs}_{2}(n) \otimes(\mathbb{R} \oplus \mathbb{R}[-1])^{\otimes n}\right) \\
& =H\left({ }^{*} \operatorname{Graphs}_{2}(n)\right) \otimes(\mathbb{R} \oplus \mathbb{R}[-1])^{\otimes n} .
\end{aligned}
$$

Since a tadpole at the vertex labeled by $i$ is sent to the volume form of the $i^{\text {th }} \mathrm{SO}(2)$, which is the generator of $H^{1}(\mathrm{SO}(2))$, we have that at the cohomology level the map $H\left({ }^{*}\right.$ BVGraphs $\left._{2}\right)=H\left({ }^{*} \operatorname{Graphs}_{2}(n)\right) \otimes(\mathbb{R} \oplus \mathbb{R}[-1])^{\otimes n}$

$$
\rightarrow H^{\bullet}\left(\operatorname{FFM}_{2}(n)\right)=H^{\bullet}\left(\operatorname{FM}_{2}(n)\right) \otimes(\mathbb{R} \oplus \mathbb{R}[-1])^{\otimes n}
$$

is just the map $f_{*} \otimes \mathrm{id}$, where $f:{ }^{*} \mathrm{Graphs}_{2} \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{2}\right)$ is the quasi-isomorphism from Proposition 18, whence the result follows.

### 9.3 Proof of Theorem 72

Let $n, k \geq 0$ and let us consider an auxiliary differential graded vector space $G(n, k)$ that is the subcomplex of $\operatorname{BVGraphs}_{\Sigma}(n+k)$ in which the points labeled $n+1, \ldots, n+k$ cannot have tadpoles. This should be seen as the algebraic analog of the space $\operatorname{FFM}_{\Sigma}(n, k)$, the compactification of the configuration space of $n$ framed points and $k$ unframed points in $\Sigma$.

The map ${ }^{*} \operatorname{BVGraphs}_{\Sigma}(n+k) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{\Sigma}(n+k)\right)$ restricts naturally to a map $G(n, k) \rightarrow \Omega_{\mathrm{PA}}\left(\operatorname{FFM}_{\Sigma}(n, k)\right)$. We will show that this map is a quasi-isomorphism; thus proving Theorem 72 which corresponds to the cases with $k=0$. The proof will be done by induction on $n$. The case $n=0$ was already proven in Theorem 42 .
9.3.1 A long exact sequence of graphs Let us prove the following auxiliary result.

Proposition 74 There is a long exact sequence of graded vector spaces

$$
\begin{aligned}
& \cdots \rightarrow H^{d}(G(n+1, k-1)) \xrightarrow{f} H^{d-1}(G(n, k)) \\
& \xrightarrow{\wedge e} H^{d+1}(G(n, k)) \xrightarrow{i_{*}} H^{d+1}(G(n+1, k-1)) \rightarrow \cdots,
\end{aligned}
$$

where the map $i_{*}$ is induced by the inclusion of $G(n, k)$ in $G(n+1, k-1)$.
Proof Let us clarify the undescribed maps. The map $f$ removes a tadpole on the vertex labeled by $n+1$ if there exists one, otherwise it sends a graph to zero. The map $\wedge e$ decorates the vertex $n+1$ with the "Euler form":


It is not clear that these maps are well defined at the cohomology level, but this will become clear by the construction of the sequence.

Let us consider the decomposition of $G(n+1, k-1)$

where the first summand corresponds to graphs in which the vertex labeled by $n+1$ has a tadpole and the second summand corresponds to graphs in which the vertex labeled by $n+1$ does not have a tadpole. The differential splits into two terms, $d_{0}$ and $d_{1}$, as in the picture. Let us consider a two-level filtration on the number of tadpoles at the vertex $n+1$. On the zeroth page of the spectral sequence the differential is $d_{0}$, which acts as the ordinary differential of $G(n, k)$.

The differential on the second page is induced by $d_{1}$ and is the map that was denoted by $\wedge e$,

$$
\wedge e: H^{\bullet}(G(n, k)[-1])=H^{\bullet-1}(G(n, k)) \rightarrow H^{\bullet+1}(G(n, k)) .
$$

The spectral sequence converges at the second page since we considered a two-level filtration; therefore

$$
H^{\bullet}(G(n+1, k-1))=\operatorname{ker}(\wedge e) \oplus \operatorname{coker}(\wedge e)
$$

The map $f$ is defined to be the composition

$$
H^{\bullet}(G(n+1, k-1)) \rightarrow \operatorname{ker}(\wedge e) \hookrightarrow H^{\bullet-1}(G(n, k))
$$

It is then clear that $\operatorname{Im}(f)=\operatorname{ker}(\wedge e)$, which gives us exactness at $H^{d-1}(G(n, k))$.
The map $i_{*}$ is given by the composition

$$
H^{\bullet}(G(n, k)) \rightarrow \operatorname{coker}(\wedge e) \hookrightarrow H^{\bullet-1}(G(n+1, k-1))
$$

Therefore its image coincides with the kernel of $f$, which shows exactness at

$$
H^{d+1}(G(n+1, k-1))
$$

Since $i_{*}$ is the projection to the cokernel of $\wedge e$, its kernel is precisely the image of $\wedge e$, which shows the remaining exactness.
9.3.2 The Gysin sequence The map $\pi: \operatorname{FFM}_{\Sigma}(n+1, k-1) \rightarrow \operatorname{FFM}_{\Sigma}(n, k)$ that forgets the frame at the point $n+1$ is a circle bundle. We denote by $e \in \Omega_{\mathrm{PA}}\left(\operatorname{FFM}_{\Sigma}(n, k)\right)$ the Euler form of the circle bundle. The Gysin sequence of this circle bundle is the
long exact sequence

$$
\begin{align*}
& H^{d}\left(\mathrm{FFM}_{\Sigma}(n+1, k-1)\right) \xrightarrow{\int_{\pi}} H^{d-1}\left(\operatorname{FFM}_{\Sigma}(n, k)\right)  \tag{14}\\
& \xrightarrow{\wedge e} H^{d+1}\left(\mathrm{FFM}_{\Sigma}(n, k)\right) \xrightarrow{\pi^{*}} H^{d+1}\left(\mathrm{FFM}_{\Sigma}(n+1, k-1)\right) \rightarrow \cdots
\end{align*}
$$

Using the maps $G(a, b) \rightarrow \Omega_{\mathrm{PA}}\left(\mathrm{FFM}_{\Sigma}(a, b)\right)$, we obtain the morphism of exact sequences


Since by induction $G(n, k) \rightarrow \Omega_{\mathrm{PA}}\left(\operatorname{FFM}_{\Sigma}(n, k)\right)$ is a quasi-isomorphism, the five lemma implies that $G(n+1, k-1) \rightarrow \Omega_{\mathrm{PA}}\left(\operatorname{FFM}_{\Sigma}(n+1, k-1)\right)$ is a quasi-isomorphism as well; thus concluding the proof of Theorem 72.

## Appendix A Comparison to the Lambrechts-Stanley model through cyclic $\mathrm{C}_{\infty}$-algebras

In this appendix we show how to obtain from the ${ }^{*} \mathrm{Graphs}_{M}$ model a proof that the Lambrechts-Stanley algebra is a dgca model for the $\mathrm{FM}_{M}$ (Conjecture 76).

Definition 75 [31] A Poincaré duality algebra of dimension $D$ is a nonnegatively graded connected dgca $A$ together with a linear map

$$
\epsilon: A^{D} \rightarrow \mathbb{R}
$$

such that $\epsilon \circ d=0$ and such that the bilinear maps

$$
A \otimes A \rightarrow \mathbb{R}[-D], \quad a \otimes b \mapsto \epsilon(a, b)
$$

are nondegenerate.
Note that by the connectivity assumption necessarily $A^{D}=\mathbb{R}$ and hence $\epsilon$ is unique up to scale, if it exists. Note that a Poincaré duality algebra is a particular case of a cyclic $\mathrm{C}_{\infty}$-algebra.

A Poincaré duality model for a manifold $M$ is a Poincaré duality algebra weakly equivalent (as a dgca) to $\Omega(M)$. It is shown in [31] that such a Poincaré duality model always exists for simply connected compact orientable manifolds.

Lambrechts and Stanley furthermore define the following family of dgcas from a Poincaré duality algebra $A$, generalizing earlier work by Kriz [30] and Totaro [44]. Consider the algebra

$$
A^{\otimes n}\left[\omega_{i j} ; 1 \leq i \neq j \leq n\right]
$$

For $a \in A$ let $p_{j}^{*}(a)$ be the element $1 \otimes \cdots \otimes a \otimes \cdots \otimes 1$, with $a$ in the $j^{\text {th }}$ slot. Then one imposes on the above algebra the relations
(1) $\omega_{i j}=(-1)^{D} \omega_{j i}$,
(2) $\omega_{i j}^{2}=0$,
(3) $\omega_{i j} \omega_{i k}+\omega_{j k} \omega_{j i}+\omega_{k i} \omega_{k j}=0$ for distinct $i, j$ and $k$,
$\left(p_{i}^{*}(a)-p_{j}^{*}(a)\right) \omega_{i j}=0$.
Let us define for $A$ a Poincaré duality algebra as above the diagonal $\Delta \in A \otimes A$ to be the inverse of the nondegenerate bilinear pairing. Let us further denote by $\Delta_{i j}$ the corresponding element in $A^{\otimes n}$, the two "nontrivial" factors of $A$ situated in positions $i$ and $j$. Then one defines

$$
\left(A^{\otimes n}\left[\omega_{i j} ; 1 \leq i \neq j \leq n\right] / \sim, d_{A}+\nabla\right)
$$

where the differential $d_{A}$ is that induced by the differential on $A$ and $\nabla$ is defined as

$$
\nabla \omega_{i j}=\Delta_{i j}
$$

One readily checks that the ideal generated by the relation is closed under this differential. Furthermore, if the Euler class of $A$, ie the image $\Delta$ under the multiplication, vanishes, then the $F(A,-)$ naturally assemble into a right Pois ${ }_{D}^{*}$ cooperadic comodule. Lambrechts and Stanley [32] show that for $A$ a Poincaré duality model for $M$, we have that $H(F(A, n))=H\left(\mathrm{FM}_{M}(n)\right)$, and furthermore raise the following conjecture.

Conjecture 76 [32] If $A$ is a Poincaré duality model for the simply connected compact orientable manifold $M$ then $F(A, n)$ is a dgca model for $\operatorname{Conf}(M, n)$.

A proof of (a slightly weaker form of) this statement is given in [25], using methods similar to ours. While in this paper we work with cyclic $\mathrm{C}_{\infty}$-structures on $H(M)$, rather than Poincaré duality models to capture the real homotopy type "with Poincaré duality" for $M$, one can still deduce the conjecture of Lambrechts and Stanley from our
methods, at least in the case that the dimension of $M$ is at least 4. (The case $M=S^{2}$ also follows from the computation in Appendix B, leaving only the case $M=S^{3}$.) Let us sketch this reduction.

First let $V$ be a finite-dimensional differential nonnegatively graded vector space with the subspace of degree 0 elements $V_{0}=\mathbb{R}$ and a nondegenerate symmetric bilinear pairing of degree $D$

$$
V \otimes V \rightarrow \mathbb{R}[-D]
$$

We denote by $\Delta \in V \otimes V$ the corresponding dual degree $D$ element (the "diagonal") as above. Then we may define a graph complex (and dg Lie algebra) $\mathrm{GC}_{V}$ akin to $\mathrm{GC}_{M}$ above, just replacing each occurrence of $H^{*}(M)$ by $V$ and with an additional piece of the differential coming from $d_{V}$. Concretely, this means that vertices in graphs of $\mathrm{GC}_{V}$ may be decorated by copies of $\bar{V}^{*}$. Furthermore, suppose a cyclic $\mathrm{C}_{\infty}$-structure is given on $V$, for the above bilinear form. We may see this structure as a Maurer-Cartan element $Z \in \mathrm{GC}_{V}$, all of whose coefficients in front of nontree graphs vanish. We may furthermore use it to define a Graph complex * Graphs $V_{V}$ analogously to * Graphs $_{M}$ above, replacing each occurrence of $H(M)$ by $V$, and using the given $Z$ in place of the partition function.

Next, fix representatives of the cohomology of $V$ by providing a map

$$
\begin{equation*}
H(V) \hookrightarrow V . \tag{15}
\end{equation*}
$$

The pairing on $V$ induces a pairing on $H(V)$, independent of the representatives chosen. We denote the corresponding diagonal by $\Delta_{H} \in H(V) \otimes H(V)$. Via the chosen embedding we may as well consider $\Delta_{H}$ as an element in $V \otimes V$, in which case it becomes cohomologous to $\Delta$. We may hence choose $\eta \in A \otimes A$ (of the same symmetry under exchange of the two $A$ 's as $\Delta$ ) such that

$$
\begin{equation*}
\Delta_{H}=\Delta-d_{V} \eta . \tag{16}
\end{equation*}
$$

We may then define a natural map of dg cooperadic comodules

$$
\begin{equation*}
{ }^{*} \operatorname{Gra}_{H(V)} \rightarrow{ }^{*} \mathrm{Gra}_{V} \tag{17}
\end{equation*}
$$

by sending the decorations in $H(V)$ to $V$ using our map (15), and by sending an edge between vertices $i$ and $j$ to the same edge, minus the element $\eta$, considered as decoration at vertices $i$ and $j$. In pictures:


Equation (16) implies that the map (17) is indeed compatible with the differentials.
Following the construction of $\mathrm{GC}_{V}$, (17) induces an $L_{\infty}$-morphism of dg Lie algebras

$$
\mathrm{GC}_{V} \rightarrow \mathrm{GC}_{H(V)},
$$

and we can hence transfer the Maurer-Cartan element $Z \in \mathrm{GC}_{V}$ inducing the cyclic $\mathrm{C}_{\infty}$-structure on $V$ to a Maurer-Cartan element $Z_{H} \in \mathrm{GC}_{H}$. (The MC element $Z_{H}$ is still supported on trees, and encodes the cyclic $\mathrm{C}_{\infty}$-structure on $H(V)$ induced by homotopy transfer.) Furthermore, we obtain from (17) a map

$$
{ }^{*} \text { Graphs }_{H(V)} \rightarrow{ }^{*} \text { Graphs }_{V},
$$

that one can check to be a quasi-isomorphism by an easy spectral sequence argument.
In particular, let us take for $V$ a Poincaré duality model for the simply connected manifold $M$. Then if the dimension $D$ of $M$ is at least 4, the Maurer-Cartan element $Z_{H}$ is gauge equivalent to the partition function $Z_{M}$ constructed above. This is because by degree reasons there cannot be loop order $\geq 1$ contributions to this partition function, and the tree part of $Z_{M}$ encodes the real homotopy type of $M$ (in the form of a cyclic $\mathrm{C}_{\infty}$-structure on $H(V)=H(M)$ ), and hence must be gauge equivalent to $Z_{H}$, which also encodes the real homotopy type by construction. Hence we can conclude that ${ }^{*}$ Graphs $_{V}$ is quasi-isomorphic to ${ }^{*}$ Graphs $_{M}$ and is hence a dgca model for $\mathrm{FM}_{M}$, with the partition function concentrated on trees with one vertex. Furthermore, in this case we have a direct map

$$
\begin{equation*}
{ }^{*} \mathrm{Graphs}_{V} \rightarrow F(V,-) \tag{18}
\end{equation*}
$$

to the Lambrechts-Stanley algebra, by sending all graphs with internal vertices to zero, and imposing the defining relations. Again, by a spectral sequence argument, the map (18) can be seen to be a quasi-isomorphism. Furthermore, it is evidently compatible with the right Pois ${ }_{D}^{*}$ cooperadic comodule structures, in the case the Euler class vanishes. This shows that $F(V,-)$ is quasi-isomorphic to ${ }^{*}$ Graphs $_{M}$, ie to a dgca model for $\mathrm{FM}_{n}$. Hence Conjecture 76 follows, in dimension $D \geq 4$.

## Appendix B Example computation: the partition function of the 2-sphere

As an illustration, let us show that the partition function of the two-sphere is essentially trivial. We cover $S^{2}$ by two coordinate charts $\mathbb{C}$ via stereographic projection as usual.

The coordinate transformation relating the two charts is then

$$
\Phi: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C}, \quad z \mapsto \frac{1}{z} .
$$

We take a basis $1 \in H^{0}\left(S^{2}\right), \omega \in H^{2}\left(S^{2}\right)$ of the cohomology, with $\int \omega=1$. Take as a representative for $\omega$ any compactly supported top form of volume 1 , which we also denote by $\omega$. In fact, to abuse the notation further, denote by $\omega \in \Omega^{2}(\mathbb{C})$ also the coordinate expression in one of our charts. To achieve somewhat nicer formulas later, let us also assume that this $\omega$ is supported away from the origin and that

$$
\begin{equation*}
\Phi^{*} \omega=\omega . \tag{19}
\end{equation*}
$$

Let $\phi_{0}$ be the propagator on $\mathbb{C}$, ie

$$
\phi_{0}(z, w)=\frac{1}{2 \pi} \Im d \log (z-w) .
$$

Note that

$$
\begin{equation*}
\phi_{0}\left(\frac{1}{z}, \frac{1}{w}\right)=\frac{1}{2 \pi} \Im d \log \left(\frac{w-z}{w z}\right)=\phi_{0}(z, w)-\phi_{0}(z, 0)-\phi_{0}(w, 0) . \tag{20}
\end{equation*}
$$

Then we will take as propagator of the sphere ${ }^{8}$

$$
\phi(z, w)=\phi_{0}(z, w)-\int_{u} \phi_{0}(z, u) \omega(u)-\int_{u} \phi_{0}(w, u) \omega(u) .
$$

Let us first verify that this 2-form extends from our coordinate chart to $\mathrm{FM}_{2}\left(S^{2}\right)$. To this end, apply the coordinate transformation $\Phi$ and compute

$$
\phi\left(\frac{1}{z}, \frac{1}{w}\right)=\phi_{0}\left(\frac{1}{z}, \frac{1}{w}\right)-\int_{u} \phi_{0}\left(\frac{1}{z}, u\right) \omega(u)-\int_{u} \phi_{0}\left(\frac{1}{w}, u\right) \omega(u)
$$

Changing the integration variable from $u$ to $1 / u$, using (19) and applying (20) three times, we obtain

$$
\begin{aligned}
\phi\left(\frac{1}{z}, \frac{1}{w}\right)= & \phi_{0}(z, w)-\phi_{0}(z, 0)-\phi_{0}(w, 0)-\int_{u}\left(\phi_{0}(z, u)-\phi_{0}(z, 0)-\phi_{0}(u, 0)\right) \omega(u) \\
& -\int_{u}\left(\phi_{0}(w, u)-\phi_{0}(w, 0)-\phi_{0}(w, 0)\right) \omega(u) \\
= & \phi(z, w)-\phi_{0}(z, 0)-\phi_{0}(w, 0)+\phi_{0}(z, 0) \int_{u} \omega(u)+\phi_{0}(w, 0) \int_{u} \omega(u) \\
= & \phi(z, w) .
\end{aligned}
$$

[^15]Hence the propagator has the same form in the other coordinate chart, and in particular it has no singularity at the coordinate origin, and hence readily extends to $\mathrm{FM}_{2}\left(S^{2}\right)$.

Furthermore one checks the following properties:

- Clearly $\phi(z, w)=\phi(w, z)$.
- By Stokes’ theorem,

$$
d \phi(z, w)=\omega(z)+\omega(w)
$$

as required.

- By degree reasons,

$$
\int_{v} \phi(z, v)=0
$$

Furthermore,

$$
\begin{aligned}
\int_{v} \phi(z, v) \omega(v) & =\int_{v} \phi_{0}(z, v) \omega(v)-\int_{v} \int_{u} \phi_{0}(z, u) \omega(u) \omega(v)-\int_{v} \int_{u} \phi_{0}(v, u) \omega(u) \omega(v) \\
& =\int_{v} \phi_{0}(z, v) \omega(v)-\int_{u} \phi_{0}(z, u) \omega(u)-0 \\
& =0
\end{aligned}
$$

Here the third term on the right-hand side vanishes by degree reasons. (One integrates a 5-form over a 4-dimensional space.)

- We have

$$
\begin{aligned}
& \int_{v} \phi(z, v) \phi(u, w) \\
& =\int_{v} \phi_{0}(z, v) \phi_{0}(v, w)-\int_{v} \int_{u_{1}} \phi_{0}\left(z, u_{1}\right) \omega\left(u_{1}\right) \phi_{0}(v, w)-\int_{v} \int_{u_{2}} \phi_{0}(v, w) \phi_{0}\left(w, u_{2}\right) \omega\left(u_{2}\right) \\
& \quad-\int_{v} \int_{u_{1}} \phi_{0}\left(v, u_{1}\right) \omega\left(u_{1}\right) \phi_{0}(v, w)-\int_{v} \int_{u_{2}} \phi_{0}(v, w) \phi_{0}\left(v, u_{2}\right) \omega\left(u_{2}\right) \\
& \\
& \quad+\int_{v} \int_{u_{1}} \int_{u_{2}} \phi_{0}\left(z, u_{1}\right) \omega\left(u_{1}\right) \phi_{0}\left(w, u_{2}\right) \omega\left(u_{2}\right)+\int_{v} \int_{u_{1}} \int_{u_{2}} \phi_{0}\left(v, u_{1}\right) \omega\left(u_{1}\right) \phi_{0}\left(w, u_{2}\right) \omega\left(u_{2}\right) \\
& \quad+\int_{v} \int_{u_{1}} \int_{u_{2}} \phi_{0}\left(z, u_{1}\right) \omega\left(u_{1}\right) \phi_{0}\left(v, u_{2}\right) \omega\left(u_{2}\right)+\int_{v} \int_{u_{1}} \int_{u_{2}} \phi_{0}\left(v, u_{1}\right) \omega\left(u_{1}\right) \phi_{0}\left(v, u_{2}\right) \omega\left(u_{2}\right) .
\end{aligned}
$$

The first term on the right-hand side vanishes by a standard vanishing lemma of Kontsevich. The fourth, fifth and last terms vanish by the same reason. The remaining terms vanish by degree reasons: their forms with $v$-dependence are of degree $\leq 1$. Hence we conclude that the whole expression is zero, and graph weights computed using our propagator will be zero for graphs with bivalent vertices.

- Identify the pullback of $\partial \mathrm{FM}_{2}\left(S^{2}\right)$ to our coordinate chart with $\mathbb{C} \times S^{1}$, and fix the standard coordinate $\varphi$ on the $S^{1}$ factor. Then restricting $\phi$ to the boundary $\partial \mathrm{FM}_{2}\left(S^{2}\right)$, (ie we take the limit $w \rightarrow z$ in our coordinate chart) we obtain the form

$$
\frac{1}{2 \pi} d \varphi+\eta(z)
$$

where

$$
\eta=-2 \int_{u} \phi_{0}(z, u) \omega(u)
$$

depends only on $z$, and not on $\varphi$, as desired.

## B. 1 Vanishing of integrals

Proposition 77 Using the propagator $\phi$ and the top form $\omega$ as above, the partition function becomes

$$
\begin{equation*}
z_{S^{2}}=\omega \tag{21}
\end{equation*}
$$

In other words, the weights of all graphs with more than one vertex vanish.

Proof By the properties above, all graphs vanish if either some vertex has valence 2 or some vertex has more than one decoration by $\omega$ or some vertex has valence one, and there is one incident edge. The only connected graph with a vertex of valence one is the one appearing in (21). All other graphs with potentially nonvanishing weight must hence be of the following kind:
(1) There are $\geq 2$ edges incident to any vertex, and at most one decoration $\omega$.
(2) If there are exactly 2 edges incident on some vertex, it must come with a decoration $\omega$.

From an admissible graph $\Gamma$, we can build another linear combination of admissible graphs $\Gamma_{0}$ by formally replacing each edge by the linear combination

Clearly,

$$
\int_{\mathrm{FM}_{d}(|V \Gamma|)} \omega_{\Gamma}=\int_{\mathrm{FM}_{d}\left(\left|V \Gamma_{0}\right|\right)} \omega_{\Gamma_{0}}^{0}
$$

where now the weight form $\omega_{\bullet}^{0}$ is defined just like $\omega_{\bullet}$ above, but using the Euclidean propagator $\phi_{0}$ instead of $\phi$.

It hence suffices to show that for each admissible graph $\Gamma$ with more than one vertex,

$$
\int_{\mathrm{FM}_{d}(|V \Gamma|)} \omega_{\Gamma}^{0}=0
$$

We may assume that the vertices are numbered such that the vertices decorated by $\omega$ have indices $1, \ldots, k$ for some $k \geq 0$. Then the above integral factorizes as

$$
\int_{\mathrm{FM}_{d}(|V \Gamma|)} \omega_{\Gamma}^{0}=\int_{\mathrm{FM}_{d}(k)} \omega\left(x_{1}\right) \omega\left(x_{2}\right) \cdots \omega\left(x_{k}\right) \underbrace{\int_{\mathrm{FM}_{d}(|V \Gamma|-k)} \omega_{\Gamma}^{0}}_{=: f\left(x_{1}, \ldots, x_{k}\right)}
$$

Note that here $f\left(x_{1}, \ldots, x_{k}\right)$ is a function associated to a graph with decorations $\omega$. (There can be no form piece in $f(\ldots)$, because the remainder of the integrand is already a top form.) Hence by the Kontsevich vanishing lemma [28, Lemma 6.4] $f\left(x_{1}, \ldots, x_{k}\right) \equiv 0$. Hence the desired vanishing result follows.

## Appendix C Pushforward of PA forms

Given an SA bundle $p: M \rightarrow N$ of rank $l$, the pushforward map of "integration along the fiber" defined in [24] is a map $p_{*}: \Omega_{\text {min }}^{\bullet}(M) \rightarrow \Omega_{\mathrm{PA}}^{\bullet-l}(N)$. This map is only defined on minimal forms as the natural extension to the full algebra of PA forms is not well defined due to the failure of the relevant semialgebraic chain to be continuous; see the discussion on [24, Section 9]. ${ }^{9}$

For our purposes we need to consider pushforwards of the propagator

$$
\phi_{12} \in \Omega_{\mathrm{PA}}\left(\mathrm{FM}_{M}(2)\right)
$$

constructed in Proposition 8. Since we cannot construct the propagator in such a way that $\phi_{12} \in \Omega_{\min }\left(\mathrm{FM}_{M}(2)\right)$, in this section we consider a different space of forms, $\Omega_{\text {triv }}$ such that $\Omega_{\mathrm{PA}} \supset \Omega_{\text {triv }} \supset \Omega_{\min }$, to which the pushforward map can be extended and still satisfies Stokes' theorem.

Recall that for $F$ a compact oriented semialgebraic manifold and $M$ a semialgebraic manifold, the constant continuous chain $\widehat{F} \in C^{\mathrm{str}}(M \times F \rightarrow M)$ is defined by

$$
\widehat{F}(x)=\llbracket\{x\} \times F \rrbracket .
$$

[^16]Definition 78 Let $M$ be a semialgebraic manifold. The space $\Omega_{\text {triv }}(M)$ of trivial forms is the subvector space of $\Omega_{\mathrm{PA}}(M)$ spanned by forms of the type $f_{\widehat{F}} \mu$, where $\mu \in \Omega_{\min }(M \times F)$ and $\widehat{F}$ is a constant continuous chain.

Lemma 79 The subspace $\Omega_{\text {triv }}(M) \subset \Omega_{\mathrm{PA}}(M)$ is a dg commutative subalgebra.
Proof $\Omega_{\text {triv }}(M) \subset \Omega_{\mathrm{PA}}(M)$ is closed under the differential by the fiberwise Stokes' theorem [24, Proposition 8.12] and since the fiberwise boundary of a trivial bundle is again a trivial bundle. Furthermore, the subspace $\Omega_{\text {triv }}(M)$ is closed under addition and the commutative product on $\Omega_{\mathrm{PA}}(M)$ because the union and product of trivial bundles is again trivial; see the construction of these operations in [24, Section 5].

Let us consider a strongly continuous chain $\Phi \in C_{l}^{\text {str }}(E \xrightarrow{f} B)$ along a semialgebraic map $f: E \rightarrow B$. Let $E \times F$ be the trivial bundle over $E$ with fiber $F$, a compact oriented semialgebraic $k$ manifold.

Proposition 80 Under the previous conditions, there is a strongly continuous chain

$$
\Phi \ltimes \widehat{F} \in C_{k+l}^{\mathrm{str}}\left(E \times F \xrightarrow{f \mathrm{opr}_{2}} B\right)
$$

defined by $(\Phi \ltimes \hat{F})(b):=\Phi(b) \times F$.
Proof If we consider the family $\left\{\left(S_{\alpha}, F_{\alpha}, g_{\alpha}\right)_{\alpha \in I}\right\}$ that trivializes the continuous chain $\Phi$, it is easy to see that $\left\{\left(S_{\alpha}, F_{\alpha} \times F, g_{\alpha} \times \operatorname{id}_{F}\right)_{\alpha \in I}\right\}$ trivializes $\Phi \ltimes \widehat{F}$ since, by hypothesis, the two squares

commute.
Corollary 81 Let $p: Y \rightarrow X$ be an oriented $S A$ bundle and $\Phi \in C_{l}^{\text {str }}(Y \rightarrow X)$ be the associated strongly continuous chain. Then there is a well-defined map

$$
p_{*}: \Omega_{\text {triv }}^{\bullet}(Y) \rightarrow \Omega_{\mathrm{PA}}^{-l}(X)
$$

extending the one on minimal forms, given by $p_{*}(\omega)=f_{\Phi \propto \hat{F}} \omega$.

Remark 82 Recall that the proof of the fiberwise Stokes' theorem relies essentially on the fact that for $\gamma \in C_{k}(X)$ and $\Psi \in C_{l}^{\text {str }}(Y \rightarrow X)$,

$$
\partial(\gamma \ltimes \Psi)=\partial \gamma \ltimes \Psi+(-1)^{\operatorname{deg} \gamma} \gamma \ltimes \partial \Psi .
$$

With the same proof as [24, Proposition 5.17] we see that this formula is still valid if we take $\Psi$ and $\gamma$ to be $\Phi$ and $\widehat{F}$ as above, and therefore Stokes' theorem is also valid for pushforwards of trivial forms.

We prove now the Poincaré lemma for the sheaf of complexes $\Omega_{\text {triv }}$.

Proposition 83 If $U$ is a contractible semialgebraic set, then $H\left(\Omega_{\text {triv }}(U)\right)$ is onedimensional and concentrated in degree zero.

Proof Let $h:[0,1] \times U \rightarrow U$ be a contraction of $U$ such that $h(1, x)=x$ and $h(0, x)=x_{0}$ for some fixed $x_{0} \in U$. Suppose $\omega \in \Omega_{\text {triv }}(U)$ is a closed form of degree at least 1. By Stokes' formula,

$$
d \int_{I} h^{*} \omega=\int_{I} h^{*} d \omega \pm\left(\omega-\omega_{x_{0}}\right)= \pm \omega,
$$

whence it follows that $\omega$ is exact.

We can now conclude more generally that the cohomology of a semialgebraic manifold $M$ agrees with the homology of $\Omega_{\text {triv }}(M)$.

Corollary 84 Let $M$ be a compact semialgebraic manifold, possibly with corners. The inclusion $\Omega_{\text {triv }}(M) \rightarrow \Omega_{\mathrm{PA}}(M)$ is a quasi-isomorphism of commutative algebras.

Proof Every compact semialgebraic manifold admits a good cover: Indeed, every compact semialgebraic set has a finite semialgebraic triangulation [5, Theorem 9.2.1], and can hence be identified with a finite simplicial complex; see also the discussion in [24, Section 2]. Given a semialgebraic triangulation, one can construct a semialgebraic good cover $\left\{U_{\alpha}\right\}$ by taking the open stars of the vertices of a refinement of the triangulation. ${ }^{10}$

We also choose a subordinate semialgebraic partition of unity $\left\{\rho_{\alpha}\right\}$. For convenience we shall also pick cutoff functions $\sigma_{\alpha}$ with support in $U_{\alpha}$ such that $\sigma_{\alpha}(x)=1$ on the

[^17]support of $\rho_{\alpha}$. (We may slightly enlarge the $U_{\alpha}$ to this purpose or alter the partition of unity; see also the proof of [24, Proposition 6.7].)

This allows us to run the standard Čech-de Rham argument with respect to such a good cover to conclude by the Poincaré lemma that the homology of $\Omega_{\text {triv }}(M)$ coincides with the (Čech) cohomology of $M$; see for instance [8, Example 14.16].

To be concrete, we consider the Čech-de Rham complex

$$
C:=\left(\prod \Omega_{\text {triv }}\left(U_{\alpha_{0} \ldots \alpha_{p}}\right)[-p], d+\delta\right)
$$

where

$$
U_{\alpha_{0} \ldots \alpha_{p}}=U_{\alpha_{0}} \cap \cdots \cap U_{\alpha_{p}}
$$

$d$ is induced by the differential on the factors $\Omega_{\text {triv }}\left(U_{\alpha_{0} \ldots \alpha_{p}}\right)$, and $\delta$ is the Čech part of the differential, defined on a cochain $\omega=\left(\omega_{\alpha_{0} \ldots \alpha_{p}}\right)$ with $\omega_{\alpha_{0} \ldots \alpha_{p}} \in U_{\alpha_{0} \ldots \alpha_{p}}$ by

$$
(\delta \omega)_{\alpha_{0} \ldots \alpha_{p}}=\sum_{i=0}^{p}(-1)^{i} \omega_{\alpha_{0} \ldots \hat{\alpha}_{i} \ldots \alpha_{p}}
$$

The Čech-de Rham complex $C$ is a first quadrant double complex, and one compares the two convergent spectral sequences associated to this complex.

The first ("columnwise") spectral sequence has the complex $(C, d)$ as its $E^{0}$-page. By the Poincaré lemma (Proposition 83 ), the $E^{1}$-page is then identified with the Čech complex associated to the constant sheaf $\mathbb{R}$. The $E^{2}$-page is hence the cohomology $H(M)$, and the spectral sequence abuts at this point by degree reasons.

The other ("rowwise") spectral sequence has first page $(C, \delta)$. We claim that the cohomology of this page is identified with $\Omega_{\text {triv }}(M)$. This can in fact be shown identically to [8, Proposition 8.5]. Concretely, one may naturally extend $(C, \delta)$ to a complex

$$
\widetilde{C}:=\left(\Omega_{\text {triv }}(M) \xrightarrow{\delta} C\right),
$$

with the map

$$
\delta: \Omega_{\text {triv }}(M) \rightarrow \prod_{\alpha} \Omega_{\text {triv }}\left(U_{\alpha}\right) \subset C
$$

given by the natural restriction. One then checks that $(\widetilde{C}, \delta)$ is acyclic by providing an explicit homotopy. Concretely, for a $p$-cocycle $\omega=\left(\omega_{\alpha_{0} \ldots \alpha_{p}}\right) \in \widetilde{C}$, one defines the ( $p-1$ )-cochain $\tau$ such that

$$
\tau_{\alpha_{0} \ldots \alpha_{p-1}}=\sum_{\alpha} \rho_{\alpha} \omega_{\alpha \alpha_{0} \ldots \alpha_{p-1}}
$$

Note that here we extend $\rho_{\alpha} \omega_{\alpha \alpha_{0} \ldots \alpha_{p-1}} \in \Omega_{\text {triv }}\left(U_{\alpha \alpha_{0} \ldots \alpha_{p-1}}\right)$ by zero to an element (abusively also denoted by) $\rho_{\alpha} \omega_{\alpha \alpha_{0} \ldots \alpha_{p-1}}$ of $\Omega_{\text {triv }}\left(U_{\alpha_{0} \ldots \alpha_{p-1}}\right)$. To be precise, this extension by zero may be defined as follows. Suppose

$$
\omega_{\alpha \alpha_{0} \ldots \alpha_{p-1}}=\int_{Y} \beta
$$

is given by a fiber integral associated to the trivial bundle $Y \times U_{\alpha \alpha_{0} \ldots \alpha_{p-1}} \rightarrow U_{\alpha \alpha_{0} \ldots \alpha_{p-1}}$, with $\beta \in \Omega_{\min }\left(Y \times U_{\alpha \alpha_{0} \ldots \alpha_{p-1}}\right)$. Then we extend $\rho_{\alpha} \beta$ (by zero) to a minimal form on $U_{\alpha_{0} \ldots \alpha_{p-1}}$, which we (abusively) also denote by $\rho_{\alpha} \beta$. For example, if $\beta=\left(f_{0}, \ldots, f_{k}\right)$ in the notation of $\left[24\right.$, Section 5.2], we may take $\rho_{\alpha} \beta:=\left(\rho_{\alpha} f_{0}, \sigma_{\alpha} f_{1}, \ldots, \sigma_{\alpha} f_{k}\right)$, with all appearing semialgebraic functions extended by zero, using our cutoff functions $\sigma_{\alpha}$. Then one sets

$$
\rho_{\alpha} \omega_{\alpha \alpha_{0} \ldots \alpha_{p-1}}=\int_{Y} \rho_{\alpha} \beta,
$$

with the fiber integral now being the one associated to the trivial semialgebraic bundle $Y \times U_{\alpha_{0} \ldots \alpha_{p-1}} \rightarrow U_{\alpha_{0} \ldots \alpha_{p-1}}$.

Having defined the cochain $\tau$ above one then checks as in the proof [8, Proposition 8.5] that $\delta \tau=\omega$, using that $\delta \omega=0$. Overall, we have then shown that the second ( $E^{1}$-)page of the "rowwise" spectral sequence is identified with $\left(\Omega_{\text {triv }}(M), d\right)$.

We also note that this step of the proof is closely analogous to that of [24, Lemma 6.7], but slightly simpler since trivial bundles can be extended trivially.

The next page of the "rowwise" spectral sequence is then $H\left(\Omega_{\text {triv }}(M), d\right)$, and the spectral sequence converges at this point by degree reasons. Hence

$$
H\left(\Omega_{\mathrm{triv}}(M), d\right) \cong H^{\bullet}(M)
$$

It is shown in [24] that $H\left(\Omega_{\mathrm{PA}}(M), d\right) \cong H(M)$. To see that the inclusion

$$
\Omega_{\text {triv }}(M) \subset \Omega_{\mathrm{PA}}(M)
$$

induces the isomorphism on cohomology one may consider the PA Čech-de Rham complex $C_{\mathrm{PA}}$, defined by replacing $\Omega_{\text {triv }}$ by $\Omega_{\mathrm{PA}}$ in the definition of $C$ above. Using the PA Poincaré lemma [24, Lemma 6.3] it is then clear that the natural inclusion $C \rightarrow C_{\mathrm{PA}}$ induces an isomorphism on the $E^{2}$-page of the "columnwise" spectral sequences on both sides, and hence is a quasi-isomorphism.

We note that in fact in the definition of $\Omega_{\text {triv }}$ we do not need globally trivial bundles, local triviality suffices.

Proposition 85 Let $M$ be a compact semialgebraic manifold and let $p: E \rightarrow M$ be an oriented SA bundle; see [24, Definition 8.1]. Let $\omega \in \Omega_{\text {triv }}(E)$. Then the corresponding fiber integral $\int_{E \rightarrow M} \omega \in \Omega_{\mathrm{PA}}(M)$ is an element of $\Omega_{\text {triv }}(M) \subset \Omega_{\mathrm{PA}}(M)$.

Proof We may assume that $\omega \in \Omega_{\min }(M)$ by replacing $E$ with a product of $E$ with some trivial bundle if needed. We pick a finite trivializing cover $\left\{U_{i}\right\}$, a semialgebraic partition of unity $\rho_{i}$, and cutoff functions $\sigma_{i}$ as in the proof of Corollary 84.

We then rewrite

$$
\int_{E \rightarrow M} \omega=\sum_{i} \rho_{i} \int_{E \rightarrow M} \omega=\sum_{i} \int_{E \rightarrow M} \rho_{i} \omega .
$$

For the last equality we abused notation and defined $\rho_{i}:=p^{*} \rho_{i}$, and we implicitly used [24, Proposition 8.9]. Let the local trivialization of the bundle on $U_{i}$ be denoted by $h_{i}: U_{i} \times F \xrightarrow{\cong} p^{-1}\left(U_{i}\right)$. As in the previous proof we extend the minimal form $\rho_{i} h_{i}^{*} \omega \in \Omega_{\min }\left(U_{i} \times F\right)$ to a minimal form $\rho_{i} h_{i}^{*} \omega \in \Omega_{\min }(M \times F)$, which we abusively denote by the same symbols. We then claim that

$$
\begin{equation*}
\int_{E \rightarrow M} \rho_{i} \omega=\int_{M \times F \rightarrow M} \rho_{i} h_{i}^{*} \omega . \tag{22}
\end{equation*}
$$

Since the right-hand side is a fiber integral over a trivial bundle the proposition then follows.

To check (22) we need to consider a trivializing stratification $\left\{S_{\alpha}\right\}$ for the strongly continuous chain $\Phi$ corresponding to the bundle $E \rightarrow M$. The stratification can be taken such that the closure of each stratum is contained in one of the $U_{j}$ as in the proof of [24, Proposition 8.2]. We can furthermore refine it so that each $\bar{S}_{\alpha}$ is either contained in $U_{i}$ or disjoint from the support of $\rho_{i}$. (For example, refine the stratification by intersecting the strata with $\left\{x \mid \sigma_{i}(x) \geq 0.9\right\}$ and the closure of its complement.)

Now consider some stratum $S_{\alpha}$, and the restriction of (22) to its closure. If $\bar{S}_{\alpha}$ is disjoint from the support of $\rho_{i}$ then trivially both sides of (22) vanish on it. Otherwise we may assume that $\bar{S}_{\alpha} \subset U_{i}$. But the bundle isomorphism $h_{i}$ transforms one side of (22) into the other; see [24, Proposition 8.10].
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# The Hurewicz theorem in homotopy type theory 

J Daniel Christensen<br>LUIS SCOCCOLA


#### Abstract

We prove the Hurewicz theorem in homotopy type theory, ie that for $X$ a pointed, ( $n-1$ )-connected type, with $n \geq 1$, and $A$ an abelian group, there is a natural isomorphism $\pi_{n}(X)^{\mathrm{ab}} \otimes A \cong \widetilde{H}_{n}(X ; A)$ relating the abelianization of the homotopy groups with the homology. We also compute the connectivity of a smash product of types and express the lowest nontrivial homotopy group as a tensor product. Along the way, we study magmas, loop spaces, connected covers and prespectra, and we use 1 -coherent categories to express naturality and for the Yoneda lemma. As homotopy type theory has models in all $\infty$-toposes, our results can be viewed as extending known results about spaces to all other $\infty$-toposes.


55Q99; 03B38, 18N60, 55N99

## 1 Introduction

Homotopy type theory is a formal system which has models in all $\infty$-toposes $[2 ; 3 ; 11$; $15 ; 19] .{ }^{1}$ As such, it provides a convenient way to prove theorems for all $\infty$-toposes. In addition, homotopy type theory is well suited to being formalized in a proof assistant [1; 8].

Working in homotopy type theory as described in the book [16], we prove the Hurewicz theorem:

Theorem H (Theorem 3.12) For $n \geq 1, X$ a pointed, ( $n-1$ )-connected type, and $A$ an abelian group, there is a natural isomorphism

$$
\pi_{n}(X)^{\mathrm{ab}} \otimes A \cong \tilde{H}_{n}(X ; A),
$$

[^18]where on the left-hand side we take the abelianization (which only matters when $n=1$ ). In particular, when $A$ is the integers, this specializes to an isomorphism $\pi_{n}(X)^{\mathrm{ab}} \cong \widetilde{H}_{n}(X)$.

As mentioned above, this holds in any $\infty$-topos, and so is more general than the well-known Hurewicz theorem in topology. Interpreting the statement in an $\infty$-topos is somewhat subtle. The groups that appear in the statement are internal group objects whose underlying object is 0 -truncated (a "set", internally). The quantification over $n$ means that there is a map $h: H \rightarrow \mathbb{N}$ in the $\infty$-topos representing a family of objects over the natural numbers object, and that this map has a section. In particular, since each ordinary natural number gives a global element of $\mathbb{N}$, it follows that the fibre of $h$ over that element must itself have a global element. Continuing in this way, we deduce that for given objects $X$ and $A$ as in the statement, the two internal group objects shown are equivalent as group objects. For more on the interpretation of type theory, see Shulman [18, Section 4.2;19] for the interpretation in arbitrary $\infty$-topoi, and Kapulkin and Lumsdaine [12] for a more explicit interpretation in simplicial sets.

Since we prove this theorem for an arbitrary $\infty$-topos, we must be careful to use arguments that apply in this generality. For example, it is not true in every $\infty$-topos that a surjective map of sets has a section, so we cannot use the axiom of choice. Similarly, the law of excluded middle and Whitehead's theorem can both fail, so we must not use these results either. Because of this, our proof is different from other known proofs.

Before giving more details, we give some motivation for the interest in this result, for those less familiar with traditional homotopy theory.

## Motivation

In topology, homotopy groups are in a certain sense the strongest invariants of a topological space, and so their computation is an important tool when trying to classify spaces up to homotopy. In homotopy type theory, homotopy groups play a fundamental role in that they capture information about iterated identity types. Unfortunately, even in classical topology, the computation of homotopy groups is a notoriously difficult problem. Nevertheless, topologists have come up with a variety of powerful tools for attacking this problem, and one of the most basic tools is the Hurewicz theorem. In most cases, it is much easier to compute homology groups than homotopy groups, and so one can use the isomorphism from right to left (with $A$ taken to be the integers) to compute certain homotopy groups. Moreover, one can apply the theorem even when $X$
is not ( $n-1$ )-connected using the following technique. Let $X\langle n-1\rangle$ denote the fibre of the truncation map $X \rightarrow\|X\|_{n-1}$ over the image of the basepoint. Then $X\langle n-1\rangle$ is $(n-1)$-connected and $\pi_{n}(X\langle n-1\rangle) \cong \pi_{n}(X)$, so $\pi_{n}(X)^{\mathrm{ab}} \cong \widetilde{H}_{n}(X\langle n-1\rangle)$. The Serre spectral sequence can often be used to compute the required homology group.

## Techniques and main results

We first recall that for $n \geq 1$, the $n^{\text {th }}$ homology group $\widetilde{H}_{n}(X ; A)$ of a type $X$ with coefficients in an abelian group $A$ is defined to be the colimit of a certain sequential diagram,
(1-1) $\pi_{n+1}(X \wedge K(A, 1)) \longrightarrow \pi_{n+2}(X \wedge K(A, 2)) \longrightarrow \pi_{n+3}(X \wedge K(A, 3)) \longrightarrow \cdots$.
Here $\wedge$ denotes the smash product and $K(A, m)$ is the Eilenberg-Mac Lane space constructed by Licata and Finster in [13], which is an $m$-truncated, ( $m-1$ )-connected, pointed type with a canonical isomorphism $\pi_{m}(K(A, m)) \cong A$.

We now state one of our main results, which is used to prove the Hurewicz theorem, and also has other consequences:

Theorem S (Corollary 2.32 and Theorem 2.38) If $X$ is a pointed, $(n-1)$-connected type with $n \geq 1$ and $Y$ is a pointed, ( $m-1$ )-connected type with $m \geq 1$, then $X \wedge Y$ is $(n+m-1)$-connected and $\pi_{n+m}(X \wedge Y)$ is the tensor product of $\pi_{n}(X)^{\mathrm{ab}}$ and $\pi_{m}(Y)^{\mathrm{ab}}$ in a natural way.

Taking $Y$ to be $K(A, m)$ in this result shows that the groups appearing in the sequential diagram (1-1) are tensor products of $\pi_{n}(X)^{\mathrm{ab}}$ and $A$. The proof of the Hurewicz theorem follows from showing that the induced maps are isomorphisms, which we do in Lemma 3.11. With this ingredient, we prove the Hurewicz theorem as Theorem 3.12.

In order to define the isomorphism appearing in Theorem S , we must give a bilinear map $\pi_{n}(X) \rightarrow_{\operatorname{Grp}} \pi_{m}(Y) \rightarrow_{\operatorname{Grp}} \pi_{n+m}(X \wedge Y)$. To do so, we define and study a more general natural map

$$
\text { smashing: }\left(X \rightarrow_{\bullet} Y \rightarrow_{\bullet} Z\right) \longrightarrow\left(\pi_{n}(X) \rightarrow_{\mathrm{Grp}} \pi_{m}(Y) \rightarrow_{\mathrm{Grp}} \pi_{n+m}(Z)\right)
$$

for any pointed types $X, Y$ and $Z$ and any $n, m \geq 1$. The map we require is obtained by applying smashing to the natural map $X \rightarrow_{\bullet} Y \rightarrow_{\bullet} X \wedge Y$.

Constructing the map smashing requires some work. While it lands in group homomorphisms between ( 0 -truncated) groups, in order to construct it, we pass through
magmas. A magma is a (not necessarily truncated) type $M$ with a binary operation $\therefore M \times M \rightarrow M$, with no conditions or coherence laws. As a technical trick which simplifies the formalization, we work with weak magma morphisms. A weak magma morphism from a magma $M$ to a magma $N$ is a map $f: M \rightarrow N$ which merely has the property that it respects the operations. This is sufficient for our purposes, because when $M$ and $N$ are groups, it reproduces the notion of group homomorphism. All loop spaces are magmas under path concatenation, and many natural maps involving loop spaces are weak magma morphisms. By working with magmas, we can factor the map smashing into simpler pieces, and still land in group homomorphisms at the end, without keeping track of higher coherences.

Proving the rest of Theorem $S$ requires a number of results that build on work of Buchholtz, van Doorn and Rijke [4]. For example, Lemma 2.15 and Theorem 2.19 are results of [4], which we use to prove Proposition 2.23: for $n \geq 1, X$ a pointed, $(n-1)$-connected type, and $Y$ a pointed, $n$-truncated type, the map

$$
\Omega^{n}:\left(X \rightarrow_{\bullet} Y\right) \rightarrow\left(\Omega^{n} X \rightarrow_{\mathrm{Mgm}} \Omega^{n} Y\right)
$$

is an equivalence. In order to prove this, we prove results about connected covers in Section 2.3.

We go on to define a natural Hurewicz homomorphism $h_{n}: \pi_{n}(X)^{\mathrm{ab}} \otimes A \rightarrow \tilde{H}_{n}(X ; A)$, without assuming any connectivity hypothesis on $X$, and show that it is unique up to a sign among such natural transformations that give isomorphisms for $X \equiv S^{n}$ and $A \equiv \mathbb{Z}$ (Theorem 3.16).

## Homology

The theory of homology in homotopy type theory is currently limited by the absence of some important tools and facts that would make it easier to compute. For example, we don't have complete proofs that homology satisfies the Eilenberg-Steenrod axioms, although partial work was done by Graham [9]. The Serre spectral sequence for homology has not been formalized, but high level arguments can be found in [8] and it is expected that techniques similar to those used for cohomology will go through. We are also missing the fact that the homology of a cellular space can be computed cellularly (which is done for cohomology in [5]), the universal coefficient theorem, and the relationship between homology and localization (developed in homotopy type theory in [7; 17]).

## Structure of the paper

Section 2 contains our work on smash products and tensor products. After listing our conventions in Section 2.1, we give the basic theory of 1-coherent categories in Section 2.2. We use this theory to express and reason about natural transformations, and we make use of the Yoneda lemma in this setting. In Section 2.3 we study connected covers. Section 2.4 introduces magmas and weak magma morphisms, and proves a variety of results about loop spaces, including Proposition 2.23, mentioned above. We also define the map smashing in this section. We introduce smash products in Section 2.5 and prove the connectivity part of Theorem S here. Section 2.6 is a short section that defines abelianization and gives a particularly efficient construction of the abelianization of a group as a higher inductive type. In Section 2.7, we define tensor products of abelian groups and prove the second part of Theorem S. Section 2.8 proves results about smash products, truncation and suspension that are needed in Section 3.

Section 3 applies the results of Section 2 to homology, leading up to the Hurewicz theorem and its consequences. In Section 3.1, we define prespectra and their stable homotopy groups, and use this to define homology. The Hurewicz theorem is proved in Section 3.2, and we describe the Hurewicz homomorphism and its uniqueness up to sign in Section 3.3. In Section 3.4, we give some applications of our main results.

## Formalization

Formalization of these results is in progress, with help from Ali Caglayan, using the Coq HoTT library [10]. The current status can be seen at [6], where the README.md file explains where results from the paper can be found. Currently, we have formalized much of Section 2 but none of Section 3. In Section 2, the only substantial result that is missing is Theorem 2.38. Also missing are Theorem 2.28 and the naturality of many of the maps defined in this section. In our formalization, we take as axioms several results that have been formalized in other proof assistants.

## 2 Smash products and tensor products

In this section, we give a variety of results about loop spaces, magmas, smash products and tensor products, including the proof of Theorem S. None of the results in this section depend on the definition of homology, but these results are used in the next section to prove the Hurewicz theorem.

### 2.1 Background and conventions

We follow the conventions and notation used in [16]. We assume we have a univalent universe $\mathcal{U}$ closed under higher inductive types (HITs) and contained in another universe $\mathcal{U}^{\prime}$. In fact, the higher inductive types we use can all be described using pushouts and truncations. By convention, all types live in the lower universe $\mathcal{U}$, unless explicitly stated. We implicitly use function extensionality for $\mathcal{U}$ throughout.

A pointed type is a type $X$ and a choice of $x_{0}: X$, and the type of pointed types is denoted by $\mathcal{U}_{\bullet}: \equiv \sum_{(X: \mathcal{U})} X$. We often keep the choice of basepoint implicit. A pointed map between pointed types $X$ and $Y$ is a map $f: X \rightarrow Y$ and a path $p: f\left(x_{0}\right)=y_{0}$. The type of pointed maps is denoted by $X \rightarrow_{\bullet} Y: \equiv \sum_{(f: X \rightarrow Y)} f\left(x_{0}\right)=y_{0}$.

We frequently make use of functions of type $X \rightarrow Y \rightarrow Z$, and remind the reader that this associates as $X \rightarrow(Y \rightarrow Z)$, which is the curried form of a function $X \times Y \rightarrow Z$.

In the paper, we define the sum $m+n$ of natural numbers by induction on $n$, so that $m+1$ is the successor of $m$. In the HoTT library, the other convention is used, so to translate between the paper and the formalization, one must change $m+n$ to $n+m$ everywhere.

### 2.2 1-coherent categories

In this section, we briefly discuss the notion of a 1-coherent category, which we use to express that various constructions are natural. The definitions generalize those of [8, Section 4.3.1], which deals with the 1-coherent category of pointed types, except that our hom types are unpointed. A more general notion of wild category has been formalized in the HoTT library [10] by Ali Caglayan, tslil clingman, Floris van Doorn, Morgan Opie, Mike Shulman and Emily Riehl.

Recall that $\mathcal{U}^{\prime}$ is a universe such that $\mathcal{U}: \mathcal{U}^{\prime}$.
Definition 2.1 A 1-coherent category $C$ consists of a type $C_{0}: \mathcal{U}^{\prime}$, a map

$$
\operatorname{hom}_{C}: C_{0} \rightarrow C_{0} \rightarrow \mathcal{U},
$$

maps

$$
\begin{gathered}
\text { id: } \prod_{a: C_{0}} \operatorname{hom}_{C}(a, a), \\
-\circ-: \prod_{a, b, c: C_{0}} \operatorname{hom}_{C}(b, c) \rightarrow \operatorname{hom}_{C}(a, b) \rightarrow \operatorname{hom}_{C}(a, c),
\end{gathered}
$$

and equalities

$$
\begin{aligned}
& \text { unitl: } \prod_{a, b: C_{0}} \prod_{a: \operatorname{hom}_{C}(a, b)} \operatorname{id}_{b} \circ f=f, \\
& \text { unitr: } \prod_{a, b: C_{0}} \prod_{f: \operatorname{hom}_{C}(a, b)} f \circ \mathrm{id}_{a}=f
\end{aligned}
$$

$$
\text { assoc: } \prod_{a, b, c, d: C_{0}} \prod_{f: \operatorname{hom}_{C}(a, b)} \prod_{g: \operatorname{Hom}_{C}(b, c)} \prod_{h: \operatorname{hom}_{C}(c, d)}(h \circ g) \circ f=h \circ(g \circ f),
$$

witnessing left and right unitality and associativity, respectively. We do not assume coherence laws or that any of the types are truncated.

If $C$ is a 1-coherent category, the elements of $C_{0}$ are called objects and, for objects $a, b: C_{0}$, the elements of $\operatorname{hom}_{C}(a, b)$ are called morphisms from $a$ to $b$.

The wild 1-categories considered in [10] allow 2-cells to be specified, which are then used in place of the identity types in the above equalities. For simplicity, we use the identity types.

Example 2.2 There is a 1-coherent category $U$ of types, with $U_{0}: \equiv \mathcal{U}$ and

$$
\operatorname{hom}_{U}(X, Y): \equiv X \rightarrow Y
$$

for every pair of types $X, Y: \mathcal{U}$. Identity morphisms, composition, unitalities, and associativity all work in the expected way.

Example 2.3 There is a 1-coherent category Grp of groups whose objects are the setlevel groups, that is, 0 -truncated types equipped with an associative binary operation, a unit and inverses. The morphisms are standard group homomorphisms.

Similarly, there is 1 -coherent category Ab of abelian groups.
Example 2.4 Any precategory in the sense of [16, Definition 9.1.1] gives rise to a 1 -coherent category, simply by forgetting that its hom types are sets. Moreover, the notions of isomorphism, functor, and natural transformation given in [16, Section 9] are equivalent to the notions we give in this section, in the case of precategories.

Many constructions one can carry out with categories are easy to extend to 1 -coherent categories. We mention two that are particularly important for us. Given a 1 -coherent category $C$, we can form the opposite 1 -coherent category $C^{\text {op }}$ by letting the type of objects of $C$ op be $C_{0}$, and $\operatorname{hom}_{C \text { op }}(a, b): \equiv \operatorname{hom}_{C}(b, a)$ for all $a, b: C_{0}$. The rest of the structure is straightforward to define.

Given 1-coherent categories $C$ and $D$, one can form a product 1 -coherent category, denoted by $C \times D$. The underlying type of $C \times D$ is simply $C_{0} \times D_{0}$, and $\operatorname{hom}_{C \times D}\left((c, d),\left(c^{\prime}, d^{\prime}\right)\right): \equiv \operatorname{hom}_{C}\left(c, c^{\prime}\right) \times \operatorname{hom}_{D}\left(d, d^{\prime}\right)$. The rest of the structure is again straightforward to define.

Definition 2.5 Let $C$ be a 1 -coherent category, $a, b: C_{0}$, and $f: \operatorname{hom}_{C}(a, b)$. An isomorphism structure for $f$ is given by morphisms $g, h: \operatorname{hom}_{C}(b, a)$ together with paths $l: g \circ f=\mathrm{id}_{a}$ and $r: f \circ h=\mathrm{id}_{b}$.

In many cases, such as in the 1 -coherent category $U$, being an isomorphism is a mere property of a morphism. The wild 1-categories considered in [10] allow biinvertibility to be replaced by more general notions of isomorphism.

Definition 2.6 A 1 -coherent functor $F$ between 1 -coherent categories $C$ and $D$, usually denoted by $F: C \rightarrow D$, consists of a map $F_{0}: C_{0} \rightarrow D_{0}$, a map

$$
F_{1}: \prod_{a, b: C_{0}} \operatorname{hom}_{C}(a, b) \rightarrow \operatorname{hom}_{D}\left(F_{0}(a), F_{0}(b)\right),
$$

and equalities

$$
\begin{gathered}
F_{\mathrm{id}}: \prod_{a: C_{0}} F\left(\mathrm{id}_{a}\right)=\operatorname{id}_{F(a)}, \\
F_{\circ}: \prod_{a, b, c: C_{0}} \prod_{f: \operatorname{hom}_{C}(a, b)} \prod_{g: \operatorname{hom}_{C}(b, c)} F_{1}(g) \circ F_{1}(f)=F(g \circ f),
\end{gathered}
$$

witnessing the functoriality of $F$.
Example 2.7 For a 1 -coherent category $C$ and an object $a: C_{0}$, we can define a 1 -coherent corepresentable functor $\mathcal{Y}^{a}: C \rightarrow U$. On objects, $\mathcal{Y}_{0}^{a}(b): \equiv \operatorname{hom}_{C}(a, b)$. The action on morphisms is defined as $\mathcal{Y}_{1}^{a}(f): \equiv \lambda g . f \circ g: \operatorname{hom}_{C}(a, b) \rightarrow \operatorname{hom}_{C}(a, c)$ for $f: \operatorname{hom}_{C}(b, c)$. The witnesses of functoriality, that is $\mathcal{Y}_{i d}^{a}$ and $\mathcal{Y}_{\circ}^{a}$, are defined using the equalities unitl and assoc of $C$, respectively.

Definition 2.8 Let $C$ and $D$ be 1 -coherent categories and let $F, G: C \rightarrow D$ be 1 -coherent functors. A 1-coherent natural transformation $\alpha$ from $F$ to $G$, usually denoted by $\alpha: F \rightarrow G$, consists of a map

$$
\alpha_{0}: \prod_{a: C_{0}} \operatorname{hom}_{D}(F(a), G(a))
$$

and equalities

$$
\alpha_{1}: \prod_{a, b: C_{0}} \prod_{f: \operatorname{hom}_{C}(a, b)} \alpha_{0}(b) \circ F_{1}(f)=G_{1}(f) \circ \alpha_{0}(a) .
$$

Definition 2.9 Let $\alpha: F \rightarrow G$ be a 1-coherent natural transformation between 1coherent functors $F, G: C \rightarrow D$, for $C$ and $D$ 1-coherent categories. An isomorphism structure for $\alpha$ is given by an isomorphism structure for each of its components. A natural isomorphism is given by a natural transformation together with an isomorphism structure.

The following lemma is straightforward.
Lemma 2.10 Let $C$ and $D$ be 1-coherent categories, $F, G, H: C \rightarrow D$ 1-coherent functors, and $\alpha: F \rightarrow G$ and $\beta: G \rightarrow H$ 1-coherent natural transformations. Then, by defining $(\beta \circ \alpha)(c): \equiv \beta(c) \circ \alpha(c)$ and the naturality squares by composing the naturality squares of $\alpha$ and $\beta$, one obtains a natural transformation $\beta \circ \alpha: F \rightarrow H$. Moreover, if both $\alpha$ and $\beta$ are natural isomorphisms, so is $\beta \circ \alpha$.

The following is a 1 -coherent version of the fact that the Yoneda functor is an embedding.

Proposition 2.11 [10] Let $C$ be a 1-coherent category and let $a, b: C_{0}$. Assume given a 1-coherent natural isomorphism $\alpha: \mathcal{Y}^{b} \rightarrow \mathcal{Y}^{a}$. Then $i: \equiv \alpha_{0}(b)\left(\mathrm{id}_{b}\right): \operatorname{hom}_{C}(a, b)$ is part of an isomorphism between $a$ and $b$, and it satisfies, for every $c: C_{0}$,

$$
\alpha_{0}(c)=\lambda g . g \circ i
$$

as maps $\operatorname{hom}_{C}(b, c) \rightarrow \operatorname{hom}_{C}(a, c)$.
The proof is the same as the usual proof, and has been formalized in the HoTT library [10]. Note that we are not claiming that the naturality proofs for $\alpha$ can be recovered using the associativity of composition.

### 2.3 Connected covers

In order to generalize a result of Buchholtz, van Doorn and Rijke (see Theorem 2.19) to the case where $Y$ has no connectivity assumption, we prove some results about connected covers. In this section, we fix $n \geq-1$.

Definition 2.12 A type $X$ is $n$-connected if $\|X\|_{n}$ is contractible.
For $X$ pointed, it is equivalent to require that $\pi_{i}(X)$ be trivial for all $i \leq n$. Every pointed type is $(-1)$-connected.

Definition 2.13 Let $X$ be a pointed type. The $n$-connected cover $X\langle n\rangle$ of $X$ is defined to be the fibre of the pointed map $X \rightarrow_{\bullet}\|X\|_{n}$.

Note that $X\langle n\rangle$ is indeed $n$-connected and that we have a canonical pointed map $i: X\langle n\rangle \rightarrow_{\text {。 }} X$ which induces an equivalence on the homotopy groups $\pi_{k}$ for $k>n$. In fact, this map has a stronger universal property:

Definition 2.14 A pointed map $f: X \rightarrow_{\bullet} Y$ is an $\langle n\rangle$-equivalence if for any pointed, $n$-connected type $Z$, postcomposition by $f$ gives an equivalence

$$
\left(Z \rightarrow_{\bullet} X\right) \xrightarrow{\sim}\left(Z \rightarrow_{\bullet} Y\right)
$$

Lemma 2.15 [4, Lemma 6.2] Let $X$ be a pointed type. Then the map $i: X\langle n\rangle \rightarrow_{\bullet} X$ is an $\langle n\rangle$-equivalence.

It follows that the operation sending $X$ to $X\langle n\rangle$ is functorial in a unique way making $i: X\langle n\rangle \rightarrow_{\bullet} X$ natural, and that a map $f$ is an $\langle n\rangle$-equivalence if and only if $f\langle n\rangle$ is an equivalence.

Note that there is a 1-coherent category with objects all pointed types and morphisms given by pointed functions. We denote this 1 -coherent category by $U_{\text {. }}$. There are 1 -coherent functors $\Sigma, \Omega: U_{\bullet} \rightarrow U_{\bullet}$ forming a 1 -coherent adjunction, in the following sense.

Lemma 2.16 [16, Lemma 6.5.4] Let $X$ and $Y$ be pointed types. There is an equivalence

$$
\left(\Sigma X \rightarrow_{\bullet} Y\right) \simeq\left(X \rightarrow_{\bullet} \Omega Y\right)
$$

natural in $X$ and $Y$. Here, we are interpreting $\left(\Sigma(-) \rightarrow_{\bullet}-\right)$ and $\left(-\rightarrow_{\bullet} \Omega(-)\right)$ as 1 -coherent functors $U_{\bullet}^{o p} \times U_{\bullet} \rightarrow U$.

The naturality is not proven in [16], but is proven in the HoTT library [10].
The following two facts will be used in Proposition 2.23.
Proposition 2.17 Let $f: X \rightarrow_{\bullet} Y$ be a pointed map. If $f$ is an $\langle n+1\rangle$-equivalence, then $\Omega f$ is an $\langle n\rangle$-equivalence.

Proof Let $A$ be an $n$-connected, pointed type. By naturality of the adjunction between suspension and loops (Lemma 2.16), we have a commutative square

in which the vertical maps are equivalences. Since the suspension of an $n$-connected type is $(n+1)$-connected, the top map is also an equivalence. Therefore, the bottom map is an equivalence, as required.

Proposition 2.18 Let $f: X \rightarrow_{\bullet} Y$ be a pointed map. If $f$ is a $\langle-1\rangle$-equivalence, then $f$ is an equivalence.

Proof Since $S^{0}$ is $(-1)$-connected, we know that $f$ induces an equivalence

$$
\left(S^{0} \rightarrow_{\bullet} X\right) \rightarrow_{\bullet}\left(S^{0} \rightarrow_{\bullet} Y\right)
$$

Moreover, $\left(S^{0} \rightarrow_{\bullet} Z\right)$ is equivalent to $Z$ for any pointed type $Z$, and this equivalence is natural. It follows that $f$ is an equivalence.

This also follows from the facts that $Z\langle-1\rangle \rightarrow_{.} Z$ is an equivalence for any pointed $Z$, and that $f\langle-1\rangle$ is an equivalence.

### 2.4 Loop spaces and magmas

In this section, we study loop spaces and the natural magma structures that they carry and define the map smashing that plays an important role in this paper. We begin by generalizing the following result of Buchholtz, van Doorn and Rijke.

Theorem 2.19 [4, Theorem 5.1] Let $n \geq 1$. For $X$ and $Y$ pointed, $(n-1)$-connected, n-truncated types, the map

$$
\Omega^{n}:\left(X \rightarrow_{\bullet} Y\right) \longrightarrow_{\bullet}\left(\Omega^{n} X \rightarrow_{\operatorname{Grp}} \Omega^{n} Y\right)
$$

is an equivalence.

In order to state our generalization, we introduce the notion of magma.
Definition 2.20 A magma is given by a type $X$ together with an operation

$$
\cdot X: X \times X \rightarrow X
$$

A map of magmas is given by a map $f: X \rightarrow Y$ between the underlying types that merely respects the operations. More formally, we define

$$
X \rightarrow \operatorname{Mgm} Y:=\sum_{(f: X \rightarrow Y)}\left\|\prod_{\left(x, x^{\prime}: X\right)} f\left(x \cdot X x^{\prime}\right)=f(x) \cdot Y f\left(x^{\prime}\right)\right\|_{-1} .
$$

An equivalence of magmas is a map of magmas whose underlying map is an equivalence. We write $X \simeq_{\text {Mgm }} Y$ for the type of magma equivalences from $X$ to $Y$. Magmas form
a 1 -coherent category that we denote by Mgm. We will omit the subscript on the operation - when it is clear from context.

The propositional truncation in the definition of magma map is a technical trick to simplify the formalization. With our definition, the type of equalities between magma maps is equivalent to the type of equalities between the underlying maps. All of our results should go through without the truncation, but omitting it leads to path algebra that is not needed in order to get our later results. The maps we are considering should be called "weak magma maps", but since they are the only maps we use, we simply call them "magma maps" in this paper.

Definition 2.21 A pointed magma is a magma $X$ with a chosen point $x_{0}: X$ and an equality $x_{0} \cdot x_{0}=x_{0}$. A map of pointed magmas is a pointed map $f: X \rightarrow_{\bullet} Y$ whose underlying map $f: X \rightarrow Y$ is a map of magmas. We write $X \rightarrow_{\mathrm{Mgm}_{\bullet}} Y$ for the type of pointed magma maps. An equivalence of pointed magmas is a map of pointed magmas whose underlying map is an equivalence. We write $X \simeq{ }_{\mathrm{Mgm}}^{\bullet}$. $Y$ for the type of pointed magma equivalences. Pointed magmas form a 1 -coherent category, which we denote by Mgm.

There are no propositional truncations in the above definition, except for the one in the definition of magma map.

Remark 2.22 The loop space $\Omega X$ is a pointed magma for any pointed type $X$, with path concatenation as the operation, reflexivity as the basepoint, and a higher reflexivity as the proof that the basepoint is idempotent. There is a natural map $\Omega:\left(X \rightarrow_{\bullet} Y\right) \rightarrow_{\bullet}\left(\Omega X \rightarrow_{\mathrm{Mgm}_{\bullet}} \Omega Y\right)$, which can be iterated. Any magma map $\Omega X \rightarrow_{\mathrm{Mgm}} \Omega Y$ induces a group homomorphism $\pi_{1}(X) \rightarrow_{\operatorname{Grp}} \pi_{1}(Y)$. Also note that for groups $G$ and $H,\left(G \rightarrow_{\operatorname{Grp}} H\right) \simeq\left(G \rightarrow_{\mathrm{Mgm}} H\right)$, where we write $G \rightarrow_{\mathrm{Grp}} H$ for the type of group homomorphisms. (We assume that all groups have an underlying type that is a set, which means that the propositional truncation can be removed.)

When $X$ is a pointed magma and $G$ is a group, every magma map $X \rightarrow_{\mathrm{Mgm}} G$ can be made pointed in a unique way, so the forgetful map $\left(X \rightarrow_{\mathrm{Mgm}_{\bullet}} G\right) \rightarrow\left(X \rightarrow_{\mathrm{Mgm}} G\right)$ is an equivalence.

When $A$ is a pointed type and $X$ is a pointed magma, the type $A \rightarrow_{\bullet} X$ of pointed maps is a pointed magma under the pointwise operation. The requirement that the basepoint $x_{0}: X$ be idempotent ensures that for $f, g: A \rightarrow_{\bullet} X, f \cdot g$ is again pointed: $(f \cdot g)\left(a_{0}\right) \equiv f\left(a_{0}\right) \cdot g\left(a_{0}\right)=x_{0} \cdot x_{0}=x_{0}$.

Similarly, when $Y$ is a pointed magma and $Z$ is a pointed type, the type $Y \rightarrow_{\mathrm{Mgm}_{\bullet}} \Omega^{2} Z$ of pointed magma maps and the type $Y \rightarrow_{\mathrm{Mgm}} \Omega^{2} Z$ of all magma maps are pointed magmas under the pointwise operation. This uses that path composition in the double loop space is commutative (by Eckmann-Hilton) and associative. (More precisely, we only use that the operation is merely commutative and merely associative, which will be convenient in Definition 2.26.)

With this background, we can now state our first generalization of Theorem 2.19.
Proposition 2.23 Let $n \geq 1$, let $X$ be a pointed, ( $n-1$ )-connected type, and let $Y$ be a pointed, $n$-truncated type. Then the map

$$
\Omega^{n}:\left(X \rightarrow_{\bullet} Y\right) \xrightarrow{\sim}\left(\Omega^{n} X \rightarrow_{\mathrm{Mgm}} \Omega^{n} Y\right)
$$

is an equivalence, natural in $X$ and $Y$. Similarly,

$$
\Omega^{n}:\left(X \rightarrow_{\bullet} Y\right) \xrightarrow{\sim}\left(\Omega^{n} X \rightarrow_{\mathrm{Mgm}_{\bullet}} \Omega^{n} Y\right)
$$

is a natural equivalence.
Proof Since $\Omega^{n} Y$ is a group, the second equivalence follows from the first, using Remark 2.22, so we focus on the first one. By the functoriality of $\Omega^{n}$, the diagram

commutes, where the vertical maps are induced by the maps $|-|_{n}: X \rightarrow_{\bullet}\|X\|_{n}$ and $i: Y\langle n-1\rangle \rightarrow_{.} Y$. The vertical maps on the left are equivalences by the universal properties of truncations and of connected covers.
To see that the upper vertical map on the right is an equivalence, let $f$ denote the map $\Omega^{n}\left(|-|_{n}\right): \Omega^{n} X \rightarrow . \Omega^{n}\left(\|X\|_{n}\right)$. This map is 0 -connected, since $|-|_{n}$ is $n$-connected and $\Omega$ decreases connectivity. Since $\Omega^{n} Y$ is a set, it follows that $f$ induces an equivalence $\left(\Omega^{n}\left(\|X\|_{n}\right) \rightarrow \Omega^{n} Y\right) \rightarrow\left(\Omega^{n}(X) \rightarrow \Omega^{n} Y\right)$. Given $g: \Omega^{n}\left(\|X\|_{n}\right) \rightarrow \Omega^{n} Y$, we need to show that $g$ merely preserves the magma structures if and only if $g \circ f$ merely preserves the magma structures. The map $f$ induces an equivalence

$$
\left(\prod_{a, b: \Omega^{n}\left(\|X\|_{n}\right)} g(a \cdot b)=g(a) \cdot g(b)\right) \simeq\left(\prod_{a, b: \Omega^{n}(X)} g(f(a) \cdot f(b))=g(f(a)) \cdot g(f(b))\right)
$$

since $f$ is 0 -connected and the identity types are sets (in fact, propositions). Note that $f$, being defined using the functoriality of $\Omega$, preserves the concatenation operation (without any propositional truncation). It follows that the type on the right is equivalent to the type of proofs that $g \circ f$ preserves the magma structure. Therefore, the propositional truncations are also equivalent, so $f$ induces an equivalence on the types of magma maps.

The lower vertical map on the right is an equivalence since $\Omega^{n}(i)$ is an equivalence of magmas: it is certainly a map of magmas, and the fact that it is an equivalence follows from Propositions 2.17 and 2.18.

The bottom horizontal map is an equivalence by Theorem 2.19, and so the top horizontal map is an equivalence, as required.

The fact that $\Omega^{n}$ is natural in $X$ and $Y$ follows from the functoriality of $\Omega^{n}$ as an operation from pointed maps to magma maps, which is straightforward to check.

Our next goal is to define the map smashing, using the following lemmas.

Lemma 2.24 Let $n \geq 1$ and let $Y$ and $Z$ be pointed types. Then there is an equivalence of pointed magmas

$$
\Omega^{n}\left(Y \rightarrow_{\bullet} Z\right) \simeq_{\operatorname{Mgm}_{\bullet}}\left(Y \rightarrow_{\bullet} \Omega^{n} Z\right),
$$

natural in $Y$ and $Z$. Here we are regarding $\Omega^{n}\left(-\rightarrow_{\bullet}-\right)$ and $\rightarrow_{\bullet} \Omega^{n}(-)$ as $1-$ coherent functors $\mathrm{U}_{\bullet} \times \mathrm{U}_{\bullet} \rightarrow \mathrm{Mgm}_{\bullet}$.

On the right-hand side, we are using the pointwise magma structure described in Remark 2.22.

Proof We prove this for $n=1$, and then iterate, using that the functor $\Omega$ sends pointed equivalences to equivalences of pointed magmas.

In order to prove that our equivalence respects the magma structures, it is best to generalize: for $f, g: Y \rightarrow . Z$ we define an equivalence

$$
\varphi:(f=g) \xrightarrow{\sim} \sum_{K: f \sim g} K\left(y_{0}\right)=f_{0} \cdot g_{0}^{-1} .
$$

Here $K$ is a homotopy, $y_{0}$ is the basepoint of $Y$, and $f_{0}$ and $g_{0}$ are the paths witnessing that $f$ and $g$ are pointed. This equivalence is a variant of the standard result that
equalities of pointed maps are equivalent to pointed homotopies; the particular choice of the right-hand side means that when $f$ and $g$ are the constant map $Y \rightarrow_{\bullet} Z$ pointed by refl, we obtain a pointed equivalence

$$
\Omega\left(Y \rightarrow_{\bullet} Z\right) \simeq_{\bullet}\left(Y \rightarrow_{\bullet} \Omega Z\right)
$$

Our pointed homotopies can be composed, and we show that $\varphi$ sends composition of paths to composition of homotopies by first doing induction on the paths to reduce the goal to

$$
\varphi(\text { refl })=\varphi(\text { refl }) \cdot \varphi(\text { refl })
$$

and then using path induction to assume that $f_{0}$ is refl. We conclude that

$$
\Omega\left(Y \rightarrow_{\bullet} Z\right) \simeq_{M g m_{\bullet}}\left(Y \rightarrow_{\bullet} \Omega Z\right)
$$

To prove naturality in $Y$, consider a pointed map $h: Y \rightarrow_{\bullet} Y^{\prime}$. We must show that the following square commutes:


By path induction, we can assume that $h$ is strictly pointed, ie that the given path $h_{0}: h\left(y_{0}\right)=y_{0}^{\prime}$ is reflexivity. In this case, writing $c: Y \rightarrow_{\bullet} Z$ and $c^{\prime}: Y^{\prime} \rightarrow_{\bullet} Z$ for the constant maps, we have that $c^{\prime} \circ h$ and $c$ are definitionally equal as pointed maps. Therefore, the corners and vertical maps in the required square are definitionally equal to those in the square

where $\sim_{\text {. }}$ denotes the type of pointed homotopies defined above, and $\mathrm{wh}_{h}$ denotes prewhiskering with $h$. One can check that the horizontal arrows are homotopic to those in the required square, so it remains to show that the new square commutes. To show this, one generalizes from $c^{\prime}=c^{\prime}$ to $f=g$, in which case the commutativity follows by path induction.

The proof of naturality in $Z$ is very similar. Since both naturalities have been formalized, we give no further details.

Lemma 2.25 Let $n, m \geq 1$ and let $Y$ and $Z$ be pointed types. The action of $\Omega^{m}$ on maps gives a pointed magma map

$$
\left(Y \rightarrow_{\bullet} \Omega^{n} Z\right) \longrightarrow_{\mathrm{Mgm}_{\bullet}}\left(\Omega^{m} Y \rightarrow_{\mathrm{Mgm}_{\bullet}} \Omega^{m} \Omega^{n} Z\right)
$$

Moreover, the forgetful maps

$$
\left(\Omega^{m} Y \rightarrow_{\mathrm{Mgm}_{\bullet}} \Omega^{m} \Omega^{n} Z\right) \longrightarrow_{\mathrm{Mgm}_{\bullet}}\left(\Omega^{m} Y \rightarrow_{\mathrm{Mgm}} \Omega^{m} \Omega^{n} Z\right)
$$

and

$$
\left(\Omega^{m} Y \rightarrow_{\mathrm{Mgm}_{\bullet}} \Omega^{m} \Omega^{n} Z\right) \longrightarrow_{\mathrm{Mgm}_{\bullet}}\left(\Omega^{m} Y \rightarrow_{\bullet} \Omega^{m} \Omega^{n} Z\right)
$$

are also pointed magma maps. In all cases, we are using the pointwise magma structure described in Remark 2.22. These maps are all natural.

Proof That the forgetful maps are natural pointed magma maps is straightforward, so we focus on the first map. By replacing $Z$ with $\Omega^{n-1} Z$, we can assume that $n=1$. To prove that $\Omega^{m}$ is a natural pointed magma map, we induct on $m$. For the inductive step, we define $\Omega^{m+1}$ to be the composite

$$
\begin{aligned}
(Y \rightarrow . \Omega Z) \xrightarrow{\Omega^{m}}\left(\Omega^{m} Y\right. & \left.\rightarrow_{\operatorname{Mgm}} \Omega^{m} \Omega Z\right) \\
& \longrightarrow\left(\Omega^{m} Y \rightarrow_{\bullet} \Omega^{m} \Omega Z\right) \xrightarrow{\Omega}\left(\Omega^{m+1} Y \rightarrow_{M_{g m}} \Omega^{m+1} \Omega Z\right)
\end{aligned}
$$

so that the claim follows from the inductive hypothesis, the fact that the middle forgetful map is a natural pointed magma map, and the $m=1$ case.

It remains to prove the $m=1$ case. It is easy to see that for $f: Y \rightarrow_{.} \Omega Z, \Omega f$ is a pointed magma map. Next we must show that given $f, g: Y \rightarrow_{\bullet} \Omega Z, \Omega(f \cdot g)$ and $(\Omega f) \cdot(\Omega g)$ are equal as pointed magma maps, where $\cdot$ denotes the pointwise operations. Because we are using weak magma maps, it is equivalent to show that these two maps are equal as pointed maps, or in other words that there is a pointed homotopy $\Omega(f \cdot g) \sim_{\bullet}(\Omega f) \cdot(\Omega g)$. The underlying homotopy involves some path algebra, and ultimately follows from the fact that horizontal and vertical composition agree in the codomain, which is a double-loop space. The pointedness of the homotopy follows by a simple path induction on the paths $f\left(y_{0}\right)=$ refl and $g\left(y_{0}\right)=$ refl, after generalizing $f\left(y_{0}\right)$ and $g\left(y_{0}\right)$ to arbitrary loops. The argument in this paragraph has been formalized.

The naturality of $\Omega$ follows from the fact that for pointed maps $h$ and $k$,

$$
\Omega(h \circ k)=\Omega(h) \circ \Omega(k)
$$

as pointed maps, where again we are taking advantage of the fact that we are using weak magma maps.

Definition 2.26 For pointed types $X, Y$, and $Z$ and natural numbers $n, m \geq 1$, we have maps

$$
\begin{align*}
\left(X \rightarrow_{\bullet} Y \rightarrow_{\bullet} Z\right) & \longrightarrow\left(\Omega^{n} X \rightarrow_{\operatorname{Mgm}} \Omega^{n}\left(Y \rightarrow_{\bullet} Z\right)\right)  \tag{2-1}\\
& \longrightarrow\left(\Omega^{n} X \rightarrow_{\operatorname{Mgm}}\left(Y \rightarrow_{\bullet} \Omega^{n} Z\right)\right) \\
& \longrightarrow\left(\Omega ^ { n } X \rightarrow _ { \operatorname { M g m } } \left(\Omega^{m} Y \rightarrow_{\operatorname{Mgm}}^{\bullet}\right.\right. \\
& \left.\left.\Omega^{m} \Omega^{n} Z\right)\right) \\
& \longrightarrow\left(\Omega ^ { n } X \rightarrow _ { \operatorname { M g m } } \left(\Omega^{m} Y \rightarrow_{\operatorname{Mgm}}^{\bullet}\right.\right. \\
& \left.\left.\Omega^{n+m} Z\right)\right) \\
& \longrightarrow\left(\pi_{n}(X) \rightarrow_{\operatorname{Grp}} \pi_{m}(Y) \rightarrow_{\operatorname{Grp}} \pi_{n+m}(Z)\right) .
\end{align*}
$$

These maps are natural in $X, Y$, and $Z$. The first and third arrows apply $\Omega^{n}$ and $\Omega^{m}$ to morphisms, using Lemma 2.25. The second arrow is an equivalence by Lemma 2.24. To understand the fourth arrow, write $m=k+1$ for some $k: \mathbb{N}$. Then $\Omega^{k} \Omega^{n} Z=\Omega^{n+k} Z$ as pointed types. Applying $\Omega$ on the outside, we see that $\Omega^{m} \Omega^{n} Z=\Omega^{n+m} Z$ as magmas. Since the magma structure on the set of magma maps only uses that the iterated loop space is merely commutative and merely associative, we can conclude that $\left(\Omega^{m} Y \rightarrow_{\mathrm{Mgm}}^{\mathbf{\bullet}}, ~ \Omega^{m} \Omega^{n} Z\right)=\left(\Omega^{m} Y \rightarrow_{\mathrm{Mgm}}^{\mathbf{\bullet}}, ~ \Omega^{n+m} Z\right)$ as magmas. From this we deduce the required equivalence. The fifth arrow applies 0 -truncation on the inside and then on the outside. Let

$$
\text { smashing: } \left.\left(X \rightarrow_{\bullet} Y \rightarrow_{\bullet} Z\right) \longrightarrow_{\left(\pi_{n}(X)\right.} \rightarrow_{\operatorname{Grp}} \pi_{m}(Y) \rightarrow_{\operatorname{Grp}} \pi_{n+m}(Z)\right)
$$

denote the composite.

The map smashing corresponds to the following construction in topology, which uses the smash product from the next section. Given a map $f: X \rightarrow_{\mathbf{\bullet}} Y \rightarrow_{\mathbf{\bullet}} Z$ and homotopy classes $\alpha: \pi_{n}(X)$ and $\beta: \pi_{m}(Y)$, one can smash representatives of the homotopy classes together to get an element $\alpha \wedge \beta: \pi_{n+m}(X \wedge Y)$. The adjoint $X \wedge Y \rightarrow$. $Z$ of $f$ then induces a map taking this to an element of $\pi_{n+m}(Z)$ which (up to sign) is smashing $(f, \alpha, \beta)$. This correspondence motivates the name.

Since we'll use it several times, we quote the following result from [4].

Lemma 2.27 [4, Corollary 4.3] Let $m \geq 0$ and $n \geq-1$. If $Y$ is a pointed, $(m-1)-$ connected type and $Z$ is a pointed, $(n+m)$-truncated type, then the type $Y \rightarrow . Z$ is n-truncated.

The last result in this section plays an important role in our proof, and can be thought of as a generalization of Theorem 2.19 to functions with two arguments.

Theorem 2.28 Let $n, m \geq 1$. If $X$ is a pointed $(n-1)$-connected type, $Y$ is a pointed ( $m-1$ )-connected type, and $Z$ is a pointed $(n+m)$-truncated type, then the map smashing is an equivalence.

Proof The first arrow in (2-1) is an equivalence by Lemma 2.27 and Proposition 2.23. The third arrow is an equivalence by Proposition 2.23. To show that the fifth arrow is an equivalence, one uses the same methods as in the proof of Proposition 2.23, using that $\Omega^{n+m} Z$ is a set.

### 2.5 The connectivity of smash products

We recall some basic facts about smash products, and then prove a result about their connectivity.

Definition 2.29 For pointed types $X$ and $Y$, the smash product $X \wedge Y$ is defined to be the higher inductive type with constructors:

- sm: $X \times Y \rightarrow X \wedge Y$,
- auxl: $X \wedge Y$,
- auxr: $X \wedge Y$,
- gluel $: \prod_{(y: Y)} \mathrm{sm}\left(x_{0}, y\right)=$ auxl,
- gluer $: \prod_{(x: X)} \operatorname{sm}\left(x, y_{0}\right)=$ auxr.

The smash product is pointed by $\operatorname{sm}\left(x_{0}, y_{0}\right)$. It has the expected induction principle.

It is straightforward to see that the smash product is a functor. That is, given pointed maps $f: X \rightarrow_{\bullet} X^{\prime}$ and $g: Y \rightarrow_{\bullet} Y^{\prime}$ between pointed types, there is a pointed map $f \wedge g: X \wedge Y \rightarrow_{\bullet} X^{\prime} \wedge Y^{\prime}$ defined by induction on the smash product in the evident way, and this operation respects identity maps and composition.

Given pointed types $X$ and $Y$, the constructors of the smash product $X \wedge Y$ combine to give a map $X \rightarrow_{\bullet}\left(Y \rightarrow_{\bullet} X \wedge Y\right)$, which we now describe.

Definition 2.30 Let $X, Y: \mathcal{U}_{\mathbf{0}}$. Currying the constructor sm, we get a map

$$
X \rightarrow(Y \rightarrow X \wedge Y)
$$

Using the constructor gluer twice, this map lifts to a map $X \rightarrow\left(Y \rightarrow_{\bullet} X \wedge Y\right)$. Similarly, using gluel, this last map lifts to a map sm。: $X \rightarrow_{\bullet}\left(Y \rightarrow_{\bullet} X \wedge Y\right)$.

The following adjunction between pointed maps and smash products is fundamental to our work.

Lemma 2.31 [8, Theorem 4.3.28] Let $X, Y$, and $Z$ be pointed types. The map

$$
\left(X \wedge Y \rightarrow_{\bullet} Z\right) \longrightarrow_{\bullet}\left(X \rightarrow_{\bullet}\left(Y \rightarrow_{\bullet} Z\right)\right)
$$

induced by precomposition with sm. is a pointed equivalence, natural in $X, Y$, and $Z$. Here, we are interpreting $\left(-\wedge-\rightarrow_{\bullet}-\right)$ and $\left(-\rightarrow_{\bullet}\left(-\rightarrow_{\bullet}-\right)\right)$ as $1-$ coherent functors $\mathrm{U}_{\bullet}^{\mathrm{OP}} \times \mathrm{U}_{\bullet}^{\mathrm{OP}} \times \mathrm{U}_{\bullet} \rightarrow \mathrm{U}_{\bullet}$.

Note that, by construction, sm. $: X \rightarrow_{\bullet} Y \rightarrow_{\bullet} X \wedge Y$ is the adjunct of the identity map $X \wedge Y \rightarrow_{\bullet} X \wedge Y$.

In the form stated here, Lemma 2.31 has been formalized [8]. A stronger statement, which roughly involves regarding the category $U_{\text {• }}$ as being enriched over $U_{0}$, has not yet been proven, but we do not use this stronger form.

We now give a bound on the connectivity of smash products, proving the first part of Theorem S from the introduction.

Corollary 2.32 Let $n, m \geq 0$, let $X$ be a pointed, $(n-1)$-connected type, and let $Y$ be a pointed, $(m-1)-$ connected type. Then $X \wedge Y$ is $(n+m-1)-$ connected.

Proof It is enough to show that the truncation map $X \wedge Y \rightarrow\|X \wedge Y\|_{n+m-1}$ is nullhomotopic. Since the truncation map is pointed, this follows from the following more general fact: for any pointed, $(n+m-1)$-truncated type $Z$, the type $X \wedge Y \rightarrow_{\bullet} Z$ is contractible. Indeed, by Lemma 2.31, we have $\left(X \wedge Y \rightarrow_{\bullet} Z\right) \simeq\left(X \rightarrow_{\bullet} Y \rightarrow_{\bullet} Z\right)$. By Lemma 2.27, the type $Y \rightarrow_{\bullet} Z$ is $(n-1)-$ truncated. Therefore, using Lemma 2.27 again, we see that the type $X \rightarrow_{\bullet} Y \rightarrow_{\bullet} Z$ is $(-1)$-truncated, and thus contractible, since any pointed mapping space is inhabited.

### 2.6 Abelianization

In this section, we introduce the notion of abelianization, and give an efficient construction of the abelianization of a group.

Definition 2.33 Given a group $G$, an abelianization of $G$ consists of an abelian group $A$ together with a homomorphism $\eta: G \rightarrow_{\mathrm{Grp}} A$, initial among homomorphisms to abelian groups. In other words, for each abelian group $B$ and homomorphism $h: G \rightarrow_{\mathrm{Grp}} B$, the type $\sum_{(f: A \rightarrow B)} h=f \circ \eta$ is contractible.

Since the type of abelianizations of a given group is a mere proposition, we abuse notation and denote any such abelianization by $G \rightarrow G^{\mathrm{ab}}$.

Remark 2.34 The existence of abelianizations can be proved in several different ways. One could mimic the classical definition, describing $G^{\text {ab }}$ as the quotient of $G$ by the subgroup generated by commutators, but this is awkward to work with constructively. A second method that clearly works is to define $G^{\mathrm{ab}}$ as a higher inductive type with a point constructor $\eta: G \rightarrow G^{\mathrm{ab}}$, a point constructor giving $G^{\mathrm{ab}}$ an identity element, recursive point constructors giving addition and inverses in $G^{\mathrm{ab}}$, recursive path constructors showing that the group laws hold and that the operation is abelian, a path constructor showing that $\eta$ is a homomorphism, and a recursive path constructor forcing $G^{\mathrm{ab}}$ to be a set. While there is no doubt that this will work, it is difficult to use in practice because of the number of constructors and the fact that many of them are recursive.

A much simpler construction is as the higher inductive type with the constructors

- $\eta: G \rightarrow G^{\mathrm{ab}}$,
- comm : $\prod_{a, b, c: G} \eta(a \cdot(b \cdot c))=\eta(a \cdot(c \cdot b))$,
- isset $: \prod_{x, y: G^{\mathrm{ab}}} \prod_{p, q: x=y} p=q$.

Equivalently, this is the 0 -truncation of the coequalizer of the two obvious maps $G \times G \times G \rightarrow G$. Using either description, it is straightforward to show that $G^{\mathrm{ab}}$ has a unique group structure making $\eta$ a group homomorphism, that this group structure is abelian, and that $\eta$ satisfies the universal property. We don't give further details here, since this has been formalized by Ali Caglayan in the HoTT library [10].

Given a group homomorphism $f: G \rightarrow \operatorname{Grp} H$, there is a unique group homomorphism $f^{\mathrm{ab}}: G^{\mathrm{ab}} \rightarrow_{\mathrm{Grp}} H^{\mathrm{ab}}$ making the square

commute. This makes abelianization into a functor and $\eta$ into a natural transformation.

### 2.7 Tensor products

In this section, we define tensor products and use them to complete the proof of Theorem S.

Recall that for a group $G$ and an abelian group $H$, the set $G \rightarrow \operatorname{Grp} H$ is an abelian group. The group operation is given by $(\varphi+\psi)(g): \equiv \varphi(g)+\psi(g)$, and the inverse by $(-\psi)(g): \equiv-\psi(g)$, along with the natural proofs that these are homomorphisms.

Definition 2.35 Given abelian groups $A$ and $B$, a tensor product of $A$ and $B$ consists of an abelian group $T$ together with a map $t: A \rightarrow \operatorname{Grp} B \rightarrow_{\mathrm{Grp}} T$ such that for any abelian group $C$ the map

$$
t^{*}:(T \rightarrow \mathrm{Grp} C) \longrightarrow\left(A \rightarrow_{\mathrm{Grp}} B \rightarrow_{\mathrm{Grp}} C\right)
$$

given by composition with $t$ is an equivalence.

One can show in a straightforward way that tensor products exist, although we don't need this, and in fact the existence follows from Theorem 2.38. Moreover, the type of tensor products of a given pair of abelian groups is a mere proposition. We denote any such tensor product by $A \otimes B$. Given $a: A$, and $b: B$, we form the elementary tensor $a \otimes b: A \otimes B$ as $a \otimes b: \equiv t(a, b)$.

Example 2.36 Let $A$ : Ab. Then $A \simeq A \otimes \mathbb{Z}$, and the isomorphism is given by mapping $a: A$ to $a \otimes 1$. This follows from the fact that $\mathbb{Z}$ represents the identity; that is, $(\mathbb{Z} \rightarrow \operatorname{Grp} C) \simeq_{G r p} C$ for any $C: A b$, where the isomorphism is given by mapping $f: \mathbb{Z} \rightarrow \operatorname{Grp} C$ to $f(1)$.

Lemma 2.37 Let $A, B, C: \mathrm{Ab}$, and $\varphi, \psi: A \otimes B \rightarrow \mathrm{Grp}_{\mathrm{p}} C$. If for every $a: A$ and $b: B$ we have $\varphi(a \otimes b)=\psi(a \otimes b)$, then $\varphi=\psi$.

Proof By construction, we have $\varphi(a \otimes b)=t^{*}(\varphi)(a, b)$ and $\psi(a \otimes b)=t^{*}(\psi)(a, b)$. By assumption and function extensionality, we have $t^{*}(\varphi)=t^{*}(\psi)$, and since $t^{*}$ is an equivalence, we deduce that $\varphi=\psi$.

A key step towards proving the Hurewicz theorem is constructing a map

$$
\pi_{n}(X)^{\mathrm{ab}} \otimes \pi_{m}(Y)^{\mathrm{ab}} \rightarrow_{\operatorname{Grp}} \pi_{n+m}(X \wedge Y)
$$

natural in the pointed types $X$ and $Y$, and proving that this map is an equivalence under connectivity assumptions on $X$ and $Y$. Equivalently, we are looking for a map $\pi_{n}(X)^{\mathrm{ab}} \rightarrow_{\mathrm{Grp}} \pi_{m}(Y)^{\mathrm{ab}} \rightarrow_{\mathrm{Grp}} \pi_{n+m}(X \wedge Y)$ that is a tensor product under these assumptions.

In order to do this, observe that, for $G$ and $H$ groups and $A$ an abelian group, we have an equivalence

$$
\left(G^{\mathrm{ab}} \rightarrow_{\operatorname{Grp}} H^{\mathrm{ab}} \rightarrow_{\operatorname{Grp}} A\right) \xrightarrow{\sim}\left(G \rightarrow_{\operatorname{Grp}} H \rightarrow_{\operatorname{Grp}} A\right),
$$

given by precomposition with the corresponding abelianization maps. Applying the smashing map from Definition 2.26 to the map sm. $: X \rightarrow_{\bullet} Y \rightarrow_{\bullet} X \wedge Y$ from Definition 2.30 and using the above observation, we get a natural map

$$
t_{X, Y}: \pi_{n}(X)^{\mathrm{ab}} \rightarrow_{\operatorname{Grp}} \pi_{m}(Y)^{\mathrm{ab}} \rightarrow_{\mathrm{Grp}} \pi_{n+m}(X \wedge Y)
$$

Theorem 2.38 Let $n, m \geq 1$, let $X$ be a pointed, $(n-1)$-connected type, and let $Y$ be a pointed, $(m-1)$-connected type. Then the map $t_{X, Y}$ exhibits $\pi_{n+m}(X \wedge Y)$ as the tensor product of $\pi_{n}(X)^{\mathrm{ab}}$ and $\pi_{m}(Y)^{\mathrm{ab}}$.

This implies in particular that tensor products of abelian groups exist.

Proof Given an abelian group $C$, we must show that the map

$$
t_{X, Y}^{*}:\left(\pi_{n+m}(X \wedge Y) \rightarrow_{\mathrm{Grp}} C\right) \longrightarrow\left(\pi_{n}(X)^{\mathrm{ab}} \rightarrow_{\mathrm{Grp}} \pi_{m}(Y)^{\mathrm{ab}} \rightarrow_{\mathrm{Grp}} C\right)
$$

is an equivalence. The following diagram will let us show that $t_{X, Y}^{*}$ is homotopic to a map that is easily proven to be an equivalence. Let $h: \pi_{n+m}(X \wedge Y) \rightarrow_{\mathrm{Grp}} C$ and consider the diagram


We explain the diagram. The right-hand vertical arrow at the top is an equivalence by Corollary 2.32 and Proposition 2.23, and also implicitly uses a chosen equivalence $e: \pi_{n+m}(K(C, n+m)) \simeq C$. The unlabeled vertical arrows bordering the first square are the adjunction from Lemma 2.31. The vertical arrows labelled smashing are from Definition 2.26; the right-hand one uses $e$ and is an equivalence by Theorem 2.28. The
unlabeled vertical arrows at the bottom are from the universal property of abelianization. The horizontal maps labelled $h_{*}$ are postcomposition by $h$. The horizontal maps labelled $h_{*}^{\prime}$ are postcomposition with the map $h^{\prime}: X \wedge Y \rightarrow_{\bullet} K(C, n+m)$ which corresponds to $h$ under the displayed equivalence $\pi_{n+m}$. It is straightforward to check that the three squares commute.

The right-hand column is an equivalence which we will show is homotopic to $t_{X, Y}^{*}$. Consider the identity map id $X \wedge Y$ at the top of the left-hand side. Its image in the bottom left corner is $t_{X, Y}$, and the image of $t_{X, Y}$ under $h_{*}$ is equal to the image of $h$ under $t_{X, Y}^{*}$. By definition of $h^{\prime}$, the image of $\mathrm{id}_{X \wedge Y}$ in the top-right corner is $h$. So the right-hand column sends $h$ to $t_{X, Y}^{*}(h)$. That is, the composite vertical equivalence is homotopic to $t_{X, Y}^{*}$.

### 2.8 Smash products, truncation, and suspension

The goal of this section is to prove a result about the interaction of smash products and truncation, and a result about the interaction of smash products and suspension. Both results make use of the symmetry of the smash product, so we begin with that.

Definition 2.39 Given pointed types $X$ and $Y$, there is a pointed map

$$
\tau: X \wedge Y \rightarrow_{\bullet} Y \wedge X
$$

defined by induction on the smash product in the following way:

- $\tau(\operatorname{sm}(x, y)): \equiv \operatorname{sm}(y, x)$,
- $\tau($ auxl $): \equiv$ auxr,
- $\tau$ (auxr) $: \equiv$ auxl,
- $\mathrm{ap}_{\tau}($ gluel $y):=$ gluer $y$,
- $\mathrm{ap}_{\tau}($ gluer $x):=$ gluel $x$.

It is pointed by refl ${ }_{\mathrm{sm}}\left(y_{0}, x_{0}\right)$.
Lemma 2.40 For pointed types $X$ and $Y$, the composite $\tau \circ \tau: X \wedge Y \rightarrow$. $X \wedge Y$ is pointed homotopic to the identity. In particular, the map $\tau$ is an equivalence.

Proof We first show that for every $z: X \wedge Y, \tau(\tau(z))=z$. We prove this using the induction principle for smash products. For the three point-constructors, this holds definitionally. The two 1-dimensional constructors are similar, so we only consider the first one. We must show that for each $y: Y$,

$$
\operatorname{transport}^{z \mapsto \tau(\tau(z))=z}\left(\text { gluel } y, \operatorname{refl}_{\mathrm{sm}}\left(x_{0}, y\right)\right)=\operatorname{refl}_{\mathrm{auxl}} .
$$

By a calculation similar to those in [16, Section 2.11], the left-hand side is equal to

$$
\operatorname{ap}_{\tau}\left(\operatorname{ap}_{\tau}(\text { gluel } y)\right)^{-1} \cdot \operatorname{refl}_{\mathrm{sm}}\left(x_{0}, y\right) \cdot \text { gluel } y
$$

By the definition of $\tau$ in Definition 2.39, this is equal to

$$
(\text { gluel } y)^{-1} \cdot \operatorname{refl}_{\mathrm{sm}}\left(x_{0}, y\right) \cdot \text { gluel } y
$$

which is equal to refl ${ }_{a u x}$, as required.
We must also show that this homotopy is pointed. Up to definitional equality, this amounts to showing that refl $\mathrm{sm}_{\mathrm{sm}}\left(x_{0}, y_{0}\right)=\operatorname{refl}_{\mathrm{sm}}\left(x_{0}, y_{0}\right)$, which is true by reflexivity.

Next we show that the map $\tau$ is natural.
Lemma 2.41 Given pointed maps $f: X \rightarrow_{\bullet} X^{\prime}$ and $g: Y \rightarrow_{\bullet} Y^{\prime}$ between pointed types, the following square of pointed maps commutes:


Proof By path induction we can reduce to the case that $f\left(x_{0}\right) \equiv x_{0}^{\prime}$ and $g\left(y_{0}\right) \equiv y_{0}^{\prime}$. Next we use the induction principle for $X \wedge Y$. The square commutes definitionally on the three point constructors of $X \wedge Y$, but requires some straightforward path algebra in the remaining two cases. Since the proof has been formalized, we omit the details.

Lemma 2.42 Let $m \geq-1$, let $n \geq 0$, let $Y$ be a pointed type, and let $X$ be a pointed, ( $n-1$ )-connected type. Then the map
is an equivalence.
Proof Since the map in the statement is pointed, it is enough to show that for every pointed, $(n+m)$-truncated type $T$, precomposition with $|-|_{m} \wedge$ id $_{Y}$ induces an equivalence

$$
\left(\|Y\|_{m} \wedge X \rightarrow_{\bullet} T\right) \longrightarrow\left(Y \wedge X \rightarrow_{\bullet} T\right)
$$

By the naturality in the first variable of the adjunction from Lemma 2.31, it is enough to show that precomposition with $|-|_{m}$ induces an equivalence

$$
\left(\|Y\|_{m} \rightarrow_{\bullet} X \rightarrow_{\bullet} T\right) \longrightarrow_{\bullet}\left(Y \rightarrow_{\bullet} T\right)
$$

and this follows from the fact that the type $X \rightarrow_{\bullet} T$ is $m$-truncated (Lemma 2.27).

Corollary 2.43 Let $m \geq-1$, let $n \geq 0$, let $X$ be a pointed, ( $n-1$ )-connected type, and let $Y$ be a pointed type. Then the map

$$
\| \text { id }_{X} \wedge|-|_{m}\left\|_{n+m}:\right\| X \wedge Y\left\|_{n+m} \rightarrow\right\| X \wedge\|Y\|_{m} \|_{n+m}
$$

is an equivalence.
Proof The square

commutes by Lemma 2.41. The vertical maps are equivalences by Lemma 2.40. By Lemma 2.42, the bottom map is an equivalence after $(n+m)$-truncation, so the top map must also be an equivalence after truncating.

We conclude this section with a result letting us commute suspension and smash products.

Lemma 2.44 Given pointed types $X$ and $Y$, there is a pointed equivalence

$$
c_{\Sigma}: \Sigma(X \wedge Y) \simeq . X \wedge \Sigma Y
$$

natural in both $X$ and $Y$.
Proof By Definition 2.39 and Lemmas 2.40 and 2.41, it is enough construct a natural equivalence $\Sigma(X \wedge Y) \simeq \Sigma X \wedge Y$. In order to do this, it suffices to show that, for every pointed type $Z$, there is an equivalence $\left(\Sigma(X \wedge Y) \rightarrow_{\bullet} Z\right) \simeq(\Sigma X \wedge Y \rightarrow . Z)$ natural in $X, Y$, and $Z$, by the Yoneda lemma (Proposition 2.11). Given a pointed type $Z$, we define the equivalence as the composite of natural equivalences,

$$
\begin{aligned}
\left(\Sigma(X \wedge Y) \rightarrow_{\bullet} Z\right) & \simeq\left(X \wedge Y \rightarrow_{\mathbf{\bullet}} \Omega Z\right) \\
& \simeq\left(X \rightarrow_{\mathbf{\bullet}} Y \rightarrow_{\bullet} \Omega Z\right) \\
& \simeq\left(X \rightarrow_{\bullet} \Omega\left(Y \rightarrow_{\bullet} Z\right)\right) \\
& \simeq\left(\Sigma X \rightarrow_{\mathbf{\bullet}} Y \rightarrow_{\bullet} Z\right) \\
& \simeq\left(\Sigma X \wedge Y \rightarrow_{\mathbf{\bullet}} Z\right) .
\end{aligned}
$$

The first and fourth equivalences follow from the adjunction between suspension and loops (Lemma 2.16). The second and fifth equivalences use Lemma 2.31. The third equivalence follows from Lemma 2.24. This concludes the proof.

This result was formalized in the spectral repository [8], but the proof of naturality is not complete.

## 3 Homology and the Hurewicz theorem

In this section, we begin by defining homology and proving the Hurewicz theorem. Then we define the Hurewicz homomorphism and prove that it is unique up to sign. We conclude by giving some applications about the interaction between homology, connectedness, and truncation.

### 3.1 Prespectra and homology

In this section, we introduce prespectra as a tool for defining the homology groups of a type.

Definition 3.1 A prespectrum $(Y, s)$ is a family of pointed types $Y: \mathbb{N} \rightarrow \mathcal{U}_{0}$ and a family of pointed structure maps $s: \prod_{(n: \mathbb{N})} Y_{n} \rightarrow_{\bullet} \Omega Y_{n+1}$. When the structure maps of $Y$ are clear from the context, we will denote the prespectrum simply by $Y$.

Definition 3.2 A map of prespectra $f:(T, s) \rightarrow\left(T^{\prime}, s^{\prime}\right)$ consists of a family of pointed maps $f: \prod_{(n: \mathbb{N})} Y_{n} \rightarrow Y_{n}^{\prime}$, and a family of pointed homotopies

$$
\prod_{(n: \mathbb{N})} \Omega s_{n}^{\prime} \circ f_{n} \sim . \Omega f_{n+1} \circ s_{n}
$$

Note that a prespectrum can be equivalently defined by giving a family of pointed types $Y: \mathbb{N} \rightarrow \mathcal{U}_{\bullet}$ and a family of pointed maps $\Sigma Y_{n} \rightarrow_{\bullet} Y_{n+1}$. This is the way that we will specify prespectra.

Example 3.3 Eilenberg-Mac Lane spaces are defined in homotopy type theory in [13]. Given an abelian group $A$, the Eilenberg-Mac Lane prespectrum HA of type $A$ is given by the family $\lambda n \cdot K(A, n)$ of pointed types, where we let $K(A, 0): \equiv A$, pointed at 0 . For $n \geq 1$, the structure map is

When $n \equiv 0$, we define $\Sigma K(A, 0) \rightarrow K(A, 1)$ by induction on suspension, by mapping the north and south poles of $\Sigma K(A, 0)$ to the base point of $K(A, 1)$, and merid $(a)$ to the loop of $K(A, 1)$ represented by $a$.

Definition 3.4 Given a pointed type $X$ and a prespectrum $(Y, s)$, we form a prespectrum $X \wedge Y$, called the smash product of $X$ and $Y$, as follows. The type family is given by $(X \wedge Y)_{n} \equiv X \wedge Y_{n}$. The structure maps are given by the composite

$$
\begin{equation*}
\Sigma\left(X \wedge Y_{n}\right) \xrightarrow{c_{\Sigma}} . X \wedge \Sigma Y_{n} \xrightarrow{\mathrm{id} \mathcal{D}_{X} \wedge \bar{s}_{n}} . X \wedge Y_{n+1}, \tag{3-1}
\end{equation*}
$$

where $\bar{s}_{n}: \Sigma Y_{n} \rightarrow_{\bullet} Y_{n+1}$ corresponds to $s_{n}: Y_{n} \rightarrow \Omega Y_{n+1}$.
Note that, by the naturality of Lemma 2.44 and the functoriality of the smash product on pointed types, the smash product of a pointed type and a prespectrum is functorial.

Definition 3.5 The type of sequential diagrams of groups is the type

$$
\operatorname{Grp}^{\mathbb{N}}: \equiv \sum_{A: \mathbb{N} \rightarrow \operatorname{Grp}} \prod_{n: \mathbb{N}} A_{n} \rightarrow \operatorname{Grp} A_{n+1} .
$$

Analogously, we define the type of sequential diagrams of abelian groups, which we denote by $A b^{\mathbb{N}}$.

The most important example in this paper is given by sequential diagrams of groups that come from prespectra.

Example 3.6 Let $(Y, s)$ be a prespectrum and let $n, k: \mathbb{N}$. The map $s_{k}: Y_{k} \rightarrow$. $\Omega Y_{k+1}$ induces a morphism $\pi_{n}\left(s_{k}\right): \pi_{n}\left(Y_{k}\right) \rightarrow \operatorname{Grp} \pi_{n}\left(\Omega Y_{k+1}\right) \simeq \pi_{n+1}\left(Y_{k+1}\right)$. Iterating this process, we get a sequential diagram of groups $\lambda i . \pi_{n+i}\left(Y_{k+i}\right): \mathbb{N} \rightarrow$ Grp. We denote this diagram by $\mathcal{S}_{k}^{n}(Y)$. This construction is natural in $Y$.

Note that, if $n \geq 2$, the diagram $\mathcal{S}_{k}^{n}(Y)$ is a sequential diagram of abelian groups.
Definition 3.7 Let $(A, \varphi): \mathcal{U}^{\mathbb{N}}$ be a sequential diagram of types. We define the sequential colimit of $(A, \varphi)$, denoted by colim $A: \mathcal{U}$, as the higher inductive type generated by the constructors $t: \prod_{n: \mathbb{N}} A_{n} \rightarrow \operatorname{colim} A$ and

$$
\text { glue }: \prod_{n: \mathbb{N}} \prod_{a: A_{n}} \iota_{n}(a)=\iota_{n+1}\left(\varphi_{n}(a)\right) .
$$

Lemma 3.8 Let $(A, \varphi): \mathrm{Ab}^{\mathbb{N}}$ be a sequential diagram of abelian groups. Then the sequential colimit colim $A$ of the underlying sets is a set, and it has a canonical abelian group structure such that all of the induced maps $i_{n}: A_{n} \rightarrow$ colim $A$ are homomorphisms. Moreover, the abelian group colim $A$ has the universal property of the colimit in the category of abelian groups.

Proof The main difficulty is to show that colim $A$ is 0 -truncated. For this, we use [20, Corollary 7.7(1)], which says that a sequential colimit of $n$-truncated types is $n$-truncated.

To show that colim $A$ has an abelian group structure we start by using induction to define the operation + on colim $A$. In the case of point constructors, we define $\iota_{l}(a)+\iota_{n}(b): \equiv \iota_{m}\left(\varphi_{l}^{m}(a)+\varphi_{n}^{m}(b)\right)$, where $m \equiv \max (l, n)$ and $\varphi_{l}^{m}: A_{l} \rightarrow A_{m}$ and $\varphi_{n}^{m}: A_{n} \rightarrow A_{m}$ are defined by iterating $\varphi$. The case of a path constructor glue and a point constructor is straightforward, and the case of two path constructors is immediate, since colim $A$ is a set. The fact that, with these operation, colim $A$ is an abelian group is clear.

The map $\iota_{n}: A_{n} \rightarrow \operatorname{colim} A$ is a group morphism for every $n$ by construction, and the fact that colim $A$ satisfies the universal property of the colimit follows from the induction principle of colim $A$.

Definition 3.9 Let $Y$ be a prespectrum, let $n: \mathbb{Z}$, and let $j \equiv \max (0,2-n)$. We define the $n^{\text {th }}$ stable homotopy group of $Y$ as

$$
\pi_{n}^{s}(Y): \equiv \operatorname{colim} \mathcal{S}_{j}^{n+j}(Y)
$$

Note that the stable homotopy groups of a prespectrum are defined for any integer $n$, and not only for natural numbers. Moreover, by construction, the sequential diagram in the definition of $\pi_{n}^{s}(Y)$ is a sequential diagram of abelian groups, so stable homotopy groups are always abelian. As an aside, one can show that any $\mathcal{S}_{j}^{n+j}(Y)$ with $j \geq \max (0,2-n)$ will have an isomorphic colimit. Finally, since the construction $\mathcal{S}_{k}^{n}(Y)$ is functorial in $Y$, stable homotopy groups are functorial in the prespectrum.

Definition 3.10 We define the $n^{\text {th }}$ reduced homology of $X$ with coefficients in $Y$ as

$$
\widetilde{H}_{n}(X ; Y): \equiv \pi_{n}^{s}(X \wedge Y) .
$$

We define the $n^{\text {th }}$ (ordinary) reduced homology of $X$ with coefficients in an abelian group $A$ by

$$
\widetilde{H}_{n}(X ; A): \equiv \widetilde{H}_{n}(X ; H A) .
$$

Notice that these types carry an abelian group structure, given by the group structure of stable homotopy groups (Definition 3.9).

### 3.2 The Hurewicz theorem

In this section, we prove our main result, Theorem H. To do so, we first show that when $X$ is sufficiently connected, we can compute $\widetilde{H}_{n}(X ; A)$ without taking a colimit.

Lemma 3.11 Let $n \geq 1$, let $A: \mathrm{Ab}$, and let $X$ be a pointed, $(n-1)$-connected type. Then the natural homomorphism $\pi_{n+1}(X \wedge K(A, 1)) \rightarrow \widetilde{H}_{n}(X ; A)$ is an equivalence.

Proof Recall that

$$
\widetilde{H}_{n}(X ; A) \equiv \pi_{n}^{s}(X \wedge H A) \equiv \operatorname{colim} \mathcal{S}_{j}^{n+j}(X \wedge H A),
$$

for $j=\max (0,2-n)$. Since $n \geq 1$, we must consider two cases, $n=1$ and $n \geq 2$. When $n=1$, we have $j=1$, and the sequential diagram that defines $\widetilde{H}_{n}(X ; A)$ starts as

$$
\pi_{n+1}(X \wedge K(A, 1)) \rightarrow \pi_{n+2}(X \wedge K(A, 2)) \rightarrow \cdots .
$$

When $n \geq 2$, we have $j=0$, and the sequential diagram that defines $\widetilde{H}_{n}(X ; A)$ starts as

$$
\pi_{n}(X \wedge K(A, 0)) \rightarrow \pi_{n+1}(X \wedge K(A, 1)) \longrightarrow \pi_{n+2}(X \wedge K(A, 2)) \rightarrow \cdots .
$$

It suffices to show that in either case the morphism

$$
\pi_{n+i}(X \wedge K(A, i)) \rightarrow \pi_{n+i+1}(X \wedge K(A, i+1))
$$

is an equivalence for $i \geq 1$. To prove this, we use (3-1) to factor the map as

$$
\pi_{n+i}(X \wedge K(A, i)) \rightarrow \pi_{n+i+1}(X \wedge \Sigma K(A, i)) \rightarrow \pi_{n+i+1}(X \wedge K(A, i+1)) .
$$

Now, the first of these two maps is induced by the Freundenthal map

$$
X \wedge K(A, i) \rightarrow \Omega \Sigma(X \wedge K(A, i))
$$

composed with the equivalence $\Sigma(X \wedge K(A, i)) \simeq(X \wedge \Sigma K(A, i))$. Notice that, by Corollary 2.32, $X \wedge K(A, i)$ is $(n+i-1)$-connected. If $i \geq 1$, we have that $n+i \geq 2$, and thus $(n+i-1)+1 \leq 2(n+i-1)$, so the Freudenthal suspension theorem [16, Theorem 8.6.4] implies that the map $\pi_{n+i}(X \wedge K(A, i)) \rightarrow \pi_{n+i+1}(X \wedge \Sigma K(A, i))$ is an equivalence.

The second map is an equivalence by Corollary 2.43 , since $K(A, i+1) \equiv\|\Sigma K(A, i)\|_{i+1}$ by definition.

Theorem 3.12 (Hurewicz theorem) Given an abelian group $A$, a natural number $n \geq 1$, and a pointed, $(n-1)$-connected type $X$, we have an isomorphism

$$
\pi_{n}(X)^{\mathrm{ab}} \otimes A \simeq_{\operatorname{Grp}} \tilde{H}_{n}(X ; A)
$$

natural in $X$ and $A$.

By naturality in $X$, we mean naturality with respect to pointed maps between $(n-1)-$ connected types.

Proof By Lemma 3.11, it is enough to show that we have a natural isomorphism $\pi_{n+1}(X \wedge K(A, 1)) \simeq_{\operatorname{Grp}} \pi_{n}(X)^{\mathrm{ab}} \otimes A$, and this follows directly from Theorem 2.38.

### 3.3 The Hurewicz homomorphism

In this section we give a construction of the Hurewicz homomorphism and prove that it is unique up to sign.
Let $X$ be a pointed type, $A$ an abelian group, and $n \geq 1$. Applying $\widetilde{H}_{n}(-; A)$ to the ( $n-1$ )-connected cover map $X\langle n-1\rangle \rightarrow_{。} X$ we obtain a morphism

$$
\tilde{H}_{n}(X\langle n-1\rangle ; A) \rightarrow \operatorname{Grp} \widetilde{H}_{n}(X ; A),
$$

natural in $X$ and $A$. By Theorem 3.12, there is a natural isomorphism

$$
\pi_{n}(X\langle n-1\rangle)^{\mathrm{ab}} \otimes A \simeq_{\operatorname{Grp}} \tilde{H}_{n}(X\langle n-1\rangle ; A) .
$$

Since $\pi_{n}(X\langle n-1\rangle) \rightarrow_{\mathrm{Grp}} \pi_{n}(X)$ is also a natural isomorphism, we can compose with the abelianization of its inverse to obtain a morphism $\pi_{n}(X)^{\text {ab }} \otimes A \rightarrow \operatorname{Grp} \widetilde{H}_{n}(X ; A)$.

Definition 3.13 For every $X: \mathcal{U}_{0}, A: \mathrm{Ab}$, and $n \geq 1$, the morphism

$$
h_{n}: \pi_{n}(X)^{\mathrm{ab}} \otimes A \rightarrow \tilde{H}_{n}(X ; A)
$$

described above is the $n^{\text {th }}$ Hurewicz homomorphism.

By construction, when $X$ is $(n-1)$-connected, $h_{n}$ is an isomorphism.
Definition 3.14 Let $n \geq 1$. A morphism of $n$-Hurewicz type is given by a group homomorphism $\pi_{n}(X)^{\mathrm{ab}} \otimes A \rightarrow \operatorname{Grp} \tilde{H}_{n}(X ; A)$ for each $X: \mathcal{U}_{0}$ and $A: \mathrm{Ab}$, that is natural in both $A$ and $X$, and that is an isomorphism when $X \equiv S^{n}$ and $A \equiv \mathbb{Z}$. Here we are regarding $\pi_{n}(-)^{\mathrm{ab}} \otimes-$ and $\widetilde{H}_{n}(-;-)$ as $1-$ coherent functors $\mathrm{U}_{\mathbf{0}} \times \mathrm{Ab} \rightarrow \mathrm{Ab}$.

Example 3.15 For any $n \geq 1$, the $n^{\text {th }}$ Hurewicz homomorphism (Definition 3.13) is a morphism of $n$-Hurewicz type.
 either $F(X, A)=G(X, A)$ or $F(X, A)=-G(X, A)$ for every pointed type $X$ and abelian group $A$. The choice of sign is independent of $X$ and $A$.

Proof The morphisms $F\left(S^{n}, \mathbb{Z}\right)$ and $G\left(S^{n}, \mathbb{Z}\right)$ give us two isomorphisms between $\pi_{n}\left(S^{n}\right) \otimes \mathbb{Z}$ and $\tilde{H}_{n}\left(S^{n} ; \mathbb{Z}\right)$. We now show that there are exactly two possible isomorphisms between $\pi_{n}\left(S^{n}\right) \otimes \mathbb{Z}$ and $\widetilde{H}_{n}\left(S^{n} ; \mathbb{Z}\right)$, and that these differ by a sign. On the one hand, by [14] (see also [16, Section 8.1]), we know $\pi_{n}\left(S^{n}\right) \simeq \mathbb{Z}$. On the other hand, we have $\mathbb{Z} \otimes \mathbb{Z} \simeq \mathbb{Z}$ (Example 2.36). So it is enough to show that there are exactly two isomorphisms between $\mathbb{Z}$ and $\mathbb{Z}$, and that they differ by a sign. This is straightforward, using the fact that if two integers $n$ and $m$ satisfy $n \times m=1$, then $n=m=1$ or $n=m=-1$, which follows from the fact that $\mathbb{Z}$ has decidable equality. There are then two cases, $F\left(S^{n}, \mathbb{Z}\right)=G\left(S^{n}, \mathbb{Z}\right)$ and $F\left(S^{n}, \mathbb{Z}\right)=-G\left(S^{n}, \mathbb{Z}\right)$. We consider only the first case, the second one being analogous. We thus assume that $F\left(S^{n}, \mathbb{Z}\right)=G\left(S^{n}, \mathbb{Z}\right)$ and we want to show that for every pointed type $X$ and every abelian group $A$ we have $F(X, A)=G(X, A)$.

By Lemma 2.37, it is enough to check that $F(X, A)=G(X, A)$ when evaluated on elementary tensors. Since the abelianization map is surjective and we are proving a proposition, it is enough to check this on elementary tensors $(\eta \alpha) \otimes \beta$ for $\alpha: \pi_{n}(X)$ and $\beta: A$. Since we are proving a mere proposition, we can assume that we have a pointed map $\bar{\alpha}: S^{n} \rightarrow_{\text {. }} X$ representing $\alpha$. Define $\bar{\beta}: \mathbb{Z} \rightarrow A$ by sending 1 to $\beta$. Consider the following diagram, which commutes by the naturality assumption:

$$
\begin{gathered}
\pi_{n}\left(S^{n}\right)^{\mathrm{ab}} \otimes \mathbb{Z} \xrightarrow{F\left(S^{n}, \mathbb{Z}\right)} \widetilde{H}_{n}\left(S^{n} ; \mathbb{Z}\right) \\
\pi_{n}(\bar{\alpha})^{\mathrm{ab}} \otimes \bar{\beta} \downarrow \\
\pi_{n}(X)^{\mathrm{ab}} \otimes A \xrightarrow{F(X, A)} \underset{ }{\tilde{H}_{n}(X ; A)} \begin{array}{c}
\tilde{H}_{n}(\bar{\alpha}, \bar{\beta})
\end{array}
\end{gathered}
$$

The commutativity of the diagram implies that

$$
F(X, A)((\eta \alpha) \otimes \beta)=\widetilde{H}_{n}(\bar{\alpha}, \bar{\beta})\left(F\left(S^{n}, \mathbb{Z}\right)(\theta \otimes 1)\right),
$$

where $\theta: \pi_{n}\left(S^{n}\right)$ is represented by the identity map $S^{n} \rightarrow_{\mathbf{0}} S^{n}$. Similarly, we get that $G(X, A)((\eta \alpha) \otimes \beta)=\widetilde{H}_{n}(\bar{\alpha}, \bar{\beta})\left(G\left(S^{n}, \mathbb{Z}\right)(\theta \otimes 1)\right)$, and since $F\left(S^{n}, \mathbb{Z}\right)=G\left(S^{n}, \mathbb{Z}\right)$, we conclude that $F(X, A)(\alpha \otimes \beta)=G(X, A)(\alpha \otimes \beta)$.

### 3.4 Applications

In this section, we give some consequences of the main results in the paper. We start with two immediate applications of the Hurewicz theorem.

Proposition 3.17 Let $n \geq 1$, let $X$ be a pointed, $n$-connected type, and let $A$ : Ab. Then $\tilde{H}_{i}(X ; A)=0$ for all $i \leq n$. Conversely, if $X$ is a pointed, connected type with abelian fundamental group such that $\tilde{H}_{i}(X ; \mathbb{Z})=0$ for all $i \leq n$, then $X$ is $n$-connected.

Proposition 3.18 Let $n \geq 1$ and let $A, B:$ Ab. Then $\tilde{H}_{n}(K(A, n) ; B) \simeq A \otimes B$, and, in particular, $\tilde{H}_{n}(K(A, n) ; \mathbb{Z}) \simeq A$.

The following result says that truncation does not affect low-dimensional homology.

Proposition 3.19 Let $X$ be a pointed type and let $m \geq n$ be natural numbers. For every abelian group $A: \mathrm{Ab}$, the truncation map $X \rightarrow\|X\|_{m}$ induces an isomorphism $\tilde{H}_{n}(X ; A) \xrightarrow{\sim} \tilde{H}_{n}\left(\|X\|_{m} ; A\right)$.

Proof The objects in the sequential diagram that defines $\tilde{H}_{n}(X ; A)$ have the form $\pi_{n+i}(X \wedge K(A, i))$ for $i \geq \min (0,2-n)$, and the morphism $\widetilde{H}_{n}(X ; A) \rightarrow \tilde{H}_{n}\left(\|X\|_{m} ; A\right)$ is induced by levelwise morphisms $\pi_{n+i}(X \wedge K(A, i)) \rightarrow \pi_{n+i}\left(\|X\|_{m} \wedge K(A, i)\right)$ given by the functoriality of $\pi_{n+i}$ and the smash product. We will show that these levelwise morphisms are isomorphisms, which implies that the induced map is an isomorphism.

Consider the commutative square

given by functoriality of $(i+m)$-truncation and $\pi_{n+i}$. It suffices to show that the bottom map and the vertical maps in the square are isomorphisms. The vertical maps are isomorphisms since $n+i \leq i+m$, and the bottom map is an isomorphism by Lemma 2.42.

We conclude by showing that $\infty$-connected maps induce an isomorphism in all homology groups.

Corollary 3.20 Let $f: X \rightarrow$. $Y$ be a pointed map between pointed types that induces an isomorphism in $\pi_{0}$ and an isomorphism in $\pi_{n}$ for $n \geq 1$ and all choices of basepoint $x_{0}: X$. Then $f$ induces an isomorphism in all homology groups for all choices of coefficients.

Proof Let $A$ : Ab and let $n \geq 0$. We have a commutative square

where the vertical maps are isomorphisms, by Proposition 3.19. The bottom map is induced by $\|f\|_{n}:\|X\|_{n} \rightarrow\|Y\|_{n}$, which is an equivalence, by the truncated Whitehead theorem [16, Theorem 8.8.3]. It follows that the top map is an isomorphism, concluding the proof.
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# A concave holomorphic filling of an overtwisted contact 3-sphere 

NaOHIKO KASUYA<br>DANIELE ZUDDAS


#### Abstract

We prove that the closed 4-ball admits non-Kähler complex structures with strongly pseudoconcave boundary. Moreover, the induced contact structure on the boundary 3-sphere is overtwisted.


32V40; 32Q55, 57R17

## 1 Introduction

In [4], Antonio J Di Scala and the authors constructed a family of pairwise inequivalent complex surfaces $E=E\left(\rho_{1}, \rho_{2}\right)$ together with a holomorphic map $f: E \rightarrow \mathbb{C} \mathbb{P}^{1}$ admitting compact fibers (the parameters $\rho_{1}$ and $\rho_{2}$ are such that $1<\rho_{2}<\rho_{1}^{-1}$ ). A relevant property of $E$ is that it is diffeomorphic to $\mathbb{R}^{4}$, giving an extension to real dimension four of a result of Calabi and Eckmann [2].

The compact fibers of $f$ were shown to be smooth elliptic curves and a singular rational curve with one node, and these are the only compact complex curves of $E$. The existence of embedded compact holomorphic curves implies the nonexistence of a compatible symplectic structure on $E$. Thus, the complex surface $E$ is non-Kähler.

Further, in [5] we proved that $E$ cannot be realized as a complex domain in any smooth compact complex surface.

In the present paper, we study the structure of $E$ away from a compact subset by providing an exhausting family of embedded strongly pseudoconcave 3 -spheres; see Proposition 4.1. From this we derive our main theorem. In order to state our results, we recall the notion of Calabi-Eckmann type complex manifold introduced in [4], which was inspired by the results of [2].

[^19]Definition 1.1 A complex manifold $W$ is said to be of Calabi-Eckmann type if there exists a compact complex manifold $X$ of positive dimension, and a holomorphic immersion $k: X \rightarrow W$ which is nullhomotopic as a continuous map.

We also recall the definition of strong pseudoconvexity and pseudoconcavity. Let ( $W, J$ ) be a complex manifold with complex structure $J$ and complex dimension $\geq 2$, and let $M \subset W$ be a smooth real oriented hypersurface. Then, near every point $p \in M$ we can consider a local defining function for $M$, namely a smooth function $u: U \rightarrow \mathbb{R}$ defined in a certain open neighborhood $U$ of $p$ in $W$, such that $u$ has no critical points and $M \cap U=u^{-1}(0)$ is the oriented boundary of the sublevel $u^{-1}(-\infty, 0]$. Moreover, $M$ carries the complex tangencies distribution $\xi=T M \cap J(T M)$, which we assume to be endowed with the canonical complex orientation induced by $J$.

Definition 1.2 We say that a real oriented hypersurface $M \subset W$ is strongly pseudoconvex in $W$ if there exists a strictly plurisubharmonic local defining function for $M$ near every point $p \in M$, namely a defining function $u$ whose complex Hessian $H u$ is positive definite. The oriented hypersurface $M$ is said to be strongly pseudoconcave if it becomes strongly pseudoconvex by reversing its orientation.

In particular, we can consider complex manifolds with strongly pseudoconvex or pseudoconcave boundary. It is a standard fact that when $\operatorname{dim}_{\mathbb{C}} W$ is even, an oriented real hypersurface $M \subset W$ is strongly pseudoconvex (resp. pseudoconcave) if and only if the complex tangencies distribution on $M$ is a positive (resp. negative) contact structure. Since we consider real 3-manifolds embedded in complex surfaces, we mainly refer to strong pseudoconvexity or pseudoconcavity by means of this characterizing property.

Main Theorem The closed ball $B^{4}$ admits a Calabi-Eckmann type complex structure $J$ with strongly pseudoconcave boundary. Moreover, the (negative) contact structure $\xi$ determined on $\partial B^{4}=S^{3}$ by the complex tangencies is overtwisted and homotopic as a plane field to the standard positive tight contact structure on $S^{3}$.

In other words, $\left(B^{4}, J\right)$ is a concave holomorphic filling of the overtwisted contact sphere $\left(S^{3}, \xi\right)$. As far as the authors know, this is the first example of this sort in the literature.

This 4-ball arises as a smooth submanifold of $E$ containing certain compact fibers of the map $f: E \rightarrow \mathbb{C P}^{1}$, and so it is evidently of Calabi-Eckmann type.

Our strategy for proving the theorem relies on finding a closed piecewise smooth 3manifold $M \subset E$ supporting an open book decomposition whose pages are holomorphic annuli and whose monodromy is a left-handed (negative) Dehn twist about the core of the annulus; hence the underlying manifold $M$ is homeomorphic to $S^{3}$.

Moreover, we prove that $M$ can be approximated by a 1-parameter family of strongly pseudoconcave smoothly embedded 3-spheres $M_{\tau} \subset E$, for a suitable parameter $\tau \in(0,1)$. Namely, the complex domain outside the embedded 4-ball with corners $D \subset E$ bounded by $M$ is foliated by strongly pseudoconcave 3 -spheres. This implies the existence of a strictly plurisubharmonic function on $E-D$.

As a consequence, the open book decomposition of $M$ is compatible with the contact structure of $M_{\tau}$ given by complex tangencies, which is then overtwisted. For the basics of the three-dimensional contact topology we use throughout the paper, the reader is referred, for example, to the book of Ozbagci and Stipsicz [15, Chapters 4 and 9].

Remark By Eliashberg's classification of overtwisted contact structures on closed oriented 3-manifolds [7], the negative contact structure in the main theorem is uniquely determined up to isotopy.

We point out that in all (odd) dimensions greater than three, a closed co-oriented overtwisted contact manifold (see Borman, Eliashberg and Murphy [1] for the definition) cannot be the strongly pseudoconcave boundary of a complex manifold. Indeed, such a holomorphic filling would give a strongly pseudoconvex CR structure on the contact manifold with reversed orientation. Thus, it can be filled by a Stein space - Rossi's theorem [17] — and therefore it can be filled by a Kähler manifold - Hironaka's theorem $[9 ; 10]$ - which is impossible for an overtwisted contact manifold. In this sense, our result is particular to dimension three.

Lisca and Matić [13, Theorem 3.2] proved that any Stein filling $W$ of a contact 3manifold can be realized as a domain in a smooth complex projective surface $S$. Hence $S-\operatorname{Int} W$ is a concave holomorphic filling of a Stein fillable contact 3-manifold.

On the other hand, Eliashberg in [6] proved that for any closed contact 3-manifold ( $N, \xi$ ), the 4 -manifold $N \times[0,1]$ admits a complex structure such that the height function is strictly plurisubharmonic, providing a holomorphic cobordism of $(N, \xi)$ with itself. However, its proof is not constructive.

Our result gives a rather explicit complex cobordism of an overtwisted contact 3-sphere with itself, by taking $\bigcup_{\tau \in[1 / 3,1 / 2]} M_{\tau} \cong S^{3} \times[0,1]$ as a complex domain in $E$.

Remark In [11] the authors prove that every closed contact 3-manifold can be filled as the strongly pseudoconcave boundary of a compact complex surface of Calabi-Eckmann type. We point out that this generalization depends on our main theorem.

The paper is organized as follows. In Section 2, we recall the construction of the complex surface $E$ given in [4] and present a holomorphic model of the complement $C=E-\operatorname{Int} D$, which will be helpful for the proof of the main theorem, with $D$ the 4-ball mentioned above. In Section 3, we construct a holomorphic open book decomposition embedded in $E$. Finally, in Section 4, we prove the main theorem by showing the existence of a strictly plurisubharmonic function near the embedded open book decomposition based on contact topology.

## 2 The complex surface $E$

In this section, we recall the construction of $E$, by sketching the original one in [4]. This will be helpful for the proof of our main theorem.

Throughout this paper we make use of the following notation:

$$
\begin{aligned}
\Delta(a, b) & =\{z \in \mathbb{C}|a<|z|<b\} \\
\Delta[a, b] & =\{z \in \mathbb{C}|a \leq|z| \leq b\}, \\
\Delta(a) & =\{z \in \mathbb{C}| | z \mid<a\}
\end{aligned}
$$

and similarly with mixed brackets. We also denote the closed disk and the circle of radius $a$ in $\mathbb{C}$ by $B^{2}(a)$ and $S^{1}(a)$, respectively. When $a=1$, we drop it from the notation.

According to [4], the construction of $E=E\left(\rho_{1}, \rho_{2}\right)$ proceeds as follows. Let $\rho_{1}$ and $\rho_{2}$ be positive numbers such that $1<\rho_{2}<\rho_{1}^{-1}$, and choose $\rho_{0}$ such that $\rho_{1} \rho_{2}^{-1}<\rho_{0}<\rho_{1}$. We want to realize $E$ as the union of two pieces. One of them is the product

$$
V=\Delta\left(1, \rho_{2}\right) \times \Delta\left(\rho_{0}^{-1}\right)
$$

and the other one is the total space $W$ of a genus- 1 holomorphic Lefschetz fibration $h: W \rightarrow \Delta\left(\rho_{1}\right)$ with only one singular fiber $\Sigma$.

In order to define the analytical gluing between $V$ and $W$, we make use of the following Kodaira model [12]. Consider the elliptic fibration

$$
\left(\mathbb{C}^{*} \times \Delta\left(0, \rho_{1}\right)\right) / \mathbb{Z} \rightarrow \Delta\left(0, \rho_{1}\right)
$$

defined by the canonical projection on the quotient space of $\mathbb{C}^{*} \times \Delta\left(0, \rho_{1}\right)$ with respect to the $\mathbb{Z}$-action given by $n \cdot\left(w_{1}, w_{2}\right)=\left(w_{1} w_{2}^{n}, w_{2}\right)$. Then, it canonically extends to a singular elliptic fibration $h: W \rightarrow \Delta\left(\rho_{1}\right)$, and so we have an identification $W-\Sigma=\left(\mathbb{C}^{*} \times \Delta\left(0, \rho_{1}\right)\right) / \mathbb{Z}$. The critical point of $h$ is nondegenerate, namely the complex Hessian is of maximal rank, and so $h$ is a genus- 1 holomorphic Lefschetz fibration. In what follows, we shall keep the convention of denoting by $\left(w_{1}, w_{2}\right)$ the usual complex coordinates of $\mathbb{C}^{*} \times \Delta\left(\rho_{1}\right) \subset \mathbb{C}^{2}$ when referring to $W$ (up to the above identification), and by $\left(z_{1}, z_{2}\right)$ the usual coordinates of $\mathbb{C}^{2}$ when referring to $V \subset \mathbb{C}^{2}$. Now, let us consider the multivalued holomorphic function $\varphi: \Delta\left(0, \rho_{1}\right) \rightarrow \mathbb{C}^{*}$ defined by

$$
\varphi(w)=\exp \left(\frac{1}{4 \pi i}(\log w)^{2}-\frac{1}{2} \log w\right) .
$$

We denote by $\Phi: U \rightarrow W$ the holomorphic map defined by

$$
\Phi\left(z_{1}, z_{2}\right)=\left[\left(z_{1} \varphi\left(z_{2}^{-1}\right), z_{2}^{-1}\right)\right],
$$

where $U \subset \mathbb{C}^{*} \times \Delta\left(\rho_{1}^{-1}, \rho_{0}^{-1}\right)$ is a certain open subset that will be specified later. Notice that $\Phi$ is single-valued. This depends on the fact that any two branches $\varphi_{1}$ and $\varphi_{2}$ of $\varphi$ are related by the formula $\varphi_{2}(w)=w^{k} \varphi_{1}(w)$ for some $k \in \mathbb{Z}$, which is compatible with the above $\mathbb{Z}$-action. For the purpose of this section, we take $U=\Delta\left(1, \rho_{2}\right) \times \Delta\left(\rho_{1}^{-1}, \rho_{0}^{-1}\right) \subset V$.

It follows that $\Phi$ is a biholomorphism between $U \subset V$ and $\Phi(U) \subset W$.
We are now ready to holomorphically glue $V$ and $W$ by identifying the open subsets $U \subset V$ and $\Phi(U) \subset W$ by means of $\Phi$. That is, we define the complex surface

$$
E=E\left(\rho_{1}, \rho_{2}\right)=V \cup_{\Phi} W .
$$

We consider $V$ and $W$ as open subsets of $E$ via the quotient map.
By construction, there is a holomorphic map $f: E \rightarrow \mathbb{C} \mathbb{P}^{1}$ defined by the canonical projection onto the second factor on $V$ and by the elliptic fibration $h$ on $W$, where $\mathbb{C P}{ }^{1}$ is regarded as the result of gluing the disks $\Delta\left(\rho_{0}^{-1}\right)$ and $\Delta\left(\rho_{1}\right)$ by identifying $\Delta\left(\rho_{1}^{-1}, \rho_{0}^{-1}\right) \subset \Delta\left(\rho_{0}^{-1}\right)$ with $\Delta\left(\rho_{0}, \rho_{1}\right) \subset \Delta\left(\rho_{1}\right)$ by means of the inversion map $z \mapsto z^{-1}$.

Notice that the resulting complex surface $E$ does not depend on $\rho_{0}$, since this parameter determines only the size of the gluing region.

Remark By taking $\rho_{1}^{\prime}$ and $\rho_{2}^{\prime}$ such that $\rho_{2}<\rho_{2}^{\prime}<\left(\rho_{1}^{\prime}\right)^{-1}<\rho_{1}^{-1}$, our construction yields an obvious holomorphic embedding of $E$ in $E^{\prime}=E\left(\rho_{1}^{\prime}, \rho_{2}^{\prime}\right)$ as a relatively
compact complex domain. The closure $\widehat{E}=\mathrm{Cl} E$ in $E^{\prime}$ has Levi flat piecewise smooth boundary, and $\partial \hat{E}$ is homeomorphic to $S^{3}$. This agrees with the interpretation of the map $f: E \rightarrow \mathbb{C P}^{1}$ given in [4] as the restriction of the Matsumoto-Fukaya fibration $S^{4} \rightarrow S^{2}$ [14] to the complement of a neighborhood of the negative critical point in $S^{4}$. This also relates to the embedded open book decomposition that we construct in Proposition 3.1.

Let $V^{\prime}=\Delta(1, s) \times \Delta\left(\rho_{1}^{-1}, \rho_{0}^{-1}\right)$, where the additional parameter $s$ is chosen so that $\rho_{0}^{-1}<s<\rho_{1}^{-1} \rho_{2}$. Let $U^{\prime}$ be the subset of $V^{\prime}$ defined by $U^{\prime}=\left\{\left(z_{1}, z_{2}\right) \in V^{\prime}| | z_{2}\left|<\left|z_{1}\right|\right\}\right.$. We put $V^{\prime \prime}=V \cup V^{\prime} \subset \mathbb{C}^{2}$ and identify a point $\left(z_{1}, z_{2}\right) \in U^{\prime}$ with $\psi\left(z_{1}, z_{2}\right)$, where $\psi: U^{\prime} \rightarrow V^{\prime}$ is the holomorphic embedding defined by $\psi\left(z_{1}, z_{2}\right)=\left(z_{1} z_{2}^{-1}, z_{2}\right)$. Let $Y=V^{\prime \prime} / \sim$ be the quotient.

Proposition 2.1 The manifold $Y=V^{\prime \prime} / \sim$ is biholomorphic to the preimage of the disk $\Delta\left(\rho_{0}^{-1}\right) \subset \mathbb{C} \mathbb{P}^{1}$ by the holomorphic fibration $f: E \rightarrow \mathbb{C P}^{1}$.

Proof The preimage $f^{-1}\left(\Delta\left(\rho_{0}^{-1}\right)\right)$ is described as follows. Let $W\left(\rho_{0}, \rho_{1}\right)$ be the subset of $W$ given, in the Kodaira model above, by

$$
W\left(\rho_{0}, \rho_{1}\right)=\left(\mathbb{C}^{*} \times \Delta\left(\rho_{0}, \rho_{1}\right)\right) / \mathbb{Z}=f^{-1}\left(\Delta\left(\rho_{0}, \rho_{1}\right)\right),
$$

being $f=h$ in $W\left(\rho_{0}, \rho_{1}\right)$. Then, we have $U^{\prime} \subset W\left(\rho_{0}, \rho_{1}\right)$, and so

$$
f^{-1}\left(\Delta\left(\rho_{0}^{-1}\right)\right)=V \cup_{U \sim U^{\prime}} W\left(\rho_{0}, \rho_{1}\right) .
$$

Now, we define a map $\Psi: Y \rightarrow f^{-1}\left(\Delta\left(\rho_{0}^{-1}\right)\right)$ by putting $\Psi\left(\left[\left(z_{1}, z_{2}\right)\right]\right)=\left(z_{1}, z_{2}\right)$ on $V / \sim$ and $\Psi\left(\left[\left(z_{1}, z_{2}\right)\right]\right)=\Phi\left(z_{1}, z_{2}\right)$ on $V^{\prime} / \sim$. It is easy to check that $\Psi$ is well defined and is a biholomorphism.

In order to obtain the complement $C \subset E$ of a 4-ball $D$ containing the singular fiber of $f$, we remove from $Y$ the subset

$$
Z=\left\{\left(z_{1}, z_{2}\right)\left|c_{1}<\left|z_{1}\right|<c_{2}\right\} \subset V,\right.
$$

where $s \rho_{1}<c_{1}<c_{2}<\rho_{2}$. Then, by Proposition 2.1, it is enough to set $C=Y-Z$.

## 3 The holomorphic open book decomposition

We briefly recall the notion of open book decomposition of a 3-manifold. For a more thorough treatment, the reader is referred to Ozbagci and Stipsicz [15, Chapter 9] and to Rolfsen [16, Chapter 10K].

By an open book decomposition of a closed, connected, oriented, manifold $M$ of real dimension three, we mean a smooth map $f: M \rightarrow B^{2}$ such that
(1) the restriction $\left.f\right|_{\operatorname{Cl}\left(f^{-1}\left(\operatorname{Int} B^{2}\right)\right)}: \mathrm{Cl}\left(f^{-1}\left(\operatorname{Int} B^{2}\right)\right) \rightarrow B^{2}$ is a (trivial) fiber bundle with fiber a link $L=f^{-1}(0)$, called the binding of the open book;
(2) the map $\varphi: M-L \rightarrow S^{1}=\partial B^{2}$ defined by $\varphi(x)=f(x) /|f(x)|$ is a fiber bundle.

The closure of every fiber $F_{\theta}=\mathrm{Cl}\left(\varphi^{-1}(\theta)\right)$, for $\theta \in S^{1}$, is a compact surface in $M$, called a page of the open book, and $\partial F_{\theta}=L$. By a little abuse of terminology, we also call the surfaces $f^{-1}(\theta)$, for all $\theta \in S^{1}=\partial B^{2}$, pages of $f$. The two kinds of pages are ambient isotopic in $M$ to each other.

Given an open book decomposition $f: M \rightarrow B^{2}$, the orientations of $M$ and of $B^{2}$ induce an orientation on the pages, and hence on the binding $L=\partial F_{\theta}$.

For an open book decomposition $f: M \rightarrow B^{2}$, there is an associated monodromy $\omega_{f}$ of the bundle $\varphi$, which is a diffeomorphism of a page $F_{*}$ that fixes the boundary pointwise, and it is well defined up to isotopy fixing the boundary.

On the other hand, given an element $\omega$ of the mapping class group $\operatorname{Mod}_{g, b}$ of a compact, connected, oriented surface $F_{g, b}$ of genus $g \geq 0$ and with $b \geq 1$ boundary components, there is an open book decomposition $f_{\omega}: M_{\omega} \rightarrow B^{2}$ with monodromy $\omega$ and page $F=F_{g, b}$, and this is uniquely determined up to orientation-preserving diffeomorphisms. The construction goes as follows. Take a representative $\psi: F \rightarrow F$ of the isotopy class $\omega$ and consider the mapping torus $T_{\omega}=(F \times \mathbb{R}) / \mathbb{Z}$, where the $\mathbb{Z}$-action is generated by the diffeomorphism $\tau: F \times \mathbb{R} \rightarrow F \times \mathbb{R}$ defined by $\tau(x, t)=(\psi(x), t-1)$. Let $M_{\omega}$ be the result of gluing $\partial F \times B^{2}$ to $T_{\omega}$ along the boundary, by means of the obvious identifications $\partial\left(\partial F \times B^{2}\right) \cong \partial F \times S^{1} \cong \partial F \times(\mathbb{R} / \mathbb{Z}) \cong \partial T_{\omega}$, where the last identification comes from the fact that $\psi$ is the identity on $\partial F$. Then, let $f: M_{\omega} \rightarrow B^{2}$ be the canonical projection $\partial F \times B^{2} \rightarrow B^{2}$ on $\partial F \times B^{2} \subset M_{\omega}$, while it is the projection $T_{\omega} \rightarrow \mathbb{R} / \mathbb{Z} \cong \partial B^{2}$ on $T_{\omega} \subset M_{\omega}$.

Consider an oriented surface $F$ and let $\gamma \subset$ Int $F$ be a connected simple closed curve. A Dehn twist $\delta_{\gamma}: F \rightarrow F$ about the curve $\gamma$ is a diffeomorphism of $F$ such that away from a tubular neighborhood $T$ of $\gamma$ in $F, \delta_{\gamma}$ is the identity, while in $T \cong S^{1} \times[0,1]$ the diffeomorphism $\delta_{\gamma}$ either corresponds to the map $\delta_{-}: S^{1} \times[0,1] \rightarrow S^{1} \times[0,1]$ defined by

$$
\delta_{-}(z, t)=\left(z e^{-2 \pi i t}, t\right)
$$

or to the map $\delta_{+}=\delta_{-}^{-1}$, where $S^{1} \times[0,1]$ is endowed with the product orientation and its identification with $T \subset F$ is orientation-preserving. In the former case, $\delta_{\gamma}$ is called a left-handed (or negative) Dehn twist, while in the latter it is called a right-handed (or positive) Dehn twist. By changing the orientation of $F$, the two types of Dehn twists are swapped.
The 3-sphere admits an open book decomposition $h_{-}: S^{3} \rightarrow B^{2}$ with binding the negative Hopf link $H_{-}$, and with page the annulus $S^{1} \times[0,1]$. The monodromy is the left-handed Dehn twist about the core circle $\gamma=S^{1} \times\left\{\frac{1}{2}\right\}$ of the annulus (there is also the positive version $h_{+}: S^{3} \rightarrow B^{2}$ of this). This is the well-known realization of the (negative) Hopf link in $S^{3}$ as a fibered link, with page the Hopf band [8].
The following proposition will be helpful in the proof of the main theorem. We keep the notation of Section 2.

Proposition 3.1 There is a piecewise smooth embedded 3-sphere $M \subset E$ such that the restriction $\left.f\right|_{M}: M \rightarrow B^{2}$ of the holomorphic map $f: E \rightarrow \mathbb{C P}^{1}$, is diffeomorphic to the open book decomposition $h_{-}$of $S^{3}$ described above, with $B^{2}$ a suitable closed disk in $\Delta\left(\rho_{0}^{-1}\right) \subset \mathbb{C} \mathbb{P}^{1}$. Every page of $\left.f\right|_{M}$ is a holomorphic annulus in an elliptic fiber of $f$. Moreover, $M$ is not globally smooth, since it has corners along the two linked tori given by $\left.\partial f\right|_{M} ^{-1}\left(\partial B^{2}\right)$, on the complement of which $M$ is foliated by holomorphic curves. Thus, $M$ is Levi flat in $E$.

We endow $M$ with the orientation determined by the open book decomposition, where the pages are oriented by the induced complex structure, and the base disk $B^{2}$ takes the orientation from $\mathbb{C P} \mathbb{P}^{1}$. By construction, this disk is in the part of $\mathbb{C} \mathbb{P}^{1}$ that corresponds, via the map $f$, to the Stein open subset $V \subset E$, with the boundary in the gluing region.
Fix two numbers $c$ and $\epsilon$ such that $\rho_{0}<c<\rho_{1}$ and

$$
0<\epsilon<\frac{1}{2} \min \left(\rho_{1}-\rho_{0}, \rho_{0}-\rho_{1} \rho_{2}^{-1}\right) .
$$

We put $a=\rho_{2}-\epsilon$ and $b=c^{-1}+\epsilon$, and let $A=\Delta[a, b]$. It is then straightforward to check that $\left(\lambda^{k} A\right) \cap A=\varnothing$ for all $\lambda \in \Delta\left[c, \rho_{1}\right]$ and for all $k \in \mathbb{Z}-\{0\}$, with $\lambda^{k} A=\Delta\left[|\lambda|^{k} a,|\lambda|^{k} b\right]$. Moreover, by taking into account the inequalities among the $\rho_{i}$ 's at the beginning of Section 2, we can easily obtain

$$
\begin{equation*}
b c<1+\frac{c\left(\rho_{1}-\rho_{0}\right)}{\rho_{0} \rho_{1}}<\rho_{2} . \tag{1}
\end{equation*}
$$

Proof Consider the set

$$
G=f^{-1}\left(S^{1}(c)\right)-\Phi\left(\Delta(b c, a) \times S^{1}\left(c^{-1}\right)\right) \subset E,
$$

with $S^{1}(c) \subset \Delta\left(\rho_{1}\right) \subset \mathbb{C P}^{1}$. The map $f_{G}=\left.f\right|_{G}: G \rightarrow S^{1}(c) \cong S^{1}$ is a compact annulus bundle over the circle $S^{1}(c) \subset \Delta\left(\rho_{1}\right) \subset \mathbb{C} \mathbb{P}^{1}$ of radius $c$. Here $S^{1}(c)$ has the clockwise orientation in the disk $\Delta\left(\rho_{1}\right)$, namely it is oriented as the boundary of the disk it bounds in $\Delta\left(\rho_{0}^{-1}\right) \subset \mathbb{C P}{ }^{1}$. This choice depends on the inversion in the map $\Phi^{\prime}$ below.

This bundle is trivial, and a trivialization is provided by the map $\Phi^{\prime}: A \times S^{1} \rightarrow G$ defined by

$$
\Phi^{\prime}\left(w_{1}, w_{2}\right)=\Phi\left(w_{1}, c^{-1} w_{2}\right)=\left[\left(w_{1} \varphi\left(c w_{2}^{-1}\right), c w_{2}^{-1}\right)\right] .
$$

Notice that $\Phi^{\prime}$ is holomorphic on every fiber.
Now, we construct an open book decomposition of $S^{3}$ embedded in $E$. We begin with an abstract description of this open book, and then we see how it is embedded in $E$.

Let $\psi_{1}$ be the identity map of $S^{1}(a) \times S^{1}$, and let

$$
\psi_{2}: S^{1}(b) \times S^{1} \rightarrow S^{1}(b) \times S^{1}
$$

be defined by $\psi_{2}\left(w_{1}, w_{2}\right)=\left(w_{1} w_{2}, w_{2}\right)$.
We use the diffeomorphism $\psi=\psi_{1} \cup \psi_{2}: \partial\left(\partial A \times B^{2}\right) \rightarrow \partial\left(A \times S^{1}\right)$ to construct the oriented 3-manifold

$$
M=\left(\partial A \times B^{2}\right) \cup_{\psi}\left(A \times S^{1}\right)
$$

obtained by gluing $\partial A \times B^{2}$ to $A \times S^{1}$ along the boundary (these two pieces are oriented in the canonical way).

Let $p: M \rightarrow B^{2}$ be defined by $p\left(w_{1}, w_{2}\right)=w_{2}$, for $\left(w_{1}, w_{2}\right)$ in $\partial A \times B^{2}$ or $A \times S^{1}$. It is clear that $(M, p)$ is an open book decomposition of $M$ with binding

$$
L=\partial A \times\{0\} \subset \partial A \times B^{2} \subset M
$$

and the annulus $A$ as the page.
Now, we show that the monodromy of $p$ is the diffeomorphism $\delta: A \rightarrow A$ defined by

$$
\delta(z)=z e^{2 \pi i \tau(|z|)},
$$

where $\tau:[a, b] \rightarrow[0,1]$ is an increasing diffeomorphism (for example, the affine one). Thus, $\delta$ is the identity on $\partial A$. Let

$$
T(\delta)=\frac{A \times[0,1]}{(z, 1) \sim(\delta(z), 0)}
$$

be the mapping torus of $\delta$.

The open book decomposition with page $A$ and monodromy $\delta$ represents a 3-manifold $B(\delta)$ obtained by capping off $T(\delta)$ with $\partial A \times B^{2}$ glued along the boundary by the identity, up to the obvious identification $\partial B^{2}=S^{1} \cong[0,1] /(0 \sim 1)$.

Define the map $k: T(\delta) \rightarrow A \times S^{1}$ by setting

$$
k([(z, t)])=\left(z e^{2 \pi i \tau(|z|)(t-1)}, e^{2 \pi i t}\right)
$$

Then, $k$ is an orientation-preserving fibered diffeomorphism.
The gluing maps $\psi_{1}$ and $\psi_{2}$ used for building $M$ correspond, by means of $k$, to the identity of $\partial(T(\delta))=\partial A \times S^{1}$. This implies that there is a diffeomorphism $M \cong B(\delta)$, with respect to which the open book $p$ corresponds to that of $B(\delta)$, and so $\delta$ is the monodromy of $p$.

In order to understand $\delta$, we consider the diffeomorphism $q: A \rightarrow S^{1} \times[0,1]$ defined by

$$
q(z)=\left(\frac{\bar{z}}{|z|}, \tau(|z|)\right) .
$$

This is orientation-preserving, as it can be easily shown by writing $q$ in polar coordinates. Moreover, $q^{-1}(w, t)=\tau^{-1}(t) \bar{w}$.

It is now straightforward to prove the identity $\delta_{-}=q \circ \delta \circ q^{-1}$, where $\delta_{-}$is the left-handed Dehn twist defined above. Therefore, $\delta$ is a left-handed Dehn twist of $A$ about the curve $\gamma \subset A$ of equation $\tau(|z|)=\frac{1}{2}$ (that is, the core of $A$ ). It follows that $p: M \rightarrow B^{2}$ is equivalent to the open book $h_{-}$of $S^{3}$, and in particular $M \cong S^{3}$.

Next, we define an embedding $g: M \rightarrow E$ by

$$
g\left(z_{1}, z_{2}\right)= \begin{cases}\Phi^{\prime}\left(z_{1}, z_{2}\right) & \text { for }\left(z_{1}, z_{2}\right) \in A \times S^{1}, \\ j\left(z_{1}, c^{-1} z_{2}\right) & \text { for }\left(z_{1}, z_{2}\right) \in S^{1}(a) \times B^{2}, \\ j\left(c z_{1}, c^{-1} z_{2}\right) & \text { for }\left(z_{1}, z_{2}\right) \in S^{1}(b) \times B^{2},\end{cases}
$$

where $j: V \hookrightarrow E$ is the inclusion map.
We show that $g$ is well defined. For $\left(z_{1}, z_{2}\right) \in S^{1}(a) \times S^{1}$,
$g\left(z_{1}, z_{2}\right)=j\left(z_{1}, c^{-1} z_{2}\right)=\Phi\left(z_{1}, c^{-1} z_{2}\right)=\left[\left(z_{1} \varphi\left(c z_{2}^{-1}\right), c z_{2}^{-1}\right)\right]=\left(\Phi^{\prime} \circ \psi_{1}\right)\left(z_{1}, z_{2}\right)$.
Finally, we check consistency at $\left(z_{1}, z_{2}\right) \in S^{1}(b) \times S^{1}$. First, $\left(z_{1}, z_{2}\right) \in S^{1}(b) \times B^{2}$ implies $\left(c z_{1}, c^{-1} z_{2}\right) \in V$ by inequality (1) above, so we can compute $j\left(c z_{1}, c^{-1} z_{2}\right)$.

We have

$$
\begin{aligned}
g\left(z_{1}, z_{2}\right) & =j\left(c z_{1}, c^{-1} z_{2}\right) \\
& =\Phi\left(c z_{1}, c^{-1} z_{2}\right) \\
& =\left[\left(c z_{1} \varphi\left(c z_{2}^{-1}\right), c z_{2}^{-1}\right)\right] \\
& =\left[\left(z_{1} z_{2} \varphi\left(c z_{2}^{-1}\right), c z_{2}^{-1}\right)\right] \\
& =\left(\Phi^{\prime} \circ \psi_{2}\right)\left(z_{1}, z_{2}\right),
\end{aligned}
$$

where we are using the $\mathbb{Z}$-action considered in Section 2.
By abusing notation, we still denote by $M \subset E$ the image of $g$. Therefore, $M$ is a piecewise smooth embedded submanifold of $E$, although it is not globally smooth. Indeed, the two codimension- 0 submanifolds of $E \cong \mathbb{R}^{4}$ bounded by $M$ have corners along $\partial A \times S^{1} \subset M$. Away from the corners, $M$ is foliated by holomorphic curves, and hence it is Levi flat. These holomorphic curves are the images of the disks $\left\{z_{1}\right\} \times B^{2}$ and the images of the annuli $A \times\left\{z_{2}\right\}$ by the embedding $g$, with $\left(z_{1}, z_{2}\right) \in \partial A \times S^{1}$.

Let $D \subset E$ be the compact submanifold bounded by $M$, and let $C$ be the noncompact one. Hence, $E=D \cup_{M} C$.

The argument based on Kirby calculus in [4] proves the following proposition.
Proposition 3.2 Up to smoothing the corners, $D$ is diffeomorphic to $B^{4}$ and $C$ is diffeomorphic to $S^{3} \times(0,1]$.

The same conclusion follows from the existence of a proper continuous function $u: C \rightarrow(0,1]$, which is smooth, regular (namely, with no critical points) and strictly plurisubharmonic in Int $C$. In the next section, we show the existence of such a function to prove our main theorem.

## 4 The proof of the main theorem

In this section we prove the following proposition and then prove our main theorem.
Proposition 4.1 There exists a smooth 3-sphere $M_{1} \subset E$ such that
(1) the noncompact submanifold $C_{1} \subset E \cong \mathbb{R}^{4}$ bounded by $M_{1}$ admits a proper smooth regular strictly plurisubharmonic function $u: C_{1} \rightarrow(0,1]$;
(2) the complement $D_{1}=E-\operatorname{Int} C_{1}$ is of Calabi-Eckmann type;
(3) $M_{1}$ is piecewise smoothly isotopic to $M$ in $E$.

Remark Property (3) of the above proposition and Proposition 3.2 imply that $M_{1}$ is smoothly standard in $E$, meaning that there exists a diffeomorphism $E \rightarrow \mathbb{R}^{4}$ mapping $M_{1}$ to the standard unit sphere $S^{3}$. Thus, $C_{1} \cong S^{3} \times(0,1]$ and $D_{1}=E-\operatorname{Int} C_{1} \cong B^{4}$.

Proposition 4.1 follows from the construction of $C$ in Section 2 and the following well-known facts.

Lemma 4.2 Let $U \subset \mathbb{C}$ be a nonempty open subset, and let $\psi: U \rightarrow \mathbb{R}$ be a smooth function. Let $\Omega=\left\{\left(z_{1}, z_{2}\right) \in U \times \mathbb{C}| | z_{2} \mid \leq \exp \left(-\psi\left(z_{1}\right)\right)\right\} \subset \mathbb{C}^{2}$. Then the following two conditions are equivalent:
(1) $\partial \Omega$ is strongly pseudoconvex (resp. pseudoconcave);
(2) $\psi($ resp. $-\psi)$ is a strictly subharmonic function.

Lemma 4.3 Let $c$ be a smooth regular curve in $\mathbb{R}^{2}$. Then the hypersurface

$$
M_{c}=\left\{\left(z_{1}, z_{2}\right) \mid\left(\log \left|z_{1}\right|, \log \left|z_{2}\right|\right) \in c\right\} \subset\left(\mathbb{C}^{*}\right)^{2}
$$

is strongly pseudoconvex if and only if the plane curve $c$ is strictly convex.

Now we construct a strongly pseudoconcave hypersurface $M_{1}$ which is a perturbation of the holomorphic open book $M$. We make use of Proposition 2.1 and of the notation established in Section 2.

Proof of Proposition 4.1 We construct a family $\left\{M_{t}\right\}_{t \in(0,1]}$ of smooth closed hypersurfaces in $C$ as follows. First, for any $t \in(0,1]$ and a sufficiently small positive number $\delta$, we take the two functions $f_{t}, g_{t}:\left[0, \rho_{1}^{-1}\right] \rightarrow\left(1, \rho_{2}\right)$ given by

$$
f_{t}(x)=\log a+t \delta\left(1+x^{2}\right), \quad g_{t}(x)=\log (b c)-t \delta\left(1+x^{2}\right)
$$

Recall that $\left(z_{1}, z_{2}\right)$ are the coordinates on $V=\Delta\left(1, \rho_{2}\right) \times \Delta\left(\rho_{0}^{-1}\right) \subset \mathbb{C}^{2}$. We then define the hypersurfaces $Q_{t}$ and $R_{t}$ in $V$ by $\left|z_{1}\right|=\exp \left(f_{t}\left(\left|z_{2}\right|\right)\right)$ and $\left|z_{1}\right|=\exp \left(g_{t}\left(\left|z_{2}\right|\right)\right)$, respectively. By orienting $Q_{t}$ and $R_{t}$ as the boundary components of the manifold

$$
\left\{\left(z_{1}, z_{2}\right) \in V\left|\exp \left(g_{t}\left(\left|z_{2}\right|\right)\right) \leq\left|z_{1}\right| \leq \exp \left(f_{t}\left(\left|z_{2}\right|\right)\right)\right\}\right.
$$

it turns out that they are both strongly pseudoconcave by Lemma 4.2. Now we retake the coordinates $\left(w_{1}, w_{2}\right)$ on $V^{\prime}$ so that $\left(w_{1}, w_{2}\right)=\left(z_{1}, z_{2}^{-1}\right)$. Then, near $Q_{t}$, the coordinate transformation between $V$ and $V^{\prime}$ is $\left(w_{1}, w_{2}\right)=\left(z_{1}, z_{2}^{-1}\right)$, and near $R_{t}$, it is $\left(w_{1}, w_{2}\right)=\left(z_{1} z_{2}, z_{2}^{-1}\right)$, by taking the embedding $\psi: U^{\prime} \rightarrow V^{\prime}$ into account;
see Section 2. Putting $u_{j}=\log \left|z_{j}\right|$ and $v_{j}=\log \left|w_{j}\right|$ for $j=1,2$, the coordinate transformation is given by

$$
\binom{v_{1}}{v_{2}}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)\binom{u_{1}}{u_{2}} \quad \text { near } Q_{t}, \quad\binom{v_{1}}{v_{2}}=\left(\begin{array}{rr}
1 & 1 \\
0 & -1
\end{array}\right)\binom{u_{1}}{u_{2}} \quad \text { near } R_{t} .
$$

Then the defining equations of $Q_{t}$ and $R_{t}$ are
$u_{1}=f_{t}\left(e^{u_{2}}\right)$ for $u_{2} \leq-\log \rho_{1} \Longleftrightarrow v_{1}=\log a+t \delta\left(1+e^{-2 v_{2}}\right) \quad$ for $v_{2} \geq \log \rho_{1}$, $u_{1}=g_{t}\left(e^{u_{2}}\right)$ for $u_{2} \leq-\log \rho_{1} \Longleftrightarrow v_{1}=\log (b c)-v_{2}-t \delta\left(1+e^{-2 v_{2}}\right)$ for $v_{2} \geq \log \rho_{1}$, respectively. Hence, they give plane curves in the ( $v_{1} v_{2}$ )-plane, say $c_{Q_{t}}$ and $c_{R_{t}}$. Then there exists a smooth family of strictly convex curves $c_{t}$ satisfying:
(a) each curve $c_{t}$ is contained in the trapezoid

$$
\left\{\left(v_{1}, v_{2}\right) \mid v_{1}>\log a, \log c<v_{2}<\log \rho_{1}, v_{1}+v_{2}<\log (b c)\right\} ;
$$

(b) $c_{t}, c_{Q_{t}}$ and $c_{R_{t}}$ are smoothly connected to be a regular curve;
(c) the family of curves foliates a subdomain of the trapezoid;
(d) as $t$ goes to 0 , the curve $c_{t}$ piecewise smoothly converges to the polygonal line
$\left\{\left(\log a, v_{2}\right) \mid \log c<v_{2}<\log \rho_{1}\right\} \cup\left\{\left(v_{1}, \log c\right) \mid \log a \leq v_{1} \leq \log b\right\}$

$$
\cup\left\{\left(v_{1}, v_{2}\right) \mid v_{1}+v_{2}=\log (b c), \log c<v_{2}<\log \rho_{1}\right\} .
$$

Now we define the hypersurface $S_{t} \subset V^{\prime}$ by $S_{t}=\left\{\left(w_{1}, w_{2}\right) \mid\left(v_{1}, v_{2}\right) \in c_{t}\right\}$. Then it is strongly pseudoconvex with one orientation by Lemma 4.3, but with the natural orientation respecting those of $Q_{t}$ and $R_{t}$, it is strongly pseudoconcave. Hence, the three pieces $Q_{t}, R_{t}$ and $S_{t}$ form a smooth closed strongly pseudoconcave hypersurface in $Y$, which we denote by $M_{t}$. Strictly speaking, $R_{t}$ and the union $H_{t}=Q_{t} \cup S_{t}$ are hypersurfaces in $V^{\prime \prime}=V \cup V^{\prime}$. In the quotient $Y=V^{\prime \prime} / \sim$, they are glued together to form a smooth closed hypersurface $M_{t}$ in $Y$. Since each piece is strongly pseudoconcave, so is $M_{t}$. Thus, $M_{t}$ is a smooth closed strongly pseudoconcave hypersurface in $Y$. The equations defining $Q_{t}$ and $R_{t}$ above and condition (d) of $c_{t}$ imply that $M_{t}$ piecewise smoothly converges to $M$ when $t$ goes to 0 . In particular, $M_{1}$ is a smooth strongly pseudoconcave 3-sphere and satisfies condition (3) of the statement.

Moreover, the smooth 3-sphere $M_{1}$ divides the complex manifold $E$ into the two submanifolds, the compact one $D_{1}$, which is a closed 4-ball, and the noncompact
one $C_{1}$. Then condition (2) is automatically fulfilled because $D_{1}$ is contractible and contains the singular rational curve of $E$.

By a similar construction as that of the family $\left\{M_{t}\right\}_{t \in(0,1]}$, we can easily prove that Int $C_{1}$ is foliated by a family of strongly pseudoconcave 3 -spheres $\left\{M_{t}\right\}_{t \in(1,2)}$. Therefore, the following lemma, which proves the existence of a strictly plurisubharmonic function, concludes the proof.

Lemma 4.4 Let $\gamma: X \rightarrow \mathbb{R}$ be a proper smooth regular function on a complex manifold $X$ such that the complex tangencies define a contact structure on the level sets $\gamma^{-1}(c)$ for all $c \in \gamma(X)$. Then there exists a smooth convex and increasing function $g: \gamma(X) \rightarrow \mathbb{R}$ such that $g \circ \gamma$ is strictly plurisubharmonic on $X$.

Proof See for example [3, Lemma 2.7].
Proof of Main Theorem Endow $B^{4}$ with the complex structure $J$ induced by an orientation-preserving diffeomorphism $B^{4} \cong D_{1}$, the 4-ball in $E$ bounded by $M_{1}$. Then $\left(B^{4}, J\right)$ is of Calabi-Eckmann type and with strongly pseudoconcave boundary ( $S^{3}, \xi$ ), where $\xi$ is the induced contact structure.

Since $J$ is homotopic, through almost complex structures, to the standard complex structure of $B^{4} \subset \mathbb{C}^{2}$, the boundary contact structure $\xi$ is homotopic as a plane field to the standard positive tight contact structure of $S^{3}$.

We are left to show the compatibility of the contact structure on $M_{1} \cong S^{3}$ with the open book decomposition inherited from $M$ by a suitable diffeomorphism $\varphi: M \rightarrow M_{1}$ compatible with the splitting $M=\left(\partial A \times B^{2}\right) \cup_{\psi}\left(A \times S^{1}\right)$ of the definition of $M$ in Section 3, and the splitting $M_{1}=Q_{1} \cup R_{1} \cup S_{1}$ above; that is, $\varphi\left(\partial A \times B^{2}\right)=Q_{1} \cup R_{1}$ and $\varphi\left(A \times S^{1}\right)=S_{1}$. We want to prove that the contact form $\alpha$ is positive on the binding (oriented as the boundary of a page) and that $d \alpha$ is a volume form on the pages (oriented as holomorphic curves of $E$ ) of the open book decomposition; see [15, Section 9.2].

Since $u$ is strictly plurisubharmonic on $C_{1}$, the 1 -form $\alpha=-d^{\mathbb{C}} u$ is a contact form on each level set of $u$, and the 2 -form $d \alpha$ defines a symplectic structure compatible with the complex structure $J$. The contactness of $M_{1}$ is equivalent to the fact that the restriction $\left.(\alpha \wedge d \alpha)\right|_{T M_{1}}$ is a volume form. On the other hand, the open book decomposition of $M_{1}$ is given by the function

$$
\varphi: M_{1}-L \rightarrow S^{1}, \quad \varphi\left(z_{1}, z_{2}\right)=\frac{z_{2}}{\left|z_{2}\right|},
$$

where $L \subset M_{1}$ is the link of equation $z_{2}=0$. The vector $\partial / \partial \theta_{1}$ is tangent to the binding and the tangent space of the page is spanned by $\partial / \partial \theta_{1}$ and $V$, where $V$ is the tangent vector of the curve $\left\{\left(e^{v_{1}}, e^{v_{2}}\right) \mid\left(v_{1}, v_{2}\right) \in c_{1}\right\}$. Notice that the binding consists of two components $L_{1}=\left\{\left(z_{1}, z_{2}\right) \in Q_{1} \mid z_{2}=0\right\}$ and $L_{2}=\left\{\left(z_{1}, z_{2}\right) \in R_{1} \mid z_{2}=0\right\}$, which are naturally oriented by $-\partial / \partial \theta_{1}$ and $\partial / \partial \theta_{1}$, respectively.

Now, we check the compatibility. Since the partial derivative $\partial u / \partial r_{1}$ is negative near $L_{1}$ and positive near $L_{2}$,

$$
\begin{aligned}
& \alpha\left(-\frac{\partial}{\partial \theta_{1}}\right)_{r_{1}=d_{1}, z_{2}=0}=d^{\mathbb{C}} u\left(\frac{\partial}{\partial \theta_{1}}\right)_{r_{1}=d_{1}, z_{2}=0}=-r_{1}\left(\frac{\partial u}{\partial r_{1}}\right)_{r_{1}=d_{1}, z_{2}=0}>0, \\
& \alpha\left(\frac{\partial}{\partial \theta_{1}}\right)_{r_{1}=d_{2}, z_{2}=0}=-d^{\mathbb{C}} u\left(\frac{\partial}{\partial \theta_{1}}\right)_{r_{1}=d_{2}, z_{2}=0}=r_{1}\left(\frac{\partial u}{\partial r_{1}}\right)_{r_{1}=d_{2}, z_{2}=0}>0,
\end{aligned}
$$

which imply the positivity of $\alpha$ along the binding.
In order to see that $d \alpha$ is a volume form on the pages, it is enough to show that the vectors $\partial / \partial \theta_{1}, V$ and $R$ span the tangent space of $M_{1}$, where

$$
R=J\left(\frac{\nabla u}{\|\nabla u\|}\right)
$$

is the Reeb vector field of the contact form $\left.\alpha\right|_{T M_{1}}$. Since the $r_{2}$ component of the gradient vector is positive except on the binding, so is the $\theta_{2}$ component of $R$. Therefore, the three vectors indeed span the tangent space except on the binding.
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# Modifications preserving hyperbolicity of link complements 

Colin AdAMS<br>William H Meeks III<br>Álvaro K Ramos


#### Abstract

Given a link in a 3-manifold such that the complement is hyperbolic, we provide two modifications to the link, called the chain move and the switch move, that preserve hyperbolicity of the complement, with only a relatively small number of manifold-link pair exceptions, which are also classified. These modifications provide a substantial increase in the number of known hyperbolic links in the 3 -sphere and other 3-manifolds.


57K10, 57K32

## 1 Introduction

Thurston proved that every knot in the 3 -sphere $S^{3}$ is either a torus knot, a satellite knot or a hyperbolic knot; by which we mean that its complement in $S^{3}$ admits a complete hyperbolic metric. By the Mostow-Prasad rigidity theorem, the complement of a hyperbolic knot in $S^{3}$ has a unique hyperbolic metric, which must have finite volume; hence, a hyperbolic knot in $S^{3}$ has associated to it a well-defined set of hyperbolic invariants such as volume, cusp volume, cusp shape, etc. More generally, Thurston proved that a link in a closed, orientable 3-manifold has hyperbolic complement (necessarily of finite volume) if and only if the exterior of the link contains no properly embedded essential disks, spheres, tori or annuli - terms that are described in Definition 2.1.

One would like to be able to identify link complements that satisfy Thurston's criteria, and that therefore possess a hyperbolic metric. In [12], Menasco proved that every non-2-braid prime alternating link in $S^{3}$ is hyperbolic. In [2], Adams extended this result to augmented alternating links, where additional nonparallel trivial components wrapping around two adjacent strands in the alternating projection were added to the link. These additional components bound twice-punctured disks, which are totally geodesic in the hyperbolic structure of the complement. By Adams [1], the link complement can be

[^20]

Figure 1: Replacing the left with the right preserves hyperbolicity of the complement.
cut open along such a twice-punctured disk, twisted a half-twist and reglued to obtain another hyperbolic link complement, with identical volume. This operation adds one crossing to the link projection. In many hyperbolic link complements, twice-punctured disks are particularly useful, because they are totally geodesic; see for instance the survey article by Purcell [15] and the references therein.

We consider two moves that one can perform on a link in a 3-manifold with hyperbolic complement. The first move we consider is called the chain move. Here, we start with a trivial component bounding a twice-punctured disk in a ball $\mathcal{B}$ as in Figure 1, and we replace the tangle on the left with the tangle on the right in Figure 1, where $k$ is any integer. Assuming that the rest of the manifold outside $\mathcal{B}$ is not the complement of a rational tangle in a 3-ball (see Adams [4, Chapter 2] for this definition), the result is hyperbolic.

There are counterexamples to extending the result to the case where the manifold outside $\mathcal{B}$ is a rational tangle complement in a 3-ball, as demonstrated by the hyperbolic link in the 3 -sphere appearing in Figure 2. When the chain move is applied with $k=3$, the resultant 3-component link is $6_{3}^{3}$ in Alexander-Rolfsen notation, which is not hyperbolic. However, in Lemma 3.4, we delineate explicitly the only possible exceptions.

The second move is called the switch move. Suppose we have a 3-manifold $M$ and a link $L$ in $M$ with hyperbolic complement. Let $\alpha$ be an embedded arc that runs from $L$ to $L$ with interior that is isotopic to an embedded geodesic in the complement, as in Figure 3.


Figure 2: Applying the chain move to this hyperbolic link with $k=3$ yields the nonhyperbolic link complement $6_{3}^{3}$.


Figure 3: The trace of a geodesic $\alpha$ of ( $M \backslash L, h$ ) connects one or two components of $L$ to one another, and a neighborhood $\mathcal{B}$ of $\alpha$ intersects $L$ in two arcs.

Such a geodesic always exists since we could take one with minimal length outside fixed cusp boundaries. We consider the possibility that the arc runs from one component of $L$ back to the same component or from one component to a second component. Let $\mathcal{B}$ be a neighborhood of $\alpha$. Then $\mathcal{B}$ intersects $L$ in two arcs, as in Figure 4 , left. The switch move allows us to surger the link and add in a trivial component as in Figure 4, right, while preserving hyperbolicity.

Remark 1.1 The projection depicted in Figure 3 is not well defined, since if the two arcs are skew inside the ball, there are two different projections, depending on point of view. So in fact, for each such geodesic $\alpha$, there are two switch moves possible. This is equivalent to cutting along the twice-punctured disk $D$ bounded by $C$ and twisting a half-twist in either direction before regluing. Once we prove that the switch move depicted in Figure 4 preserves hyperbolicity, the hyperbolicity of the half-twisted


Figure 4: The switch move replaces the arcs $g$ and $g^{\prime}$ by the tangle $\gamma_{1} \cup \gamma_{2} \cup C$.
version follows immediately from the previously mentioned results of [1], and the volumes of the resulting manifolds are identical. Further twists give link complements homeomorphic to the original or the half-twisted version.

These moves show that many additional link complements in 3-manifolds are hyperbolic. The authors [6] used the chain move and the switch move, together with the related switch move gluing operation described in Section 5, in the proof that for any given surface $S$ of finite topology and negative Euler characteristic and any $H \in[0,1$ ), there exists a proper, totally umbilic embedding of $S$ into some hyperbolic 3-manifold of finite volume with image surface having constant mean curvature $H$.

Moreover, Adams, Eisenberg, Greenberg, Kapoor, Liang, O’Connor, Pacheco-Tallaj and Wang [5] used the chain move in the proof that a virtual link obtained by taking a reduced classical prime alternating link projection and changing one crossing to be virtual yields a nonclassical virtual link.

We can also use the chain move and the switch move to obtain straightforward proofs of hyperbolicity of well-known classes of links.

Example 1.2 We can show that every chain link of five or more components, no matter how twisted, is hyperbolic. This was first proved by Oertel [14] (or see Neumann and Reid [13] for a proof using explicit hyperbolic structures for manifolds covered by these link complements).

Start with the alternating 4-chain, known to be hyperbolic by Menasco's work in [12]. Then apply the chain move repeatedly. This proves hyperbolicity of any chain link of five or more components with an arbitrary amount of twisting in the chain.

We note that the chain and switch moves apply more broadly than is apparent from Figures 1 and 4. In the case of the chain move, instead of specifying a hyperbolic link complement $M \backslash L$, we can start with a cusped hyperbolic 3-manifold $M^{\prime}$ containing a two-sided essential embedded thrice-punctured sphere $S$. Treating two of the boundary curves on the cusps as the meridional punctures of the disk in Figure 4 and the third as the longitudinal boundary of the disk, we can apply the chain move, removing the cusp that contains the longitude by doing a Dehn filling along a curve that crosses the longitude once and adding in the additional two components within a neighborhood of $S$. In the case that two of the boundaries of $S$ are on the same cusp, they must play the role of the meridional punctures. (Note that if a two-sided thrice-punctured sphere has all three boundaries on the same cusp, no move is possible.)


Figure 5: The augmented chain move.

In the case of the switch move, we can again begin with a cusped hyperbolic 3manifold $M^{\prime}$. For two cusps connected by an embedded geodesic, we can choose a nontrivial simple closed curve on each torus corresponding to each cusp. Then by Dehn filling along those curves we obtain a 3 -manifold $M$ for which $M^{\prime}$ is a link complement and the switch move applies.

The same procedure holds for a geodesic from a cusp back to the same cusp, and a specification of a nontrivial simple closed curve on the torus corresponding to the cusp, two copies of which play the role of the meridians around $\gamma_{1}$ and $\gamma_{2}$. Note that when applied to a link complement $M \backslash L$, but with a choice of curve other than meridians, the end result is not a new link complement in the same manifold.

Finally, we point out that there is a variant of the chain move called the augmented chain move as in Figure 5 wherein the two new components of the chain move are added in but the previous trivial component is not removed. We prove here that this move also preserves hyperbolicity.

To see this, we consider the link appearing in Figure 6, which is a twisted five-chain.
All five-chains are hyperbolic, as we just proved, so it has a hyperbolic complement. Now we apply the idea of a walnut as in [3]. We can cut the manifold $M$ open along the twice-punctured disk $E$ bounded by $C$, cut the 5-chain link complement open along the twice punctured disk bounding the bottom component in Figure 6 and then


Figure 6: All 5-chains are hyperbolic.
glue copies of the twice-punctured disks to one another to insert the cut-open link complement into $M$. As in [1], since a twice-punctured disk is totally geodesic with a rigid unique hyperbolic structure, the gluings are isometries and the resulting manifold is hyperbolic with volume the sum of the volumes of the two manifolds.

Next, we explain the organization of the paper. First, we remark that it suffices to demonstrate our results when the ambient manifold is orientable. This property is proved by showing that the oriented cover of a related nonorientable link complement admits a hyperbolic metric and then one applies the Mostow-Prasad rigidity theorem to conclude that the associated order-two covering transformation is an isometry, which in turn implies that the hyperbolic metric on the oriented covering descends. In Section 2, we present some of the background material necessary to the proofs of our main results in the orientable setting. In Section 3, we prove the chain move theorem, stated there as Theorem 3.1. In Section 4, we prove the switch move theorem, Theorem 4.1. In Section 5 we prove the switch move gluing operation, Theorem 5.1, which allows us to glue together two diffeomorphic genus one boundary components from one or two hyperbolic 3-manifolds of finite volume and then operate to generate new hyperbolic $3-$ manifolds of finite volume.

Acknowledgements Thanks to the referee for very thorough and helpful comments, including a much shorter proof of Lemma 3.4 and a strengthened version of Theorem 5.1. Meeks and Ramos were partially supported by the CNPq Brazil, grant 400966/2014-0.

## 2 Preliminaries

In this section, we recall some definitions and results that are needed to understand hyperbolic 3-manifolds of finite volume and certain embedded surfaces in such ambient spaces. Our first goal is to understand the statement of Thurston's hyperbolization theorem in our setting. Before stating this result, we first explain some of the definitions and notations we use. Throughout this discussion, $P$ will denote a connected, orientable, compact 3-manifold with nonempty boundary $\partial P$ consisting of tori and $\operatorname{int}(P)$ will denote the interior of $P$. Moreover, a surface $\Sigma$ in $P$ means a properly embedded surface $\Sigma \subset P$, ie $\Sigma$ is embedded in $P$ with $\partial \Sigma=\Sigma \cap \partial P$.

Definition 2.1 (1) Given a surface $\Sigma$ in $P$, a compression disk for $\Sigma$ is a disk $E \subset P$ with $\partial E=E \cap \Sigma$ such that $\partial E$ is homotopically nontrivial in $\Sigma$. If $\Sigma$ does not admit any compression disk, we say $\Sigma$ is incompressible.
(2) Given a surface $\Sigma$ in $P$, a boundary-compression disk for $\Sigma$ is a disk $E \subset P$ with $\partial E=E \cap(\Sigma \cup \partial P)$ such that $\partial E=\alpha \cup \beta$, where $\alpha$ and $\beta$ are arcs intersecting only in their endpoints such that $\alpha=E \cap \Sigma$ and $\beta=E \cap \partial P$ and $\alpha$ does not cut a disk from $\Sigma$. If $\Sigma$ does not admit any boundary-compression disk, we say $\Sigma$ is boundary-incompressible.
(3) A torus $T$ in $P$ is boundary parallel if $T$ is isotopic to a boundary component of $P$.
(4) An annulus $A$ in $P$ is boundary parallel if $A$ is isotopic, relative to $\partial A$, to an annulus $A^{\prime} \subset \partial P$.
(5) A sphere $S$ in $P$ is essential if $S$ does not bound a ball in $P$.
(6) A disk $E$ in $P$ is essential if $\partial E$ is homotopically nontrivial in $\partial P$.
(7) A torus $T$ is essential in $P$ if $T$ is incompressible and not boundary parallel.
(8) An annulus $A$ is essential in $P$ if $A$ is incompressible, boundary-incompressible and not boundary parallel.

Using the above definitions, Thurston's hyperbolization theorem implies that a connected, orientable, noncompact 3-manifold $N$ admits a hyperbolic metric of finite volume if and only if $N$ is diffeomorphic to $\operatorname{int}(P)$ as above and there are no essential spheres, disks, tori or annuli properly embedded in $P$. In this case, we shall say that $N$ is hyperbolic. When a link $L$ in a 3 -manifold $M$ has hyperbolic complement, we will say either $M \backslash L$ is hyperbolic, or $L$ is hyperbolic.

A useful fact is that if $\alpha$ is an arc with endpoints in a link $L$ in a 3-manifold $M$ such that $\alpha$ corresponds to a geodesic in the hyperbolic link complement $M \backslash L$, then $\alpha$ cannot be homotoped through $M \backslash L$ into $L$ while fixing its endpoints on $L$. This follows from the fact any such geodesic will lift to geodesics connecting distinct horospheres in the universal cover $\mathbb{H}^{3}$, whereas an arc that is homotopic into $L$ will lift to arcs, each of which connects one and the same horosphere.

In the case that a manifold $M$ has no essential disks, we say it is boundary-irreducible. In the case that a manifold $M$ has no essential spheres, we say it is irreducible. Note that if $M$ has only toroidal boundaries and it is not a solid torus, which is the situation we will consider, irreducibility implies boundary-irreducibility. This is because if there exists an essential disk $D$ with boundary in a torus $T \subset \partial M$, then $\partial N(D \cup T)$ is a sphere which must bound a ball to the non- $D$ side, implying $M$ is a solid torus. Here and elsewhere, $N(G)$ denotes a regular neighborhood of a set $G \subset M$.

Given an annulus $A$ properly embedded in an irreducible manifold $M$ with toroidal boundary, we note that if $A$ is boundary-compressible, it is boundary-parallel. This follows because we can surger the annulus along the boundary-compressing disk to obtain a properly embedded disk $D$, with trivial boundary on $\partial M$. Then $\partial D$ bounds a disk $D^{\prime}$ in $\partial M$, and $D \cup D^{\prime}$ is a sphere bounding a ball. This allows us to isotope $A$ relative $\partial A$ into $\partial M$.

Finally, we remark that if $S$ is a two-sided, incompressible surface properly embedded in an irreducible manifold $M$ with toroidal boundary, then either $S$ is boundaryincompressible or $S$ is a boundary parallel annulus; see for instance [11, Lemma 1.10].

## 3 The chain move theorem

Let $L$ be a hyperbolic link in a 3 -manifold $M$ and let $\mathcal{B} \subset M$ be a ball in $M$ that intersects $L$ as in Figure 1, left. In this section we prove the chain move theorem, as stated by Theorem 3.1 below. The proof breaks up into two cases depending on whether or not the pair $(M \backslash \mathcal{B}, L \backslash \mathcal{B})$ is a rational tangle in a 3-ball; see [4, Chapter 2] for this definition and for the representation of a rational tangle by a sequence of integers.

Theorem 3.1 (chain move theorem) Let $L$ be a link in a 3-manifold $M$ such that the link complement $M \backslash L$ admits a complete hyperbolic metric of finite volume. Suppose that there is a sphere $\mathcal{S}$ in $M$ bounding a ball $\mathcal{B}$ that intersects $L$ as in Figure 1, left. Let $L^{\prime}$ be the resulting link obtained by replacing $L \cap \mathcal{B}$ by the components as appear in Figure 1 , right. Then if $(M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L)$ ) is not any of the rational tangles $-k$, $-(k+1)$, or $-2-k$ in a 3-ball, then $M \backslash L^{\prime}$ admits a complete hyperbolic metric of finite volume.

In Figure 7, top, we see the new link components that are inserted into the ball $\mathcal{B}$. In Figures 7, bottom, we see, for any fixed integer $k$, the three cases of rational tangles in the exterior 3-ball that do not yield a hyperbolic link complement.

Remark 3.2 The crossings around the single trivial component need not be nonalternating for Theorem 3.1 to apply. If the crossings alternate (as shown in Figure 8, left), we could add a crossing to $\gamma_{2}$ and work in a subball as in Figure 8, right, so that the crossings are those shown in Figure 1, left.

Remark 3.3 Repeated application of the chain move theorem allows us to create a hyperbolic link complement with an arbitrarily long chain of trivial components and


Figure 7: The link components we are inserting in $\mathcal{B}$ and the three rational tangles in an exterior ball that do not generate a hyperbolic link complement.
with any amount of twist. Moreover, if the original exterior tangle is assumed not to be rational, the subsequent exterior tangles to which we apply the move cannot be rational either, so all resulting link complements are hyperbolic. In fact, even if the initial exterior tangle is rational, if our first application of the move results in a hyperbolic link complement, all repeated applications will also be hyperbolic.

We set the stage for the proof of Theorem 3.1 with the following lemma.

Lemma 3.4 Let $L$ be a link in the 3-sphere such that the tangle $R=L \backslash \mathcal{B}$ is a rational tangle and the tangle $L \cap \mathcal{B}$ is the tangle $T_{k}$ appearing in Figure 1, right, for some


Figure 8: Using an isotopy within $\mathcal{B}$ to obtain a subball where the chain move theorem applies.
integer $k$. If $R$ is none of the rational tangles $\infty,-k,-(k+1)$ or $-2-k$, the link complement is hyperbolic.

Proof We represent rational tangles by a fraction $\frac{p}{q} \in \mathbb{Q} \cup\{\infty\}$. We also use the notation $K\left(p_{1} / q_{1}, \ldots, p_{n} / q_{n}\right)$ to denote the Montesinos link created by the tangles $p_{1} / q_{1}, \ldots, p_{n} / q_{n}$. For more details, see [14] or [16].

Note that if $L$ is as stated in Lemma 3.4, then it is a Montesinos link of either three or four components. Furthermore, after untwisting the $k$ half-twists into $R$, the rational tangles in $\mathcal{B}$ are $-\frac{1}{2}, \frac{1}{2}$ and $\frac{1}{2}$ and $R$ is also a rational tangle. Thus, there exists $\frac{p}{q} \in \mathbb{Q} \cup\{\infty\}$ such that $L$ is equivalent to $K\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{p}{q}\right)$. If $\frac{p}{q}=\infty$, then $L$ is not prime (and not hyperbolic).

Next, we use the classification of all the nonhyperbolic Montesinos links given by work of Bonahon and Siebenmann [8] (or see [9] for a different proof) and Oertel [14, Corollary 5] to analyze the possibilities for $\frac{p}{q} \in \mathbb{Q}$ for which $L$ is not hyperbolic. In [8], the Montesinos "torus links" are determined, all of which are nonhyperbolic. These include torus links in the usual sense but additionally allowing for the inclusion of the core curves of the solid tori to either side of the defining torus. In [14], the nonhyperbolic Montesinos links that are not "torus links" are determined. See [16] (Theorem 4.1 and the following paragraph) for a complete list of the nonhyperbolic Montesinos links.

If $L$ has three components, then $\gamma_{1}$ and $\gamma_{2}$ are in the same component $C_{3} \subset L$. But the only nonhyperbolic Montesinos links of three components are $L=K\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{m}\right)$, for $m \in 2 \mathbb{N}, L=K\left(-\frac{1}{2}, \frac{1}{4}, \frac{1}{4}\right)$, or their mirror images. Since $\operatorname{lk}\left(C_{1}, C_{2}\right)= \pm 1$, $\operatorname{lk}\left(C_{2}, C_{3}\right)= \pm 1$ and $\operatorname{lk}\left(C_{3}, C_{1}\right)= \pm 1$, the only possibility is $L=K\left(-\frac{1}{2}, \frac{1}{2}, \pm \frac{1}{2}\right)$. In this situation, note that $K\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{p}{q}\right)$ is equivalent to $K\left(-\frac{1}{2}, \frac{1}{2}, \pm \frac{1}{2}\right)$ if and only if $\frac{p}{q}=0$ or $\frac{p}{q}=-1$.
In the case when $L$ is a nonhyperbolic 4 -component Montesinos link, the only possibility is $L=K\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right)$. But suppose it has another description as a 4 -tangle Montesinos link. Let $L^{\prime}=K\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{r}{s}\right)$, and suppose $L=L^{\prime}$. Then $s=2$ by consideration of the Seifert invariants of the double branched cover. Then $r$ is odd, and $L^{\prime}$ is a chain link. But $L$ is nonhyperbolic, while $L^{\prime}$ is hyperbolic by [13] unless $r=-1$ (corresponding to chain link $C(4,-2)$ in their notation).

Hence, there are only four possibilities for $\frac{p}{q}$ which make $L$ nonhyperbolic, namely $\infty, 0,-1$ and $-\frac{1}{2}$. After compensating for the $k$ twists being moved into $R$, these correspond exactly to the four tangles in the statement of the lemma.

Proof of Theorem 3.1 Let $X=M \backslash L$ and, for $i=1$, 2, let $\Gamma_{i}$ be the connected component of $L$ containing the arc $\gamma_{i}$ (note that possibly $\Gamma_{1}=\Gamma_{2}$ ). First, we assume that $M$ is orientable. We let $L^{\prime}$ be the link formed by the replacement stated in Theorem 3.1. As stated in the introduction of this section, we will assume that $(M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L))$ is not a rational tangle in a 3-ball as this special case has been dealt with by Lemma 3.4.

Note that we do not include the rational tangle $\infty$ as a tangle to exclude in the statement of Theorem 3.1 since, in the case of this tangle, the original link $L$ is not prime and hence $X$ is not hyperbolic. We prove Theorem 3.1 when $M$ is orientable by showing that the resulting link complement $Y=M \backslash L^{\prime}$ does not admit essential disks, spheres, tori or annuli. In order to do so, we first prove the following.

Claim 3.5 The four-punctured sphere $\mathcal{Q}=\mathcal{S} \backslash L$ is incompressible and boundaryincompressible in $X$ and also in $Y$.

Proof We prove that if $\mathcal{Q}$ is compressible in $X$ or in $Y$, then $(M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L))$ is a rational tangle in a 3-ball. We first prove this property in $X$. Let $\gamma$ be a nontrivial simple closed curve in $\mathcal{Q}$ and assume that there is a compact disk $E \subset X$ with $\partial E=\gamma=E \cap \mathcal{Q}$. Then each of the two disks $E_{1}$ and $E_{2}$ bounded by $\gamma$ in $\mathcal{S}$ must contain exactly two of the punctures of $\mathcal{Q}$, otherwise we could attach a one-punctured disk in $\mathcal{Q}$ to $E$ to find an essential disk in $X$, contradicting its hyperbolicity.

If $E$ were contained in $\mathcal{B}$, then $E \cup E_{1}$ and $E \cup E_{2}$ are two spheres in $\mathcal{B}$, each punctured twice by $L$. Since both punctures in each sphere cannot come from distinct arcs in $L \cap \mathcal{B}, E$ separates $\mathcal{B}$ into two balls $B_{1}$ and $B_{2}$, where $\gamma_{1} \subset B_{1}$ and $\gamma_{2} \subset B_{2}$, and it then follows that $C$ cannot link $\gamma_{1}$ and $\gamma_{2}$ simultaneously, a contradiction.

Next assume that $E \cap \operatorname{int}(\mathcal{B})=\varnothing$. Let $A_{i}=E \cup E_{i} \backslash L$ for $i=1,2$. Then each $A_{i}$ is an annulus in $X$. Since each $A_{i}$ is incompressible and $X$ is hyperbolic, $A_{i}$ is boundary parallel. Therefore, the closure of $A_{i}$ in $M$ bounds a closed ball $B_{i} \subset M \backslash \operatorname{int}(\mathcal{B})$ with $\partial B_{i}=E_{i} \cup E$ and such that $B_{i} \cap L$ is an unknotted arc in $B_{i}$. Hence, we can isotope $L \cap B_{i}$ through $B_{i}$ to the surface $\mathcal{S}$. Then, after the isotopy, $\partial N(\mathcal{B})$ is a sphere in $X$. Since $X$ is hyperbolic, $\partial N(\mathcal{B})$ bounds a ball which is disjoint from $\mathcal{B}$, and this is a contradiction unless $M=\mathbb{S}^{3}$.

If $M=\mathbb{S}^{3}$, then the fact $L \cap B_{i}$ can be isotoped through $B_{i}$ to the surface $\mathcal{S}$ implies $L \backslash(\mathcal{B} \cap L)$ can be isotoped to be two disjoint embedded arcs on $\mathcal{S}$. Hence,

$$
(M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L))
$$

is a rational tangle determined by $\gamma$, and up to isotopy, $E$ is the only compression disk for $\mathcal{Q}$ in $X$.

Note that the above argument implies that $\mathcal{Q}$ is also incompressible in $Y$, as we next explain. If $E \subset Y$ was a compressing disk with $\partial E=E \cap \mathcal{Q}$, then $E$ necessarily is contained in $\mathcal{B}$, otherwise $E \subset Y \backslash \mathcal{B}$ and $Y \backslash \mathcal{B}=X \backslash \mathcal{B}$ would give a compression disk for $\mathcal{Q}$ in $X$. Once again, $E \subset \mathcal{B}$ gives that $E$ separates $\mathcal{B}$ into two balls, $B_{1}$ and $B_{2}$, such that $\gamma_{1} \subset B_{1}$ and $\gamma_{2} \subset B_{2}$. Then, since $C_{1}$ links $\gamma_{1}, C_{1} \subset B_{1}$. And since $C_{2}$ links $\gamma_{2}, C_{2} \subset B_{2}$. But then $E$ separates $C_{1}$ from $C_{2}$ in $\mathcal{B}$, a contradiction to the fact they are linked in $\mathcal{B}$.

To prove boundary-incompressibility of $\mathcal{Q}$ in either $X$ or $Y$, suppose $E$ is a boundarycompression disk such that $\partial E=\alpha \cup \beta$ with $\alpha=E \cap \mathcal{Q}$. If $\alpha$ connects two distinct punctures of $\mathcal{Q}$ and $N(E)$ is a small neighborhood of $E$ in $M$, then $\partial N(E) \backslash(\partial N(E) \cap \mathcal{B})$ is a compression disk for $\mathcal{Q}$, a contradiction.

If both endpoints of $\alpha$ are at the same puncture, then, since the interior of $\beta$ is disjoint from $\mathcal{Q}, \beta$ together with an arc in $\mathcal{Q}$ bound a disk $\widetilde{E}$ in $\partial N(L)$. Thus, $E \cup \widetilde{E}$ is a compression disk for $\mathcal{Q}$, a contradiction.

Claim 3.6 $Y$ does not admit any essential spheres or essential disks.

Proof We argue by contradiction and first suppose that there is an essential sphere $S$ in $Y$. If $S$ intersects $\mathcal{Q}$, then, by incompressibility of $\mathcal{Q}$, we can exchange disks on $S$ for disks on $\mathcal{Q}$ in order to obtain an essential sphere $S^{\prime}$ in $Y$ that does not intersect $\mathcal{Q}$. If $S^{\prime} \subset Y \backslash \mathcal{B}$, then $S^{\prime} \subset X$, which implies $S^{\prime}$ is the boundary of a ball $B \subset X$. In this case, $B$ must be disjoint from $\mathcal{B}$, since $C \subset \mathcal{B}$; hence, $B \subset Y$ which contradicts that $S^{\prime}$ is essential in $Y$. Thus, we may assume that $S^{\prime}$ is contained in $\mathcal{B}$, and so it bounds a subball $B$ of $\mathcal{B}$. If $B$ intersects $C_{1} \cup C_{2}$, then, by the linking properties of these circles, $C_{1} \cup C_{2}$ must be contained in $B$. As $\gamma_{1}$ links $C_{1}$ in $\mathcal{B}$, we arrive at a contradiction because the endpoints of $\gamma_{1}$ lie outside of $B$. This contradiction implies that $L^{\prime} \cap \mathcal{B}$ is disjoint from $B$, which in turn implies that $B \subset Y$, contradicting that $S^{\prime}$ is essential in $Y$.

Suppose now that there is an essential disk $D$ with boundary in $\partial N\left(L^{\prime}\right)$. Then there is a component $J$ of $L^{\prime}$ such that $\partial D \subset \partial N(J)$, and we let $S=\partial N(D \cup N(J))$. It then follows that $S$ is an essential sphere, as it splits $J$ from the other components of $L^{\prime}$, contradicting the nonexistence of such spheres.

For the next arguments in the proof, let $D_{1}, D_{2} \subset Y \cap \mathcal{B}$ denote two twice-punctured disks bounded respectively by $C_{1}, C_{2} \subset L^{\prime}$ and let $\bar{D}_{i}$ denote the closure of $D_{i}$ in $M$; thus each $\bar{D}_{i}$ is a disk in $\mathcal{B}$. We prove the following.

Claim 3.7 The twice punctured disks $D_{1}$ and $D_{2}$ are incompressible and boundaryincompressible in $Y$.

Proof Suppose there were a disk $E \subset Y, \operatorname{int}(E) \cap D_{i}=\varnothing$ with nontrivial boundary in $D_{i}$. Since $\mathcal{Q}$ is incompressible and we may assume general position, any component in $E \cap \mathcal{Q}$ is a simple closed curve that is trivial both in $E$ and in $\mathcal{Q}$. Choose an innermost curve $\alpha \subset E \cap \mathcal{Q}$ in the sense that the interior of the disk $E^{\prime} \subset E$ bounded by $\alpha$ does not intersect $\mathcal{Q}$ and let $E^{\prime \prime}$ be the disk bounded by $\alpha$ in $\mathcal{Q}$. Then $E^{\prime} \cup E^{\prime \prime}$ is a sphere that is either in the hyperbolic manifold $X$ or in $Y \cap \mathcal{B}$. In either case, $E^{\prime} \cup E^{\prime \prime}$ bounds a ball in $Y$ that can be used to isotope $E^{\prime}$ to $E^{\prime \prime}$ and further to remove $\alpha$ from the intersection $E \cap \mathcal{Q}$. After repeating this disk replacement argument a finite number of times, we may assume that $E \subset \mathcal{B}$.

Let $E^{\prime}$ be the disk in $\bar{D}_{i}$ bounded by $\partial E$. Then $E \cup E^{\prime}$ is a sphere in $\mathcal{B}$ which is punctured only once by at least one of the components in $L^{\prime} \cap \mathcal{B}$, a contradiction that shows that $D_{1}$ and $D_{2}$ are incompressible in $Y$.

To finish the proof of Claim 3.7, we note that $D_{i}$ is 2 -sided and incompressible, and $Y$ is irreducible by Claim 3.6. Thus, as explained in the end of Section 2, $D_{i}$ is boundary-incompressible.

Claim 3.8 $Y$ does not admit essential annuli.
Proof Arguing by contradiction, assume there exists an essential annulus $A$ in $M \backslash N\left(L^{\prime}\right)$. Let $\alpha_{1}$ and $\alpha_{2}$ denote the two boundary components for $A$. Then there are components $J_{1}$ and $J_{2}$ of $L^{\prime}$ such that $\alpha_{1} \subset \partial N\left(J_{1}\right)$ and $\alpha_{2} \subset \partial N\left(J_{2}\right)$. After an isotopy of $A$ we will assume without loss of generality that both $\alpha_{1}$ and $\alpha_{2}$ are taut in the respective tori $\partial N\left(J_{1}\right)$ and $\partial N\left(J_{2}\right)$, in the sense that, in the product structure generated by respective meridional curves in $\partial N\left(J_{i}\right)$, each $\alpha_{i}$ is transverse to all meridians and also to all longitudes, unless $\alpha_{i}$ is one of them.

We next rule out the various possibilities for $A$, starting with the assumption that $A$ does not intersect $D_{1} \cup D_{2}$.

In this case, we may use the fact that $\partial N\left(D_{1} \cup D_{2}\right) \backslash N\left(\gamma_{1} \cup \gamma_{2}\right)$ is isotopic to $\mathcal{Q}$ to isotope $A$ in $M \backslash N\left(L^{\prime}\right)$ to lie outside of $\mathcal{B}$. Thus, $A$ is an annulus in $X$, and the fact
that $X$ is hyperbolic implies that $A$ is either compressible or boundary parallel in $X$. If $A$ is compressible in $X$, then we may use the fact that $\mathcal{Q}$ is incompressible in $Y$ and a disk replacement argument to show that $A$ is compressible in $Y$, a contradiction.

Next, we treat the case when $A$ is boundary parallel in $M \backslash N(L)$. In this case, $A$ defines a product region $W \subset M \backslash N(L)$ through which $A$ is parallel to a subannulus in $\partial N(L)$. Since $C$ lies outside of $W$, separation properties imply that $\mathcal{B}$ is disjoint from $W$; hence, $W \subset M \backslash N\left(L^{\prime}\right)$ from where it follows that $A$ is boundary parallel in $Y$, a contradiction.

Now suppose that $A$ intersects $D_{1} \cup D_{2}$ and assume that $A$ has the fewest number of intersection components in $A \cap\left(D_{1} \cup D_{2}\right)$ for an essential annulus in $Y$. Note that for $i=1$, 2 , the intersection curves which may appear in $A \cap D_{i}$ are either simple closed curves or arcs with endpoints in $\partial A$.

We next eliminate the possibility that $A \cap D_{i}$ contains a simple closed curve. Since $D_{i}$ is incompressible, by minimality of intersection curves, any simple closed curve in the intersection $A \cap D_{i}$ is nontrivial in $A$. Note that if $A \cap D_{i}$ contains a simple closed curve that circles one puncture, we may take an innermost such curve and use the once-punctured disk on $D_{i}$ that it bounds to surger $A$ to obtain two annuli, each with fewer intersection curves and at least one of them must be essential. So we may assume that all simple closed curves in $A \cap D_{i}$ circle both punctures of $D_{i}$. But then, the outermost of such intersection curves bounds an annulus that again allows us to surger $A$ to obtain an essential annulus with fewer intersection curves. Hence, all curves in $A \cap D_{i}$ are arcs with endpoints in $\partial A$.

Next, we show that there are no arcs in $A \cap D_{i}$ that have endpoints on the same boundary component of $A$. Assume that $\alpha$ is such an arc and let $E_{1}$ be the disk defined by $\alpha$ in $A$. We assume that $\alpha$ is innermost in the sense that the interior of $E_{1}$ is disjoint from $D_{i}$. Since Claim 3.7 implies that $D_{i}$ is boundary-incompressible, it follows that $\alpha$ must cut a disk $E_{2}$ from $D_{i}$. Then $E=E_{1} \cup E_{2}$ is a disk with boundary $\partial E \subset \partial N(J)$. Since $Y$ does not admit essential disks, it follows that $\partial E$ is trivial in $\partial N(J)$, and we may use the fact that all spheres in $Y$ bound balls to isotope $A$ so that $E_{1}$ moves past $E_{2}$, thus eliminating the intersection curve $\alpha$ and contradicting minimality of the number of intersection components.

In particular, if $A$ intersects $D_{i}$, both $\alpha_{1}$ and $\alpha_{2}$ must intersect $D_{i}$, and none of the intersection arcs on $A \cap D_{i}$ can cut a disk off $D_{i}$, as if they did, $A$ would be boundarycompressible and hence boundary-parallel since $Y$ is irreducible. Note that because
there is at least one arc of intersection of $A$ with a $D_{i}$, and such arc goes from $\alpha_{1}$ to $\alpha_{2}$, we have $\partial A \subset\left(\partial N\left(C_{1}\right) \cup \partial N\left(C_{2}\right) \cup \partial N\left(\Gamma_{1}\right) \cup \partial N\left(\Gamma_{2}\right)\right)$. Moreover, since both $\alpha_{1}$ and $\alpha_{2}$ intersect $D_{1} \cup D_{2}$ and we assume minimality of intersection components in $\partial A \cap\left(D_{1} \cup D_{2}\right)$, no component of $\partial A$ can be a meridian in $\partial N\left(\Gamma_{1}\right)$ or in $\partial N\left(\Gamma_{2}\right)$; hence any closed curve in $A \cap \mathcal{Q}$ must be trivial in $A$, and, consequently, trivial in $\mathcal{Q}$.

We next consider the case that $\partial A \subset \partial N\left(C_{1}\right) \cup \partial N\left(C_{2}\right)$. Then by incompressibility of $\mathcal{Q}$, we can isotope $A$ to lie inside $\mathcal{B}$. Moreover, $C_{1} \cup C_{2}$ is a Hopf link with complement in the 3 -sphere that is a thickened torus $T \times[0,1]$. Thus, $\mathcal{B} \backslash\left(N\left(C_{1}\right) \cup N\left(C_{2}\right)\right)$ is the complement of a ball $B$ in $T \times[0,1]$, where we identify $\partial N\left(C_{1}\right)$ with $T \times\{0\}$ and $\partial N\left(C_{2}\right)$ with $T \times\{1\}$.

Assume that both boundary components of $A$ are on $\partial N\left(C_{1}\right)$. Then $A$ is an annulus in $(T \times[0,1]) \backslash B$ with both boundaries on $T \times\{0\}$. In particular, in $T \times[0,1], A$ is boundary-parallel through a solid torus $V$ that $A$ cuts from $T \times[0,1]$. Since $\partial V$ is a closed surface in the interior of the three-ball $\mathcal{B}$, it defines a unique compact region disjoint from $\partial \mathcal{B}=\partial B$, from where it follows that $B$ must be disjoint from $V$. But then both the arcs $\gamma_{1}$ and $\gamma_{2}$, which have endpoints on $\partial \mathcal{B}$, must also be disjoint from $V$, meaning that $V \subset Y$, and then $A$ is boundary-parallel in $Y$, a contradiction. By symmetry, the same argument also proves that $A$ cannot have both boundary components on $\partial N\left(C_{2}\right)$.

Next, suppose that one boundary of $A$ is on $\partial N\left(C_{1}\right)$ and the other is on $\partial N\left(C_{2}\right)$. Then again, $A$ can be seen as an annulus in $(T \times[0,1]) \backslash B$, but now its boundary is a pair of nontrivial parallel curves on $T \times\{0\}$ and $T \times\{1\}$. These curves are respectively realized as a $(p, q)$-curve ${ }^{1}$ on $\partial N\left(C_{1}\right)$ and a $(q, p)$-curve on $\partial N\left(C_{2}\right)$. But there exist arcs $\tilde{\gamma}_{1}$ and $\tilde{\gamma}_{2}$ on $\mathcal{Q}$ such that the closed curve $\gamma_{1} \cup \tilde{\gamma}_{1}$ wraps meridionally around $C_{1}$ and the closed curve $\gamma_{2} \cup \tilde{\gamma}_{2}$ wraps meridionally around $C_{2}$, where in $T \times[0,1]$, a meridian of $\partial N\left(C_{2}\right)$ corresponds to a longitude of $N\left(C_{1}\right)$. Hence, when we add $\gamma_{1}$ and $\gamma_{2}$ to $T \times[0,1] \backslash B$, one wrapping meridionally around $T \times[0,1]$ and the other wrapping longitudinally, at least one will puncture $A$, a contradiction.

Thus, at least one boundary component of $A$, say $\alpha_{1}$, must be on $\partial N\left(\Gamma_{i}\right)$, for some $i \in\{1,2\}$. As already explained, $\alpha_{1}$ is not a meridian on $\partial N\left(\Gamma_{i}\right)$.

Next, assume that $\alpha_{2}$ is on $\partial N\left(C_{1}\right)$ or $\partial N\left(C_{2}\right)$. Since $\mathcal{Q}$ is incompressible and $Y$ is irreducible, after performing a disk replacement argument, we may assume that $A \cap \mathcal{Q}$ is

[^21]a family of pairwise disjoint arcs, each with both endpoints in $\alpha_{1}$. Let $a$ be one of such arcs and assume that $a$ cuts an innermost disk $D$ from $A$, in the sense that $D \cap \mathcal{Q}=a$. If $D \subset \mathcal{B}$, then, if we let $b=\partial D \backslash a$, it follows that $b \subset\left(\partial N\left(\gamma_{i}\right)\right) \cap \mathcal{B}$ and our assumptions on $\alpha_{1}$ being taut imply that $b$ joins two distinct punctures of $\mathcal{Q}$. But then it follows that $\partial D$ links $C_{i}$ on $\mathcal{B}$, and $D$ must be punctured by $C_{i}$, a contradiction. Hence, it follows that $D$ is to the outside of $\mathcal{B}$. Once again, our assumptions on $\alpha_{1}$ imply that $a$ joins two distinct punctures of $\mathcal{Q}$, from where it follows that $D$ is a boundary-compression disk for $\mathcal{Q}$, which contradicts Claim 3.5.

It remains to rule out the case where $\alpha_{1} \cup \alpha_{2} \subset \partial N\left(\Gamma_{1}\right) \cup \partial N\left(\Gamma_{2}\right)$. Let $a$ be an arc of intersection $A \cap\left(D_{1} \cup D_{2}\right)$. Then our previous arguments give that $a$ joins $\alpha_{1}$ and $\alpha_{2}$ and that $a$ cannot cut a disk off $D_{i}$. In particular, $a$ must necessarily intersect the disk $D_{j}$ for $j \neq i$ and that creates another arc $b \subset A \cap D_{j}$ which meets $a$ transversely at a point $p$ and joins $\alpha_{1}$ and $\alpha_{2}$. In particular, $\Gamma_{1}=\Gamma_{2}$. The point $p$ separates both $\operatorname{arcs} a$ and $b$, and that defines a unique disk $D \subset A$ with boundary given by one arc in $a$, one arc in $b$ and one arc $c$ in $\alpha_{1}$. Note that $D \cap D_{i} \subset a \cup b$, since any arc in $A \cap D_{i}$ must join $\alpha_{1}$ and $\alpha_{2}$. Let $E$ be a connected component of $D \backslash \mathcal{B}$ that contains a subarc of $c$ in its boundary. Such component exists because the endpoints of $a$ and $b$ on $D$ are on distinct disks, $D_{1}$ and $D_{2}$, and hence $c$ cannot be contained in $\mathcal{B}$. Once again, the fact that $\alpha_{1}$ is taut gives that $\partial E \cap \mathcal{Q}$ is an arc joining two distinct punctures of $\mathcal{Q}$. But then, $E$ is a boundary-compression disk for $\mathcal{Q}$, a contradiction.

The cases treated above rule out the possibility that $Y$ admits an essential annulus, thereby proving Claim 3.8.

## Claim 3.9 $Y$ does not admit essential tori.

Proof We argue by contradiction and suppose that $T \subset Y$ is a torus which is incompressible and not boundary-parallel in $Y$. First, suppose that $T$ does not intersect $D_{1} \cup D_{2}$. Then we can isotope $T$ in $Y$ to assume that $T \cap \mathcal{B}=\varnothing$, and then $T \subset X$. Since $X$ is hyperbolic, either $T$ admits a compression disk in $X$ or $T$ is boundary parallel in $X$.

First assume that $E \subset X$ is a compression disk for $T \subset X \backslash \mathcal{B}$. Since $\mathcal{Q}$ is incompressible in $X$, after disk replacements, we may assume that $E$ is disjoint from $\mathcal{Q}$. In particular, $E \subset X \backslash \mathcal{B} \subset Y$, which is a contradiction.

Next, suppose that $T$ is parallel to the boundary of a neighborhood of one of the components $J$ of $L$, and let $W \subset X$ be the related proper product region with boundary $T$.

We claim that $\mathcal{Q}$ must be disjoint from $W$. Otherwise, $\mathcal{Q} \subset W$ which would imply that $\mathcal{B} \backslash\left(\gamma_{1} \cup \gamma_{2} \cup C\right) \subset W$; this is a contradiction because $W$ has only one end corresponding to a single component of $L$. Since $\mathcal{Q}$ separates $X$ and is disjoint from $W$, we have $W \subset Y$, which means $T$ is boundary parallel in $Y$. This proves that any essential torus in $Y$ must intersect $D_{1} \cup D_{2}$.

Let $T \subset Y$ be an essential torus that intersects $D_{i}$, for some $i \in\{1,2\}$. Next, we prove that $Y$ must contain an essential annulus, which contradicts Claim 3.8. After possibly replacing disks in $T$ by disks in the incompressible surface $D_{i}$, we may assume that any component in $T \cap D_{i}$ is homotopically nontrivial in $D_{i}$; let $\gamma \subset T \cap D_{i}$ be one such component. First assume that $\gamma$ encircles a single puncture in $D_{i}$ and choose it to be an innermost such curve in $T \cap D_{i}$. Using the once-punctured disk bounded by $\gamma$ in $D_{i}$ to surger $T$, we obtain an essential annulus in $Y$, as claimed. Next, assume that $\gamma$ encircles both punctures of $D_{i}$ and that it is an outermost such curve on $T \cap D_{i}$. In this case, we may use the outer annulus on $D_{i}$ to surger $T$ in order to obtain an essential annulus in $Y$, thereby proving Claim 3.9.

Having proved that there are no essential disks, spheres, tori or annuli in $Y$, it follows that $Y$ satisfies Thurston's conditions for hyperbolicity, proving Theorem 3.1 when $M$ is orientable.

The case when $M$ is nonorientable can be proved using the orientable case as we next explain. Suppose that $M$ is nonorientable and that $L, L^{\prime}$ and $\mathcal{B}$ are as stated. Let $\Pi: \widehat{M} \rightarrow M$ be the oriented two-sheeted covering of $M$ and let $\hat{L}=\Pi^{-1}(L)$ and $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ be the two connected components of $\Pi^{-1}(\mathcal{B})$. Then, $\hat{L}$ is a hyperbolic link in $\hat{M}$ and $\hat{L} \backslash \mathcal{B}_{1}$ is not a rational tangle in a 3-ball, since $\hat{L} \cap \mathcal{B}_{2}$ is diffeomorphic to $L \cap \mathcal{B}$. Then, we may use the chain move to modify $\hat{L}$ in $\mathcal{B}_{1}$, replacing $\hat{L} \cap \mathcal{B}_{1}$ by a tangle diffeomorphic to $L^{\prime} \cap \mathcal{B}$, which creates a hyperbolic link $\hat{L}^{\prime}$ in $\hat{M}$. Then, since $\widehat{L}^{\prime} \cap \mathcal{B}_{2}=\hat{L} \cap \mathcal{B}_{2}$ and $\widehat{M} \backslash \hat{L}^{\prime}$ is hyperbolic, we can use the chain move in $\mathcal{B}_{2}$ to replace $\hat{L}^{\prime} \cap \mathcal{B}_{2}$ by a tangle diffeomorphic to $L^{\prime} \cap \mathcal{B}$ and create another hyperbolic link $\widehat{L}^{\prime \prime}$ in $\widehat{M}$. Since we may do this second replacement in an equivariant manner with respect to the nontrivial covering transformation $\sigma$ defined by $\Pi$, the restriction of $\Pi$ to the hyperbolic manifold $\widehat{M} \backslash \widehat{L}^{\prime \prime}$ is the two-sheeted covering space of $M \backslash L^{\prime}$. Since $\sigma$ is an order-two diffeomorphism of $\widehat{M} \backslash \widehat{L}^{\prime \prime}$, the Mostow-Prasad rigidity theorem implies that we may consider $\sigma$ to be an isometry of the hyperbolic metric of $\hat{M} \backslash \widehat{L}^{\prime \prime}$. Hence, the hyperbolic metric of $\widehat{M} \backslash \hat{L}^{\prime \prime}$ descends to $M \backslash L^{\prime}$ via $\Pi$, which finishes the proof of Theorem 3.1.

## 4 The switch move theorem

Theorem 4.1 (switch move theorem) Let $L$ be a link in a 3-manifold $M$ such that $M \backslash L$ admits a complete hyperbolic metric of finite volume. Let $\alpha \subset M$ be a compact arc which intersects $L$ transversely in its two distinct endpoints, and such that int $(\alpha)$ is a complete, properly embedded geodesic of $M \backslash L$. Let $\mathcal{B}$ be a closed ball in $M$ containing $\alpha$ in its interior and such that $\mathcal{B} \cap L$ is composed of two arcs in $L$, as in Figure 3. Let $L^{\prime}$ be the resulting link in $M$ obtained by replacing $L \cap \mathcal{B}$ by the components as appearing in Figure 4, right. Then $M \backslash L^{\prime}$ admits a complete hyperbolic metric of finite volume.

Proof We begin the proof by setting the notation. Let $G$ and $G^{\prime}$ be the connected components of $L$ containing the arcs $g$ and $g^{\prime}$ respectively, as in Figure 4, left. Note that it can be the case $G=G^{\prime}$. Let $L^{\prime}$ be the link formed by replacing $g \cup g^{\prime}$ in $\mathcal{B}$ by $\gamma_{1} \cup \gamma_{2} \cup C$. For $i=1,2$, let $\Gamma_{i}$ be the component of $L^{\prime}$ containing $\gamma_{i}$. Note that possibly $\Gamma_{1}=\Gamma_{2}$ and let $\Gamma=\Gamma_{1} \cup \Gamma_{2}$.

We split the proof into two cases, depending on whether or not ( $M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L)$ ) is a rational tangle in a 3 -ball.

Claim 4.2 If $(M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L))$ is a rational tangle in a 3-ball, then $M \backslash L^{\prime}$ is hyperbolic.

Proof A rational tangle in a 3-ball always has a projection that is alternating; see for instance [10]. Then $L$ is a rational, alternating link in $S^{3}$ that is prime, since $M \backslash L$ is hyperbolic. By [12, Corollary 2], a rational, alternating link in $S^{3}$ that is prime is hyperbolic if and only if it is nontrivial and not a 2 -braid. After forming $L^{\prime}$, we consider the link $L^{\prime \prime}$ obtained from $L^{\prime}$ by doing a half-twist on the twice-punctured disk bounded by $C$ to add a crossing so that $L^{\prime \prime} \backslash C$ has an alternating projection, as in Figure 9. Then $L^{\prime \prime}$ is in an augmented alternating link projection obtained from a prime, nonsplit reduced alternating projection. If $L^{\prime \prime} \backslash C$ is neither trivial nor a 2-braid, $L^{\prime \prime}$ is hyperbolic by [2]. However, if $L^{\prime \prime} \backslash C$ is trivial, then $L$ is a 2-braid and hence it does not satisfy the hypothesis that $M \backslash L$ is hyperbolic. And if $L^{\prime \prime} \backslash C$ is a 2-braid, then $L$ is a trivial knot, again not satisfying the same hypothesis. So $L^{\prime \prime}$ is a hyperbolic link in $S^{3}$. But by [1, Theorem 4.1], $L^{\prime \prime}$ is hyperbolic if and only if $L^{\prime}$ is hyperbolic.

Remark 4.3 If $M \backslash L$ is hyperbolic and $(M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L)$ ) is a rational tangle in a 3-ball, then $L$ is either a rational link or a rational knot in $S^{3}$ which is hyperbolic.


Figure 9: Creating $L, L^{\prime}$ and $L^{\prime \prime}$.
In this case, there is always an arc $\alpha$ as depicted in Figure 3 which is isotopic to a geodesic and hence the switch move can be applied. This follows because $\alpha$ can be chosen to be part of the fixed point set of an involution of the complement, which is realized by an isometry, and fixed-point sets of isometries must be geodesics (see [7] for the details).

From now on, we assume that ( $M \backslash \mathcal{B}, L \backslash(\mathcal{B} \cap L)$ ) is not a rational tangle in a 3ball. As in the proof of the chain move theorem (Theorem 3.1), we first assume that $M$ is orientable. We also let $X=M \backslash L$ and $Y=M \backslash L^{\prime}$ and we will prove that $Y$ is hyperbolic by showing that there are no essential disks, spheres, tori or annuli in $Y$. Once again, we let $\mathcal{S}=\partial \mathcal{B}, \mathcal{Q}=\mathcal{S} \backslash L=\mathcal{S} \backslash L^{\prime}$ and notice that the same arguments used to prove Claim 3.5 can be used to prove that $\mathcal{Q}$ is incompressible and boundary-incompressible in $Y$; the details are left to the reader.

Claim 4.4 $Y$ does not admit essential spheres or essential disks.
Proof We first show that there are no essential spheres in $Y$. Suppose that $S \subset Y$ is a sphere and first assume that $S \cap \mathcal{B}=\varnothing$. Then $S \subset X$, and, since there are no essential spheres in $X$, it follows that $S$ bounds a ball $B \subset X$. Since $L$ intersects $\mathcal{B}$, this gives that $B \cap \mathcal{B}=\varnothing$, hence $B \subset Y$, proving that $S$ is not essential in $Y$.

Next, we treat the case where $S$ intersects $\mathcal{B}$. We can take $S$ to have the least number of intersection curves in $S \cap \mathcal{Q}$ over all essential spheres. If $S$ were contained in $\mathcal{B}$, it bounds a ball in $\mathcal{B}$ which is also a ball in $Y=M \backslash L^{\prime}$, since $S \cap L^{\prime}=\varnothing$. Next, we assume that $S \cap \mathcal{Q} \neq \varnothing$. Then there exists a disk $E \subset S$ with $\partial E=E \cap \mathcal{Q}$. After a standard disk replacement argument using that $\mathcal{Q}$ is incompressible and that there are no essential spheres that do not intersect $\mathcal{Q}$, we isotope $S$ to lower the number of components in $S \cap \mathcal{Q}$, which proves that there are no essential spheres in $Y$.

To prove that there are no essential disks in $Y$, we argue by contradiction and assume that $E$ is such a disk with boundary on a regular neighborhood of a component $J$ of $L^{\prime}$. Then $S=\partial N(E \cup N(J))$ is an essential sphere in $Y$, as it splits $J$ from the other components of $L^{\prime}$, a contradiction.

Let $D$ be the interior of a twice-punctured disk in $\mathcal{B} \backslash L^{\prime}$ bounded by $C$ and let $\bar{D}$ be its closure in $M$.

Claim 4.5 $D$ is incompressible and boundary-incompressible in $Y$.

Proof Using the facts that $\mathcal{Q}$ is incompressible in $Y, X$ is hyperbolic and $Y \backslash \mathcal{B}=X \backslash \mathcal{B}$, we may use a disk replacement argument to assume that any compression disk for $D$ is contained in $\mathcal{B} \backslash L^{\prime}$. Arguing by contradiction, assume that $E \subset \mathcal{B} \backslash L^{\prime}$ is a disk with $\partial E=E \cap D$, and that $\partial E$ is nontrivial in $D$. Let $E_{1} \subset \bar{D}$ be the subdisk bounded by $\partial E$ in $\bar{D}$. Let $S=E_{1} \cup E$. Then, $S$ is a two-sphere in the ball $\mathcal{B}$ which is punctured only once by at least one of the $\operatorname{arcs} \gamma_{1}$ or $\gamma_{2}$, which is impossible.

In order to prove that $D$ is boundary-incompressible, we proceed as in the proof of Claim 3.7 and just observe that $D$ is two-sided, incompressible, properly embedded in the irreducible manifold $Y$.

Using that both $D$ and $\mathcal{Q}$ are incompressible and boundary incompressible, we next proceed with the proof of Theorem 4.1.

Claim 4.6 There are no essential annuli in $M \backslash N\left(L^{\prime}\right)$.

Proof Suppose that $A$ is an essential annulus in $M \backslash N\left(L^{\prime}\right)$. Our next arguments rule out the several distinct possibilities for $A$, which are separated into cases.

Case 1 Assume that $A \cap \mathcal{B}=\varnothing$.

In this case, $A \subset M \backslash N(L)$ and it must either compress or be boundary-parallel in $M \backslash N(L)$. First, let us assume that $E \subset M \backslash N(L)$ is a compression disk to $A$ with boundary $\beta$. Then $\beta$ separates $A$ into two subannuli $A_{1}$ and $A_{2}$, and $E \cup A_{1}$ and $E \cup A_{2}$ give rise to two essential disks in $X$, which contradicts its hyperbolicity.

Hence, we may assume that $A$ is boundary-parallel in $M \backslash N(L)$. Then, there is a component $J$ of $L$ and an annulus $A^{\prime} \subset \partial N(J)$ such that $\partial A^{\prime}=\partial A$ and $A \cup A^{\prime}$ bounds
a solid torus $W$ in $M \backslash N(L)$, through which $A$ is parallel to $A^{\prime}$. If $\mathcal{B} \cap W=\varnothing$, then $A$ is boundary parallel in $Y$, a contradiction. Hence, we may assume that $\mathcal{B} \cap W \neq \varnothing$. Since $A \cap \mathcal{B}=\varnothing$ and $L \cap W=\varnothing$, then $A^{\prime}$ must intersect $\mathcal{B}$ and $J$ must be either $G$ or $G^{\prime}$, which could be the same component. Suppose first that $G$ and $G^{\prime}$ are distinct. Then if $\lambda$ is an arc in $\mathcal{B} \backslash N(L)$ with an endpoint in $\partial N(G)$ and the other in $\partial N\left(G^{\prime}\right)$, at least one endpoint of $\lambda$ is not in $W$. Since int $(\lambda)$ cannot intersect $A$, it follows that $G^{\prime} \subset W$, a contradiction.

Suppose now $G$ and $G^{\prime}$ are the same component $J$. Since $A \cap \mathcal{B}=\varnothing, \partial A$ is a pair of meridians on $\partial N(J)$. Then, there is a ball $B^{\prime}$ in $N(J)$ bounded by $A^{\prime}$ and two meridional disks in $N(J) \backslash \mathcal{B}$ bounded by $\partial A$. Then $W^{\prime}=W \cup B^{\prime}$ is a ball in $M$, and $J \cap W^{\prime}$ is an unknotted properly embedded arc within it. Since $\mathcal{B} \cap W \neq \varnothing$, we have $\mathcal{B} \cap W^{\prime} \neq \varnothing$. But then, the fact that $\partial W^{\prime} \cap \mathcal{B}=\varnothing$ implies that $\mathcal{B} \subset W^{\prime}$. Hence $\alpha$ can be homotoped into $\partial N(J)$, contradicting the fact it is a geodesic with endpoints on $L$.

Case 2 Assume that $A \subset \mathcal{B}$.

Let $\alpha_{1}$ and $\alpha_{2}$ denote the two components of $\partial A$. First, we assume that $\alpha_{1} \subset \partial N(\Gamma)$ and $\alpha_{2} \subset \partial N(C)$. Since $A \subset \mathcal{B} \backslash N\left(L^{\prime}\right), \alpha_{1}$ is either a meridian of $\partial N\left(\gamma_{1}\right)$ or a meridian of $\partial N\left(\gamma_{2}\right)$, and the symmetry between $\gamma_{1}$ and $\gamma_{2}$ allows us to assume $\alpha_{1} \subset \partial N\left(\gamma_{1}\right)$. Take a meridional disk $E_{1}$ in $N\left(\gamma_{1}\right) \cap \mathcal{B}$ with $\partial E_{1}=\alpha_{1}$. Then $E=A \cup E_{1}$ is a disk in $\mathcal{B} \backslash N(C)$ with $\partial E=\alpha_{2} \subset \partial N(C)$. Hence, $\alpha_{2}$ is a longitude of $\partial N(C)$. In particular, $\alpha_{2}$ links $\gamma_{2}$ in $\mathcal{B}$, and hence $\gamma_{2}$ must puncture $E$, which is a contradiction. This contradiction shows that if $A \subset \mathcal{B} \backslash N\left(L^{\prime}\right)$ is an essential annulus, then $\alpha_{1}$ and $\alpha_{2}$ are either both parallel curves on $\partial N(C)$ or both meridians on $\partial N(\Gamma)$.

Assume that $A$ is an essential annulus in $M \backslash N\left(L^{\prime}\right)$ such that $A \subset \mathcal{B}$ and $\alpha_{1}$ and $\alpha_{2}$ are meridians on $\partial N(\Gamma)$. Let $E_{1}$ and $E_{2}$ be two meridional disks in $N(\Gamma)$ with respective boundaries $\alpha_{1}$ and $\alpha_{2}$. Then $A \cup E_{1} \cup E_{2}$ is a sphere in $\mathcal{B}$ that bounds a ball $B \subset \mathcal{B}$, which is either punctured once by each $\gamma_{1}$ and $\gamma_{2}$, which is not possible, or twice by one of them, say $\gamma_{1}$. Since $A$ is not boundary parallel, $C \subset B$. However, since $C$ links both $\gamma_{1}$ and $\gamma_{2}, \gamma_{2}$ must be contained in $B$, which is a contradiction.

Still assuming that $A \subset \mathcal{B}$, it remains to obtain a contradiction when both $\alpha_{1}$ and $\alpha_{2}$ are $(p, q)$-curves on $\partial N(C)$. In this case, $\mathcal{B} \backslash\left(N\left(\gamma_{1}\right) \cup N(C)\right)$ is diffeomorphic to $T \times[0,1]$, where $T=\mathbb{S}^{1} \times \mathbb{S}^{1}$ is a torus, and we identify $\partial N(C)$ with $T \times\{0\}$. Since any annulus in $T \times[0,1]$ with boundary in $T \times\{0\}$ is parallel to an annulus in $T \times\{0\}$, it follows that $A$ is parallel to an annulus $A^{\prime} \subset \partial N(C)$ with $\partial A^{\prime}=\alpha_{1} \cup \alpha_{2}$, in the
sense that there is a solid torus region $W \subset T \times[0,1]$ with $\partial W=A \cup A^{\prime}$. Since $N\left(\gamma_{2}\right) \subset T \times[0,1]$ and does not intersect $\partial W$, the fact that the endpoints of $\gamma_{2}$ lie in $T \times\{1\}$ implies that $N\left(\gamma_{2}\right)$ is disjoint from $W$. Therefore, $A$ is boundary parallel in $\mathcal{B} \backslash N\left(L^{\prime}\right)$, contradicting the assumption that $A$ was essential.

Having proved Claim 4.6 in Cases 1 and 2, from now on, we assume that $A$ intersects $\mathcal{Q}$. We also assume that $A$ minimizes the number of intersection curves of an essential annulus of $M \backslash N\left(L^{\prime}\right)$ with $\mathcal{Q}$. In particular, since $\mathcal{Q}$ is incompressible, the connected components of $A \backslash \mathcal{Q}$ are either annuli or disks whose boundary intersect $\partial A$.

Case 3 Assume that there is an intersection arc in $A \cap \mathcal{Q}$ that cuts a disk from $A$.
Let $a$ be an intersection arc in $A \cap \mathcal{Q}$ that cuts a disk $E$ from $A$. Then both endpoints of $a$ are on the same boundary component of $A$ and $E \cap \mathcal{Q} \subset \partial E$. Because $\mathcal{Q}$ is boundary-incompressible, it must be the case that $a$ cuts a disk $E_{1}$ from $\mathcal{Q}$. Then $E_{2}=E \cup E_{1}$ is a disk properly embedded in $M \backslash N\left(L^{\prime}\right)$. Since there are no essential disks in $M \backslash N\left(L^{\prime}\right)$, then $\partial E_{2}$ bounds a disk $E_{3}$ in $\partial N\left(L^{\prime}\right)$. Then $E_{2} \cup E_{3}$ is a sphere that bounds a ball in $M \backslash N\left(L^{\prime}\right)$, through which $E$ can be isotoped to $E_{1}$, and just beyond to eliminate $a$ from $A \cap \mathcal{Q}$, contradicting that we assumed a minimal number of intersection components.

Thus, we now know that there are only two possibilities for the intersection curves in $A \cap \mathcal{Q}$. Either they are all parallel nontrivial closed curves on $A$ or they are all arcs with endpoints on distinct boundary components of $A$.

Case 4 Assume that $\partial A \cap \mathcal{Q}=\varnothing$, with $A \cap \mathcal{Q} \neq \varnothing$.
In this case, there are no arcs in $A \cap \mathcal{Q}$. Since $A$ and $\mathcal{Q}$ are incompressible in $M \backslash L^{\prime}$, the minimality condition on the number of curves in $A \cap \mathcal{Q}$ implies that any curve in $A \cap \mathcal{Q}$ is nontrivial on both $A$ and on $\mathcal{Q}$.

Next, we prove that any curve in $A \cap \mathcal{Q}$ must encircle two of the punctures of $\mathcal{Q}$. Arguing by contradiction, assume that $a$ is a simple closed curve in $A \cap \mathcal{Q}$ and assume that $a$ bounds a once-punctured disk $E$ in $\mathcal{Q}$. Without loss of generality, we may assume that $E$ is innermost in the sense that $E \cap A=a$. Using $E$ to surger $A$, we obtain two annuli in $M \backslash L^{\prime}$, where at least one is still essential, and, after a small isotopy, with a lesser number of intersection components with $\mathcal{Q}$, which is a contradiction. Thus, any curve in $A \cap \mathcal{Q}$ encircles two of the punctures of $\mathcal{Q}$ and all intersection curves must be parallel on $\mathcal{Q}$, separating one pair of punctures from the other pair.

Still under the assumption that $\partial A \cap \mathcal{Q}=\varnothing$ and $A \cap \mathcal{Q} \neq \varnothing$, we next rule out the case where at least one boundary component of $A$, say $\alpha_{1}$, lies in $\partial N(C)$. In this case, let $A_{1}$ be the connected component of $A \cap \mathcal{B}$ containing $\alpha_{1}$ and let $a=\partial A_{1} \backslash \alpha_{1}$ denote the other boundary component of the annulus $A_{1}$. Let $E$ be one of the two disks defined by $a$ in $\mathcal{S}$. Then $A_{1} \cup E$ is a disk in $\mathcal{B} \backslash N(C)$ which has nontrivial boundary in $\partial N(C)$; hence, $\alpha_{1}$ is a longitude. After an isotopy on $A_{1}$, we may assume that $\alpha_{1} \cap D=\varnothing$, and thus $\partial A_{1} \cap D=\varnothing$. Since $D$ is incompressible, we may isotope $A_{1}$ in $\mathcal{B} \backslash L^{\prime}$ to assume that $A_{1} \cap D$ does not contain any trivial curves. Moreover, if $\beta \subset A_{1} \cap D$ is a nontrivial simple closed curve both in $D$ and in $A_{1}$, then $\beta$ cannot encircle one puncture in $D$, since this would generate a sphere in $\mathcal{B}$ punctured three times by $L^{\prime}$, a contradiction. Hence, any curve in $A_{1} \cap D$ encircles both punctures of $D$; this gives rise to solid tori regions in $\mathcal{B} \backslash N\left(L^{\prime}\right)$ that can be used to further isotope $A_{1}$ in $\mathcal{B} \backslash L^{\prime}$ to assume that $A_{1} \cap D=\varnothing$. In particular, after capping $\alpha_{1}$ with a longitudinal disk in $\mathcal{B} \backslash\left(N(C) \cup A_{1}\right)$, it follows that $a$ is the boundary of a disk in $\mathcal{B} \backslash L$.

Since any other curve in $A \cap \mathcal{Q}$ must be parallel to $a, A \cap \mathcal{Q}$ is a family $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ of pairwise disjoint simple closed curves, all parallel to each other both in $\mathcal{Q}$ and in $A$. In particular, for each $i \in\{1,2, \ldots, n\}, a_{i}$ generates $\pi_{1}(A)$ and bounds a disk $E_{i} \subset \mathcal{B} \backslash L$, punctured once by the arc $\alpha$. Note that $n \geq 2$, since otherwise $\alpha_{2} \subset \partial N(J)$, where $J$ is a component of $L$ and then capping $A$ with a disk in $\mathcal{B} \backslash L$ bounded by $\alpha_{1}$ would yield an essential disk in $X$. This implies that there exists a subannulus $A_{2} \subset A \backslash \mathcal{B}$ with boundary $\partial A_{2} \subset \mathcal{Q}$. Let us assume that $\partial A_{2}=a_{1} \cup a_{2}$. Then (after possibly isotoping the disks $E_{1}$ and $E_{2}$ in $\mathcal{B} \backslash L$ so they become disjoint) $S=A_{2} \cup E_{1} \cup E_{2}$ is a sphere in $X$, which bounds a ball $B \subset X$. Let $V=B \backslash \mathcal{B}$, then $V$ is a solid torus in $X \backslash \mathcal{B}=Y \backslash \mathcal{B}$ and we may use $V$ to isotope $A$ in $Y$ to reduce the number of intersection components in $A \cap \mathcal{Q}$, a contradiction.

At this point in the proof of Case 4 of Claim 4.6, it remains to rule out the case where no boundary component of $A$ is on $\partial N(C)$. Then $\partial A \cap \mathcal{B}=\varnothing$, since otherwise a boundary component of $A$ would be a meridian in $\partial N(\Gamma)$ and we could isotope $A$ to reduce the number of intersection components in $A \cap \mathcal{Q}$. Next, we show that, after an isotopy, $A \cap D=\varnothing$. Indeed, since $D$ and $A$ are both incompressible, after a disk replacement argument we may assume that any curve in $A \cap D$ is a simple closed curve that generates $\pi_{1}(A)$ and either encircles one or two of the punctures of $D$. If there is a curve $a \subset A \cap D$, we may assume that either $a$ encircles one puncture of $D$ and is innermost or that $a$ encircles the two punctures of $D$ and is outermost. In either case, we can surger $A$ to obtain two annuli in $Y$, where at least one is still essential in $Y$ and


Figure 10: Possibilities for $E$, a connected component of $A \cap \mathcal{B}$ when all intersections of $A \cap \mathcal{Q}$ are arcs.
with less intersection components with $\mathcal{Q}$, a contradiction that proves that $A \cap D=\varnothing$. Next, using $\mathcal{Q} \times[0,1]$ as a coordinate system for $\mathcal{B} \backslash N\left(D \cup L^{\prime}\right)$, we can isotope $A$ in $Y$ to make $A$ disjoint from $\mathcal{B}$. Since we already showed that there are no essential annuli in $Y$ disjoint from $\mathcal{B}$, this is a contradiction.

Case 5 Assume that each intersection curve in $A \cap \mathcal{Q}$ is an arc with endpoints on distinct boundary components of $A$.

The arcs in $A \cap \mathcal{Q}$ cut $A$ into a collection of disks. Because $\mathcal{S}$ separates $M$, there must be an even number of such arcs and hence such disks, and the disks must alternate between lying inside and outside $\mathcal{B}$.

There are no such arcs that cut a disk from $\mathcal{Q}$. Indeed, if there were such a disk, by choosing an innermost one, we could surger $A$ along this disk to obtain a disk $\Delta$ with boundary in $\partial N\left(L^{\prime}\right)$. Since there are no essential disks in $M \backslash N\left(L^{\prime}\right), \partial \Delta$ must bound a disk $\Delta^{\prime}$ on $\partial N\left(L^{\prime}\right)$. Then $\Delta \cup \Delta^{\prime}$ is a sphere bounding a ball in $M \backslash N\left(L^{\prime}\right)$. Thus we can isotope $\Delta$ to $\Delta^{\prime}$ through the ball, and hence isotope $A$ to an annulus in $\partial N\left(L^{\prime}\right)$, contradicting the fact that $A$ is not boundary parallel in $M \backslash N\left(L^{\prime}\right)$.

Let $E$ be a connected component of $A \cap \mathcal{B}$, which necessarily is a disk. Next, we show that there are two possibilities for $E$ up to isotopy and switching the roles of $\gamma_{1}$ and $\gamma_{2}$. These two possibilities are depicted in Figure 10.

Let $\partial E=\beta_{1} \cup \mu_{1} \cup \beta_{2} \cup \mu_{2}$ where $\beta_{1}$ and $\beta_{2}$ lie in $\mathcal{Q}$ and $\mu_{1}$ and $\mu_{2}$ lie in $\partial N\left(L^{\prime}\right)$. Note that each of $\mu_{1}$ and $\mu_{2}$ must begin and end at distinct components of $\partial N(\Gamma) \cap \mathcal{Q}$, since otherwise we could lower the number of intersection curves of $A$ with $\mathcal{Q}$.

For the arguments that follow, we set coordinates and consider

$$
\mathcal{B}=\left\{(x, y, z) \in \mathbb{R}^{3} \mid x^{2}+y^{2}+z^{2} \leq 1\right\},
$$

$D$ a horizontal disk in $\{z=0\}$ and the two arcs $\gamma_{1}$ and $\gamma_{2}$ parallel to the $z$-axis. Let $A^{\prime}$ be the annular connected component of $(\mathcal{B} \backslash N(C)) \cap\{z=0\}$. Then $A^{\prime}$ is annulus with one boundary component in $\mathcal{Q}$ and the other boundary component a longitude on $\partial N(C)$.

We assume that we have isotoped $E$ in $\mathcal{B} \backslash N\left(L^{\prime}\right)$ to minimize the number of intersection curves in $E \cap A^{\prime}$, and next we prove that $E \cap A^{\prime}=\varnothing$. First, we claim that $E \cap A^{\prime}$ does not contain any arc. Indeed, if there were an arc $\phi \subset E \cap A^{\prime}$, since $\partial E \cap \partial N(C)=\varnothing$, $\phi$ would cut a disk $H_{1}$ from $A^{\prime}$ and a disk $H_{2}$ from $E$. Let $H_{3}=H_{1} \cup H_{2}$. If $\phi$ has both endpoints in the same $\beta_{i}$, then $\partial H_{3} \subset \mathcal{Q}$, which, by incompressibility of $\mathcal{Q}$, implies that $\partial H_{3}$ is a trivial curve bounding a disk $H_{4} \subset \mathcal{Q}$. Then $H_{3} \cup H_{4}$ is a sphere bounding a ball, through which we can isotope $H_{1}$ through $H_{2}$, and lower the number of intersection curves in $E \cap A^{\prime}$, a contradiction.

If $\phi$ has one endpoint in $\beta_{1}$ and the other in $\beta_{2}$, then $\partial H_{3}$ consists of one arc in $\mathcal{Q}$ and one taut arc on $\partial N\left(\gamma_{i}\right)$. Then we can use $H_{3}$ to isotope $\gamma_{i}$ to $\mathcal{Q}$, a contradiction to the fact that $C$ links $\gamma_{i}$ in $\mathcal{B}$. So $E \cap A^{\prime}$ can only contain simple closed curves.

If $\phi \subset E \cap A^{\prime}$ is a simple closed curve, then there is a disk $E^{\prime} \subset E$ with $\partial E^{\prime}=\phi$. In particular, $\phi$ is nontrivial in $A^{\prime}$, since otherwise we could use a disk replacement argument to isotope $E$ removing $\phi$ from $E \cap A^{\prime}$. Since $\phi$ is isotopic to $C$ through $A^{\prime}$, we could obtain a disk in $Y$ with nontrivial boundary in $\partial N(C)$, a contradiction. Thus, $A^{\prime} \cap E=\varnothing$.

If $\mu_{1}$ and $\mu_{2}$ lie on $\partial N\left(\gamma_{1}\right)$ and $\partial N\left(\gamma_{2}\right)$ respectively, then by an isotopy on

$$
\mathcal{Q} \cup \partial N\left(\gamma_{1} \cup \gamma_{2}\right),
$$

we can assume that $\mu_{1}$ and $\mu_{2}$ are vertical arcs that do not wind around $\partial N\left(\gamma_{1}\right)$ or $\partial N\left(\gamma_{2}\right)$. Then because $\beta_{1}$ and $\beta_{2}$ cannot cross the equator $\partial A^{\prime} \cap \mathcal{Q}$, after possibly reindexing, $\beta_{1}$ connects the top two punctures of $\mathcal{Q}$ and $\beta_{2}$ connects the bottom two punctures. Since $\partial E$ must be trivial as an element of the fundamental group of the handlebody $\mathcal{B} \backslash N\left(\gamma_{1} \cup \gamma_{2}\right)$, there can be no twisting around the punctures, and $E$ must appear as in Figure 10, left.

If $\mu_{1}$ and $\mu_{2}$ both lie on $\partial N\left(\gamma_{1}\right)$, then $\beta_{1}$ and $\beta_{2}$ are loops on $\mathcal{Q}$ based at a puncture and restricted to the upper and lower hemisphere. Since no arcs in $A \cap \mathcal{Q}$ can cut disks
off $\mathcal{Q}$, each $\beta_{1}$ and $\beta_{2}$ circle a puncture in $\mathcal{Q}$. Hence, $E$ must appear as in Figure 10, right. A similar case occurs when $\mu_{1}$ and $\mu_{2}$ both lie on $\partial N\left(\gamma_{2}\right)$.

This argument allows us to introduce the following language. If $\beta \subset A \cap \mathcal{Q}$ is any arc, then there is a unique disk $E \subset A \cap \mathcal{B}$ with $\beta \subset \partial E$. If $E$ is a type I disk (where type I and type II are defined as in Figure 10), we shall say that $\beta$ is a type I arc. Otherwise, we will say that $\beta$ is a type II arc.

Next, we show that all intersection arcs in $A \cap \mathcal{Q}$ are of the same type. If $\Gamma_{1} \neq \Gamma_{2}$, then, if there exists a type I disk, the two boundaries of $A$ are on different components and only type I disks can occur. If there is not a type I disk, then all disks are type II. On the other hand, if $\Gamma_{1}=\Gamma_{2}$, both components of $\partial A$ intersect $\partial N\left(\gamma_{1}\right)$ and $\partial N\left(\gamma_{2}\right)$ the same equal number of times. In this case, the existence of a type II disk $E_{1}$ with boundary intersecting $\partial N\left(\gamma_{1}\right)$ in two arcs, implies that there exists a type II disk $E_{2}$ intersecting $\partial N\left(\gamma_{2}\right)$. But $E_{1}$ and $E_{2}$ would then intersect, a contradiction.

Assume that all arcs in $A \cap \mathcal{Q}$ are of type I and let $E$ be a connected component of $A \backslash \mathcal{B}$. Then, when we switch from $L^{\prime}$ to $L, E$ can be extended to a disk properly embedded in $M \backslash N(L)$. Thus, there is a trivial component in $L$, a contradiction to its hyperbolicity.

Our next argument eliminates the last case when all intersections of $A \cap \mathcal{Q}$ are of type II, and $\Gamma_{1} \neq \Gamma_{2}$, since we cannot mix the two types of type II intersections. Until the end of the proof we will assume that $\partial A \subset \partial N\left(\Gamma_{1}\right)$. Let $E \subset A$ be a connected component of $A \backslash \mathcal{B}$, and we label $\partial E=\beta_{1} \cup \mu_{1} \cup \beta_{2} \cup \mu_{2}$, where $\beta_{1}$ and $\beta_{2}$ lie in $\mathcal{Q}$ and $\mu_{1}$ and $\mu_{2}$ lie in $\partial N\left(\Gamma_{1}\right)$. Then $\mu_{1}$ and $\mu_{2}$ define two disks, $\Delta$ and $\widetilde{\Delta}$, in the annulus $\partial N\left(\Gamma_{1}\right) \backslash \mathcal{B}$. We assume that the disk $\Delta$ is the one that makes $\tilde{A}=E \cup \Delta$ an annulus in $Y \backslash \mathcal{B}$ with both boundary components in $\mathcal{Q}$ parallel to the punctures that come from $\Gamma_{2}$.

After capping $\tilde{A}$ with the two once-punctured disks bounded by $\partial \widetilde{A}$ in $\mathcal{Q}$, we create an incompressible annulus $\hat{A}$ in $Y \backslash \mathcal{B}$ which also lives and is incompressible in $X \backslash \mathcal{B}$. Since $X$ is hyperbolic, it follows that $\hat{A}$ must be boundary-parallel to $\Gamma_{2}$. But this implies that $\mu_{1}$ is parallel in $X \backslash \mathcal{B}$ to the arc $j_{2}=\Gamma_{2} \backslash \mathcal{B}$, and there exists a disk $E^{\prime} \subset X \backslash \mathcal{B}$ with $\partial E^{\prime}=\mu_{1} \cup \nu_{1} \cup j_{2} \cup \nu_{2}$, where $\nu_{1} \cup \nu_{2}=E^{\prime} \cap \mathcal{Q}$ are two arcs joining the respective two upper punctures and the two lower punctures of $\mathcal{Q}$ which avoid the equator of $\mathcal{Q}$. It then follows that $\nu_{1} \cup g$ and $\nu_{2} \cup g^{\prime}$ bound two respective disks in $\mathcal{B} \backslash L$, and the union of those disks with $E^{\prime}$ is an essential disk in $M \backslash L$, contradicting hyperbolicity of $X$ and finishing the proof of Claim 4.6.

## Claim 4.7 $Y$ does not admit essential tori.

Proof We argue by contradiction and suppose that $T$ is a torus which is incompressible and not boundary-parallel in $Y$. First, suppose that $T \cap D=\varnothing$. Then, after an isotopy in $Y$, we may assume that $T \cap \mathcal{B}=\varnothing$. Hence, $T \subset X$ and, since $X$ is hyperbolic, $T$ is either compressible or boundary parallel in $X$. If $T$ is boundary parallel, since both $G$ and $G^{\prime}$ intersect $\mathcal{B}, T$ must be parallel to a component $J$ of $L$ which lives in $L^{\prime}$, contradicting that $T$ is essential in $Y$.

Next, we treat the case where $T$ is compressible in $X$; let $E \subset X$ be a compression disk for $T$ and assume that $E$ has the least number of intersection curves with $\mathcal{Q}$ among compression disks for $T$. Since $T$ is incompressible in $Y, E$ intersects $\mathcal{B} \cap L^{\prime}$ and the $\operatorname{arc} \alpha$, which is a complete geodesic in the hyperbolic metric of $X$. Let $\bar{N}(E) \subset X$ be a closed neighborhood of $E$ with coordinates $E \times[0,1]$ and such that $(\partial E \times[0,1]) \subset T$. Since $\alpha$ is transverse to $E$, we may choose such a coordinate system on $\bar{N}(E)$ in such a way that, for each $t \in[0,1]$, each component of $\alpha \cap \bar{N}(E)$ intersects $E \times\{t\}$ transversely in a single point.

Let $S=(T \backslash(\partial E \times[0,1])) \cup(E \times\{0\}) \cup(E \times\{1\})$. Then $S$ is a sphere in $X$ and $T \backslash S=\partial E \times(0,1)$. Since $X$ is hyperbolic, $S$ separates and must bound a closed ball $B \subset X$. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be the arcs in $\alpha \cap \bar{N}(E)$. We claim that each $\alpha_{i}$ is contained in $B$. This follows because the endpoints of $\alpha$ are in $L, L \cap B=\varnothing$ and $T \cap \mathcal{B}=\varnothing$. In particular, $\bar{N}(E) \subset B$.

Let $W=B \backslash \bar{N}(E)$. Then $\partial W=T$ and $W$ is a knot exterior in $B$ bounded by $T$ (in fact, we think of $W$ as obtained from $B$ by removing a potentially knotted hole; see Figure 11). Since $T \cap L^{\prime}=\varnothing$ and $L^{\prime}$ intersects $\bar{N}(E)$, we have $W \subset Y$. Our next argument is to show that $\bar{N}(E)$ is unknotted in $B$; thus $W$ is a solid torus bounded by $T$, which contradicts the essentiality of $T$ in $Y$.

Let $\Pi: \mathbb{H}^{3} \rightarrow X$ be the Riemannian universal covering map of $X$. By appropriately choosing a neighborhood $N(L)$, it follows that $\Pi^{-1}(\partial N(L))$ is a collection of horospheres in $\mathbb{H}^{3}$. Moreover, $\Pi^{-1}(\alpha)$ is a collection of geodesics connecting these horospheres. On the other hand, $B$ lifts to a collection of balls, one of which is a ball $\widetilde{B}$, containing a lift of $W$, denoted by $\tilde{W}$.

In order for $T$ to be incompressible in $Y$, a lift of $\alpha$, which we denote by $\tilde{\alpha}$, must pass through the hole $\widetilde{B} \backslash \widetilde{W}$ in $\widetilde{B}$. Since $\tilde{\alpha}$ is a geodesic in $\mathbb{H}^{3}$, it follows that $\tilde{\alpha}$ is unknotted, which implies that $\tilde{W}$ is a solid torus. Since $W$ is homeomorphic to $\tilde{W}$, this gives a contradiction, as previously explained.


Figure 11: Left: the compressing disk $E$ for the torus $T$ and the neighborhood $\bar{N}(E)$. Right: the sphere $S$ bounding the ball $B$ and the (possibly knotted) region $\bar{N}(E) \subset B$, which defines the highlighted knot exterior $W=B \backslash \bar{N}(E)$.

It remains to prove that there are no essential tori in $Y$ which intersect $D$. Arguing by contradiction, assume that $T$ is such a torus. Since $D$ is incompressible in $Y$, a disk replacement argument allows us to further assume that any curve in $T \cap D$ is nontrivial both in $T$ and in $D$. Let $\beta$ be a curve in $T \cap D$. If $\beta$ encircles one puncture of $D$, take an innermost curve in such intersection and use the one-punctured disk it bounds in $D$ to surger $T$ and obtain an essential annulus in $Y$ with boundary in $\partial N\left(\Gamma_{i}\right)$. If $\beta$ encircles both punctures of $D$, take an outermost curve on $T \cap D$ and use the outer annulus on $D$ to surger $T$ and obtain an essential annulus with boundary in $\partial N(C)$. Since Claim 4.6 gives that $Y$ does not admit essential annuli, this proves Claim 4.7. $\square$

Thus, having proved that $Y$ satisfies Thurston's hyperbolicity conditions, Theorem 4.1 follows when $M$ is orientable.

Next, we assume that $M$ is nonorientable and that $L, L^{\prime}, \alpha$ and $\mathcal{B}$ are as before. Let $\Pi: \widehat{M} \rightarrow M$ be the two-sheeted oriented covering map of $M$. Then $\widehat{L}=\Pi^{-1}(L)$ is a hyperbolic link in $\widehat{M}$. We also let $\widehat{L}^{\prime \prime}=\Pi^{-1}\left(L^{\prime}\right), \mathcal{B}_{1}$ and $\mathcal{B}_{2}$ be the connected components of $\Pi^{-1}(\mathcal{B})$ and $\alpha_{1}$ and $\alpha_{2}$ be the connected components of $\Pi^{-1}(\alpha)$. We claim that $\widehat{Y}=\widehat{M} \backslash \widehat{L}^{\prime \prime}$ is also hyperbolic. Note that, as explained in the proof of the nonorientable setting for the chain move, the fact that $\widehat{Y}$ is hyperbolic implies that $Y=M \backslash L^{\prime}$ is hyperbolic.

Since $\alpha$ is a complete geodesic in the hyperbolic metric of $M \backslash L$, both $\alpha_{1}$ and $\alpha_{2}$ are complete geodesics in $\widehat{M} \backslash \widehat{L}$. In particular, since $\widehat{M}$ is orientable, the switch
move allows us to replace $\hat{L} \cap \mathcal{B}_{1}$ by a tangle diffeomorphic to $L^{\prime} \cap \mathcal{B}$ to create a new hyperbolic link $\widehat{L}^{\prime}$ in $\widehat{M}$. Note that $\widehat{L}^{\prime \prime}$ may be obtained from $\hat{L}^{\prime}$ by replacing the tangle $\widehat{L}^{\prime} \cap \mathcal{B}_{2}=\widehat{L} \cap \mathcal{B}_{2}$ by a tangle diffeomorphic to $L \cap \mathcal{B}$.

Since it might be the case that $\alpha_{2}$ is not isotopic to a geodesic in the hyperbolic metric of $\hat{X}=\hat{M} \backslash \hat{L}^{\prime}$, one cannot directly apply the switch move a second time. However, most of the arguments in its proof can be repeated without change for this setting. We next guide the reader over the steps in the proof that need some adaptation.

First, the arguments in the proof of the orientable case for the switch move can be used to prove that the four-punctured sphere $\mathcal{Q}_{1}=\partial \mathcal{B}_{1} \backslash \widehat{L}^{\prime \prime}$ is incompressible and boundaryincompressible in $\hat{X}$ and in $\hat{Y}=\hat{M} \backslash \widehat{L}^{\prime \prime}$, that $\mathcal{Q}_{2}=\partial \mathcal{B}_{2} \backslash \widehat{L}^{\prime \prime}$ is incompressible and boundary-incompressible in $\hat{Y}$ and that $\hat{Y}$ does not admit any essential disks and essential spheres.

To prove that $\hat{Y}$ does not admit any essential annuli, the arguments in Claim 4.6 apply to show that if $A$ is an essential annulus in $\widehat{Y}$, then both boundary components of $A$ are meridians in a component $\widehat{G}^{\prime}$ of $\widehat{L}^{\prime}$ that intersects $\mathcal{B}_{2}$ and that we may isotope $A$ in $\widehat{Y}$ to assume that $A \cap \mathcal{B}_{2}=\varnothing$. Since $\hat{X} \backslash \mathcal{B}_{2}=\hat{Y} \backslash \mathcal{B}_{2}, A$ is an incompressible annulus in $\widehat{X}$, and $A$ must be boundary-parallel in $\hat{M} \backslash N\left(\hat{L}^{\prime}\right)$. In particular, after an isotopy in $\hat{Y}$ that does not change the property $A \cap \mathcal{B}_{2}=\varnothing$, we may assume that $\partial A \cap \mathcal{B}_{1}=\varnothing$ and that if $A$ intersects $\mathcal{B}_{1}$, then each connected component of $A \cap \mathcal{B}_{1}$ is an annulus parallel to one of the two arcs in the tangle $\hat{L}^{\prime} \cap \mathcal{B}_{1}$.
If $A \cap \mathcal{B}_{1}=\varnothing, A$ is an incompressible annulus in the hyperbolic manifold $\hat{M} \backslash \hat{L}$, and the same arguments in the proof of Claim 4.6 apply to show that the neighborhood through which $A$ is parallel to an annulus $A^{\prime}$ in $\partial N(\widehat{L})$ can be capped off by meridional disks to define a ball $W^{\prime}$ in $\hat{M}$ that contains both $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ and may be used to homotope the arcs $\alpha_{1}$ and $\alpha_{2}$ to $\partial N(\hat{L})$, a contradiction with the fact that both $\alpha_{1}$ and $\alpha_{2}$ are geodesics in the hyperbolic metric of $\hat{M} \backslash \hat{L}$.

Hence, there must exist $A_{0}$ a connected component of $A \cap \mathcal{B}_{1}$. We assume that $A_{0}$ is innermost in the sense that no other component of $A \cap \mathcal{B}_{1}$ lies in the ball region defined by $A_{0}$ in $\mathcal{B}_{1}$. Then each boundary component of $A_{0}$ is a curve in $\mathcal{Q}_{1}$ that encircles one puncture, defining a once-punctured disk in $\mathcal{Q}_{1}$. Using these two once-punctured disks to surger $A$ gives three incompressible annuli in $\hat{M} \backslash N\left(\hat{L}^{\prime}\right)$, all disjoint from $\mathcal{B}_{2}$. One of them lies in $\mathcal{B}_{1}$ and at least one of the other two must be essential in $\hat{Y}$. By induction on the number of components in $A \cap \mathcal{B}_{1}$, this argument yields an essential annulus $\hat{A}$ in $\hat{Y}$, with both boundary components being meridians, and that is disjoint
both from $\mathcal{B}_{1}$ and from $\mathcal{B}_{2}$. As already shown, this is a contradiction that proves that $\widehat{Y}$ does not admit any essential annuli.

The proof that $\hat{Y}$ does not admit any essential tori uses the arguments in Claim 4.7. Among all possible essential tori, the only case that still needs an adaptation is when $V$ is an essential torus in $\widehat{Y}$ that can be isotoped to be disjoint from $\mathcal{B}_{2}$. Let $D_{1}$ be a twice punctured disk in $\mathcal{B}_{1} \backslash \widehat{L}^{\prime}$ bounded by the trivial component $\widehat{C}_{1}$ of $\hat{L}^{\prime} \cap \mathcal{B}_{1}$. Then $D_{1}$ is incompressible and we may isotope $V$ in $\widehat{Y}$ to assume that there are no trivial curves in $V \cap D_{1}$. Hence, $V \cap D_{1}=\varnothing$, since the existence of a nontrivial curve in $V \cap D_{1}$ allows us to surger $V$ to produce an essential annulus in $\widehat{Y}$, which we already proved that cannot exist. In particular, $V$ can also be isotoped in $\hat{Y}$ to be disjoint from $\mathcal{B}_{1}$, and then $V$ is a torus in the hyperbolic manifold $\hat{M} \backslash \hat{L}$. Since $V$ cannot be boundary parallel in $\hat{M} \backslash \widehat{L}$, there exists a compressing disk $E$ for $V$ in $\widehat{M} \backslash \hat{L}$, and the fact that $V$ is incompressible in $\widehat{Y}$ implies that $E$ must necessarily intersect the arcs $\alpha_{1}$ and $\alpha_{2}$, which are geodesics in the hyperbolic metric of $\hat{M} \backslash \widehat{L}$. Now, the same arguments in the proof of Claim 4.7 apply to show that $V$ bounds a unknotted solid region $W$ in $\hat{Y}$, contradicting the fact that $V$ is essential in $\widehat{Y}$. This argument finishes the proof that $\widehat{Y}$ satisfies Thurston's hyperbolicity conditions and, as already explained, proves the switch move theorem for the nonorientable case.

## 5 The switch move gluing operation

We describe in Theorem 5.1 below a method to obtain new hyperbolic 3-manifolds of finite volume from previously given ones; this method uses a variant of the switch move (Theorem 4.1). Before stating this result, we set the notation.

Let $P$ be a compact 3-manifold with nonempty genus one boundaries and let $L$ be a link in $P$. We allow for $P$ to consist of one connected manifold or two connected manifolds. Let $M=P \backslash L$ and assume that $\operatorname{int}(M)$ admits a complete hyperbolic metric of finite volume. Let $T_{1}$ and $T_{2}$ be two distinct, diffeomorphic components of $\partial P$ and, for $i \in\{1,2\}$, let $\alpha_{i}$ be a complete geodesic in the hyperbolic metric of $\operatorname{int}(M)$, with one endpoint in $T_{i}$ and the other in a component $J_{i}$ of $L$. Note that $J_{1}$ can equal $J_{2}$. Let $\Phi: T_{1} \rightarrow T_{2}$ be a gluing diffeomorphism that maps the endpoint of $\alpha_{1}$ in $T_{1}$ to the endpoint of $\alpha_{2}$ in $T_{2}$. Let $P^{\prime}=P / \Phi$ be the manifold obtained from $P$ by identifying $T_{1}$ and $T_{2}$ to a genus one surface $T$ using $\Phi$. Note that $P^{\prime}$ is compact (possibly with empty boundary, if $\partial P=T_{1} \cup T_{2}$ ), connected and that $L \subset P^{\prime}$. Let $X=P^{\prime} \backslash L$.

Theorem 5.1 (switch move gluing operation) With the above notation, let $\alpha$ be the concatenation of $\alpha_{1}$ and $\alpha_{2}^{-1}$ in $P^{\prime}$. Let $\mathcal{B}$ be a ball neighborhood of $\alpha$ in $P^{\prime}$ that intersects $L$ in two arcs $g \subset J_{1}$ and $g^{\prime} \subset J_{2}$ and intersects $T$ in a disk $\Delta$. Let $L^{\prime}$ be the resulting link obtained in $P^{\prime}$ by replacing $g \cup g^{\prime}$ by the tangle $\gamma_{1} \cup \gamma_{2} \cup C$ as in Figure 4, right. Then the manifold $Y=P^{\prime} \backslash L^{\prime}$ is hyperbolic.

After choosing $\phi$ as above, as in the case of the switch move, the operation described above may yield two distinct hyperbolic 3-manifolds depending on the projection of the strands $g$ and $g^{\prime}$; see Remark 1.1.

Proof of Theorem 5.1 We first prove the theorem in the case when $P$ is orientable. In this circumstance, the setting in Theorem 5.1 is the same as in the switch move theorem (Theorem 4.1), with the exception that $X$ is no longer hyperbolic. However, $X$ is close to being hyperbolic in the following sense:

Claim 5.2 $X$ does not admit any essential spheres, essential disks and essential annuli. Moreover, any essential torus in $X$ is isotopic to $T$.

Proof Suppose there were an essential disk $E$ in $X$. Since $\operatorname{int}(M)$ is hyperbolic, it follows that $E$ must intersect $T$. But because $T$ is incompressible and $\partial E$ is disjoint from $T$, we may replace subdisks in $E$ by disks in $T$ to obtain an essential disk in $M$, a contradiction. The same argument shows that an essential sphere in $X$ would generate an essential sphere in $M$, also a contradiction.

Because $\operatorname{int}(M)$ is hyperbolic, an essential torus in $X$ that does not intersect $T$ must be parallel to $T$, and hence isotopic to $T$. To prove that $T$ is the only possible essential torus up to isotopy, we argue by contradiction. Suppose $T^{\prime}$ is an essential torus in $X$ that is not isotopic to $T$ and has the fewest number of intersection curves with $T$. Then any curve in $T^{\prime} \cap T$ is nontrivial both in $T$ and in $T^{\prime}$. It follows that there is a component of $T^{\prime} \backslash T$ that is an essential annulus in $\operatorname{int}(M)$, a contradiction. Analogously, we may show that $X$ does not admit any essential annuli, and this proves Claim 5.2.

Having proved Claim 5.2, we observe that $L \backslash \mathcal{B}$ is not a rational tangle in a 3-ball as $X$ contains an essential torus that intersects the 3-ball in an essential punctured torus, which cannot exist in a rational tangle complement. Then we note that the arguments in the proof of the switch move theorem apply directly to show that $Y$ does not admit any essential spheres or essential disks and that the four-punctured sphere $\mathcal{Q}=\partial \mathcal{B} \backslash L=\partial \mathcal{B} \backslash L^{\prime}$ and the twice-punctured disk $D$ bounded by $C$ on $T$ are incompressible and boundary-incompressible in $Y$.

To prove that $Y$ does not admit any essential annuli, the proof of Claim 4.6 applies directly. Hence, to prove Theorem 5.1 when $M$ is orientable, it remains to show that $Y$ does not admit any essential tori.

We argue by contradiction and assume that $V$ is an essential torus in $M \backslash L^{\prime}$ that has the least number of intersection components with $T$ among all essential tori in $Y$. Then, after assuming general position, $T \cap V$ is a finite collection of pairwise disjoint simple closed curves. Let $\gamma$ be one of such intersection components. If $\gamma \subset D$, then it does not bound a disk in $T \backslash L^{\prime}$ and either encircles one or two of the punctures of $D$. Then we can choose a component $\gamma^{\prime}$ in $V \cap D$ (if $\gamma$ encircles one puncture, we choose $\gamma^{\prime}$ as an innermost curve, otherwise we choose $\gamma^{\prime}$ as an outermost curve) and surger $V$ (along a punctured disk in the first case and an annulus in the second case) to obtain an essential annulus in $Y$, a contradiction. It then follows that $V \cap D=\varnothing$, and then $V$ can be isotoped through $Y$ to be disjoint from $\mathcal{B}$, without increasing the number of intersection components in $V \cap T$. Hence, $V$ is a torus that is contained in $X$.

In $X, V$ is not isotopic to $T$, since $V \subset M \backslash L^{\prime}$ and any torus isotopic to $T$ is punctured by $L^{\prime}$. We claim that $V \cap T=\varnothing$. Argue by contradiction and assume that there exists a curve $\gamma$ in $V \cap T$. Then $\gamma$ does not intersect $D$ and there are two possibilities: either $\gamma$ is a nontrivial curve in $T$ or $\gamma$, together with $C$, bounds an annulus in $T \backslash D$. In the latter case, we may use this annulus to surger $V$ and obtain an essential annulus in $Y$. Since $Y$ does not admit essential annuli, $\gamma$ is nontrivial in $T$. Then there is a component of $V \backslash T$ that is an essential annulus in $X$, which cannot occur, proving that $V \cap T=\varnothing$.

Thus, $V$ is a torus in the hyperbolic manifold $\operatorname{int}(M)$. Note that $V$ cannot be boundary parallel in $M$, since this either contradicts its essentiality in $Y$ or the fact that it is not isotopic to $T$. Hence, it must be the case that $V$ is compressible in $M$. Let $E \subset M$ be a compression disk for $V$. Then, since $V$ is incompressible in $Y$, the geodesic $\alpha_{1}$ must intersect $E$. Now, the same arguments used in the proof of Claim 4.7 for the case when $T$ was an essential torus in $Y$, disjoint from $\mathcal{B}$ and compressible in $X$ apply to obtain that $V$ is compressible in $Y$, a contradiction that proves Theorem 5.1 when $M$ is orientable.

Next, we sketch the arguments that prove Theorem 5.1 when $M$ is nonorientable, using the notation already introduced. Let $\hat{X}$ be the oriented double cover of $X$ and let $\Pi: \widehat{X} \rightarrow X$ be the covering map. Let $\widehat{T}=\Pi^{-1}(T)$ in $\hat{X}$. Then $\widehat{T}$ consists of one or two tori.

In the case of two tori $V_{1}$ and $V_{2}, \Pi^{-1}(\alpha)$ consists of two arcs $\mu_{1}$ and $\mu_{2}$ each of which intersects one of the two tori. Since $\hat{X}$ is orientable, we may apply Theorem 5.1 twice first for $V_{1}$ and $\mu_{1}$ and then, in an equivariant manner to the first switch move with respect to the covering translation, for $V_{2}$ and $\mu_{2}$, to obtain a hyperbolic link complement. Then, by Mostow-Prasad rigidity, the covering translation can be realized as an isometry, proving that the switch move gluing operation on the original nonorientable manifold $M$ yields a hyperbolic manifold.

In the case that $\widehat{T}$ consists of one torus, both copies $\mu_{1}$ and $\mu_{2}$ intersect $\widehat{T}$. In this situation, we may apply Theorem 5.1 on $\mu_{1}$, obtaining a hyperbolic link complement where Theorem 4.1 can be performed, in an equivariant manner with respect to the covering translation, on a neighborhood of $\mu_{2}$ and again the result is hyperbolic. Realizing the covering translation as an isometry allows us to prove that the switch move gluing operation on the nonorientable manifold $M$ yields a hyperbolic manifold $Y$. $\square$
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# Golod and tight 3-manifolds 

Kouyemon Iriye<br>Daisuke Kishimoto


#### Abstract

The notions Golodness and tightness for simplicial complexes come from algebra and geometry, respectively. We prove these two notions are equivalent for 3-manifold triangulations, through a topological characterization of a polyhedral product for a tight-neighborly manifold triangulation of dimension $\geq 3$.


57Q15; 13F55, 55U10

## 1 Introduction

Let $\mathbb{F}$ be a field, and let $S=\mathbb{F}\left[x_{1}, \ldots, x_{m}\right]$, where we assume each $x_{i}$ is of degree 2 . Serre [26] proved that for $R=S / I$ where $I$ is a homogeneous ideal of $S$, there is a coefficientwise inequality

$$
P\left(\operatorname{Tor}^{R}(\mathbb{F}, \mathbb{F}) ; t\right) \leq \frac{\left(1+t^{2}\right)^{m}}{1-t\left(P\left(\operatorname{Tor}^{S}(R, \mathbb{F}) ; t\right)-1\right)},
$$

where $P(V ; t)$ denotes the Poincaré series of a graded vector space $V$. In the extreme case that the equality holds, $R$ is called Golod. It was Golod who proved that $R$ is Golod if and only if all products and (higher) Massey products in the Koszul homology of $R$ vanish, where the Koszul homology of $R$ is isomorphic to $\operatorname{Tor}^{S}(R, \mathbb{F})$ as a vector space.

Let $K$ be a simplicial complex with vertex set $[m]=\{1,2, \ldots, m\}$. Let $\mathbb{F}[K]$ denote the Stanley-Reisner ring of $K$ over $\mathbb{F}$, where we assume generators of $\mathbb{F}[K]$ are of degree 2 . Then $\mathbb{F}[K]$ expresses combinatorial properties of $K$, and conversely, it is of particular interest to translate a given algebraic property of the Stanley-Reisner ring $\mathbb{F}[K]$ into a combinatorial property of $K$. We say that $K$ is $\mathbb{F}-$ Golod if $\mathbb{F}[K]$ is Golod. We aim to characterize Golod complexes combinatorially.

Recently, a new approach to a combinatorial characterization of Golod complexes has been taken. We can construct a space $Z_{K}$, called the moment-angle complex

[^22]for $K$, in accordance with the combinatorial information of $K$. Then combinatorial properties are encoded in the topology of $Z_{K}$, and in particular, Golodness can be read from a homotopical property of $Z_{K}$ as follows. Baskakov, Buchstaber and Panov [6] proved that the cohomology of $Z_{K}$ with coefficients in $\mathbb{F}$ is isomorphic to the Koszul homology of $\mathbb{F}[K]$, where the isomorphism respects products and (higher) Massey products. Then it follows that $K$ is Golod over any field whenever $Z_{K}$ is a suspension, and so Golod complexes have been studied also in connection with desuspension of $Z_{K}$ and a more general polyhedral product; see Grbić, Panov, Theriault and Wu [10; 11], Grujić and Welker [12], and the authors [14; 15; 16; 17; 18; 19]. See the survey by Bahri, Bendersky and Cohen [4] for more information about moment-angle complexes and polyhedral products. Here we remark that there is a Golod complex $K$ such that $Z_{K}$ is not a suspension as shown by Yano and the first author [20].

In $[15 ; 17 ; 19]$, the authors characterized Golod complexes of dimension one and two in terms of both combinatorial properties of $K$ and desuspension of $Z_{K}$. Here we recall the characterization of Golodness of a closed connected surface triangulation, proved in [15]. The original statement in [15] is given in terms of polyhedral products, but here we state in terms of moment-angle complexes, which is easier, as in [17, Theorem 1.3]. Recall that a simplicial complex is called neighborly if every pair of vertices forms an edge.

Theorem 1.1 [15, Theorem 1.1] Let $S$ be a triangulation of a closed connected $\mathbb{F}$-orientable surface. Then the following statements are equivalent:
(1) $S$ is $\mathbb{F}$-Golod.
(2) $S$ is neighborly.
(3) $Z_{S}$ is a suspension.

We introduce another notion of simplicial complexes coming from geometry. S-S Chern and R K Lashof proved that the total absolute curvature of an immersion $f: M \rightarrow \mathbb{R}^{n}$ of a compact manifold $M$ is bounded below by the Morse number of some Morse function on $M$. On the other hand, the Morse number is bounded below by the Betti number. Tightness of an immersion $f$ is defined by the equality between the total absolute curvature of an immersion $f$ and the Betti number of $M$, which is the case that the total absolute curvature is minimal. See Kühnel and Lutz [22] and Kuiper [23]. It is known that an immersion $f$ is tight if and only if for almost every closed half-space $H$, the inclusion $f(M) \cap H \rightarrow f(M)$ is injective in homology.
Tightness of a simplicial complex is defined as a combinatorial analog of tightness of an immersion. See [22] for details. Let $K$ be a simplicial complex with vertex set $[m]$.

For $\varnothing \neq I \subset[m]$, the full subcomplex of $K$ over $I$ is defined by

$$
K_{I}=\{\sigma \in K \mid \sigma \subset I\}
$$

Definition 1.2 Let $K$ be a connected simplicial complex with vertex set $[m]$. We say that $K$ is $\mathbb{F}$-tight if the natural map $H_{*}\left(K_{I} ; \mathbb{F}\right) \rightarrow H_{*}(K ; \mathbb{F})$ is injective for each $\varnothing \neq I \subset[m]$.

Golodness and tightness have origins in different fields of mathematics, algebra and geometry, respectively. The aim of this paper is to prove the seemingly irrelevant these two notions are equivalent for 3-manifold triangulations through the topology of $Z_{K}$ or more general polyhedral products (see Section 5). Now we state the main theorem.

Theorem 1.3 Let $M$ be a triangulation of a closed connected $\mathbb{F}$-orientable 3-manifold. Then the following statements are equivalent:
(1) $M$ is $\mathbb{F}$-Golod.
(2) $M$ is $\mathbb{F}$-tight.
(3) $Z_{M}$ is a suspension.

Recall that a $d$-manifold triangulation is called stacked if it is the boundary of a $(d+1)-$ manifold triangulation whose interior simplices are of dimension $\geq d$. Stacked manifold triangulations have been studied in several directions, and we will use its connection to tightness (Section 2). See Bagchi, Datta, Murai and Spreer [3; 9] and [22] for more on stacked manifold triangulations. Bagchi, Datta and Spreer [3] (cf Theorem 2.3) proved that a closed connected $\mathbb{F}$-orientable 3 -manifold triangulation is $\mathbb{F}$-tight if and only if it is neighborly and stacked. Then we get the following corollary of Theorem 1.3, which enables us to compare with Theorem 1.1, the 2 -dimensional case.

Corollary 1.4 Let $M$ be a triangulation of a closed connected $\mathbb{F}$-orientable 3-manifold. Then the following statements are equivalent:
(1) $M$ is $\mathbb{F}$-Golod.
(2) $M$ is neighborly and stacked.
(3) $Z_{M}$ is a suspension.

We will investigate a relation between Golodness and tightness of $d$-manifold triangulations for $d \geq 3$, not only for $d=3$, through tight-neighborliness. We will prove the following theorem, where Theorem 1.3 is its special case $d=3$.

Theorem 1.5 Let $M$ be a triangulation of a closed connected $\mathbb{F}$-orientable $d$-manifold for $d \geq 3$, and consider the following conditions:
(1) $M$ is $\mathbb{F}$-Golod.
(2) $M$ is $\mathbb{F}$-tight.
(3) $M$ is tight-neighborly.
(4) the fat-wedge filtration of $\mathbb{R} Z_{M}$ is trivial.

Then there are implications

$$
(1) \Longrightarrow(2) \Longleftarrow(3) \Longrightarrow(4) \Longrightarrow(1)
$$

Moreover, for $d=3$, the implication (2) $\Rightarrow$ (3) also holds, so all conditions are equivalent.

Remarks on Theorem 1.5 are in order. Tight-neighborly triangulations of $d$-manifolds for $d \geq 3$ will be defined in Section 2. To clarify a connection to Theorem 1.3 and Corollary 1.4, we need to mention that a triangulated manifold of dimension $\geq 3$ is tight-neighborly if and only if it is neighborly and stacked as noted soon before Theorem 2.3 below. The space $\mathbb{R} Z_{K}$ is the real moment-angle complex, and properties of its fat-wedge filtration will be given in Section 5. In particular, we will see that if the fat-wedge filtration of $\mathbb{R} Z_{K}$ is trivial, then $Z_{K}$ is a suspension. So Theorem 1.3 is the special case of Theorem 1.5 for $d=3$ as mentioned above. Datta and Murai [9] proved that if $M$ is tight-neighborly and $d \geq 4$, then it is $\mathbb{F}$-tight and $\beta_{i}(M ; \mathbb{F})=0$ for $2 \leq i \leq d-2$, where $\beta_{i}(M ; \mathbb{F})=\operatorname{dim} H_{i}(M ; \mathbb{F})$ denotes the $i^{\text {th }}$ Betti number. So if $\beta_{i}(M ; \mathbb{F})=0$ for $2 \leq i \leq d-2$ and $d \geq 4$, then all conditions in Theorem 1.5 are equivalent, where the triviality of the Betti numbers is necessary because as in [2, Example 3.15], there is an $\mathbb{F}$-tight 9 -vertex triangulation of $\mathbb{C} P^{2}$ for any field $\mathbb{F}$, which is not tight-neighborly.

The paper is organized as follows. Section 2 collects properties of tight and tightneighborly manifold triangulations that will be needed in later sections. Section 3 introduces a weak version of Golodness and proves that weak Golodness implies tightness of orientable manifold triangulations. Section 4 investigates a simplicial complex $F(M)$ constructed from a tight-neighborly $d$-manifold triangulation $M$ for $d \geq 3$, and Section 5 recalls the fat-wedge filtration technique for polyhedral products, which is the main ingredient in desuspending $Z_{K}$. Section 6 applies the results in Sections 4 and 5 to prove Theorem 1.5. Finally, Section 7 poses a problem on Golodness and tightness of $d$-manifold triangulations for $d \geq 4$, and shows related results.
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## 2 Tightness

This section collects facts about tight and tight-neighborly manifold triangulations that we will use. As mentioned in Section 1, tightness of a simplicial complex is a discrete analog of a tight space studied in differential geometry with connection to minimality of the total absolute curvature, and tight complexes have been studied mainly for manifold triangulations. First, we show:

Lemma 2.1 Every $\mathbb{F}$-tight complex is neighborly.
Proof Let $K$ be an $\mathbb{F}$-tight complex. Then for two vertices $v$ and $w$ of $K$, the natural $\operatorname{map} H_{0}\left(K_{\{v, w\}} ; \mathbb{F}\right) \rightarrow H_{0}(K ; \mathbb{F})$ is injective. Since $K$ is connected, $H_{0}(K ; \mathbb{F}) \cong \mathbb{F}$, and so $H_{0}\left(K_{\{v, w\}} ; \mathbb{F}\right) \cong \mathbb{F}$. Then $v$ and $w$ must be joined by an edge.

Next, we explain a conjecture on tight manifold triangulations. Let $K$ be a simplicial complex. Let $|K|$ denote its geometric realization of $K$, and let

$$
f(K)=\left(f_{0}(K), f_{1}(K), \ldots, f_{\operatorname{dim} K}(K)\right)
$$

denote the $f$-vector of $K$. We say that $K$ is strongly minimal if for any simplicial complex $L$ with $|K| \cong|L|$, it holds that

$$
f_{i}(K) \leq f_{i}(L)
$$

for each $i \geq 0$. Kühnel and Lutz [22] conjectured that every $\mathbb{F}$-tight triangulation of a closed connected manifold is strongly minimal. Clearly, the only $\mathbb{F}$-tight closed connected 1 -manifold triangulation is the boundary of a 2 -simplex, so the conjecture is true in dimension 1. Moreover, the 2 -dimensional case was verified, as mentioned in [22], and the 3-dimensional case was verified by Bagchi, Datta and Spreer [3]. But the case of dimensions $\geq 4$ is still open.

As for minimality of manifold triangulations, we have another notion introduced by Lutz, Sulanke and Swartz [24].

Definition 2.2 A closed connected $d$-manifold triangulation $M$ with vertex set $[m]$ for $d \geq 3$ is tight-neighborly if

$$
\binom{m-d-1}{2}=\binom{d+2}{2} \beta_{1}(M ; \mathbb{F})
$$

Tight-neighborly manifold triangulations are known to be vertex minimal. By definition, tight-neighborliness seems to depend on the ground field $\mathbb{F}$, but it is actually independent of the ground field $\mathbb{F}$ as tight-neighborly manifold triangulations are neighborly and stacked. Tightness and tight-neighborliness have the following relation. Let $S^{1} \widetilde{\times} S^{d-1}$ denote the nontrivial $S^{d-1}$-bundle over $S^{1}$.

Theorem 2.3 Let $M$ be a closed connected $\mathbb{F}$-orientable $d$-manifold triangulation for $d \geq 3$, and consider the following conditions:
(1) $M$ is $\mathbb{F}$-tight.
(2) $M$ is tight-neighborly.
(3) $M$ is neighborly and stacked.
(4) $M$ has the topological type of either

$$
S^{d}, \quad\left(S^{1} \tilde{\times} S^{d-1}\right)^{\# k}, \quad\left(S^{1} \times S^{d-1}\right)^{\# k}
$$

Then there are implications

$$
(1) \Longleftarrow(2) \Longleftrightarrow(3) \Longrightarrow(4) .
$$

Moreover, the implication $(1) \Longrightarrow(2)$ also holds for $d=3$.

Proof The implications are shown in [9] for $d \geq 4$ and [3] for $d=3$.

Remark The integer $k$ in Theorem 2.3 for $d=3$ is known to satisfy $80 k+1$ is a perfect square. For $k=1,30,99,208,357,546$, tight-neighborly triangulations of $\left(S^{1} \widetilde{\times} S^{2}\right)^{\# k}$ are constructed in [8], but no tight-neighborly triangulation of $\left(S^{1} \times S^{2}\right)^{\# k}$ is known.

## 3 Weak Golodness

This section introduces weak Golodness and studies it for manifold triangulations. Let $K$ be a simplicial complex with vertex set $[m]$, and let $\mathcal{H}_{*}(\mathbb{F}[K])$ denote the Koszul homology of the Stanley-Reisner ring $\mathbb{F}[K]$. As mentioned in Section $1, K$ is $\mathbb{F}$-Golod if and only if all products and (higher) Massey products in $\mathcal{H}_{*}(\mathbb{F}[K])$ vanish. Now we define weak Golodness.

Definition 3.1 A simplicial complex $K$ is weakly $\mathbb{F}-$ Golod if all products in $\mathcal{H}_{*}(\mathbb{F}[K])$ vanish.

Clearly, $K$ is weakly $\mathbb{F}$-Golod whenever it is $\mathbb{F}$-Golod. Berglund and Jöllenbeck [7] stated that Golodness and weak Golodness of every simplicial complex are equivalent, but this was disproved by Katthän [21]. Thus defining weak Golodness makes sense.

We recall a combinatorial description of the multiplication in $\mathcal{H}_{*}(\mathbb{F}[K])$. For disjoint nonempty subsets $I, J \subset[m]$, there is an inclusion

$$
\iota_{I, J}: K_{I \sqcup J} \rightarrow K_{I} * K_{J}, \quad \sigma \mapsto(\sigma \cap I, \sigma \cap J) .
$$

Baskakov, Buchstaber and Panov proved:
Lemma 3.2 [6, Theorem 1] There is an isomorphism of vector spaces

$$
\mathcal{H}_{i}(\mathbb{F}[K]) \cong \bigoplus_{\varnothing \neq I \subset[m]} \widetilde{H}^{i-|I|-1}\left(K_{I} ; \mathbb{F}\right)
$$

for $i>0$ such that for nonempty subsets $I, J \subset[m]$ the multiplication

$$
\widetilde{H}^{i-|I|-1}\left(K_{I} ; \mathbb{F}\right) \otimes \widetilde{H}^{j-|J|-1}\left(K_{J} ; \mathbb{F}\right) \rightarrow \widetilde{H}^{i+j-|I \cup J|-1}\left(K_{I \cup J} ; \mathbb{F}\right)
$$

is trivial for $I \cap J \neq \varnothing$ and the induced map of $\iota_{I, J}$ for $I \cap J=\varnothing$.
Let $M$ be a triangulation of a closed connected $\mathbb{F}$-oriented $d$-manifold with vertex set $[m]$. We consider a relation between the inclusion $\iota_{I, J}$ and Poincaré duality. For any subset $I \subset[m]$, Poincaré duality [13, Proposition 3.46] holds such that the map

$$
H^{i}\left(\left|M_{I}\right| ; \mathbb{F}\right) \rightarrow H_{d-i}\left(|M|,|M|-\left|M_{I}\right| ; \mathbb{F}\right), \quad \alpha \mapsto \alpha \frown[M]
$$

is an isomorphism, where $[M]$ denotes the fundamental class of $M$. By Lemma 70.1 of [25], $|M|-\left|M_{I}\right| \simeq\left|M_{J}\right|$ for $J=[m]-I$. Then there is an isomorphism

$$
D_{I, J}: H^{i}\left(M_{I} ; \mathbb{F}\right) \xrightarrow{\cong} H_{d-i}\left(M, M_{J} ; \mathbb{F}\right) .
$$

Let $\partial: H_{*}\left(M, M_{J} ; \mathbb{F}\right) \rightarrow H_{*-1}\left(M_{J} ; \mathbb{F}\right)$ denote the boundary map of the long exact sequence

$$
\cdots \rightarrow H_{*}\left(M_{J} ; \mathbb{F}\right) \rightarrow H_{*}(M ; \mathbb{F}) \rightarrow H_{*}\left(M, M_{J} ; \mathbb{F}\right) \xrightarrow{\partial} H_{*-1}\left(M_{J} ; \mathbb{F}\right) \rightarrow \cdots .
$$

Lemma 3.3 Let $M$ be a triangulation of a closed connected $\mathbb{F}$-oriented $d$-manifold with vertex set $[m]$. For any partition $[m]=I \sqcup J$ and $\alpha \in H^{i}\left(M_{I} ; \mathbb{F}\right)$,

$$
\left(\partial \circ D_{I, J}\right)(\alpha)=(-1)^{i+1}(\alpha \otimes 1)\left(\left(\iota_{I, J}\right)_{*}([M])\right) \in H_{d-i-1}\left(M_{J} ; \mathbb{F}\right),
$$

where we regard $\left(\iota_{I, J}\right)_{*}([M])$ as an element of

$$
\bigoplus_{i+j=d-1} H_{i}\left(M_{I} ; \mathbb{F}\right) \otimes H_{j}\left(M_{J} ; \mathbb{F}\right) \cong H_{d}\left(M_{I} * M_{J} ; \mathbb{F}\right)
$$

Proof Let $\varphi \in C^{i}\left(M_{I} ; \mathbb{F}\right)$ be a representative of $\alpha$. We define $\bar{\varphi} \in C^{i}(M ; \mathbb{F})$ by

$$
\bar{\varphi}(\sigma)= \begin{cases}\varphi(\sigma) & \text { if } \sigma \in M_{I}, \\ 0 & \text { otherwise }\end{cases}
$$

Then $\alpha \frown[M]$ is represented by $\bar{\varphi} \frown \mu$ where $\mu$ represents [ $M$ ]. Let $\left[v_{0}, \ldots, v_{i}\right.$ ] denote an oriented $i$-simplex with vertices $v_{0}, \ldots, v_{i}$. We may set

$$
\mu=\sum_{k} a_{k}\left[v_{0}^{k}, v_{1}^{k}, \ldots, v_{d}^{k}\right] \in C_{d}(M ; \mathbb{F})
$$

for $a_{k} \in \mathbb{F}$, where $v_{0}^{k}, \ldots, v_{n_{k}}^{k} \in I$ and $v_{n_{k}+1}^{k}, \ldots, v_{d}^{k} \in J$ for some $n_{k}$. Then $\left(\partial \circ D_{I, J}\right)(\alpha)$ is represented by
$\partial(\bar{\varphi} \frown \mu)=(\bar{\varphi} \circ \partial) \frown \mu=[(\bar{\varphi} \circ \partial) \frown \mu]=\sum_{k} a_{k} \bar{\varphi}\left(\partial\left[v_{0}^{k}, \ldots, v_{i+1}^{k}\right]\right)\left[v_{i+1}^{k}, \ldots, v_{d}^{k}\right]$.
Since $\left.(\bar{\varphi} \circ \partial)\right|_{C_{i+1}\left(M_{I} ; \mathbb{F}\right)}=\varphi \circ \partial=0$, we have $\bar{\varphi}\left(\partial\left[v_{0}^{k}, \ldots, v_{i+1}^{k}\right]\right) \neq 0$ only when $n_{k}=i$. Then $\left(\partial \circ D_{I, J}\right)(\alpha)$ is represented by

$$
\begin{aligned}
& \sum_{n_{k}=i} a_{k} \bar{\varphi}\left(\partial\left[v_{0}^{k}, \ldots, v_{i+1}^{k}\right]\right)\left[v_{i+1}^{k}, \ldots, v_{d}^{k}\right] \\
&=(-1)^{i+1} \sum_{n_{k}=i} a_{k} \varphi\left(\left[v_{0}^{k}, \ldots, v_{i}^{k}, \widehat{v_{i+1}^{k}}\right]\right)\left[v_{i+1}^{k}, \ldots, v_{d}^{k}\right] .
\end{aligned}
$$

On the other hand, since the $C_{i}\left(M_{I} ; \mathbb{F}\right) \otimes C_{d-i-1}\left(M_{J} ; \mathbb{F}\right)$ part of $\mu$ is given by $\sum_{n_{k}=i} a_{k}\left[v_{0}^{k}, \ldots, v_{d}^{k}\right],\left(\iota_{I, J}\right)_{*}([M])$ is represented by

$$
\sum_{n_{k}=i} a_{k}\left[v_{0}^{k}, \ldots, v_{i}^{k}\right] \otimes\left[v_{i+1}^{k}, \ldots, v_{d}^{k}\right] .
$$

Now we are ready to prove:
Theorem 3.4 If a triangulation of a closed connected $\mathbb{F}$-orientable $d$-manifold is weakly $\mathbb{F}$-Golod, then it is $\mathbb{F}$-tight.

Proof Let $M$ be a triangulation of a closed connected $\mathbb{F}$-oriented $d$-manifold with vertex set $[m]$. Let $[m]=I \sqcup J$ be a partition. Suppose that the map $\iota_{I, J}$ is trivial in cohomology with coefficients in $\mathbb{F}$. Then by the universal coefficient theorem, $\iota_{I, J}$ is trivial in homology with coefficients in $\mathbb{F}$ too. Thus, by Lemma 3.3, the boundary map

$$
\partial: H_{*}\left(M, M_{J} ; \mathbb{F}\right) \rightarrow H_{*-1}\left(M_{J} ; \mathbb{F}\right)
$$

is trivial, and so the natural map $H_{*}\left(M_{J} ; \mathbb{F}\right) \rightarrow H_{*}(M ; \mathbb{F})$ is injective, completing the proof.

## 4 The complex $\boldsymbol{F}(\boldsymbol{M})$

Throughout this section, let $M$ be a closed connected tight-neighborly $d$-manifold triangulation for $d \geq 3$ with vertex set $[m]$. Let $K$ be a simplicial complex with vertex set $[m]$. A subset $I \subset[m]$ is a minimal nonface of $K$ if every proper subset of $I$ is a simplex of $K$ and $I$ itself is not a simplex of $K$. Define a simplicial complex $F(M)$ by filling all minimal nonfaces of cardinality $d+1$ into $M$. This section investigates the complex $F(M)$.

We set notation. The link of a vertex $v$ in a simplicial complex $K$ is defined by

$$
\mathrm{lk}_{K}(v)=\{\sigma \in K \mid v \notin \sigma \text { and } \sigma \sqcup v \in K\}
$$

For a finite set $S$, let $\Delta(S)$ denote the simplex with vertex set $S$. Then $I \subset[m]$ is a minimal nonface of $K$ if and only if $K_{I}=\partial \Delta(I)$. Let $K_{1}$ and $K_{2}$ be simplicial complexes of dimension $d$ such that $K_{1} \cap K_{2}$ is a single $d$-simplex $\sigma$. Then we write

$$
K_{1} \# K_{2}=K_{1} \cup K_{2}-\sigma \quad \text { and } \quad K_{1} \circ K_{2}=K_{1} \cup K_{2} .
$$

The following lemma may be known, but we produce a proof for completeness of the paper; cf [1; 3; 9].

Lemma 4.1 For each $v \in[m]$, there exist $V(v, 1), \ldots, V\left(v, n_{v}\right) \subset[m]$ such that $|V(v, k)|=d+1$ for $1 \leq k \leq n_{v}$ and

$$
\operatorname{lk}_{M}(v)=\partial \Delta(V(v, 1)) \# \cdots \# \partial \Delta\left(V\left(v, n_{v}\right)\right)
$$

Proof The case $d=3$ is proved in [3, Proof of Theorem 1.2]. For $d \geq 4$, tightneighborliness implies local stackedness, that is, every vertex link is a stacked sphere, as in [9]. Moreover, stacked spheres are characterized by Bagchi and Datta [1] such that every stacked $(d-1)$-sphere is of the form $\partial \Delta^{d} \# \cdots \# \partial \Delta^{d}$. Then we obtain the result for $d \geq 4$.

Generalizing neighborliness, we say that a simplicial complex is $k$-neighborly if every $k+1$ vertices form a simplex. So $1-$ neighborliness is precisely neighborliness.

Lemma 4.2 For each $v \in[m]$ and $1 \leq k \leq n_{v}, M_{V(v, k) \sqcup v}$ is $(d-1)$-neighborly.
Proof By Lemma 4.1, $\mathrm{lk}_{M}(v)_{V(v, k)}$ is $\partial \Delta^{d}$ with some $(d-1)$-simplices removed, implying it is $(d-2)$-neighborly. So if $I$ is a subset of $V(v, k)$ with $|I|=d-1$, then $I \sqcup v$ is a simplex of $M$. It remains to show $M_{V(v, k)}$ is $(d-1)-$ neighborly. Let $J$ be any
subset of $V(v, k)$ with $|J|=d$. Then $\partial \Delta(J)$ is a subcomplex of $M$. If $M_{J}=\partial \Delta(J)$, then $M_{J \sqcup v}=\partial \Delta(J) * v$, which is contractible. So the inclusion $M_{J} \rightarrow M_{J \sqcup v}$ is not injective in homology with coefficients in $\mathbb{F}$. By Theorem $2.3, M$ is $\mathbb{F}$-tight, so we get a contradiction. Thus $J$ must be a simplex of $M$, completing the proof.

We prove local properties of the complex $F(M)$.
Proposition 4.3 (1) For each $v \in[m]$,

$$
\mathrm{lk}_{F(M)}(v)=\partial \Delta(V(v, 1)) \circ \cdots \circ \partial \Delta\left(V\left(v, n_{v}\right)\right)
$$

(2) For each $v \in[m]$ and $1 \leq k \leq n_{v}, V(v, k) \sqcup v$ is a minimal nonface of $F(M)$.

Proof (1) Let $\sigma$ be the $(d-1)-$ simplex

$$
(\partial \Delta(V(v, 1)) \# \cdots \# \partial \Delta(V(v, k))) \cap \partial \Delta(V(v, k+1)) .
$$

Then by Lemma 4.2, $\partial \Delta(\sigma \sqcup v)$ is a subcomplex of $M$, implying $\sigma \sqcup v$ is a simplex of $F(M)$. Then by induction, we get $\partial \Delta(V(v, 1)) \circ \cdots \circ \partial \Delta\left(V\left(v, n_{v}\right)\right) \subset \mathrm{k}_{F(M)}(v)$. The reverse inclusion is obvious by the construction of $F(M)$, completing the proof.
(2) By Lemma 4.2, $V(v, k)$ is a simplex of $F(M)$, so every proper subset $I$ of $V(v, k) \sqcup v$ is a simplex of $F(M)$. By $(1), V(v, k) \sqcup v$ is not a simplex of $F(M)$.

We compute the homology of $F(M)$. Let

$$
S(M)=\left\{V(v, k) \sqcup v \mid v \in[m] \text { and } 1 \leq k \leq n_{v}\right\}
$$

Then $S(M)$ is the set of all subsets $I \subset[m]$ such that $|I|=d+2$ and $\mathrm{lk}_{M_{I}}(v)$ is ( $d-2$ )-neighborly for some $v \in I$.

Lemma 4.4

$$
F(M)=\bigcup_{I \in S(M)} \partial \Delta(I)
$$

Proof Let $K=\bigcup_{I \in S(M)} \partial \Delta(I)$. By Proposition 4.3, $K \subset F(M)$. For any $k-$ simplex $\sigma$ of $F(M)$ with $0 \leq k \leq d-1$ and $v \in \sigma, \sigma-v$ is a simplex of $\mathrm{lk}_{M}(v)$ because $\sigma$ is a simplex of $M$ too. Then $\sigma-v \subset V(v, l)$ for some $1 \leq l \leq n_{v}$, implying $\sigma$ is a simplex of $K$. Thus the $(d-1)$-skeleton of $F(M)$ is included in $K$. Take any $d$-simplex $\sigma$ of $F(M)$. Then $\sigma$ is either a simplex or a minimal nonface of $M$. In both cases, $\partial \Delta(\sigma-v)$ is a subcomplex of $\mathrm{lk}_{M}(v)$ for $v \in \sigma$. Then $\sigma-v \subset V(v, l)$ for some $1 \leq l \leq n_{v}$, implying $\sigma$ is a simplex of $K$. Thus $F(M) \subset K$.

By Lemma 4.4, there is an inclusion $g_{I}: \partial \Delta(I) \rightarrow F(M)$ for each $I \in S(M)$. Let $u_{I} \in H_{d}(F(M) ; \mathbb{Z})$ be the Hurewicz image of $g_{I}$.

Proposition 4.5 The integral homology of $F(M)$, except for dimension 1 , is given by

$$
\tilde{H}_{*}(F(M) ; \mathbb{Z})= \begin{cases}\mathbb{Z}\left\langle u_{I} \mid I \in S(M)\right\rangle & \text { if } *=d, \\ 0 & \text { if } * \neq 1, d .\end{cases}
$$

Proof Since $F(M)$ is obtained from $M$ by attaching $d$-simplices, we only need to calculate $H_{d-1}$ and $H_{d}$ by Theorem 2.3. By Proposition 4.3, each component of $\mathrm{lk}_{M_{I}}(v)$ is $(d-2)$-connected, where $\mathrm{l}_{M_{I}}(v)=\mathrm{lk}_{M}(v)_{I-v}$. Then there is an exact sequence
(1) $0 \rightarrow \tilde{H}_{d}\left(F(M)_{I-v} ; \mathbb{Z}\right) \rightarrow H_{d}\left(F(M)_{I} ; \mathbb{Z}\right) \xrightarrow{\partial} H_{d-1}\left(\mathrm{lk}_{F(M)_{I}}(v) ; \mathbb{Z}\right)$

$$
\rightarrow H_{d-1}\left(F(M)_{I-v} ; \mathbb{Z}\right) \rightarrow H_{d-1}\left(F(M)_{I} ; \mathbb{Z}\right) \rightarrow 0
$$

By Proposition 4.3, there is an inclusion $\partial \Delta(V(v, k)) \rightarrow \mathrm{k}_{F(M)_{I}}(v)$ for $V(v, k) \sqcup v \subset I$, and we write the Hurewicz image of this inclusion by $\bar{u}_{V(v, k)}$. Then we have

$$
H_{d-1}\left(\operatorname{lk}_{F(M)_{I}}(v) ; \mathbb{Z}\right)=\mathbb{Z}\left\langle\bar{u}_{V(v, k)} \mid V(v, k) \sqcup v \subset I\right\rangle
$$

such that $\partial\left(u_{V(v, k) \sqcup v}\right)=\bar{u}_{V(v, k)}$. Hence the map $\partial$ in (1) is surjective, so we get an isomorphism

$$
H_{d-1}\left(F(M)_{I-v} ; \mathbb{Z}\right) \cong H_{d-1}\left(F(M)_{I} ; \mathbb{Z}\right)
$$

Thus we obtain $H_{d-1}\left(F(M)_{I} ; \mathbb{Z}\right)=0$ for any $I \subset[m]$ by induction on $|I|$, where $H_{d-1}\left(F(M)_{I} ; \mathbb{Z}\right)=0$ for $|I|=1$. We also get a split exact sequence

$$
0 \rightarrow H_{d}\left(F(M)_{I-v} ; \mathbb{Z}\right) \rightarrow H_{d}\left(F(M)_{I} ; \mathbb{Z}\right) \xrightarrow{\partial} H_{d-1}\left(\mathrm{lk}_{F(M)_{I}}(v) ; \mathbb{Z}\right) \rightarrow 0 .
$$

Then by induction on $|I|$, we also obtain

$$
H_{d}\left(F(M)_{I} ; \mathbb{Z}\right)=\mathbb{Z}\left\langle u_{V(v, k)} \mid V(v, k) \sqcup v \subset I\right\rangle .
$$

By Theorem 2.3, $\pi_{1}(|M|)$ is a free group. Since $|F(M)|$ is obtained by attaching $d$-cells to $|M|$, the inclusion $|M| \rightarrow|F(M)|$ is an isomorphism in $\pi_{1}$, so $\pi_{1}(|F(M)|)$ is a free group too. Then there is a map $f: B \rightarrow|F(M)|$ which is an isomorphism in $\pi_{1}$, where $B$ is a wedge of circles. Let $\widehat{F}(M)$ be the cofiber of $f$. Since there is an exact sequence

$$
\cdots \rightarrow H_{*}(B ; \mathbb{Z}) \xrightarrow{f_{*}} H_{*}(F(M) ; \mathbb{Z}) \rightarrow \tilde{H}_{*}(\widehat{F}(M) ; \mathbb{Z}) \rightarrow \cdots,
$$

the natural map $H_{*}(F(M) ; \mathbb{Z}) \rightarrow H_{*}(\hat{F}(M) ; \mathbb{Z})$ is an isomorphism for $* \neq 1$. Let $\hat{g}_{I}$ be the composite $|\partial \Delta(I)| \xrightarrow{g_{I}}|F(M)| \rightarrow \widehat{F}(M)$ for $I \in S(M)$, and let $\hat{u}_{I}$ be the Hurewicz image of $\hat{g}_{I}$. By Proposition 4.5, we get:

Corollary 4.6 The reduced homology of $\hat{F}(M)$ is given by

$$
\tilde{H}_{*}(\hat{F}(M) ; \mathbb{Z})= \begin{cases}\mathbb{Z}\left\langle\hat{u}_{I} \mid I \in S(M)\right\rangle & \text { if } *=d, \\ 0 & \text { if } * \neq d\end{cases}
$$

Since $\widehat{F}(M)$ is path-connected, there is a map

$$
g: \bigvee_{I \in S(M)}|\partial \Delta(I)| \rightarrow \widehat{F}(M)
$$

such that $\left.g\right|_{|\partial \Delta(I)|} \simeq \hat{g}_{I}$ for each $I \in S(M)$. Then by Corollary 4.6 and the Whitehead theorem, we obtain the following.

Corollary 4.7 The map $g: \bigvee_{I \in S(M)}|\partial \Delta(I)| \rightarrow \hat{F}(M)$ is a homotopy equivalence.

## 5 Polyhedral product

Throughout this section, let $K$ be a simplicial complex with vertex set $[m]$. Let $(\underline{X}, \underline{A})=\left\{\left(X_{i}, A_{i}\right)\right\}_{i=1}^{m}$ be a collection of pairs of pointed spaces indexed by vertices of $K$. For $I \subset[m]$, let

$$
(\underline{X}, \underline{A})^{I}=Y_{1} \times \cdots \times Y_{m}
$$

where $Y_{i}=X_{i}$ for $i \in I$ and $Y_{i}=A_{i}$ for $i \notin I$. The polyhedral product of $(\underline{X}, \underline{A})$ over $K$ is defined by

$$
Z_{K}(\underline{X}, \underline{A})=\bigcup_{\sigma \in K}(\underline{X}, \underline{A})^{\sigma} .
$$

For $\varnothing \neq I \subset[m]$, let $\left(\underline{X}_{I}, \underline{A}_{I}\right)=\left\{\left(X_{i}, A_{i}\right)\right\}_{i \in I}$. Then we can define $Z_{K_{I}}\left(\underline{X}_{I}, \underline{A}_{I}\right)$. The following lemma is immediate from the definition of a polyhedral product.

Lemma 5.1 For each $\varnothing \neq I \subset[m], Z_{K_{I}}\left(\underline{X}_{I}, \underline{A}_{I}\right)$ is a retract of $Z_{K}(\underline{X}, \underline{A})$.
For a collection of pointed spaces $\underline{X}=\left\{X_{i}\right\}_{i=1}^{m}$, let $(C \underline{X}, \underline{X})=\left\{\left(C X_{i}, X_{i}\right)\right\}_{i=1}^{m}$. For $0 \leq i \leq m$, we define a subspace of $Z_{K}(C \underline{X}, \underline{X})$ by
$Z_{K}^{i}(C \underline{X}, \underline{X})$
$=\left\{\left(x_{1}, \ldots, x_{m}\right) \in Z_{K}(C \underline{X}, \underline{X}) \mid\right.$ at least $m-i$ of $x_{1}, \ldots, x_{m}$ are basepoints $\}$.
Using the basepoint of each $X_{i}$, we regard $Z_{K_{I}}\left(C \underline{X}_{I}, \underline{X}_{I}\right)$ as a subspace of $Z_{K}(C \underline{X}, \underline{X})$ so that we can alternatively write

$$
\begin{equation*}
Z_{K}^{i}(C \underline{X}, \underline{X})=\bigcup_{I \subset[m],|I|=i} Z_{K_{I}}\left(C \underline{X}_{I}, \underline{X}_{I}\right) . \tag{2}
\end{equation*}
$$

There is a filtration

$$
*=Z_{K}^{0}(C \underline{X}, \underline{X}) \subset Z_{K}^{1}(C \underline{X}, \underline{X}) \subset \cdots \subset Z_{K}^{m}(C \underline{X}, \underline{X})=Z_{K}(C \underline{X}, \underline{X}),
$$

which we call the fat-wedge filtration of $Z_{K}(C \underline{X}, \underline{X})$. By [17, Theorem 4.1],

$$
Z_{K}^{i}(C \underline{X}, \underline{X}) / Z_{K}^{i-1}(C \underline{X}, \underline{X})=\bigvee_{I \subset[m],|I|=i}\left|\Sigma K_{I}\right| \wedge \hat{X}^{I},
$$

where $\hat{X}^{I}=\bigwedge_{i \in I} X_{i}$. Moreover, it is shown in [17, Corollary 4.2] that the fat-wedge filtration of $Z_{K}(C \underline{X}, \underline{X})$ splits after a suspension, and the decomposition of Bahri, Bendersky, Cohen and Gitler [5, Theorem 2.2.1] is reproduced as:

Theorem 5.2 (BBCG decomposition) There is a homotopy equivalence

$$
\Sigma Z_{K}(C \underline{X}, \underline{X}) \simeq \Sigma \bigvee_{\varnothing \neq I \subset[m]}\left|\Sigma K_{I}\right| \wedge \hat{X}^{I}
$$

In particular, if the BBCG decomposition desuspends, then $Z_{K}(C \underline{X}, \underline{X})$ itself desuspends. Moreover, if each $X_{i}$ is a connected CW complex, then the BBCG decomposition desuspends whenever $Z_{K}(C \underline{X}, \underline{X})$ desuspends [17]. Then we aim to desuspend the BBCG decomposition. Desuspension of the BBCG decomposition was studied for specific Golod complexes such as shifted complexes $[11 ; 12 ; 14]$ by ad hoc methods, and desuspension for much broader classes of simplicial complexes, including the previous specific simplicial complexes, was proved by using the fat-wedge filtration technique [17].

The moment-angle complex $Z_{K}$ introduced in Section 1 is the polyhedral product $Z_{K}\left(D^{2}, S^{1}\right)$. The real moment-angle complex $\mathbb{R} Z_{K}$ is defined to be the polyhedral product $Z_{K}\left(D^{1}, S^{0}\right)$, and we denote its fat-wedge filtration by

$$
*=\mathbb{R} Z_{K}^{0} \subset \mathbb{R} Z_{K}^{1} \subset \cdots \subset \mathbb{R} Z_{K}^{m}=\mathbb{R} Z_{K}
$$

where we choose the basepoint of $S^{0}=\{-1,+1\}$ to be -1 . The fat-wedge filtration of $\mathbb{R} Z_{K}$ is proved to be a cone decomposition [17, Theorem 3.1]. For $\varnothing \neq I \subset[m]$, let $j_{K_{I}}: \mathbb{R} Z_{K_{I}}^{|I|-1} \rightarrow \mathbb{R} Z_{K}^{|I|-1}$ denote the inclusion.

Theorem 5.3 [17, Theorem 3.1] For each $\varnothing \neq I \subset[m]$, there is a map

$$
\varphi_{K_{I}}:\left|K_{I}\right| \rightarrow \mathbb{R} Z_{K_{I}}^{|I|-1}
$$

such that

$$
\mathbb{R} Z_{K}^{i}=\mathbb{R} Z_{K}^{i-1} \bigcup_{I \subset[m],|I|=i} C\left|K_{I}\right|,
$$

where the attaching maps are $j_{K_{I}} \circ \varphi_{K_{I}}$.

We say that the fat-wedge filtration of $\mathbb{R} Z_{K}$ is trivial if $\varphi_{K_{I}}$ is nullhomotopic for each $\varnothing \neq I \subset[m]$. We remark that $\varphi_{K_{I}}$ is nullhomotopic if and only if $j_{K_{I}} \circ \varphi_{K_{I}}$ is, because $\mathbb{R} Z_{K_{I}}^{|I|-1}$ is a retract of $\mathbb{R} Z_{K}^{|I|-1}$. The fat-wedge filtration is useful for desuspending the BBCG decomposition because we have the following criterion.

Theorem 5.4 [17, Theorem 1.2] If the fat-wedge filtration of $\mathbb{R} Z_{K}$ is trivial, then for any $\underline{X}$, there is a homotopy equivalence

$$
Z_{K}(C \underline{X}, \underline{X}) \simeq \bigvee_{\varnothing \neq I \subset[m]}\left|\Sigma K_{I}\right| \wedge \widehat{X}^{I}
$$

For $\varnothing \neq I \subset[m]$, define a map $\alpha_{I}: \mathbb{R} Z_{K_{I}}^{|I|-1} \rightarrow \mathbb{R} Z_{K}^{m-1}$ by $\alpha_{I}\left(x_{i} \mid i \in I\right)=\left(y_{1}, \ldots, y_{m}\right)$ such that

$$
y_{i}= \begin{cases}x_{i} & \text { if } i \in I \\ +1 & \text { if } i \notin I\end{cases}
$$

for $\left(x_{i} \mid i \in I\right) \in \mathbb{R} Z_{K_{I}}^{|I|-1}$. Note that $\alpha_{I}$ is not the natural inclusion because the basepoint of $S^{0}=\{-1,+1\}$ is taken to be -1 as mentioned above. For $\varnothing \neq J \subset I \subset[m]$ and $|J| \leq i \leq|I|$, let $\pi$ denote the composite of projections

$$
\mathbb{R} Z_{K_{I}}^{i} \rightarrow \mathbb{R} Z_{K_{J}} \rightarrow \mathbb{R} Z_{K_{J}} / \mathbb{R} Z_{K_{J}}^{|J|-1}=\left|\Sigma K_{J}\right|
$$

By the construction of $\varphi_{K}$, we have:
Lemma 5.5 For $\varnothing \neq J \subsetneq I \subset[m]$, there is a commutative diagram

where $j: K_{J} \rightarrow K_{J \sqcup([m]-I)}$ is the inclusion.
The following two lemmas, proved in [17, Proof of Theorem 7.2] and [17, Lemma 10.1] respectively, are quite useful in detecting the triviality of $\varphi_{K}$.

Lemma 5.6 Let $\bar{K}$ be a simplicial complex obtained by filling all minimal nonfaces into $K$. Then $\varphi_{K}$ factors through the inclusion $|K| \rightarrow|\bar{K}|$.

Lemma 5.7 If $\varphi_{K_{I}} \simeq *$ for each $\varnothing \neq I \subsetneq[m]$, then the composite

$$
|K| \xrightarrow{\varphi_{K}} \mathbb{R} Z_{K}^{m-1} \rightarrow \mathbb{R} Z_{K_{J}} \xrightarrow{\pi}\left|\Sigma K_{J}\right|
$$

is nullhomotopic for each $\varnothing \neq J \subsetneq[m]$.

Finally, we estimate the connectivity of $\mathbb{R} Z_{K}$.
Lemma 5.8 If $K$ is $k$-neighborly, then $\mathbb{R} Z_{K}$ is $k$-connected.
Proof The proof can be done by the same calculation as [17, Proposition 5.3]. Here, we give an alternative proof. By definition, $\pi_{*}\left(\mathbb{R} Z_{K}\right)$ is isomorphic to $\pi_{*}\left(\mathbb{R} Z_{K_{k}}\right)$ for $* \leq k$, where $K_{k}$ denotes the $k$-skeleton of $K$. Since $K$ is $k$-neighborly, $K_{k}=\Delta_{k}^{m-1}$. Since $\Delta_{k}^{m-1}$ is shifted, it follows from [14] that there is a homotopy equivalence

$$
\mathbb{R} Z_{\Delta_{k}^{m-1}} \simeq \bigvee_{\varnothing \neq I \subset[m]}\left|\Sigma\left(\Delta_{k}^{m-1}\right)_{I}\right|
$$

Since each $\left|\Sigma\left(\Delta_{k}^{m-1}\right)_{I}\right|$ is $k$-connected, the proof is done.

## 6 Proof of Theorem 1.5

Throughout this section, let $M$ be a tight-neighborly triangulation of a closed connected $\mathbb{F}$-orientable $d$-manifold with vertex set [ m ], unless otherwise is specified. We aim to prove that the fat-wedge filtration of $\mathbb{R} Z_{M}$ is trivial. First, we compute the fundamental group of $\left|F(M)_{I}\right|$ for $\varnothing \neq I \subset[m]$.

Lemma 6.1 For each $\varnothing \neq I \subset[m], \pi_{1}\left(\left|F(M)_{I}\right|\right)$ is a free group.
Proof Since the fundamental group of a suspension is a free group, we prove $\left|F(M)_{I}\right|$ is a suspension by induction on $I$. For $|I|=1,\left|F(M)_{I}\right|$ is obviously a suspension. Suppose that $\left|F(M)_{I-v}\right|$ is a suspension for $v \in I$. Note that

$$
\begin{equation*}
F(M)_{I}=F(M)_{I-v} \cup\left(\mathrm{lk}_{F(M)_{I}}(v) * v\right) \tag{3}
\end{equation*}
$$

where $F(M)_{I-v} \cap\left(\mathrm{lk}_{F(M)_{I}}(v) * v\right)=\mathrm{k}_{F(M)_{I}}(v)$. Since $\mathrm{lk}_{F(M)_{I}}(v)=\mathrm{k}_{F(M)}(v)_{I-v}$, it follows from Proposition 4.3 that there are inclusions

$$
\mathrm{lk}_{F(M)_{I}}(v) \rightarrow\left(\Delta(V(v, 1)) \circ \cdots \circ \Delta\left(V\left(v, n_{v}\right)\right)\right)_{I-v} \rightarrow F(M)_{I-v} .
$$

Since $M$ is neighborly by Theorem 2.3 , so is $M_{I-v}$, implying $F(M)_{I-v}$ is connected. On the other hand, each component of $\left(\Delta(V(v, 1)) \circ \cdots \circ \Delta\left(V\left(v, n_{v}\right)\right)\right)_{I-v}$ is contractible. Then the inclusion $\left|\left(\Delta(V(v, 1)) \circ \cdots \circ \Delta\left(V\left(v, n_{v}\right)\right)\right)_{I-v}\right| \rightarrow\left|F(M)_{I-v}\right|$ is nullhomotopic, and so the inclusion $\left|\mathrm{k}_{F(M)_{I}}(v)\right| \rightarrow\left|F(M)_{I-v}\right|$ is nullhomotopic too. Thus by (3), we get a homotopy equivalence

$$
\left|F(M)_{I}\right| \simeq\left|F(M)_{I-v}\right| \vee\left|\Sigma \mathrm{k}_{F(M)_{I}}(v)\right| .
$$

Since $\left|F(M)_{I-v}\right|$ is a suspension by the induction hypothesis, $\left|F(M)_{I}\right|$ turns out to be a suspension, completing the proof.

Let $\varnothing \neq I \subset[m]$. By Lemma 5.6, the map $\varphi_{M_{I}}$ decomposes as

$$
\begin{equation*}
\left|M_{I}\right| \rightarrow\left|F(M)_{I}\right| \rightarrow \mathbb{R} Z_{M_{I}}^{|I|-1} . \tag{4}
\end{equation*}
$$

By Lemma 6.1, there is a map $f_{I}: B_{I} \rightarrow\left|F(M)_{I}\right|$, where $B_{I}$ is a wedge of circles, such that $f_{I}$ is an isomorphism in $\pi_{1}$. Let $\hat{F}(M)_{I}$ denote the cofiber of $f_{I}$, where $\widehat{F}(M)_{[m]}$ coincides with $\widehat{F}(M)$ in Section 4 . On the other hand, since $M$ is neighborly by Lemma 2.1 , so is $M_{J}$ for any $\varnothing \neq J \subset[m]$. Then by (2) and Lemma 5.8, we can see that $\mathbb{R} Z_{M_{I}}^{|I|-1}$ is simply connected. In particular, there is a commutative diagram


Then by combining (4) and (5), we get:
Lemma 6.2 For each $\varnothing \neq I \subset[m]$, the map $\varphi_{M_{I}}$ factors through the inclusion $\left|M_{I}\right| \rightarrow \hat{F}(M)_{I}$.

Proposition 6.3 For each $\varnothing \neq I \subsetneq[m]$, the map $\varphi_{M_{I}}$ is nullhomotopic.
Proof As is computed in the proof of Proposition 4.5, $\widetilde{H}_{*}\left(F(M)_{I} ; \mathbb{Z}\right)=0$ unless $*=1, d$. Thus as well as $\widehat{F}(M)$, we can see that $\widehat{F}(M)_{I}$ is $(d-1)$-connected. Since $I \neq[m],\left|M_{I}\right|$ is homotopy equivalent to a CW complex of dimension $\leq d-1$. Then we obtain that the inclusion $\left|M_{I}\right| \rightarrow \widehat{F}(M)_{I}$ is nullhomotopic. Thus by Lemma 6.2, the proof is complete.

It remains to show that $\varphi_{M}$ is nullhomotopic. By Lemma 5.5, there is a commutative diagram

$$
\begin{gathered}
\bigvee_{I \in S(M)}\left|M_{I}\right| \longrightarrow|M| \\
\bigvee_{I \in S(M)} \varphi_{M_{I}} \downarrow \\
\bigvee_{I \in S(M)} \mathbb{R} Z_{M_{I}}^{d+1} \xrightarrow{\bigvee_{I \in S(M)} \alpha_{I}} \mathbb{R}_{M_{M}}^{\mid} Z_{M}^{m-1}
\end{gathered}
$$

Then since $F(M)_{I}=\partial \Delta(I)$ for $I \in S(M)$ by Proposition 4.3, we get a commutative diagram

$$
\begin{align*}
& \bigvee_{I \in S(M)}|\partial \Delta(I)| \xrightarrow{\bigvee_{I \in S(M)} g_{I}}|F(M)| \\
& \quad \downarrow  \tag{6}\\
& \left.\bigvee_{I \in S(M)} \mathbb{R} Z_{M_{I}}^{d+1} \xrightarrow{\bigvee_{I \in S(M)} \alpha_{I}}\right|_{\mathbb{R}} Z_{M}^{m-1}
\end{align*}
$$

Juxtaposing the commutative diagrams (5) and (6), we get a commutative diagram

and by Corollary 4.7 and Lemma 6.2, we obtain:

Lemma 6.4 The map $\varphi_{M}:|M| \rightarrow \mathbb{R} Z_{M}^{m-1}$ is homotopic to the composite

$$
|M| \rightarrow \widehat{F}(M) \xrightarrow{g^{-1}} \bigvee_{I \in S(M)}|\partial \Delta(I)| \rightarrow \bigvee_{I \in S(M)} \mathbb{R} Z_{M_{I}}^{d+1} \xrightarrow{\bigvee_{I \in S(M)} \alpha_{I}} \mathbb{R} Z_{M}^{m-1}
$$

We will investigate the composition of maps in Lemma 6.4 by identifying a homotopy set with a homology.

Lemma 6.5 Let $W$ be a finite wedge of $S^{d}$. Then there is an isomorphism of sets

$$
[|M|, W] \cong H^{d}(M ; \mathbb{Z}) \otimes H_{d}(W ; \mathbb{Z})
$$

which is natural with respect to maps among finite wedges of $S^{d}$.

Proof Since $\operatorname{dim} M=d$, the statement follows from the Hopf degree theorem.

Lemma 6.6 For each $v \in I \in S(M)$, the natural map

$$
H^{d}(M ; \mathbb{Z}) \otimes H_{d-1}\left(M_{I-v} ; \mathbb{Z}\right) \rightarrow H^{d}(M ; \mathbb{Z}) \otimes H_{d-1}\left(M_{[m]-v} ; \mathbb{Z}\right)
$$

is injective.

Proof By Lemma 4.2, $\left|M_{I-v}\right|$ is contractible or $S^{d-1}$. In particular, $H_{d-1}\left(M_{I-v} ; \mathbb{Z}\right)$ is a free abelian group, and so there is a natural isomorphism

$$
\begin{equation*}
H_{d-1}\left(M_{I-v} ; \mathbb{F}\right) \cong H_{d-1}\left(M_{I-v} ; \mathbb{Z}\right) \otimes \mathbb{F} \tag{7}
\end{equation*}
$$

By definition, $\left|M_{[m]-v}\right|$ is $|M|$ removed the open star of $v$, which is homotopy equivalent to $|M|-v$ by [25, Lemma 70.1]. Then by Theorem $2.3,\left|M_{[m]-v}\right|$ is homotopy equivalent to a wedge of finitely many, possibly zero, copies of $S^{1}$ and $S^{d-1}$. Then $H_{*}\left(M_{[m]-v} ; \mathbb{Z}\right)$ is a free abelian group, and so there is a natural isomorphism

$$
\begin{equation*}
H_{d-1}\left(M_{[m]-v} ; \mathbb{F}\right) \cong H_{d-1}\left(M_{[m]-v} ; \mathbb{Z}\right) \otimes \mathbb{F} \tag{8}
\end{equation*}
$$

Since $M$ is $\mathbb{F}$-tight by Theorem 2.3, the natural map

$$
H_{d-1}\left(M_{I-v} ; \mathbb{F}\right) \rightarrow H_{d-1}\left(M_{[m]-v} ; \mathbb{F}\right)
$$

is injective. Then by (7) and (8), the natural map

$$
H_{d-1}\left(M_{I-v} ; \mathbb{Z}\right) \otimes \mathbb{F} \rightarrow H_{d-1}\left(M_{[m]-v} ; \mathbb{Z}\right) \otimes \mathbb{F}
$$

is injective too. Since both $H_{d-1}\left(M_{I-v} ; \mathbb{Z}\right)$ and $H_{d-1}\left(M_{[m]-v} ; \mathbb{Z}\right)$ are free abelian groups, the case that $M$ is orientable is proved because $H^{d}(M ; \mathbb{Z}) \cong \mathbb{Z}$. If $M$ is nonorientable, then $H^{d}(M ; \mathbb{Z}) \cong \mathbb{F}_{2}$ and the base field $\mathbb{F}$ is of characteristic 2, where $\mathbb{F}_{2}$ is the field of two elements. Thus the case that $M$ is not orientable is proved too.

Proposition 6.7 The map $\varphi_{M}:|M| \rightarrow \mathbb{R} Z_{M}^{m-1}$ is nullhomotopic.
Proof Note that $m \geq d+2$. Let $\varnothing \neq J \subset I \in S(M)$. By Lemma 4.2, $\left|M_{J}\right|$ is contractible for $|J| \leq d$, and $\left|M_{J}\right|$ is contractible or $S^{d-1}$ for $|J|=d+1$. Then by Proposition 6.3, there is a homotopy equivalence

$$
\begin{equation*}
\mathbb{R} Z_{M_{I}}^{d+1} \simeq \bigvee_{v \in I}\left|\Sigma M_{I-v}\right|, \tag{9}
\end{equation*}
$$

where $\left|\Sigma M_{I-v}\right|$ is contractible or $S^{d}$ as mentioned above. Let

$$
A=\bigvee_{I \in S(M)} \bigvee_{v \in I}\left|\Sigma M_{I-v}\right| \quad \text { and } \quad B=\bigvee_{I \in S(M)} \bigvee_{v \in I}\left|\Sigma M_{[m]-v}\right|,
$$

where $A \simeq \bigvee_{I \in S(M)} \mathbb{R} Z_{M_{I}}^{d+1}$ by (9). Let $f:|M| \rightarrow A$ denote the composition of the first three maps in Lemma 6.4. Then it suffices to show $f$ is nullhomotopic. By Lemma $6.5, f$ is identified with some element $\phi$ of $H_{d}(M ; \mathbb{Z}) \otimes H_{d}(A ; \mathbb{Z})$, so $f$ is nullhomotopic if and only if $\phi=0$.

As in the proof of Lemma $6.6,\left|\Sigma M_{[m]-v}\right|$ is a wedge of finitely many copies of $S^{2}$ and $S^{d}$ for each vertex $v$ of $M$. Let $C_{v}$ denote the $S^{d}$-wedge part of $\left|\Sigma M_{[m]-v}\right|$. Then there is a projection $q_{v}: B \rightarrow C_{v}$. By Lemmas 5.5, 5.7 and 6.4, the composite

$$
\begin{equation*}
|M| \xrightarrow{f} A \rightarrow\left|\Sigma M_{I-v}\right| \rightarrow\left|\Sigma M_{[m]-v}\right| \tag{10}
\end{equation*}
$$

is nullhomotopic for each $v \in I \in S(M)$. Then by Lemma $6.5, \phi$ is mapped to 0 by

$$
1 \otimes\left(q_{v} \circ j\right)_{*}: H^{d}(M ; \mathbb{Z}) \otimes H_{d}(A ; \mathbb{Z}) \rightarrow H^{d}(M ; \mathbb{Z}) \otimes H_{d}\left(C_{v} ; \mathbb{Z}\right)
$$

for each $v \in I \in S(M)$, where $j: A \rightarrow B$ denotes the inclusion. Since the map

$$
\bigoplus_{v \in I \in S(M)}\left(q_{v}\right)_{*}: H_{d}(B ; \mathbb{Z}) \rightarrow \bigoplus_{v \in I \in S(M)} H_{d}\left(C_{v} ; \mathbb{Z}\right)
$$

is an isomorphism, we get $\left(1 \otimes j_{*}\right)(\phi)=0$. Thus we obtain $\phi=0$ by Lemma 6.6, completing the proof.

Now we are ready to prove Theorem 1.5.
Proof of Theorem 1.5 The implications $(1) \Longrightarrow(2) \Longleftarrow(3)$ are proved by Theorems 2.3 and 3.4. The implication (3) $\Longrightarrow$ (4) is proved by Propositions 6.3 and 6.7. If (4) holds, then by Theorem 5.4, $Z_{M}$ is a suspension. So by the fact that $K$ is $\mathbb{F}$-Golod whenever $Z_{K}$ is a suspension, as mentioned in Section 1, we obtain the implication (4) $\Longrightarrow$ (1), completing the proof.

## 7 A further problem

So far, we have been studying a relationship between Golodness and tightness through tight-neighborliness which perfectly works in dimension 3 . However, in dimensions $\geq 4$, tight-neighborliness does not work well because it is not equivalent to tightness as mentioned in Section 1. So we pose:

Problem 7.1 What condition on closed connected $d$-manifold triangulations with $d \geq 4$ guarantees $\mathbb{F}$-Golodness and $\mathbb{F}$-tightness being equivalent?

One approach is to put a topological condition on manifolds. For example, the condition on the Betti number is stated in Section 1. We also have the following theorem, in which manifold triangulations are not tight-neighborly.

Theorem 7.2 Let $M$ be a triangulation of a closed $(d-1)$-connected $2 d$-manifold for $d \geq 2$. Then the following are equivalent:
(1) $M$ is $\mathbb{F}$-Golod for any field $\mathbb{F}$.
(2) $M$ is $\mathbb{F}$-tight for any field $\mathbb{F}$.
(3) $M$ is $d$-neighborly.
(4) the fat-wedge filtration of $\mathbb{R} Z_{M}$ is trivial.

Proof The implication (1) $\Rightarrow$ (2) holds by Theorem 3.4 because $M$ is orientable. Suppose $M$ has a minimal nonface $I$ with $|I| \leq d+1$. Then $M_{I}=\partial \Delta(I)$, implying $H_{|I|-2}\left(M_{I} ; \mathbb{F}\right) \neq 0$. Since $M$ is $\mathbb{F}$-tight, the natural map

$$
H_{|I|-2}\left(M_{I} ; \mathbb{F}\right) \rightarrow H_{|I|-2}(M ; \mathbb{F})
$$

is injective, and since $M$ is $(d-1)$-connected, $\widetilde{H}_{*}(M ; \mathbb{F})=0$ for $*<d$. Then we get a contradiction, so we obtain the implication (2) $\Rightarrow$ (3). The implication (3) $\Rightarrow$ (4) follows from [17, Theorem 1.6]. The implication (4) $\Rightarrow$ (1) holds by the fact that $K$ is $\mathbb{F}$-Golod over any field $\mathbb{F}$ whenever $Z_{K}$ is a suspension, as mentioned in Section 1. Therefore, the proof is complete.

In closing the paper, we consider a relation between weak $\mathbb{F}$-Golodness and $\mathbb{F}$-tightness. As proved in Theorem 3.4, weak $\mathbb{F}$-Golodness implies $\mathbb{F}$-tightness for a closed connected $\mathbb{F}$-orientable manifold triangulations. So one might ask whether or not this implication holds for simplicial complexes which are not manifolds. The answer is no. For example, if $K$ is the join of a vertex and the boundary of a simplex, then it is $\mathbb{F}$-Golod for any field $\mathbb{F}$ as the fat-wedge filtration of $\mathbb{R} Z_{K}$ is trivial but it is not $\mathbb{F}$-tight as in the proof of Lemma 4.2. However, the opposite implication always holds as follows, which shows that Theorem 3.4 is thought of as a "wrong way" implication.

Proposition 7.3 Let $K$ be a simplicial complex with vertex set $[m]$. If $K$ is $\mathbb{F}$-tight, then it is weakly $\mathbb{F}$-Golod.

Proof Take any disjoint subsets $\varnothing \neq I, J \subset[m]$. Then there is a map

$$
\iota_{I, J}: K_{I \sqcup J} \rightarrow K_{I} * K_{J}
$$

as in Section 3. By Lemma 3.2, $K$ is weakly $\mathbb{F}$-Golod if and only if the map $\iota_{I, J}$ is trivial in homology with coefficients in $\mathbb{F}$. Now we suppose $K$ is $\mathbb{F}$-tight. Then $K_{I \sqcup J}$ is $\mathbb{F}$-tight too, and so we only need to consider the case $I \sqcup J=[m]$. By the Künneth theorem, the map

$$
\left(j_{I} * j_{J}\right)_{*}: \widetilde{H}_{*}\left(K_{I} * K_{J} ; \mathbb{F}\right) \rightarrow \widetilde{H}_{*}(K * K ; \mathbb{F})
$$

is injective, where $j_{I}: K_{I} \rightarrow K$ denotes the inclusion. Then it suffices to show the composite $\left(j_{I} * j_{J}\right) \circ \iota_{I, J}$ is nullhomotopic.

Now we may assume $|K| \subset \mathbb{R}^{m}$ by identifying a simplex $\left\{i_{1}, \ldots, i_{k}\right\} \in K$ with

$$
\left\{t_{1} e_{i_{1}}+\cdots+t_{k} e_{i_{k}} \mid t_{1}+\cdots+t_{k}=1, t_{1}, \ldots, t_{k} \geq 0\right\}
$$

where $e_{1}, \ldots, e_{m}$ is the standard basis of $\mathbb{R}^{m}$. We may assume $|K * K| \subset \mathbb{R}^{2 m}$ in the same way. Consider a homotopy $h_{t}^{i}: \mathbb{R}^{2 m} \times[0,1] \rightarrow \mathbb{R}^{2 m}$ defined by
$h_{t}^{i}\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}\right)$

$$
=\left(x_{1}, \ldots,(1-t) x_{i}+t y_{i}, \ldots, x_{m}, y_{1}, \ldots, t x_{i}+(1-t) y_{i}, \ldots, y_{m}\right)
$$

for $\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}\right) \in \mathbb{R}^{2 m}$. Then $h_{t}^{i}$ restricts to a homotopy

$$
h_{t}^{i}:|K * K| \times[0,1] \rightarrow|K * K|
$$

such that for $i \in I$,
$\left(j_{I} * j_{J}\right) \circ \iota_{I, J}=h_{0}^{i} \circ\left(j_{I} * j_{J}\right) \circ \iota_{I, J} \simeq h_{1}^{i} \circ\left(j_{I} * j_{J}\right) \circ \iota_{I, J}=\left(j_{I-i} * j_{J \cup i}\right) \circ \iota_{I-i, J \cup i}$.
Thus for $v \in[m],\left(j_{I} * j_{J}\right) \circ \iota_{I, J} \simeq\left(j_{v} * j_{[m]-v}\right) \circ \iota_{v,[m]-v}$. Since $\left|v * K_{[m]-v}\right|$ is contractible, we get $\left(j_{I} * j_{J}\right) \circ \iota_{I, J} \simeq *$, completing the proof.
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## A remark on the finiteness of purely cosmetic surgeries

Tetsuya Ito

By estimating the knot Floer thickness in terms of the genus and the braid index, we show that a knot $K$ in $S^{3}$ does not admit purely cosmetic surgery whenever $g(K) \geq \frac{3}{2} b(K)$, where $g(K)$ and $b(K)$ denote the genus and the braid index, respectively. In particular, this establishes the finiteness of purely cosmetic surgeries; for a fixed $b$, all but finitely many knots with braid index $b$ satisfies the cosmetic surgery conjecture.

57K10; 57K30
For a knot $K$ in the 3 -sphere $S^{3}$ and $r \in \mathbb{Q}$, let $S_{K}^{3}(r)$ be the $r$-surgery on $K$. Two Dehn surgeries $S_{K}^{3}(r)$ and $S_{K}^{3}\left(r^{\prime}\right)$ on the same knot $K$ are purely cosmetic if $r \neq r^{\prime}$ but $S_{K}^{3}(r) \cong S_{K}^{3}\left(r^{\prime}\right)$. Here we write $M \cong N$ if $M$ and $N$ are orientation-preservingly homeomorphic.

Conjecture 1 (cosmetic surgery conjecture) A nontrivial knot does not admit purely cosmetic surgeries.

One must be careful to take account of orientations; there are several examples of chirally cosmetic surgery, a pair of Dehn surgeries on the same knot, that yields orientation-reversingly homeomorphic 3-manifolds. For example, for the trefoil knot $K$, $S_{K}^{3}(9) \cong-S_{K}^{3}\left(\frac{9}{2}\right)$; see Mathieu [7]. Here $-M$ is the 3-manifold $M$ with opposite orientation.

For a knot $K$ in $S^{3}$, let $g(K)$ be the genus and $b(K)$ be the braid index of $K$. The aim of this note is to point out the following finiteness result on purely cosmetic surgeries, which gives strong supporting evidence for Conjecture 1 :

Theorem 1 If $g(K) \geq \frac{3}{2} b(K)$, then $K$ does not admit a purely cosmetic surgery. In particular, for given $b>0$, there are only finitely many knots with braid index $b$ that admit purely cosmetic surgeries.

[^23]Here, the latter finiteness assertion follows from Birman and Menasco's finiteness theorem [2]: for given $g, b>0$ there are only finitely many knots with genus $g$ and braid index $b$.

Our proof of Theorem 1 is based on a quantitative refinement of Birman and Menasco's finiteness theorem [5] and the following quite strong constraint for purely cosmetic surgeries:

Theorem 2 (Hanselman [4]) Let $K$ be a nontrivial knot and th( $K$ ) be the Heegaard Floer thickness of $K$. If $S_{K}^{3}(r) \cong S_{K}^{3}\left(r^{\prime}\right)$ for $r \neq r^{\prime}$, then either

- $\left\{r, r^{\prime}\right\}=\{2,-2\}$ and $g(K)=2$, or
- $\left\{r, r^{\prime}\right\}=\{1 / q,-1 / q\}$ for some $0<q \leq(\operatorname{th}(K)+2 g(K)) / 2 g(K)(g(K)-1)$.

Here, $\operatorname{th}(K)$ is the thickness of the knot Floer homology.
Thus, if $g(K) \neq 2$ and $\operatorname{th}(K)$ is small compared with $g(K)$, then $K$ does not admit purely cosmetic surgery. This motivates us to study a relation between $g(K)$ and $\operatorname{th}(K)$, in particular the (upper) bound of $\operatorname{th}(K) / g(K)$. Here, we give an upper bound of the thickness th $(K)$ in terms of $g(K)$ and $b(K)$.

Although our argument applies in the cases $b(K)=2,3$, we restrict our attention to the case $b(K) \geq 4$.

Lemma 3 If $b(K) \geq 4$,

$$
\operatorname{th}(K) \leq \frac{1}{2}(2 b(K)-5)(2 g(K)-1+b(K)) .
$$

Proof For a knot diagram $D$, the Turaev genus $g_{T}(D)$ is defined by

$$
g_{T}(D)=\frac{1}{2}\left(c(D)+2-\left|s_{A}\right|-\left|s_{B}\right|\right),
$$

where $c(D)$ is the crossing number of $D$ and $\left|s_{A}\right|$ and $\left|s_{B}\right|$ are the number of circles obtained by $A$ - and $B$-smoothing, respectively, of crossings of $D$ given by


The Turaev genus $g_{T}(K)$ of a knot $K$ is the minimum of $g_{T}(D)$ among diagrams $D$ of $K$. In [6], Lowrance showed the inequality

$$
\operatorname{th}(K) \leq g_{T}(K)
$$

For any diagram $D,\left|s_{A}\right|,\left|s_{B}\right| \geq 1$, so $g_{T}(D) \leq \frac{1}{2} c(D)$. Hence, we have a canonical upper bound of the Turaev genus,

$$
\begin{equation*}
g_{T}(K) \leq \frac{1}{2} c(K) \tag{1}
\end{equation*}
$$

Finally, by the quantitative Birman-Menasco finiteness theorem ${ }^{1}$ [5], if $b(K) \geq 4$, we get

$$
c(K) \leq(2 b(K)-5)(2 g(K)-1+b(K)) .
$$

These three inequalities prove the desired inequality.

Proof of Theorem 1 In the following we assume that $b(K) \geq 4$ since Varvarezos [8] proved the cosmetic surgery conjecture for the case $b(K)=3$. Also, we assume that $g(K) \neq 2$.

Assume to the contrary that $K$ admits a purely cosmetic surgery. By Theorem 2, such a knot must satisfy

$$
1 \leq \frac{\operatorname{th}(K)+2 g(K)}{2 g(K)(g(K)-1)} \Longleftrightarrow 2 g(K)(g(K)-2) \leq \operatorname{th}(K)
$$

so, by Lemma 3, we conclude that, when a knot $K$ admits a purely cosmetic surgery, it satisfies

$$
2 g(K)(g(K)-2) \leq \frac{1}{2}(2 b(K)-5)(2 g(K)-1+b(K)) .
$$

That is, we get a constraint for a knot $K$ to admit a purely cosmetic surgery:

$$
\begin{equation*}
4 g(K)^{2}+(2-4 b(K)) g(K)+(2 b(K)-5)(1-b(K)) \leq 0 . \tag{2}
\end{equation*}
$$

Now the assertion of the theorem follows from an easy computation that, if $g(K) \geq$ $\frac{3}{2} b(K)$, then (2) is never satisfied.

As the proof indicates, our sufficient condition $g(K) \geq \frac{3}{2} b(K)$ can be improved if one can improve on the estimate of $\operatorname{th}(K)$ in Lemma 3.

Remark 4 Instead of using an obvious bound (1) of the Turaev genus, by using a different upper bound [3, Corollary 7.3]

$$
g_{T}(K) \leq c(K)-\operatorname{span} V_{K}(t),
$$

where $V_{K}(t)$ denotes the Jones polynomial, we get a different constraint: if $K$ admits a purely cosmetic surgery, then
(3) $2 g(K)^{2}+(6-4 b(K)) g(K)+(2 b(K)-5)(1-b(K))+\operatorname{span} V_{K}(t) \leq 0$.

[^24]Here, we give a mild improvement of Lemma 3. For a diagram $D$ of a knot $K$, the dealternation number $\operatorname{dalt}(D)$ of $D$ is the minimum number of crossing change needed to make $D$ into an alternating diagram. The dealternation number of a knot $K$ is the minimum of $\operatorname{dalt}(D)$ among diagrams $D$ of $K$. It is known that $g_{T}(K) \leq \operatorname{dalt}(K)$ [1], so evaluating the dealternation number also gives an upper bound on the thickness.

We prove the following estimate of the dealternation number (and hence the Turaev genus and the thickness) in terms of the genus and braid index, which is interesting in its own right:

Theorem 5 If $b(K) \geq 4$, then

$$
\operatorname{th}(K) \leq g_{T}(K) \leq \operatorname{dalt}(K) \leq\left(b(K)-3+\frac{1}{b(K)}\right)(2 g(K)-1+b(K)) .
$$

Proof Let $n=b(K)$ and let $B_{n}$ be the braid group of $n$ strands. We denote the standard generators of $B_{n}$ by $\sigma_{1}, \ldots, \sigma_{n-1}$. We say that a braid is alternating if it is a product of $\left\{\sigma_{1}, \sigma_{2}^{-1}, \sigma_{3}, \sigma_{4}^{-1}, \ldots, \sigma_{2 i-1}, \sigma_{2 i}^{-1}, \ldots\right\}$. Obviously, the closure of an alternating braid is an alternating diagram.

For $1 \leq i<j \leq n$, let $a_{i, j}$ be the band generator given by

$$
a_{i, j}=\left(\sigma_{i} \sigma_{i+1} \cdots \sigma_{j-2}\right) \sigma_{j-1}\left(\sigma_{i} \sigma_{i+1} \cdots \sigma_{j-2}\right)^{-1}
$$

A band generator $a_{i, j}$ can be seen as the boundary of a twisted band connecting the $i^{\text {th }}$ and $j^{\text {th }}$ strands of the braid. Thus, when $K$ is represented as the closure of a braid $\beta \in B_{n}$, by giving $\beta$ as a product of band generators, we get a Seifert surface $F_{\beta}$ of $K$, called the Bennequin surface associated to the braid (word) $\beta$.

First we treat the case that $K$ bounds a minimum genus Bennequin surface of minimum braid index. That is, $K$ is represented by a closed $n$-braid $\beta$ such that its Bennequin surface $F_{\beta}$ is a minimum genus Seifert surface of $K$.

Thanks to the relation

$$
\sigma_{j-1} \sigma_{j}^{ \pm 1} \sigma_{j-1}^{-1}=\sigma_{j}^{-1} \sigma_{j-1}^{ \pm 1} \sigma_{j}
$$

by taking suitable word representatives of the $a_{i, j}^{ \pm 1}$, each band generator $a_{i, j}$ except $a_{1, n}$ can be made so that it is alternating by changing at most $n-3$ crossings. The exceptional
case $a_{1, n}^{ \pm 1}$ can be made so that it is alternating by changing $n-2$ crossings. Thus,

$$
\operatorname{dalt}(K) \leq \sum_{\substack{1 \leq i<j \leq n \\(i, j) \neq(1, n)}}(n-3) r_{i, j}+(n-2) r_{1, n}=\sum_{1 \leq i<j \leq n}(n-3) r_{i, j}+r_{1, n}
$$

where $r_{i, j}$ is the number of $a_{i, j}^{ \pm 1}$ in the braid $\beta$.
On the other hand, since we assume that the Bennequin surface $F_{\beta}$ associated with the $n$-braid $\beta$ has genus $g(K)$,

$$
\sum_{1 \leq i<j \leq n} r_{i, j}=2 g(K)-1+n
$$

Let $\delta=\sigma_{1} \sigma_{2} \sigma_{3} \cdots \sigma_{n-1}$. Since $\delta a_{i, j} \delta^{-1}=a_{i+1, j+1}$ (here we regard indices modulo $n$; for example, $\delta a_{1, n} \delta^{-1}=a_{2, n+1}$ is understood as $a_{1,2}$ ), by taking conjugates of $\delta$ if necessary, we may assume that

$$
r_{1, n} \leq \frac{1}{n}\left(r_{1,2}+r_{2,3}+r_{3,4}+\cdots+r_{n-1, n}+r_{1, n}\right) \leq \frac{1}{n}(2 g(K)-1+n)
$$

Thus, we conclude

$$
\operatorname{dalt}(K) \leq \sum_{1 \leq i<j \leq n}(n-3) r_{i, j}+r_{1, n} \leq\left(n-3+\frac{1}{n}\right)(2 g(K)-1+n)
$$

as desired.
Next, we assume that $K$ does not bound a minimum genus Bennequin surface of the minimum braid index. To treat this case we quickly review a main strategy of the proof of the quantitative Birman-Menasco theorem [5], namely how to relate the genus, braid index and crossing number (although we do not need to use or know the details).

We put a minimum genus Seifert surface $F$ of $K$ so that it admits a braid foliation. Let $R_{a a}$ and $R_{a b}$ be the number of $a a$ tiles and $a b$ tiles of the braid foliation. What we showed in [5] is two inequalities:

$$
\begin{equation*}
c(K) \leq(2 n-5) R_{a a}+(n-3) R_{a b} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
2 R_{a a}+R_{a b} \leq 2(2 g(K)-1+b(K)) \tag{5}
\end{equation*}
$$

More precisely, the inequality (4) is obtained by observing that the braid foliation gives rise to an explicit closed $n$-braid representative $\beta$ such that one $a a$ tile provides a braid which is a band generator,

$$
a_{i, j}^{ \pm 1}, \quad(i, j) \neq(1, n)
$$

and that one $a b$ tile provides a braid of the form

$$
\gamma_{i, j}^{ \pm 1}, \quad|i-j| \leq n-3 .
$$

Here, $\gamma_{i, j}$ denotes the braid

$$
\gamma_{i, j}= \begin{cases}\sigma_{i} \sigma_{i+1} \cdots \sigma_{j-1} & \text { if } i<j \\ \sigma_{i} \sigma_{i-1} \cdots \sigma_{j-1} & \text { if } i>j\end{cases}
$$

(when $i=j$, we regard $\gamma_{i, j}$ as the trivial braid).
If $n$ is odd, then each braid $\gamma_{i, j}$ can be made into an alternating braid by at most $\frac{1}{2}(n-3)$ crossing changes. Each band generator $a_{i, j}$ coming from an aa tile can be made into an alternating braid by at most $n-3$ changes since $a_{1, n}$ does not appear. Therefore,

$$
\begin{aligned}
\operatorname{dalt}(K) & \leq(n-3) R_{a a}+\frac{1}{2}(n-3) R_{a b}=\frac{1}{2}(n-3)\left(2 R_{a a}+R_{a b}\right) \\
& \leq(n-3)(2 g(K)-1+n) .
\end{aligned}
$$

If $n$ is even, let $M$ be the number of the $\gamma_{i, j}$ produced by $a b$ tiles such that $\gamma_{i, j}$ is made into an alternating braid by $\frac{1}{2}(n-2)$ crossing changes. By taking the mirror image of $\beta$ if necessary, we may assume that $M \leq \frac{1}{2} R_{a b}$. Since other braids $\gamma_{i, j}$ from $a b$ tiles can be made into an alternating braid by at most $\frac{1}{2}(n-4)$ crossing changes,

$$
\begin{aligned}
\operatorname{dalt}(K) & \leq(n-3) R_{a a}+\frac{1}{2}(n-4)\left(R_{a b}-M\right)+\frac{1}{2}(n-2) M \\
& \leq(n-3) R_{a a}+\frac{1}{2}(n-3) R_{a b}=\frac{1}{2}(n-3)\left(2 R_{a a}+R_{a b}\right) \\
& \leq(n-3)(2 g(K)-1+n) .
\end{aligned}
$$

Using this refinement we can improve a sufficient condition in Theorem 1. For example, for the case $b(K)=4$, a direct computation shows that:

Corollary 6 A knot $K$ with braid index 4 does not admit purely cosmetic surgery if $g(K) \neq 2,3$.
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# Geodesic complexity of homogeneous Riemannian manifolds 
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#### Abstract

We study the geodesic motion planning problem for complete Riemannian manifolds and investigate their geodesic complexity, an integer-valued isometry invariant introduced by D Recio-Mitter. Using methods from Riemannian geometry, we establish new lower and upper bounds on geodesic complexity and compute its value for certain classes of examples with a focus on homogeneous Riemannian manifolds. To achieve this, we study properties of stratifications of cut loci and use results on their structures for certain homogeneous manifolds obtained by T Sakai and others.
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## 1 Introduction

A topological abstraction of the motion planning problem in robotics was introduced by M Farber [12]. The topological complexity of a path-connected space $X$ is denoted by $\mathrm{TC}(X)$ and intuitively given by the minimal number of open sets needed to cover

[^25]$X \times X$ such that, on each of the open sets, there exists a continuous motion planner. Here, a continuous motion planner is a map associating with each pair of points a continuous path from the first point to the second point which varies continuously with the endpoints. Such maps are interpreted as algorithms telling an autonomous robot in the workspace $X$ how it is supposed to move from its position to a desired endpoint. Unfortunately, the topological complexity of a space does not tell us anything about the feasibility or efficiency of the paths taken by motion planners having $\mathrm{TC}(X)$ domains of continuity; see the discussion of Z Błaszczyk and J Carrasquel-Vera [3, Introduction]. For example, the explicitly constructed motion planners for configuration spaces of Euclidean spaces by H Mas-Ku and E Torres-Giese [29] and Farber [16, Section 8] require few domains of continuity, but have paths among their values which are far from being length-minimizing. Considering a general metric space, paths taken by the motion planners might become arbitrarily long and thus be unsuited for practical motion planning problems.

Recently, D Recio-Mitter [34] has introduced the notion of geodesic complexity of metric spaces. There, the paths taken by motion planners are additionally required to be lengthminimizing between their endpoints. Intuitively, this is seen as the complexity of efficient motion planning in metric spaces. Recio-Mitter's seminal article has already triggered research in geodesic complexity, especially computations of geodesic complexity for interesting classes of examples; see Davis, Harrison and Recio-Mitter [8; 9; 10].

In this article we study the geodesic complexity of complete Riemannian manifolds and derive new lower and upper bounds for their geodesic complexities by methods from Riemannian geometry.

Before continuing, we recall the definition of geodesic complexity of geodesic spaces from [34, Definition 1.7] for the special case of a complete Riemannian manifold. Let $(M, g)$ be a complete connected Riemannian manifold and let $P M:=C^{0}([0,1], M)$ be equipped with the compact-open topology. We recall that a geodesic segment $\gamma:[0,1] \rightarrow M$ is called minimal if it minimizes the length compared to all rectifiable paths from $\gamma(0)$ to $\gamma(1)$. For simplicity, we shall call a minimal geodesic segment simply a minimal geodesic. Consider

$$
G M:=\{\gamma \in P M \mid \gamma \text { is a minimal geodesic in }(M, g)\}
$$

as a subspace of $P M$ and let

$$
\pi: G M \rightarrow M \times M, \quad \pi(\gamma)=(\gamma(0), \gamma(1)) .
$$

By standard results from Riemannian geometry, $\pi$ is surjective since $(M, g)$ is complete; see Petersen [33, Corollary 5.8.5]. The geodesic complexity of $(M, g)$ is given by $\mathrm{GC}(M, g)=r$, where $r \in \mathbb{N}$ is the smallest integer with the following property: there are $r$ pairwise disjoint locally compact subsets $E_{1}, \ldots, E_{r} \subset M \times M$ with $\bigcup_{i=1}^{r} E_{i}=M \times M$ such that, for each $i \in\{1,2, \ldots, r\}$, there exists a continuous geodesic motion planner $s_{i}: E_{i} \rightarrow G M$, ie a continuous local section of the map $\pi$. If there is no such $r$, we let $\mathrm{GC}(M, g)=+\infty$. Since it is not at all evident how to compute this number explicitly, one is interested in establishing lower and upper bounds for $\mathrm{GC}(M, g)$. This approach is also common in studies of Lusternik-Schnirelmann category or, more generally, sectional categories of fibrations. Given a fibration $p: E \rightarrow B$, the sectional category of $p$ is given by $\operatorname{secat}(p)=k$, where $k \in \mathbb{N}$ is the minimal number with the following property: there exists an open cover of $B$ consisting of $k$ open subsets such that $p$ admits a continuous local section over each of these sets. This notion was introduced under the name genus of a fibration by A Schwarz [39]. The topological complexity of a topological space $X$ is for example given as the sectional category of the fibration

$$
P X \rightarrow X \times X, \quad \gamma \mapsto(\gamma(0), \gamma(1)) .
$$

Schwarz worked out several ways of obtaining lower and upper bounds for sectional categories which have direct consequences for topological complexity; see eg Farber [14; 15, Chapter 4] for an overview.

However, the restriction $\pi: G M \rightarrow M \times M$ of this fibration to minimal geodesics is in general not a fibration. For example, if $M=S^{n}$ is an $n$-sphere with $n \in \mathbb{N}$, equipped with a round metric, then $\pi^{-1}(\{(p, q)\})$ consists of one element if $q \neq-p$, while it is homeomorphic to $S^{n-1}$ if $q=-p$. In particular, not all preimages are homotopy-equivalent, so $\pi$ is not a fibration in this case. Therefore, Schwarz's results are not applicable to the setting of geodesic complexity. Instead we will derive several lower and upper bounds for the geodesic complexity of Riemannian manifolds using methods from Riemannian geometry. By [34, Remark 1.9], every complete Riemannian manifold satisfies $\mathrm{TC}(M) \leq \mathrm{GC}(M, g)$. This formalizes the observation that requiring the paths a robot takes to be as short as possible can increase the complexity of the problem. For example, as shown in [34, Theorem 1.11], for each $n \geq 3$ there exists a Riemannian metric $g_{n}$ on the sphere $S^{n}$ for which $\operatorname{GC}\left(S^{n}, g_{n}\right)-\mathrm{TC}\left(S^{n}\right) \geq n-3$. In practical applications, a person designing robotic systems that are supposed to move autonomously might not mind a higher complexity. In fact, such a person might accept more instabilities in the motions of robots as a downside if the upside is that the robots move fast and efficiently.

An important observation is that the difficulties of geodesic motion planning lie in the cut loci of $(M, g)$, as was pointed out by Recio-Mitter [34, page 144] in the more general framework of metric spaces. Let $\operatorname{Cut}_{p}(M)$ denote the cut locus of $p \in M$ in $(M, g)$. We refer to Lee [27, page 308], Petersen [33, page 219] or Definition 2.5 below for its definition. If $A \subset M \times M$ satisfies $q \notin \operatorname{Cut}_{p}(M)$ for each $(p, q) \in A$, then there is a unique minimal geodesic from $p$ to $q$ for each $(p, q) \in A$. The corresponding geodesic motion planner $A \rightarrow G M$ is continuous; see also the observations of Błaszczyk and Carrasquel-Vera [3]. Thus, to compute the geodesic complexity of a manifold, we need to understand its cut loci. While the cut locus of a point in a Riemannian manifold is always closed and of measure zero - see [27, Theorem 10.34(a)] - little else is known about cut loci in general.

In [34, Corollary 3.14], Recio-Mitter establishes a lower bound on the geodesic complexity of metric spaces given in terms of the structure of their cut loci. He considers cut loci which possess stratifications admitting finite coverings. For this purpose, RecioMitter introduces the notion of a levelwise stratified covering in [34, Definition 3.8]. He then defines a notion of inconsistency, which is roughly a condition on the relations between the coverings of the different strata of cut loci by minimal geodesics. It formalizes certain incompatibility properties of families of geodesics connecting a point with points in its cut locus.

Focusing on complete Riemannian manifolds, we will use Riemannian exponential maps to establish a similar inconsistency condition on cut loci, which is more concise than the one from [34]. Given a complete Riemannian manifold $M$ and a point $p \in M$ for which $\operatorname{Cut}_{p}(M)$ admits a stratification, we study the preimages of the different strata of $\operatorname{Cut}_{p}(M)$ under the Riemannian exponential map $\exp _{p}: T_{p} M \rightarrow M$. Assume that some $x \in M$ lies in the closure of multiple connected components of the same stratum of $\operatorname{Cut}_{p}(M)$. We then study the closures of the preimages of all of these components under $\exp _{p}$ as subsets of $T_{p} M$. The inconsistency condition demands that these closures have no point in common that is mapped to $x$ by $\exp _{p}$. We will see that this condition excludes the existence of an open neighborhood $U$ of $x$ with a single continuous geodesic motion planner which connects $p$ to all points of $\operatorname{Cut}_{p}(M)$ that lie in $U$.

Note that our definition is only applicable to Riemannian manifolds and not to arbitrary geodesic spaces. One of its benefits in the Riemannian setting is the fact that we can deduce an easier condition than the one introduced by Recio-Mitter. More precisely, we do not require anymore that any point in a cut locus of another point is connected
to that point by only finitely many minimal geodesics. Moreover, our inconsistency condition is explicitly stated as an intersection condition on certain subsets of a tangent cut locus, instead of using the notion of levelwise stratified coverings as in [34].

Our main result on inconsistent stratifications is the following theorem. This result is similar to [34, Corollary 3.14] and our proof is inspired by Recio-Mitter's proof as well.

Theorem 4.8 Let $(M, g)$ be a closed Riemannian manifold. Assume that there exists a point $p \in M$ for which $\operatorname{Cut}_{p}(M)$ admits an inconsistent stratification of depth $N \in \mathbb{N}$. Then

$$
\mathrm{GC}(M) \geq N+1
$$

There is more to say about cut loci of homogeneous Riemannian manifolds, ie Riemannian manifolds $(M, g)$ whose isometry groups act transitively on $M$. An isometry $\phi: M \rightarrow M$ maps the cut locus of $p \in M$ onto that of $\phi(p)$. Hence, the cut locus of a point is identified with that of another point by an isometry. This translation property of the cut loci allows us to estimate the geodesic complexity of $M$ from above, once we understand how we can decompose one single cut locus into domains of continuous geodesic motion planners. The following result provides an upper bound for geodesic complexity in terms of a sectional category and the subspace geodesic complexities of considerably smaller subsets of $M \times M$. Here, the subspace geodesic complexity of $A \subset M \times M$ is defined in terms of covers of $A$ by domains of continuous geodesic motion planners.

Corollary 5.8 Let $(M, g)$ be a homogeneous Riemannian manifold with isometry group $\operatorname{Isom}(M, g)$. Let $p \in M$ and assume that $\operatorname{Cut}_{p}(M)$ has a stratification $\left(S_{1}, \ldots, S_{k}\right)$ of depth $k$. Then

$$
\mathrm{GC}(M) \leq \operatorname{secat}\left(\mathrm{ev}_{p}: \operatorname{Isom}(M, g) \rightarrow M\right) \cdot \sum_{i=1}^{k} \max _{Z_{i} \in \pi_{0}\left(S_{i}\right)} \mathrm{GC}_{p}\left(Z_{i}\right)+1
$$

where $\operatorname{ev}_{p}(\phi)=\phi(p)$ for all $\phi \in \operatorname{Isom}(M, g)$ and where $\mathrm{GC}_{p}\left(Z_{i}\right)$ is the subspace geodesic complexity of $\{p\} \times Z_{i} \subset M \times M$.

In the case of compact, simply connected, irreducible symmetric spaces, we are able to further estimate this upper bound from above in terms of certain sectional categories. This means that for such symmetric spaces we obtain an upper bound on $\mathrm{GC}(M)$ which does not involve any geodesic complexities.

Note that this result produces the first upper bound for geodesic complexity in terms of categorical invariants. Indeed, the only previously known upper bounds were derived by Recio-Mitter [34] either from explicit constructions of geodesic motion planners or from the existence of particularly simple coverings of cut loci. We pick up Recio-Mitter's so-called trivially covered stratifications in this article in the setting of Riemannian manifolds as well.

In addition to establishing new lower and upper bounds for geodesic complexity, we compute the geodesic complexities of some Riemannian manifolds whose cut loci are well understood. We will show that every three-dimensional Berger sphere $\left(S^{3}, g_{\alpha}\right)$ satisfies $\mathrm{GC}\left(S^{3}, g_{\alpha}\right)=2$ and that $\mathrm{GC}\left(T^{2}, g_{f}\right)=3$ for every flat metric $g_{f}$ on the two-dimensional torus. This extends the two-dimensional case of RecioMitter's computation of the geodesic complexity of the standard flat $n$-torus from [34, Theorem 4.4].

The article is structured as follows: In Section 2 we introduce some additional terminology and recall elementary facts about geodesic complexity and cut loci. Section 3 contains some basic nonexistence results on continuous geodesic motion planners. These results illustrate the difficulties for motion planning that cut loci can create. In Section 4 we establish lower bounds on geodesic complexity by two different approaches. On the one hand, this is done in terms of principal bundles over the manifold and the topological complexities of their total spaces. On the other hand, we study manifolds with stratified cut loci whose stratifications satisfy the above-mentioned inconsistency property. We focus on homogeneous Riemannian manifolds in Section 5. More precisely, we show that their geodesic complexities can be estimated from above in terms of the subspace complexities of a single cut locus. In Section 6 we consider Riemannian manifolds whose cut loci admit trivially covered stratifications. For such stratifications the relations between a cut locus and its corresponding tangent cut locus are particularly simple. Section 7 deals with examples of geodesic complexities. Combining results from the previous sections with new observations, we reobtain Recio-Mitter's computation of geodesic complexity of the standard flat $n$-torus and determine the geodesic complexity of arbitrary flat 2-tori. As another class of examples, we explicitly compute the geodesic complexity of three-dimensional Berger spheres. In the final Section 8 we consider consequences of the previous results for compact simply connected symmetric spaces. In both situations, the considered cut loci have been studied by T Sakai. Using the estimates from Section 5, we derive an upper bound for geodesic complexity that is given in terms of the Lie groups from which the
symmetric space is built. We further make explicit computations for two examples of symmetric spaces.
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Throughout this article we assume all manifolds to be smooth and connected and all Riemannian metrics to be smooth.

## 2 Basic notions and definitions

We begin by introducing subspace versions of geodesic complexity for Riemannian manifolds. Afterwards, we recall some basic computations from [34] and several facts about cut loci in Riemannian manifolds.

Definition 2.1 Let $(M, g)$ be a complete Riemannian manifold and $\pi: G M \rightarrow M \times M$, $\pi(\gamma)=(\gamma(0), \gamma(1))$. Let $G M$ be equipped with the subspace topology of $C^{0}([0,1], M)$ with the compact-open topology.
(a) Let $X \subset M \times M$. A geodesic motion planner on $X$ is a section $s: X \rightarrow G M$ of $\pi$.
(b) Given $A \subset M \times M$ we let $\mathrm{GC}_{(M, g)}(A)$ be the minimum $r \in \mathbb{N}$ for which there are $r$ pairwise disjoint locally compact subsets $E_{1}, \ldots, E_{r} \subset M \times M$ such that $A \subset \bigcup_{i=1}^{r} E_{i}$ and, for each $i \in\{1,2, \ldots, r\}$, there exists a continuous geodesic motion planner $s_{i}: E_{i} \rightarrow G M$. If no such $r$ exists, then we put $\mathrm{GC}_{(M, g)}(A):=+\infty$. We call $\mathrm{GC}_{(M, g)}(A)$ the subspace geodesic complexity of $A$.

We recall that the map $\pi$ is surjective for complete Riemannian manifolds. This is a consequence of the Hopf-Rinow theorem; see [33, Corollary 5.8.5].

Remarks 2.2 (1) If it is obvious which Riemannian metric we are referring to, we occasionally suppress it from the notation and write

$$
\mathrm{GC}(M):=\mathrm{GC}(M, g) \quad \text { and } \quad \mathrm{GC}_{M}(A):=\mathrm{GC}_{(M, g)}(A) .
$$

Note that, in particular, $\mathrm{GC}(M)=\mathrm{GC}_{M}(M \times M)$.
(2) Given $p \in M$ and $B \subset M$, we further put

$$
\mathrm{GC}_{p}(B):=\mathrm{GC}_{(M, g)}(\{p\} \times B) .
$$

(3) Our definition differs from Recio-Mitter's original definition by 1 in the sense that for us $\mathrm{GC}(\{\mathrm{pt}\})=1$, while it would be 0 in the sense of [34, Definition 1.7].

Examples 2.3 (1) As proven in [34, Proposition 4.1], if $g_{r}$ is a round metric on the sphere $S^{n}$ with $n \in \mathbb{N}$, then

$$
\mathrm{GC}\left(S^{n}, g_{r}\right)=\mathrm{TC}\left(S^{n}\right)= \begin{cases}2 & \text { if } n \text { is odd } \\ 3 & \text { if } n \text { is even. }\end{cases}
$$

(2) Let $g_{f}$ be the standard flat metric on $T^{2}$ and let $g_{\text {emb }}$ denote the metric induced by the standard embedding $T^{2} \hookrightarrow \mathbb{R}^{3}$ and the Euclidean metric on $\mathbb{R}^{3}$. By [34, Theorems 4.4 and 5.1],

$$
\mathrm{GC}\left(T^{2}, g_{f}\right)=3, \quad \mathrm{GC}\left(T^{2}, g_{\mathrm{emb}}\right)=4
$$

(3) It was further shown in [34, Theorem 1.11] that, for each $k \in \mathbb{N}$ with $k \geq 3$, there exists a Riemannian metric $g_{k}$ on $S^{k}$ with $\mathrm{GC}\left(S^{k}, g_{k}\right) \geq k$.

Remarks 2.4 Let $(M, g)$ be a complete Riemannian manifold.
(1) For all $A \subset M \times M$, it holds that $\mathrm{TC}_{M}(A) \leq \mathrm{GC}_{M}(A)$, where $\mathrm{TC}_{M}(A)$ is the relative topological complexity of $A$ in $M \times M$; see [15, Section 4.3]. Here, we made use of the characterization of topological complexity by locally compact subsets shown in [15, Proposition 4.9].
(2) It is easy to see that

$$
\begin{equation*}
\mathrm{GC}_{M}(A \cup B) \leq \mathrm{GC}_{M}(A)+\mathrm{GC}_{M}(B) \text { for all } A, B \subset M \times M . \tag{2-1}
\end{equation*}
$$

This is shown in analogy with [15, Proposition 4.24].

As pointed out by Recio-Mitter, the crucial ingredients for the discussion of geodesic complexity are the cut loci of points in the space under consideration. The notions of cut loci in metric and in Riemannian geometry are slightly different from each other. While Recio-Mitter used the former notion in his work - see [34, Definition 3.1] - we will use the latter throughout this manuscript. We next recall the notion of cut loci from Riemannian geometry. The relation between the two will be discussed in Remark 2.7(3) below. See also [27, page 308] or [33, page 219] for the following definition:

Definition 2.5 Let $(M, g)$ be a complete Riemannian manifold and let $p \in M$.
(a) Let $\gamma:[0,+\infty) \rightarrow M$ be a unit-speed geodesic with $\gamma(0)=p$ and $\dot{\gamma}(0) \in T_{p} M$. The cut time of $\gamma$ is given by

$$
t_{\mathrm{cut}}(\gamma)=\sup \left\{t>0:\left.\gamma\right|_{[0, t]} \text { is minimal }\right\}
$$

If $t_{\text {cut }}(\gamma)$ is finite, then $t_{\text {cut }}(\gamma) \dot{\gamma}(0) \in T_{p} M$ is a tangent cut point of $p$ and $\gamma\left(t_{\text {cut }}(\gamma)\right) \in M$ is a cut point of $p$ along $\gamma$. Note that

$$
\gamma\left(t_{\mathrm{cut}}(\gamma)\right)=\exp _{p}\left(t_{\mathrm{cut}}(\gamma) \dot{\gamma}(0)\right)
$$

(b) The set of all cut points of $p$ is called the cut locus of $p$ and denoted by $\operatorname{Cut}_{p}(M)$. The set of all tangent cut points of $p$ is called the tangent cut locus of $p$ and denoted by $\widetilde{\mathrm{Cut}}_{p}(M)$.
(c) The total cut locus of $M$ is given by

$$
\operatorname{Cut}(M):=\bigcup_{p \in M}\left(\{p\} \times \operatorname{Cut}_{p}(M)\right) \subset M \times M
$$

Example 2.6 Let $n \in \mathbb{N}$ and let $g$ be a round metric on the sphere $S^{n}$. Then, by [27, Example 10.30(a)], $\operatorname{Cut}_{p}\left(S^{n}\right)=\{-p\}$ for every $p \in S^{n}$.

Further examples of cut loci will appear in the upcoming sections.

Remarks 2.7 Let $(M, g)$ be a complete Riemannian manifold.
(1) In general, $\mathrm{Cut}_{p}(M)$ does not need to be a submanifold of $M$. H Gluck and D Singer [20, Theorem A] have shown that, if $\operatorname{dim} M \geq 2$, then there exists a Riemannian metric on $M$ and a point $p \in M$ for which $\operatorname{Cut}_{p}(M)$ is not triangulable.
(2) By [34, Theorem 3.3], there exists a continuous geodesic motion planner

$$
(M \times M) \backslash \operatorname{Cut}(M) \rightarrow G M
$$

from which Recio-Mitter derived that $\mathrm{GC}(M)=1$ if $\operatorname{Cut}(M)=\varnothing$. Вy [3, Lemma 4.2], $(M \times M) \backslash \operatorname{Cut}(M)$ is open and therefore locally compact. Using (2-1), this shows that

$$
\mathrm{GC}(M, g) \leq \mathrm{GC}_{M}(\operatorname{Cut}(M))+1
$$

(3) Let $p \in M$. By [2, page 133], the set of points $q \in M$ such that there is more than one minimal geodesic from $p$ to $q$ is a dense subset of $\operatorname{Cut}_{p}(M)$. This set is also called the ordinary cut locus of $p$. In metric geometry - in particular in
[34, Definition 3.1] - the ordinary cut locus of a point is called its cut locus. The reader should thus keep in mind that the cut locus of a point, as considered in [34], is not the cut locus of a point in the sense of this article, but a dense subset of the cut locus.

## 3 Nonexistence results for geodesic motion planners

We begin our study by discussing two nonexistence results showing that certain subsets of a Riemannian manifold never admit continuous geodesic motion planners. First, we will study complete oriented Riemannian manifolds and see that the Euler class obstructs the existence of some geodesic motion planners. Then we will show that a complete Riemannian manifold ( $M, g$ ) has the following property: if a subset $A \subset M \times M$ contains an element of the total cut locus in its interior, then there will be no continuous geodesic motion planner on $A$. Before doing so, we first want to establish a technical proposition that we will make frequent use of throughout the article.

Definition 3.1 Let $(M, g)$ be a complete Riemannian manifold. We call the map

$$
v: G M \rightarrow T M, \quad v(\gamma)=\dot{\gamma}(0),
$$

the velocity map of GM.
Proposition 3.2 Let $(M, g)$ be a complete Riemannian manifold. The velocity map $v: G M \rightarrow T M$ is continuous.

Proof Let $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ be a convergent sequence in $G M$ and let $\gamma:=\lim _{n \rightarrow \infty} \gamma_{n} \in G M$. By our choice of topology on $G M$, this means that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \gamma_{n}(t)=\gamma(t) \quad \text { for all } t \in[0,1] . \tag{3-1}
\end{equation*}
$$

We need to show that $\lim _{n \rightarrow \infty} v\left(\gamma_{n}\right)=v(\gamma)$. Let $\mathcal{L}_{g}: G M \rightarrow \mathbb{R}$ denote the length of a minimal geodesic with respect to $g$. From the minimality property of the curves, we derive that

$$
\lim _{n \rightarrow \infty} \mathcal{L}_{g}\left(\gamma_{n}\right)=\lim _{n \rightarrow \infty} \mathrm{~d}_{M}\left(\gamma_{n}(0), \gamma_{n}(1)\right)=\mathrm{d}_{M}(\gamma(0), \gamma(1))=\mathcal{L}_{g}(\gamma),
$$

where $\mathrm{d}_{M}: M \times M \rightarrow \mathbb{R}$ is the distance function induced by $g$. Let $|\cdot|: T M \rightarrow \mathbb{R}$ denote the fiberwise norm induced by $g$. Since $\mathcal{L}_{g}(\alpha)=|\dot{\alpha}(0)|=|v(\alpha)|$ for each $\alpha \in G M$, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|v\left(\gamma_{n}\right)\right|=|v(\gamma)| . \tag{3-2}
\end{equation*}
$$

To show the continuity of $v$, we need to derive that $\lim _{n \rightarrow \infty} v\left(\gamma_{n}\right)=v(\gamma)$. Let

$$
\operatorname{Exp}: T M \rightarrow M \times M, \quad \operatorname{Exp}(p, v)=\left(p, \exp _{p}(v)\right)
$$

be the extended exponential map. Let $K \subset M$ be a compact neighborhood of $\gamma(0)$ and let

$$
\rho_{0}:=\sup \left\{r>0:\left.\exp _{x}\right|_{B_{r}(0)} \text { is injective for all } x \in K\right\},
$$

where $B_{r}(0)$ denotes the open $n$-ball around the origin in the respective tangent space. Since $K$ is compact, $\rho_{0}>0$ by [27, Lemma 6.16]. For $r \in\left(0, \rho_{0}\right)$ we put

$$
D_{r} K:=\{(p, v) \in T M \mid p \in K,\|v\| \leq r\},
$$

ie $D_{r} K$ is the closed disk bundle over $K$ of radius $r$. Then Exp maps $D_{r} K$ diffeomorphically onto its image

$$
V_{r} K:=\operatorname{Exp}\left(D_{r} K\right)=\left\{(p, q) \in K \times M \mid \mathrm{d}_{M}(p, q) \leq r\right\} .
$$

Let $\operatorname{Exp}_{K}: D_{r} K \rightarrow V_{r} K$ be the corresponding restriction of Exp. Since $\operatorname{Exp}_{K}: D_{r} K \rightarrow$ $V_{r} K$ is a diffeomorphism, its inverse $\operatorname{Exp}_{K}^{-1}: V_{r} K \rightarrow D_{r} K$ is a diffeomorphism as well. Thus, if we choose and fix a distance function $\mathrm{d}_{T M}: T M \times T M \rightarrow \mathbb{R}$ which induces the topology of $T M$, then $\operatorname{Exp}_{K}^{-1}: V_{r} K \rightarrow D_{r} K$ is locally Lipschitz-continuous with respect to $\mathrm{d}_{M} \times \mathrm{d}_{M}$ and $\mathrm{d}_{T M}$. We further observe that, for all $\alpha \in G M$ with $\alpha(0) \in K$ and $\mathrm{d}_{M}(\alpha(0), \alpha(1)) \leq r$,

$$
\operatorname{Exp}_{K}^{-1}(\alpha(0), \alpha(1))=v(\alpha)
$$

We consider two different cases:
Case 1 Assume that $|v(\gamma)|<r$. This implies that $(\gamma(0), \gamma(1)) \in V_{r} K$. Then, by (3-2), there exists $n_{0} \in \mathbb{N}$ with

$$
\gamma_{n}(0) \in K \quad \text { and } \quad\left|v\left(\gamma_{n}\right)\right| \leq r \quad \text { for all } n \geq n_{0} .
$$

Thus, $\left(\gamma_{n}(0), \gamma_{n}(1)\right) \in V_{r} K$ for all $n \geq n_{0}$. Let $C$ be a local Lipschitz constant for $\operatorname{Exp}_{K}^{-1}$ in a neighborhood of $(\gamma(0), \gamma(1))$. Then, for sufficiently big $n \in \mathbb{N}$,

$$
\begin{aligned}
\mathrm{d}_{T M}\left(v\left(\gamma_{n}\right), v(\gamma)\right) & =\mathrm{d}_{T M}\left(\operatorname{Exp}_{K}^{-1}\left(\gamma_{n}(0), \gamma_{n}(1)\right), \operatorname{Exp}_{K}^{-1}(\gamma(0), \gamma(1))\right) \\
& \leq C\left(\mathrm{~d}_{M}\left(\gamma_{n}(0), \gamma(0)\right)+\mathrm{d}_{M}\left(\gamma_{n}(1), \gamma(1)\right)\right) .
\end{aligned}
$$

By (3-1), this yields $\lim _{n \rightarrow \infty} \mathrm{~d}_{T M}\left(v\left(\gamma_{n}\right), v(\gamma)\right)=0$, which we wanted to show.
Case 2 Consider the case that $|v(\gamma)| \geq r$. By (3-2), there exists $n_{1} \in \mathbb{N}$ such that

$$
\gamma_{n}(0) \in K \quad \text { and } \quad\left|v\left(\gamma_{n}\right)\right|<|v(\gamma)|+1 \quad \text { for all } n \geq n_{1} .
$$

Let $c:=r /(|v(\gamma)|+1) \in(0,1)$ and put $\xi_{n}:=c \cdot v\left(\gamma_{n}\right)$ for each $n \in \mathbb{N}$ and $\xi:=c \cdot v(\gamma)$. Then $\xi \in D_{r} K$ and $\xi_{n} \in D_{r} K$ for all $n \geq n_{1}$. If we define

$$
\tilde{\gamma}_{n}, \tilde{\gamma}:[0,1] \rightarrow M, \quad \tilde{\gamma}_{n}(t):=\gamma_{n}(c t), \quad \tilde{\gamma}(t):=\gamma(c t) \quad \text { for all } t \in[0,1],
$$

then $\widetilde{\gamma}, \widetilde{\gamma}_{n} \in G M$ with $v(\widetilde{\gamma})=\xi$ and $v\left(\widetilde{\gamma}_{n}\right)=\xi_{n}$ for each $n \geq n_{1}$. Since $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ converges to $\gamma$ in the $C^{0}$-topology, it easily follows that $\lim _{n \rightarrow \infty} \widetilde{\gamma}_{n}=\widetilde{\gamma}$ in the $C^{0}-$ topology as well. Thus, it follows from Case 1 that $\lim _{n \rightarrow \infty} \xi_{n}=\xi$, which obviously yields $\lim _{n \rightarrow \infty} v\left(\gamma_{n}\right)=v(\gamma)$.

In the following proposition, we observe that the Euler class of an oriented manifold can obstruct the existence of geodesic motion planners:

Proposition 3.3 Let $(M, g)$ be a complete, oriented Riemannian manifold whose Euler class is nonvanishing. Let $f: M \rightarrow M$ be a continuous map with $f(p) \neq p$ for all $p \in M$. If $A \subset M \times M$ satisfies graph $f \subset A$, then there will be no continuous geodesic motion planner on $A$.

Proof Assume by contradiction that there exists a continuous geodesic motion planner $s: A \rightarrow G M$. Then, by Proposition 3.2, the map

$$
g: M \rightarrow T M, \quad g(p)=(v \circ s)(p, f(p)),
$$

is a continuous vector field, where $v$ is the velocity map. Since $f(p) \neq p$ for each $p$, the geodesic $s(p, f(p))$ is nonconstant for all $p \in M$. Hence, $g(p) \neq 0$ for all $p \in M$. But such a vector field cannot exist since the Euler class of $M$ is nonvanishing.

Corollary 3.4 Let $(M, g)$ be a complete, oriented manifold whose Euler class is nonvanishing. Let $f: M \rightarrow M$ be continuous and fixed-point-free. Then, for every Riemannian metric $g$ on $M$, there exists $p \in M$ with $f(p) \in \operatorname{Cut}_{p}(M, g)$.

Proof Assume by contradiction that there is such a metric $g$ for which $f(p) \notin$ $\operatorname{Cut}_{p}(M, g)$ for all $p \in M$. Then graph $f$ lies in $(M \times M) \backslash \operatorname{Cut}(M, g)$. But, since there exists a continuous geodesic motion planner on $(M \times M) \backslash \operatorname{Cut}(M, g)$ - see Remark 2.7(3) - this contradicts Proposition 3.3. Hence, such a metric does not exist.

Corollary 3.5 Let $n \in \mathbb{N}$. For every Riemannian metric $g$ on $S^{2 n}$ there exists $p \in S^{2 n}$, such that $-p \in \operatorname{Cut}_{p}\left(S^{2 n}, g\right)$.

Proof Apply Corollary 3.4 to the case of $M=S^{2 n}$ and $f(x)=-x$.
Remark 3.6 Our Corollary 3.4 is complementary to results of M Frumosu and S Rosenberg from [17, page 338], who studied far-point sets, ie sets of points mapped
to their cut loci under self-maps of a Riemannian manifold, in a very general way. Frumosu and Rosenberg focused on self-maps whose far-point sets are infinite and established connections to the Lefschetz numbers of such maps.

In [34, Remark 3.17], Recio-Mitter mentioned that, whenever a subset of $M \times M$ contains a point of the total cut locus in its interior, there is no continuous geodesic motion planner defined on that subset. For the sake of completeness, we report here a proof in the case of Riemannian manifolds.

Proposition 3.7 Let $(M, g)$ be a complete Riemannian manifold, $p \in M, q \in \operatorname{Cut}_{p}(M)$ and let $U \subset M$ be an open neighborhood of $q$. Then there is no continuous geodesic motion planner on $\{p\} \times U$.

Proof As discussed in Remark 2.7(3), the set of points $r \in M$ for which there is more than one minimal geodesic from $p$ to $r$ is dense in $\operatorname{Cut}_{p}(M)$. Hence, $U$ contains a point $q_{0}$ such that there are at least two minimal geodesics from $p$ to $q_{0}$. In the following, we thus assume without loss of generality that $q$ itself has this property. Assume that a continuous geodesic motion planner $s:\{p\} \times U \rightarrow G M$ existed. By our choice of $q$, there are $\gamma_{1}, \gamma_{2} \in G M$ with

$$
\gamma_{1} \neq \gamma_{2}, \quad \gamma_{1}(0)=\gamma_{2}(0)=p \quad \text { and } \quad \gamma_{1}(1)=\gamma_{2}(1)=q
$$

Let $\left(t_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $(0,1)$ with $\lim _{n \rightarrow \infty} t_{n}=1$ and $\gamma_{1}\left(t_{n}\right), \gamma_{2}\left(t_{n}\right) \in U$ for all $n \in \mathbb{N}$. One checks without difficulties that $\gamma_{1}(t) \neq \gamma_{2}(t)$ for all $t \in(0,1)$, so that, in particular, $\gamma_{1}\left(t_{n}\right) \neq \gamma_{2}\left(t_{n}\right)$ for all $n \in \mathbb{N}$.

By definition of a cut locus, it follows for all $r \in(0,1)$ and $i \in\{1,2\}$ that

$$
\gamma_{i, r} \in G M, \quad \gamma_{i, r}(t):=\gamma_{i}(r t),
$$

is the unique minimal geodesic from $p$ to $\gamma_{i}(r)$. In particular, this shows that necessarily

$$
\begin{equation*}
s\left(p, \gamma_{i}\left(t_{n}\right)\right)=\gamma_{i, t_{n}} \quad \text { for all } n \in \mathbb{N}, i \in\{1,2\} \tag{3-3}
\end{equation*}
$$

Let $v: G M \rightarrow T M$ be the velocity map. It follows from Proposition 3.2 that

$$
v \circ s:\{p\} \times U \rightarrow T M
$$

is continuous. Since $\gamma_{1} \neq \gamma_{2}$, there are $\xi_{1}, \xi_{2} \in T_{p} M$ with $\xi_{1} \neq \xi_{2}$ such that $\gamma_{1}(t)=$ $\exp _{p}\left(t \xi_{1}\right)$ and $\gamma_{2}(t)=\exp _{p}\left(t \xi_{2}\right)$ for all $t \in[0,1]$. By (3-3) and the fact that the differential of $\exp _{p}$ in 0 is $\operatorname{id}_{T_{p} M}$, we thus obtain that

$$
\lim _{n \rightarrow \infty}(v \circ s)\left(p, \gamma_{i}\left(t_{n}\right)\right)=\lim _{n \rightarrow \infty} \dot{\gamma}_{i, t_{n}}(0)=\lim _{n \rightarrow \infty} t_{n} \xi_{i}=\xi_{i}
$$

In particular, $\lim _{n \rightarrow \infty}(v \circ s)\left(p, \gamma_{1}\left(t_{n}\right)\right) \neq \lim _{n \rightarrow \infty}(v \circ s)\left(p, \gamma_{2}\left(t_{n}\right)\right)$. This contradicts the continuity of $s$, since by assumption $(v \circ s)\left(p, \gamma_{1}(1)\right)=(v \circ s)\left(p, \gamma_{2}(1)\right)$. Thus, such a continuous $s$ does not exist.

This proposition has an immediate consequence in terms of geodesic complexity.

Corollary 3.8 Let $(M, g)$ be a complete Riemannian manifold and let $A \subset M \times M$ be a locally compact subset with

$$
\operatorname{int}(A) \cap \operatorname{Cut}(M) \neq \varnothing,
$$

where $\operatorname{int}(A)$ is the interior of $A$ as a subset of $M \times M$. Then $\mathrm{GC}_{M}(A) \geq 2$.

Proof Assume that there was a continuous geodesic motion planner $s: A \rightarrow G M$. Let $(p, q) \in \operatorname{int}(A) \cap \operatorname{Cut}(M)$. By definition of the product topology, there are open neighborhoods $U$ of $p$ and $V$ of $q$ with $U \times V \subset \operatorname{int}(A)$, so, in particular, $\left.s\right|_{\{p\} \times V}$ would be a continuous geodesic motion planner. Since $q \in \operatorname{Cut}_{p}(M)$, this contradicts Proposition 3.7, so there is no such motion planner. This shows that $\mathrm{GC}_{M}(A) \geq 2$.

Remark 3.9 There is another connection between cut loci and another numerical invariant, namely the Lusternik-Schnirelmann category of a Riemannian manifold $M$, which we denote by $\operatorname{cat}(M)$. Here, we use the convention that $\operatorname{cat}(X)=1$ if $X$ is contractible. One observes that $M \backslash \operatorname{Cut}_{p}(M)$ is contractible for all $p \in M$, which follows from [27, Theorem $10.34(\mathrm{c})]$. If $p_{1}, \ldots, p_{k} \in M$ satisfy $\bigcap_{i=1}^{k} \operatorname{Cut}_{p_{i}}(M)=\varnothing$, then

$$
\left\{M \backslash \operatorname{Cut}_{p_{1}}(M), \ldots, M \backslash \operatorname{Cut}_{p_{k}}(M)\right\}
$$

will be an open cover of $M$ by contractible subsets, and hence $\operatorname{cat}(M) \leq k$. By contraposition this shows that, if $\operatorname{cat}(M) \geq k+1$ for some $k \in \mathbb{N}$, then, for every choice of $p_{1}, \ldots, p_{k} \in M$,

$$
\bigcap_{i=1}^{k} \operatorname{Cut}_{p_{i}}(M) \neq \varnothing .
$$

## 4 Lower bounds for geodesic complexity

Lower bounds on topological complexity are mostly derived from the cohomology rings of a space. In this section, we derive lower bounds on geodesic complexity
from the Riemannian structures of manifolds. We first establish a result involving a principal bundle over the manifold under consideration. By explicitly constructing motion planners, we will establish a lower bound on geodesic complexity in terms of categorical invariants of total space and fiber of the bundle. Afterwards, we will establish the notion of inconsistent stratification that we lined out in the introduction. Then we will go on to prove the second theorem stated in that introduction.

We first establish a technical lemma, whose proof follows that of [14, Theorem 13.1].

Lemma 4.1 Let $E$ and $X$ be topological spaces, let $p: E \rightarrow X$ be a fibration with $r:=\operatorname{secat}(p)<+\infty$ and assume that $X$ is normal. Then there are pairwise disjoint locally compact subsets $A_{1}, \ldots, A_{r} \subset X$ with $X=\bigcup_{i=1}^{r} A_{i}$ such that, for each $i \in\{1,2, \ldots, r\}$, there exists a continuous local section $A_{i} \rightarrow E$ of $p$.

Proof Let $\left\{U_{1}, \ldots, U_{r}\right\}$ be an open cover of $X$ such that, for each $i \in\{1,2, \ldots, r\}$, there exists a continuous local section $s_{i}: U_{i} \rightarrow E$ of $p$. Since $X$ is normal, there exists a partition of unity $\left\{f_{1}, \ldots, f_{r}\right\}$ subordinate to this finite open cover by Theorem 36.1 of [30]. Let $c_{1}, \ldots, c_{r} \in(0,+\infty)$ with $c_{1}+\cdots+c_{r}=1$. For each $i \in\{1,2, \ldots, r\}$, we put

$$
A_{i}:=\left\{x \in X \mid f_{i}(x) \geq c_{i}, f_{j}(x)<c_{j} \text { for all } j<i\right\} .
$$

Each $A_{i}$ is the intersection of a closed and an open subset of $X$, and hence is locally compact. One checks without difficulties that the $A_{i}$ are pairwise disjoint and that $X=\bigcup_{i=1}^{r} A_{i}$. Moreover, $A_{i} \subset U_{i}$ for each $i$, so $\left.s_{i}\right|_{A_{i}}: A_{i} \rightarrow E$ is a continuous local section of $p$ for each $i \in\{1,2, \ldots, r\}$.

The following proposition establishes a lower bound on $\mathrm{GC}(M, g)$ in terms of a principal $G$-bundle over $M$ that is a Riemannian submersion. This submersion property will be used in its proof to ensure the existence of horizontal lifts of curves. For each orientable $M$, its orthonormal frame bundle is an example of such a bundle with $G=\operatorname{SO}(\operatorname{dim} M) ;$ see eg [25, Example I.5.7].

Proposition 4.2 Let $(M, g)$ be a complete Riemannian manifold and let $\pi: E \rightarrow M$ be a smooth principal $G$-bundle, where $G$ is a connected Lie group. Assume that $E$ is equipped with a Riemannian metric for which $\pi$ is a Riemannian submersion. Then

$$
\mathrm{GC}(M, g) \geq \frac{\mathrm{TC}(E)}{\operatorname{cat}(G)} .
$$

Proof Let $\mathrm{GC}(M)=k$ and choose pairwise disjoint and locally compact subsets $A_{1}, \ldots, A_{k} \subset M \times M$ with $\bigcup_{i=1}^{k} A_{i}=M \times M$ such that, for each $i \in\{1,2, \ldots, k\}$, there exists a continuous geodesic motion planner $s_{i}: A_{i} \rightarrow G M$. Let $v: G M \rightarrow T M$ be the velocity map and put

$$
v_{i}: A_{i} \rightarrow T M, \quad v_{i}:=v \circ s_{i} \quad \text { for all } i \in\{1,2, \ldots, k\} .
$$

The $v_{i}$ are continuous by Proposition 3.2. For each $i$ we put

$$
B_{i}:=(\pi \times \mathrm{id})^{-1}\left(A_{i}\right)=\left\{(u, q) \in E \times M \mid(\pi(u), q) \in A_{i}\right\} .
$$

Clearly the $B_{i}$ are again pairwise disjoint with $\bigcup_{i=1}^{k} B_{i}=E \times M$. Let $\operatorname{Hor}(E) \subset T E$ denote the horizontal subbundle with respect to $\pi$. Since $\left.d \pi\right|_{\operatorname{Hor}(E)}: \operatorname{Hor}(E) \rightarrow T M$ maps $\operatorname{Hor}_{u}(E)$ isomorphically onto $T_{\pi(u)} M$ for each $u \in E$, we obtain continuous lifts of the $v_{i}$ by
$w_{i}: B_{i} \rightarrow \operatorname{Hor}(E), \quad w_{i}(u, q)=\left(\left.d \pi\right|_{\operatorname{Hor}_{u}(E)}\right)^{-1} v_{i}(\pi(u), q) \quad$ for all $i \in\{1,2, \ldots, k\}$.
For each $u \in E$ we let $\exp _{u}: T_{u} E \rightarrow E$ be the exponential map of the given Riemannian metric on $E$. With $P E=C^{0}([0,1], E)$, we define continuous maps

$$
\eta_{i}: B_{i} \rightarrow P E
$$

by

$$
\left(\eta_{i}(u, q)\right)(t)=\exp _{u}\left(t w_{i}(u, q)\right) \quad \text { for all }(u, q) \in B_{i}, t \in[0,1], i \in\{1,2, \ldots, k\}
$$

Each $\eta_{i}$ induces a continuous map

$$
\alpha_{i}: B_{i} \rightarrow E \times E, \quad \alpha_{i}(u, q)=\left(\left(\eta_{i}(u, q)\right)(0),\left(\eta_{i}(u, q)\right)(1)\right)=\left(u, \exp _{u}\left(w_{i}(u, q)\right)\right) .
$$

Since horizontal geodesics in $E$ project to geodesics in $M$, we compute that

$$
(\mathrm{id} \times \pi)\left(\alpha_{i}(u, q)\right)=(\mathrm{id} \times \pi)\left(u, \eta_{i}(u, q)(1)\right)=\left(u,\left(s_{i}(\pi(u), q)\right)(1)\right)=(u, q)
$$

for all $(u, q) \in B_{i}$. Here we used that $\pi\left(\eta_{i}(u, q)\right)=s_{i}(u, q)$ for all $(u, q) \in B_{i}$. Hence, for each $i \in\{1,2, \ldots, k\}$, the map $\alpha_{i}$ is a continuous local section of id $\times \pi: E \times E \rightarrow$ $E \times M$, which is again a principal $G$-bundle. The right $G$-action on $E \times E$ is given by $E \times E \times G \rightarrow E \times E,(u, v, h) \mapsto(u, v h)$, where we consider the right $G$-action on $E$ given by the bundle structure. Thus, we get a local trivialization of id $\times \pi$ over each $B_{i}$, given explicitly by the homeomorphism

$$
\Phi_{i}: B_{i} \times G \rightarrow E \times\left. E\right|_{B_{i}}, \quad \Phi_{i}(u, q, h)=\alpha_{i}(u, q) h=\left(u, \exp _{u}\left(w_{i}(u, q)\right) h\right) .
$$

Put $l=\operatorname{cat}(G)$. Let $e \in G$ be the unit, $P_{e} G=\{\gamma \in P G \mid \gamma(0)=e\}$ and

$$
q: P_{e} G \rightarrow G, \quad q(\gamma)=\gamma(1) .
$$

Since $P_{e} G$ is contractible, by [39, Theorem 18], $\operatorname{cat}(G)=\operatorname{secat}\left(q: P_{e} G \rightarrow G\right)$. By Lemma 4.1, there are pairwise disjoint and locally compact subsets $C_{1}, \ldots, C_{l} \subset G$ with $\bigcup_{j=1}^{l} C_{j}=G$ such that, for each $j \in\{1,2, \ldots, l\}$, there is a continuous local section $r_{j}: C_{j} \rightarrow P_{e} G$ of $q$.

If we put $D_{i, j}:=\Phi_{i}\left(B_{i} \times C_{j}\right) \subset E \times E$ for all $i \in\{1,2, \ldots, k\}$ and $j \in\{1,2, \ldots, l\}$, then the $D_{i, j}$ are pairwise disjoint, locally compact and satisfy $\bigcup_{i=1}^{k} \bigcup_{j=1}^{l} D_{i, j}=E \times E$. For all $i$ and $j$ we further consider the map

$$
\sigma_{i, j}: B_{i} \times C_{j} \rightarrow P E
$$

given by

$$
\left(\sigma_{i, j}(u, q, h)\right)(t)=\left(\eta_{i}(u, q)\right)(t) \cdot\left(r_{j}(h)\right)(t) \quad \text { for all }(u, q) \in B_{i}, h \in C_{j} .
$$

Then

$$
\begin{aligned}
& \left(\sigma_{i, j}(u, q, h)\right)(0)=\left(\eta_{i}(u, q)\right)(0)=u, \\
& \left(\sigma_{i, j}(u, g, h)\right)(1)=\left(\eta_{i}(u, q)\right)(1)\left(r_{j}(h)\right)(1)=\exp _{u}\left(w_{i}(u, q)\right) h
\end{aligned}
$$

and thus

$$
\left(\sigma_{i, j}(u, q, h)(0), \sigma_{i, j}(u, q, h)(1)\right)=\Phi_{i}(u, q, h) \quad \text { for all }(u, q) \in B_{i}, h \in C_{j} .
$$

This shows that $\left.\sigma_{i, j} \circ \Phi_{i}^{-1}\right|_{D_{i, j}}: D_{i, j} \rightarrow P E$ is a continuous motion planner for all $i \in\{1,2, \ldots, k\}$ and $j \in\{1,2, \ldots, l\}$. As a smooth manifold, $E$ is a Euclidean neighborhood retract (ENR). Since the $D_{i, j}$ are locally compact subsets of an ENR, they are ENRs themselves. Hence, it follows from [13, Theorem 6.1] that

$$
\mathrm{TC}(E) \leq k \cdot l=\mathrm{GC}(M) \cdot \operatorname{cat}(G),
$$

which proves the claimed inequality.

Remark 4.3 Since $\mathrm{GC}(M) \geq \mathrm{TC}(M)$ for all complete Riemannian manifolds $M$, the lower bound from Proposition 4.2 improves this basic inequality if and only if

$$
\frac{\mathrm{TC}(E)}{\operatorname{cat}(G)}>\mathrm{TC}(M) \Longleftrightarrow \mathrm{TC}(E)>\operatorname{cat}(G) \mathrm{TC}(M)=\mathrm{TC}(G) \mathrm{TC}(M)
$$

where we used [13, Lemma 8.2]. Note that the assumption on the bundle to be principal in the previous result is necessary, as the following example shows. Consider the Klein
bottle $K$, which is given as a fiber bundle over $S^{1}$ with fiber $S^{1}$ and satisfies $\mathrm{TC}(K)=5$ by [5], while $\operatorname{TC}\left(S^{1}\right)=2$. Since the round metric $g_{r}$ on $S^{1}$ satisfies

$$
\operatorname{GC}\left(S^{1}, g_{r}\right)=\mathrm{TC}\left(S^{1}\right)=2<\frac{5}{2}=\frac{\mathrm{TC}(K)}{\operatorname{cat}\left(S^{1}\right)}
$$

by [34, Proposition 4.1], the inequality from Proposition 4.2 would indeed be false in this situation. However, $K$ is not given as a principal $S^{1}$-bundle over $S^{1}$, so Proposition 4.2 is not applicable to this setting. By the classification theorem for principal bundles see [11, Theorem 14.4.1] - the set of isomorphism classes of principal $S^{1}$-bundles over $S^{1}$ is in bijection with the set of homotopy classes $\left[S^{1}, B S^{1}\right]=\left[S^{1}, \mathbb{C} P^{\infty}\right]$. But $\mathbb{C} P^{\infty}$ is simply connected, so it follows that $\left[S^{1}, \mathbb{C} P^{\infty}\right]$ has only one element. Thus, every principal $S^{1}$-bundle over $S^{1}$ is trivial. Since $\pi_{1}(K) \not \not \mathbb{Z}^{2}=\pi_{1}\left(S^{1} \times S^{1}\right)$, the bundle $K$ is a nontrivial $S^{1}$-bundle. Hence, it cannot be principal.

Our next aim is to derive a lower bound on geodesic complexity from the structure of the cut locus of a point in the manifold. We first introduce the notion of stratification that we are using.

Definition 4.4 Let $M$ be a manifold and let $B \subset M$ be a subset. A stratification of $B$ of depth $N \in \mathbb{N}$ is a family $\left(S_{1}, \ldots, S_{N}\right)$ of locally closed and pairwise disjoint subsets of $M$ such that the following conditions hold:

$$
\begin{equation*}
B=\bigcup_{i=1}^{N} S_{i} \text { and } \bar{S}_{i}=\bigcup_{j=i}^{N} S_{j} \text { for all } i \in\{1,2, \ldots, N\} . \tag{i}
\end{equation*}
$$

(ii) Let $i, j \in\{1,2, \ldots, N\}$. If $Z_{j}$ is a connected component of $S_{j}$ and $Z_{i}$ is a connected component of $S_{i}$ with $Z_{j} \cap \bar{Z}_{i} \neq \varnothing$, then $Z_{j} \subset \bar{Z}_{i}$.

Example 4.5 Let $M=\mathbb{R}^{2}$ and let $B=[-1,1]^{2}$. Consider

$$
\begin{aligned}
& S_{1}=(-1,1) \times(-1,1), \\
& S_{2}=((-1,1) \times\{-1,1\}) \cup(\{-1,1\} \times(-1,1)), \\
& S_{3}=\{(-1,-1),(-1,1),(1,-1),(1,1)\} .
\end{aligned}
$$

One checks without difficulties that ( $S_{1}, S_{2}, S_{3}$ ) has properties (i) and (ii) from Definition 4.4. Hence, $\left(S_{1}, S_{2}, S_{3}\right)$ is a stratification of $B$.

Given a stratification of the cut locus of a point, we want to introduce an additional condition on those parts of the corresponding tangent cut locus that are mapped to the same stratum. This will be the crucial step for finding a lower bound for geodesic
complexity. The following notion is an analogue of [34, Definition 3.10]; see our introduction and Remark 4.7(2) below for a comparison of the two notions. The terms from Riemannian geometry that are used are to be found, for example, in [27, page 310].

Definition 4.6 Let $(M, g)$ be a complete Riemannian manifold, $p \in M$ and let $\mathcal{S}=$ $\left(S_{1}, \ldots, S_{N}\right)$ be a stratification of $\operatorname{Cut}_{p}(M)$. Let $K \subset T_{p} M$ denote the union of the tangent cut locus $\widetilde{\mathrm{Cut}}_{p}(M)$ with the domain of injectivity of $\exp _{p}$ and let

$$
\begin{equation*}
\exp _{K}:=\left.\exp _{p}\right|_{K}: K \rightarrow M \tag{4-1}
\end{equation*}
$$

denote the restriction. We call $\mathcal{S}$ inconsistent if, for all $i \in\{2,3, \ldots, N\}$ and $x \in S_{i}$, there exists an open neighborhood $U \subset M$ of $x$ with the following property: Let $Z_{1}, \ldots, Z_{s}$ be the connected components of $U \cap S_{i-1}$. Then $x \in \bar{Z}_{j}$ for all $j \in\{1,2, \ldots, s\}$ and

$$
\widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{x\}) \cap \bigcap_{j=1}^{s} \overline{\exp _{K}^{-1}\left(Z_{j}\right)}=\varnothing .
$$

In Section 7.1, we will encounter explicit examples of inconsistent stratifications when we consider flat tori. Examples for cut loci with nontrivial stratifications which are not inconsistent are Berger spheres, as we shall see in Section 7.2.

Remarks 4.7 Let $(M, g)$ be a complete Riemannian manifold.
(1) If $M$ is a closed manifold, then the set $K$ from Definition 4.6 will be homeomorphic to a closed ball - see [27, Corollary 10.35] - and the map $\exp _{K}$ from (4-1) is a surjection. As an example, consider the round $n$-dimensional sphere $S^{n}$ of radius 1. If $p \in S^{n}$ is a point, then the domain of injectivity of $\exp _{p}$ is an open ball of radius $\pi$ in the tangent space $T_{p} S^{n}$. The tangent cut locus $\widetilde{\operatorname{Cut}}_{p}\left(S^{n}\right)$ is the $(n-1)$-sphere of radius $\pi$ in $T_{p} M$. Consequently, the set $K$ in this example is the closed ball of radius $\pi$ in $T_{p} M$.
(2) Recio-Mitter [34, Definition 3.8] introduced the concept of a levelwise stratified covering for arbitrary surjective maps. He then applied this concept to the restriction of the path fibration

$$
\pi: G X \rightarrow X \times X,
$$

where $X$ is a geodesic space and $G X$ is the space of geodesic paths in $X$.
To work with this notion, one must study a stratification of the total cut locus of $X$ and explore covering properties of the restrictions of $\pi$ to its preimage. In contrast, the above Definition 4.6 for Riemannian manifolds only requires a stratification of the
cut locus of a single point $p$ in a Riemannian manifold $M$ as well as properties of the Riemannian exponential map $\exp _{p}$. Thus, for complete Riemannian manifolds the above definition seems easier to verify than the corresponding notion from [34].

The following result is an analogue of the corresponding result of Recio-Mitter; see [34, Corollary 3.14]. The proof requires $M$ to be compact, since we will use the property mentioned in Remark 4.7(1). We recall the notation $\mathrm{GC}_{p}(A)=\mathrm{GC}_{M}(\{p\} \times A)$ for all $A \subset M$.

Theorem 4.8 Let $(M, g)$ be a closed Riemannian manifold. Assume that there exists $p \in M$ for which $\operatorname{Cut}_{p}(M)$ admits an inconsistent stratification of depth $N \in \mathbb{N}$. Then

$$
\mathrm{GC}(M) \geq \mathrm{GC}_{p}(M) \geq N+1
$$

Proof Let $\left(S_{1}, \ldots, S_{N}\right)$ be an inconsistent stratification of $\operatorname{Cut}_{p}(M)$. Assume that there are pairwise disjoint locally compact sets $E_{1}, E_{2}, \ldots, E_{r} \subset M$ with $\bigcup_{i=1}^{r} E_{i}=M$ such that, for each $i \in\{1,2, \ldots, r\}$, there exists a continuous geodesic motion planner $s_{i}:\{p\} \times E_{i} \rightarrow G M$.

We want to show by induction that, for all $k \in\{1,2, \ldots, N\}$ and all $x \in S_{k}$,

$$
\begin{equation*}
\#\left\{i \in\{1,2, \ldots, r\} \mid x \in \bar{E}_{i}\right\} \geq k+1 \tag{4-2}
\end{equation*}
$$

Consider the base case of $k=1$ and assume by contradiction that there is an $i \in$ $\{1,2, \ldots, r\}$ with $x \in \bar{E}_{i}$, but $x \notin \bar{E}_{j}$ for all $j \neq i$. Then $x$ has an open neighborhood $U \subset M$ such that $U \subset E_{i}$ and the restriction $\left.s_{i}\right|_{\{p\} \times U}$ is a continuous geodesic motion planner on $\{p\} \times U$. But, since $x \in \operatorname{Cut}_{p}(M)$, this contradicts Proposition 3.7. Hence, $\#\left\{i \in\{1,2, \ldots, r\} \mid x \in \bar{E}_{i}\right\} \geq 2$, which we wanted to show.

Assume as induction hypothesis that, for some $k \in\{2,3, \ldots, N\}$, we have shown that

$$
\#\left\{i \in\{1,2, \ldots, r\} \mid y \in \bar{E}_{i}\right\} \geq k \quad \text { for all } y \in S_{k-1}
$$

Let $x \in S_{k}$. Assume that (4-2) is false and assume up to reordering that $x \notin \bar{E}_{i}$ for all $i>k$. Then there exists an open neighborhood $U$ of $x$ with $U \subset \bigcup_{i=1}^{k} E_{i}$. By the induction hypothesis, this yields

$$
\begin{equation*}
U \cap S_{k-1} \subset \bar{E}_{i} \quad \text { for all } i \in\{1,2, \ldots, k\} . \tag{4-3}
\end{equation*}
$$

We assume without loss of generality that $U$ is chosen as in Definition 4.6, since this can be achieved by shrinking $U$. We further assume that $x \in E_{1}$. Let $Z_{1}, \ldots, Z_{s}$ be the connected components of $U \cap S_{k-1}$, where $s \in \mathbb{N}$ is suitably chosen.

Let $j \in\{1,2, \ldots, s\}$ and let $\left(a_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $Z_{j}$ with $\lim _{n \rightarrow \infty} a_{n}=x$, which exists by our choice of $U$. For all $n \in \mathbb{N}$ it further holds by (4-3) that $a_{n} \in \bar{E}_{1}$. Thus, for each $n$, there exists a sequence $\left(b_{m}^{n}\right)_{m \in \mathbb{N}}$ in $U \cap E_{1}$ with $\lim _{m \rightarrow \infty} b_{m}^{n}=a_{n}$. Put

$$
v_{1}: E_{1} \rightarrow T_{p} M, \quad v_{1}(y):=\left(v \circ s_{1}\right)(p, y),
$$

where $v$ is the velocity map. By Proposition 3.2, $v_{1}$ is continuous. Let $\exp _{K}: K \rightarrow M$ be given as in (4-1). The set $K$ is homeomorphic to a closed ball in $T_{p} M$; see Remark 4.7(1). By construction, $v_{1}(y) \in K$ for each $y \in E_{1}$; hence, $\left(v_{1}\left(b_{m}^{n}\right)\right)_{m \in \mathbb{N}}$ is a sequence in $K$ for each $n \in \mathbb{N}$. Since $K$ is compact, it has a convergent subsequence $\left(v_{1}\left(b_{m_{k}}^{n}\right)\right)_{k \in \mathbb{N}}$ for each $n \in \mathbb{N}$. Put $\xi_{n}:=\lim _{k \rightarrow \infty} v_{1}\left(b_{m_{k}}^{n}\right)$ for all $n \in \mathbb{N}$. By continuity of the exponential map,

$$
\exp _{K}\left(\xi_{n}\right)=\exp _{p}\left(\xi_{n}\right)=\lim _{k \rightarrow \infty} \exp _{p}\left(v_{1}\left(b_{m_{k}}^{n}\right)\right)=\lim _{k \rightarrow \infty} b_{m_{k}}^{n}=a_{n} \quad \text { for all } n \in \mathbb{N}
$$

Thus,

$$
\xi_{n} \in K \cap \exp _{K}^{-1}\left(\left\{a_{n}\right\}\right) \subset K \cap \exp _{K}^{-1}\left(Z_{j}\right) \quad \text { for all } n \in \mathbb{N} .
$$

Now $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $K$, so it has a convergent subsequence $\left(\xi_{n_{l}}\right)_{l \in \mathbb{N}}$. With $\xi_{0}:=\lim _{l \rightarrow \infty} \xi_{n_{l}}$, we obtain

$$
\exp _{p}\left(\xi_{0}\right)=\lim _{l \rightarrow \infty} \exp _{p}\left(\xi_{n_{l}}\right)=\lim _{l \rightarrow \infty} a_{n_{l}}=x
$$

In particular, it follows from $x \in \operatorname{Cut}_{p}(M)$ that $\xi_{0} \in \widetilde{\operatorname{Cut}}_{p}(M)$. Since $\xi_{n} \in \exp _{K}^{-1}\left(\left\{a_{n}\right\}\right)$ for each $n \in \mathbb{N}$, we conclude that

$$
\xi_{0} \in \widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{x\}) \cap \widetilde{\exp _{K}^{-1}\left(Z_{j}\right)} .
$$

Note that $\xi_{0}$ depends on the choice of $j$. To conclude, we still need to show that the same $\xi_{0}$ can be chosen for each $j \in\{1,2, \ldots, s\}$. We will do so by showing next that $\xi_{0}=v_{1}(x)$, which does not depend on $j$.

Let $\mathrm{d}_{M}: M \times M \rightarrow \mathbb{R}$ be the distance function induced by the Riemannian metric. By definition of the $\xi_{n_{l}}$, for each $l \in \mathbb{N}$ there exists $k_{l} \in \mathbb{N}$ such that

$$
\mathrm{d}_{M}\left(a_{n_{l}}, b_{m_{k}}^{n_{l}}\right)<\frac{1}{l} \quad \text { and } \quad\left\|\xi_{n_{l}}-v_{1}\left(b_{m_{k}}^{n_{l}}\right)\right\|<\frac{1}{l} \quad \text { for all } k \geq k_{l} .
$$

We can further choose the $k_{l}$ in such a way that $\lim _{l \rightarrow \infty} k_{l}=\infty$. By a diagonal argument, $\lim _{l \rightarrow \infty} b_{m_{k_{l}}}^{n_{l}}=x$. This in particular shows, by continuity of $v_{1}$, that

$$
\xi_{0}=\lim _{l \rightarrow \infty} \xi_{n_{l}}=\lim _{l \rightarrow \infty} v_{1}\left(b_{m_{k_{l}}}^{n_{l}}\right)=v_{1}(x) .
$$

Thus, $v_{1}(x) \in \exp _{p}^{-1}(\{x\}) \cap \exp _{K}^{-1}\left(Z_{j}\right)$. Since $j$ was chosen arbitrarily, it follows that

$$
v_{1}(x) \in \widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{x\}) \cap \bigcap_{j=1}^{s} \overline{\exp _{K}^{-1}\left(Z_{j}\right)} .
$$

This contradicts the inconsistency of the stratification $\left(S_{1}, \ldots, S_{N}\right)$. Hence, there is no such $U$, which concludes the proof of the induction step. For $k=N$, it in particular follows from (4-2) that $r \geq N+1$. Thus, $\mathrm{GC}_{p}(M) \geq N+1$.

We will see in Section 7.1 that flat tori are indeed examples for Riemannian manifolds whose cut loci admit inconsistent stratifications. Next we will discuss a more tangible criterion on a cut locus that implies the existence of an inconsistent stratification. For this purpose, we will use results and constructions of J-I Itoh and Sakai [24]. Large parts of these methods are extensions of those applied by V Ozols [32].

Definition 4.9 [24, page 68 and Definition 2.1] Let $(M, g)$ be a complete Riemannian manifold and let $p \in M$.
(a) We say that $q \in \operatorname{Cut}_{p}(M)$ is of order $k+1$, where $k \in \mathbb{N}$, if there are precisely $k+1$ minimal geodesics $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{k} \in G M$ with $\gamma_{i} \neq \gamma_{j}$ if $i \neq j$ and with $\gamma_{i}(0)=p$ and $\gamma_{i}(1)=q$ for all $i \in\{0,1,2, \ldots, k\}$.
(b) We call $q$ nondegenerate if the vectors $\dot{\gamma}_{0}(1), \dot{\gamma}_{1}(1), \ldots, \dot{\gamma}_{k}(1) \in T_{q} M$ are in general position, ie if $\left\{\dot{\gamma}_{i}(1)-\dot{\gamma}_{0}(1) \mid i \in\{1,2, \ldots, k\}\right\}$ is linearly independent.

As carried out by Itoh and Sakai [24, Remark 2.2], a large class of two-dimensional flat tori provides an example for manifolds with nondegenerate cut points. However, our study of flat tori in Section 7.1 will not rely on this notion of nondegeneracy, but will employ the above inconsistency condition directly.

We recall that a conjugate point of a point $p$ in a Riemannian manifold $(M, g)$ is a point $q \in M$ such that there is a geodesic segment from $p$ to $q$ along which there exists a nontrivial Jacobi field which vanishes in $p$ and $q$; see [27, page 298].

Remarks 4.10 (1) As shown by A Weinstein [40, page 29], every closed manifold $M$ with $\operatorname{dim} M \geq 2$ and not homeomorphic to $S^{2}$ admits a Riemannian metric for which there exists $p \in M$ such that $\operatorname{Cut}_{p}(M)$ does not contain any conjugate points. Itoh and Sakai conjectured in [24, Remark 2.9] that the set of all such metrics on $M$ contains as a dense subset the set of those metrics for which all points in $\mathrm{Cut}_{p}(M)$ are nondegenerate.
(2) It is evident from the definition of nondegeneracy that the order of a nondegenerate cut point is at most $\operatorname{dim} M+1$.

Theorem 4.11 Let $(M, g)$ be a closed Riemannian manifold and assume that there exists $p \in M$ for which $\operatorname{Cut}_{p}(M)$ does not contain any conjugate points of $p$ and for which all points in $\operatorname{Cut}_{p}(M)$ are nondegenerate. Let

$$
N:=\max \left\{k \in \mathbb{N} \mid \text { there is } q \in \operatorname{Cut}_{p}(M) \text { of order } k+1\right\} .
$$

Then $\operatorname{Cut}_{p}(M)$ admits an inconsistent stratification of depth $N$.

Proof Let $\mathcal{C}:=\left(C_{1}, \ldots, C_{N}\right)$ be given by

$$
C_{k}:=\left\{q \in \operatorname{Cut}_{p}(M) \mid q \text { is of order } k+1\right\} \quad \text { for all } k \in\{1,2, \ldots, N\} .
$$

It is shown in [24, Proposition 2.4] that, under the nondegeneracy assumption on the points in $\operatorname{Cut}_{p}(M), \mathcal{C}$ is a Whitney stratification of $\operatorname{Cut}_{p}(M)$, as defined in [21, page 37]. Hence, $\mathcal{C}$ is in particular an $\mathscr{S}$-decomposition in the sense of Goresky and MacPherson; see [21, page 36]. One checks immediately that the two conditions defining such an $\mathscr{S}$-decomposition imply that $\mathcal{C}$ is a stratification of $\operatorname{Cut}_{p}(M)$ in the sense of Definition 4.4. It remains to show that $\mathcal{C}$ is inconsistent. Fix $k \in\{1,2, \ldots, N\}$, let $q \in C_{k}$ and let $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{k}:[0,1] \rightarrow M$ be geodesics from $p$ to $q$ with $\gamma_{i} \neq \gamma_{j}$ whenever $i \neq j$. For each $i \in\{0,1, \ldots, k\}$, put $v_{i}:=\dot{\gamma}_{i}(0) \in T_{p} M$, so that

$$
\widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{q\})=\left\{v_{0}, v_{1}, \ldots, v_{k}\right\} .
$$

Choose an open neighborhood $U$ of $q$ such that $U \cap C_{k}$ is connected and such that

$$
\begin{equation*}
\operatorname{Cut}_{p}(M) \cap U=\bigcup_{i=1}^{k} C_{i} \cap U . \tag{4-4}
\end{equation*}
$$

Such a neighborhood exists by the stratification properties. As discussed in [24, page 68], since $q$ is nondegenerate, we can choose an open neighborhood $V_{i} \subset T_{p} M$ of $v_{i}$ for each $i \in\{0,1, \ldots, k\}$ such that $\exp _{p}$ maps $V_{i}$ diffeomorphically onto $U$. Put $F_{i}:=$ $\left(\exp \mid V_{i}\right)^{-1}: U \rightarrow V_{i}$. As explained in [32, pages 220-221], up to shrinking $U$ we can assume that every minimal geodesic $\gamma$ from $p$ to an element of $U$ has $\dot{\gamma}(0) \in \bigcup_{i=0}^{k} V_{i}$. We further assume that $\bar{V}_{i} \cap \bar{V}_{j}=\varnothing$ whenever $i \neq j$. For $i \in\{1,2, \ldots, k\}$, we define

$$
f_{i}: U \rightarrow \mathbb{R}, \quad f_{i}(x)=\left\|F_{i}(x)\right\|-\left\|F_{0}(x)\right\|,
$$

where $\|\cdot\|$ denotes the norm on $T_{p} M$ defined by the Riemannian metric. With $f: U \rightarrow \mathbb{R}^{k}, f=\left(f_{1}, f_{2}, \ldots, f_{k}\right)$, it follows that $f^{-1}(\{0\})=C_{k} \cap U$. For $i \in$ $\{1,2, \ldots, k\}$ we further let

$$
g_{i}: U \rightarrow \mathbb{R}^{k-1}, \quad g_{i}=\left(f_{1}, \ldots, f_{i-1}, f_{i+1}, \ldots, f_{k}\right)
$$

and put

$$
\begin{gathered}
g_{0}: U \rightarrow \mathbb{R}^{k-1} \\
g_{0}(x)=\left(\left\|F_{2}(x)\right\|-\left\|F_{1}(x)\right\|,\left\|F_{3}(x)\right\|-\left\|F_{1}(x)\right\|, \ldots,\left\|F_{k}(x)\right\|-\left\|F_{1}(x)\right\|\right)
\end{gathered}
$$

Then, by assumption on $U$,

$$
C_{k-1} \cap U=\bigcup_{i=0}^{k} g_{i}^{-1}(\{0\}) \backslash C_{k}=\bigcup_{i=0}^{k} g_{i}^{-1}(\{0\}) \backslash f^{-1}(\{0\}) .
$$

The connected components of $C_{k-1} \cap U$ are the sets $Z_{0}, Z_{1}, \ldots, Z_{k}$, where

$$
\begin{aligned}
Z_{i} & :=g_{i}^{-1}(\{0\}) \cap f_{i}^{-1}(0,+\infty) \quad \text { for all } i \in\{1,2, \ldots, k\} \\
Z_{0} & :=g_{0}^{-1}(\{0\}) \cap f_{1}^{-1}(-\infty, 0)
\end{aligned}
$$

By construction of the sets,

$$
\widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}\left(Z_{i}\right) \subset \bigcup_{j \neq i} V_{j} \quad \text { for all } i \in\{0,1, \ldots, k\}
$$

A closer investigation, using that $\widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{q\})=\left\{v_{0}, v_{1}, \ldots, v_{k}\right\}$ and that the closures of the $V_{i}$ are pairwise disjoint, shows that

$$
\widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{q\}) \cap \overline{\exp _{p}^{-1}\left(Z_{i}\right)}=\left\{v_{0}, v_{1}, \ldots, v_{i-1}, v_{i+1}, \ldots, v_{k}\right\}
$$

for all $i \in\{0,1, \ldots, k\}$. This implies

$$
\widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(\{q\}) \cap \bigcap_{i=0}^{k} \overline{\exp _{p}^{-1}\left(Z_{i}\right)}=\varnothing .
$$

Since $k$ and $q$ were chosen arbitrarily, this shows the inconsistency of $\mathcal{C}$.

Combining the previous theorem with our lower bound from Theorem 4.8 yields:

Corollary 4.12 Let $(M, g)$ be a closed Riemannian manifold and assume that there exists $p \in M$ such that $\operatorname{Cut}_{p}(M)$ does not contain any conjugate points of $p$ and such that all points in $\operatorname{Cut}_{p}(M)$ are nondegenerate. If $\operatorname{Cut}_{p}(M)$ contains a point of order $k+1$, where $k \in \mathbb{N}$, then

$$
\mathrm{GC}(M, g) \geq k+1
$$

## 5 An upper bound for homogeneous Riemannian manifolds

From this section on, we will mostly consider homogeneous Riemannian manifolds and exploit their symmetry properties. Given a Riemannian manifold ( $M, g$ ), we let Isom $(M):=\operatorname{Isom}(M, g)$ denote its group of isometries and consider it as a subspace of $C^{0}(M, M)$ with the compact-open topology. We recall that $(M, g)$ is called homogeneous if $\operatorname{Isom}(M)$ acts transitively on $M$. Note that every homogeneous Riemannian manifold is necessarily complete; see [25, Theorem IV.4.5].

Having derived lower bounds for geodesic complexity in the previous section, we next want to find upper bounds. After some preparatory lemmas, we will establish an upper bound on $\mathrm{GC}(M)$ for a homogeneous Riemannian manifold $M$ in terms of the subspace complexity $\mathrm{GC}_{M}\left(\{p\} \times \operatorname{Cut}_{p}(M)\right)$ and a categorical invariant determined by its isometry action. Intuitively, the transitivity of the isometry action implies that continuous geodesic motion planners on subsets of cut loci of single points can be continuously extended to larger subsets of the total cut locus. We will then go on to study further upper bounds on $\mathrm{GC}(M)$ in the case that $\mathrm{Cut}_{p}(M)$ admits a stratification. The following is a folklore result from Riemannian geometry:

Lemma 5.1 Let $(M, g)$ be a homogeneous Riemannian manifold and let $p \in M$. Then

$$
\mathrm{ev}_{p}: \operatorname{Isom}(M) \rightarrow M, \quad \mathrm{ev}_{p}(\phi)=\phi(p)
$$

is a principal $\operatorname{Isom}_{p}(M)-$ bundle, where $\operatorname{Isom}_{p}(M)$ denotes the isotropy group of the isometry action on $M$ in $p$.

Proof By [26, Theorem 21.17], $\mathrm{ev}_{p}$ induces an $\operatorname{Isom}(M)$-equivariant diffeomorphism $f: \operatorname{Isom}(M) / \operatorname{Isom}_{p}(M) \rightarrow M$. Moreover, the projection $q: \operatorname{Isom}(M) \rightarrow$ $\operatorname{Isom}(M) / \operatorname{Isom}_{p}(M)$ is a principal $\operatorname{Isom}_{p}(M)$-bundle by [25, Example I.5.1]. One easily shows that $\mathrm{ev}_{p}=f \circ q$, which implies that $\mathrm{ev}_{p}$ is a principal $\operatorname{Isom}_{p}(M)$-bundle as well.

Example 5.2 Given a Lie group $G$ with a left-invariant Riemannian metric, the left multiplication $l_{g}: G \rightarrow G, l_{g}(h)=g h$, is an isometry for each $g \in G$. With $e \in G$ denoting the unit, one further derives from $l_{g}(e)=g$ for each $g \in G$ that the map $s: G \rightarrow \operatorname{Isom}(G), s(g)=l_{g}$, is a continuous section of the bundle $\mathrm{ev}_{e}: \operatorname{Isom}(G) \rightarrow G$.

Lemma 5.3 Let $A, B \subset M$ and $p \in M$. Assume that there are a continuous geodesic motion planner $\sigma_{B}:\{p\} \times B \rightarrow G M$ and a continuous local section $s: A \rightarrow \operatorname{Isom}(M)$
of $\mathrm{ev}_{p}$. Then there exists a continuous geodesic motion planner $\sigma: F \rightarrow G M$, where

$$
F:=\{(x, y) \in M \times M \mid x \in A, y \in s(x) \cdot B\}
$$

Proof We define $\sigma: F \rightarrow G M$ by

$$
\sigma(x, y)=s(x) \circ \sigma_{B}\left(p, s(x)^{-1} \cdot y\right) \quad \text { for all }(x, y) \in F
$$

By construction, $\sigma_{B}\left(p, s(x)^{-1} \cdot y\right)$ is a minimal geodesic from $p$ to $s(x)^{-1} \cdot y$. Since $s(x)$ is an isometry for each $x, \sigma(x, y)$ is indeed a minimal geodesic from

$$
s(x) \cdot p=\operatorname{ev}_{p}(s(x))=x \quad \text { to } \quad s(x) \cdot\left(s(x)^{-1} \cdot y\right)=y
$$

So $\sigma$ is a geodesic motion planner and it only remains to show its continuity.
Let $\rho: \operatorname{Isom}(M) \times M \rightarrow M$ denote the action of the isometry group by evaluation and again let $P M=C^{0}([0,1], M)$. By [4, Theorem VII.2.10], the composition map

$$
\varphi: C^{0}(M, M) \times P M \rightarrow P M, \quad \varphi(f, \gamma)=f \circ \gamma
$$

is continuous with respect to the compact-open topologies. Thus, the restriction of $\varphi$ to

$$
\operatorname{Isom}(M) \times G M \subset C^{0}(M, M) \times P M
$$

defines a continuous action

$$
\tilde{\rho}: \operatorname{Isom}(M) \times G M \rightarrow G M, \quad \tilde{\rho}=\left.\varphi\right|_{\operatorname{Isom}(M) \times G M}
$$

The inversion $i: \operatorname{Isom}(M) \rightarrow \operatorname{Isom}(M), i(g)=g^{-1}$, is continuous since $\operatorname{Isom}(M)$ is a topological group. We can express $\sigma$ as

$$
\sigma(x, y)=\tilde{\rho}\left(s(x), \sigma_{B}(p, \rho(i(s(x)), y))\right) \quad \text { for all }(x, y) \in F
$$

All maps on the right-hand side are continuous, so $\sigma$ is continuous as well.
The previous lemma allows us to make a useful estimate between the subspace geodesic complexity of the total cut locus and that of one single cut locus in the homogeneous case.

Theorem 5.4 Let $(M, g)$ be a homogeneous Riemannian manifold and let $p \in M$. Then

$$
\mathrm{GC}(M) \leq \operatorname{secat}\left(\mathrm{ev}_{p}: \operatorname{Isom}(M) \rightarrow M\right) \cdot \mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right)+1
$$

Proof As seen in Remark 2.7(2), it holds that $\mathrm{GC}(M) \leq \mathrm{GC}_{M}(\operatorname{Cut}(M))+1$, so it suffices to show that

$$
\mathrm{GC}_{M}(\operatorname{Cut}(M)) \leq \operatorname{secat}\left(\operatorname{ev}_{p}\right) \cdot \mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right)
$$

Let $k:=\operatorname{secat}\left(\operatorname{ev}_{p}\right)$ and $r:=\mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right)$. By Lemma 4.1, there are pairwise disjoint locally compact $A_{1}, \ldots, A_{k} \subset M$ with $M=\bigcup_{i=1}^{k} A_{i}$ for which there is a continuous local section $s_{i}: A_{i} \rightarrow \operatorname{Isom}(M)$ of $\operatorname{ev}_{p}$ for each $i \in\{1,2, \ldots, k\}$. Let $B_{1}, \ldots, B_{r} \subset M$ be pairwise disjoint and locally compact with $\operatorname{Cut}_{p}(M) \subset \bigcup_{j=1}^{r} B_{j}$ such that, for each $j$, there exists a continuous geodesic motion planner $\sigma_{j}:\{p\} \times B_{j} \rightarrow G M$. Put

$$
F_{i, j}:=\left\{(x, y) \in M \times M \mid x \in A_{i}, y \in s_{i}(x) \cdot B_{j}\right\}
$$

for all $i \in\{1,2, \ldots, k\}$ and $j \in\{1,2, \ldots, r\}$. By construction, the elements of

$$
\left\{F_{i, j} \mid i \in\{1,2, \ldots, k\}, j \in\{1,2, \ldots, r\}\right\}
$$

are pairwise disjoint. Furthermore, for all $i \in\{1,2, \ldots, k\}$ and $j \in\{1,2, \ldots, r\}$,

$$
\psi_{i, j}: A_{i} \times B_{j} \rightarrow F_{i, j}, \quad \psi_{i, j}(x, y)=\left(x, s_{i}(x) \cdot y\right),
$$

is a homeomorphism. Consequently, the $F_{i, j}$ are locally compact. If $(x, y) \in \operatorname{Cut}(M)$, then $x \in A_{i}$ for some $i \in\{1,2, \ldots, k\}$. Since $s_{i}(x)^{-1}$ is an isometry, it holds that $s_{i}(x)^{-1} \cdot y \in \operatorname{Cut}_{p}(M)$. Hence, there is a $j \in\{1,2, \ldots, r\}$ with $s_{i}(x)^{-1} \cdot y \in B_{j}$ and therefore $(x, y) \in F_{i, j}$ by definition. This shows that

$$
\operatorname{Cut}(M) \subset \bigcup_{i=1}^{k} \bigcup_{j=1}^{r} F_{i, j}
$$

Moreover, by Lemma 5.3 we can find a continuous geodesic motion planner $F_{i, j} \rightarrow G M$ of $p$ for all $i$ and $j$. Thus, $\mathrm{GC}_{M}(\operatorname{Cut}(M)) \leq k r$, which shows the claim.

The previous upper bound has a particularly strong consequence for connected Lie groups.

Corollary 5.5 Let $G$ be a connected Lie group equipped with a left-invariant Riemannian metric and let $e \in G$ denote the unit element. Then

$$
\operatorname{GC}(G) \leq \operatorname{GC}_{e}\left(\operatorname{Cut}_{e}(G)\right)+1 .
$$

Proof This is an immediate consequence of Theorem 5.4. Since $\mathrm{ev}_{e}: \operatorname{Isom}(G) \rightarrow G$ admits a continuous section- see Example 5.2 -it follows that $\operatorname{secat}\left(\mathrm{ev}_{e}\right)=1$.

Sectional categories of fibrations are in general hard to compute. A common way of estimating their values from above is by the Lusternik-Schnirelmann categories of their base spaces using [39, Theorem 18]. In our situation, this leads to the following estimate:

Corollary 5.6 Let $(M, g)$ be a homogeneous Riemannian manifold and let $p \in M$. Then

$$
\mathrm{GC}(M) \leq \operatorname{cat}(M) \cdot \mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right)+1 .
$$

Proof This is an immediate consequence of Theorem 5.4 and the fact that every fibration $p: E \rightarrow B$ satisfies secat $(p) \leq \operatorname{cat}(B)$ by [39, Theorem 18].

We want to further estimate geodesic complexity from above by finding upper bounds for subspace geodesic complexities of cut loci. When $\operatorname{Cut}_{p}(M)$ admits a stratification, we can compare $\mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right)$ to the subspace geodesic complexities of its strata.

Proposition 5.7 Let $(M, g)$ be a complete Riemannian manifold, let $p \in M$ and assume that $\operatorname{Cut}_{p}(M)$ has a stratification $\left(S_{1}, \ldots, S_{k}\right)$ of depth $k$. Then

$$
\mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right) \leq \sum_{i=1}^{k} \max _{Z_{i} \in \pi_{0}\left(S_{i}\right)} \mathrm{GC}_{p}\left(Z_{i}\right)
$$

where $\pi_{0}(X)$ denotes the set of connected components of a space $X$.

Proof Since $\operatorname{Cut}_{p}(M)=S_{1} \cup \cdots \cup S_{k}$, it follows from Remark 2.2(3) that

$$
\mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right) \leq \sum_{i=1}^{k} \mathrm{GC}_{p}\left(S_{i}\right)
$$

Now fix $i \in\{1,2, \ldots, k\}$ and let $Z_{1}, \ldots, Z_{r}$ be the connected components of $S_{i}$. Put

$$
s_{i}:=\max _{j \in\{1,2, \ldots, r\}} \mathrm{GC}_{p}\left(Z_{j}\right)
$$

For each $j \in\{1,2, \ldots, r\}$, let $A_{1}^{j}, \ldots, A_{s_{i}}^{j} \subset Z_{j}$ be pairwise disjoint and locally compact, such that, for each $j \in\{1,2, \ldots, r\}$ and $l \in\left\{1,2, \ldots, s_{i}\right\}$, either $A_{l}^{j}=\varnothing$ or there exists a continuous geodesic motion planner $\sigma_{j, l}:\{p\} \times A_{l}^{j} \rightarrow G M$. Put $A_{l}:=\bigcup_{j=1}^{r} A_{l}^{j}$ for each $l \in\left\{1,2, \ldots, s_{i}\right\}$. Then the $A_{l}$ are pairwise disjoint and locally compact with $S_{i}=\bigcup_{l=1}^{s_{i}} A_{l}$. Moreover, since, by definition of a stratification, $Z_{i} \cap \bar{Z}_{j}=\varnothing$ for all $i \neq j$, the maps

$$
\sigma_{l}:\{p\} \times A_{l} \rightarrow G M, \quad \sigma_{l}(p, x)=\sigma_{j, l}(p, x) \quad \text { for all } x \in A_{l}^{j}, j \in\{1,2, \ldots, r\}
$$

are well-defined continuous geodesic motion planners. This shows $\mathrm{GC}_{p}\left(S_{i}\right) \leq s_{i}$ for each $i \in\{1,2, \ldots, k\}$, which implies the claim.

Corollary 5.8 Let $(M, g)$ be a homogeneous Riemannian manifold, let $p \in M$ and assume that $\operatorname{Cut}_{p}(M)$ has a stratification $\left(S_{1}, \ldots, S_{k}\right)$ of depth $k$. Then

$$
\mathrm{GC}(M) \leq \operatorname{secat}\left(\mathrm{ev}_{p}: \operatorname{Isom}(M) \rightarrow M\right) \cdot \sum_{i=1}^{k} \max _{Z_{i} \in \pi_{0}\left(S_{i}\right)} \mathrm{GC}_{p}\left(Z_{i}\right)+1
$$

Proof This follows from Theorem 5.4 and Proposition 5.7.

## 6 Trivially covered stratifications

Recio-Mitter [34] considered total cut loci with stratifications whose strata are finitely covered by the path fibration. As a part of [34, Corollary 3.14], he showed that, if such a stratification is inconsistent and trivially covered, this knowledge about the total cut locus suffices to compute the geodesic complexity of the space.

In this section, we will revisit the notion of trivially covered stratifications in the setting of Riemannian manifolds, but, in contrast to [34], we will put a covering condition on the cut locus of a single point instead of the total cut locus. We will then derive an upper bound for the numbers $\mathrm{GC}_{p}(M)$ that we have studied in the previous section. From this estimate we will derive an upper bound for the geodesic complexity of homogeneous Riemannian manifolds for which the cut locus of a point admits a trivially covered stratification.

Definition 6.1 Let $M$ be a complete Riemannian manifold, let $p \in M$ and let $\mathcal{S}=$ $\left(S_{1}, \ldots, S_{N}\right)$ be a stratification of $\operatorname{Cut}_{p}(M)$. We call $\mathcal{S}$ trivially covered if, for all $k \in\{1,2, \ldots, N\}$ and for all connected components $Z$ of $S_{k}$, the restriction

$$
\exp _{p} \mid \widetilde{\operatorname{Cut}}_{p}(M) \cap \exp _{p}^{-1}(Z):{\widetilde{\operatorname{Cut}_{p}}(M) \cap \exp _{p}^{-1}(Z) \rightarrow Z}
$$

is a trivial covering. Here, a trivial covering is understood to be a covering $q: X \rightarrow Y$ for which there is a discrete set $D$ and a homeomorphism $f: X \rightarrow Y \times D$ such that $q=\operatorname{pr} \circ f$, where $\mathrm{pr}: Y \times D \rightarrow Y$ is the projection onto the first factor.

Theorem 6.2 Let $M$ be a complete Riemannian manifold, let $p \in M$ and assume that $\operatorname{Cut}_{p}(M)$ admits a trivially covered stratification of depth $N \in \mathbb{N}$. Then

$$
\mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right) \leq N
$$

Proof Let $\mathcal{S}=\left(S_{1}, \ldots, S_{N}\right)$ be a trivially covered stratification of $\operatorname{Cut}_{p}(M)$. We want to show that $\{p\} \times S_{k}$ admits a continuous geodesic motion planner for each $k \in\{1,2, \ldots, N\}$. For a fixed $k \in\{1,2, \ldots, N\}$, let $Z_{1}, \ldots, Z_{r}$ be the connected
components of $S_{k}$ for suitable $r \in \mathbb{N}$. For $i \in\{1,2, \ldots, r\}$, let $B_{i}$ be an arbitrary sheet of the trivial covering

$$
\exp _{p} \mid{\widetilde{\operatorname{Cut}_{p}(M) \cap \exp _{p}^{-1}\left(Z_{i}\right)}}:{\widetilde{\operatorname{Cut}_{p}}}_{p}(M) \cap \exp _{p}^{-1}\left(Z_{i}\right) \rightarrow Z_{i}
$$

Then $\left.\exp _{p}\right|_{B_{i}}: B_{i} \rightarrow Z_{i}$ is a homeomorphism. With $\varphi_{i}:=\left(\left.\exp _{p}\right|_{B_{i}}\right)^{-1}: Z_{i} \rightarrow B_{i}$, one checks without difficulties that

$$
s_{i}:\{p\} \times Z_{i} \rightarrow G M, \quad\left(s_{i}(p, q)\right)(t)=\exp _{p}\left(t \varphi_{i}^{-1}(q)\right)
$$

is a continuous geodesic motion planner and thus $\mathrm{GC}_{p}\left(Z_{i}\right)=1$. Since $k \in\{1,2, \ldots, N\}$ was chosen arbitrarily, the claim follows from Proposition 5.7.

With the additional hypotheses that $M$ is compact and that the stratification in Theorem 6.2 is inconsistent, one can derive an equality from Theorem 6.2. The following result is analogous to the corresponding part of [34, Corollary 3.14]:

Corollary 6.3 Let $M$ be a closed Riemannian manifold, let $p \in M$ and assume that $\operatorname{Cut}_{p}(M)$ admits a trivially covered inconsistent stratification of depth $N \in \mathbb{N}$. Then $\mathrm{GC}_{p}(M)=N+1$.

Proof By restricting the motion planner from Remark 2.7(2), one obtains a continuous geodesic motion planner on $\{p\} \times\left(M \backslash \operatorname{Cut}_{p}(M)\right)$. It follows from Theorem 6.2 that

$$
\mathrm{GC}_{p}(M) \leq \mathrm{GC}_{p}\left(\operatorname{Cut}_{p}(M)\right)+1 \leq N+1
$$

But, by Theorem 4.8 , it also holds that $\mathrm{GC}_{p}(M) \geq N+1$, which proves the equality. $\square$
Corollary 6.4 Let $G$ be a compact connected Lie group equipped with a left-invariant Riemannian metric and let $e \in G$ denote the unit element. If $\mathrm{Cut}_{e}(G)$ admits a trivially covered inconsistent stratification of depth $N$, then

$$
\mathrm{GC}(G)=N+1 .
$$

Proof Combining Theorem 6.2 with Corollary 5.5 yields

$$
\mathrm{GC}(G) \leq \mathrm{GC}_{e}\left(\operatorname{Cut}_{e}(G)\right)+1 \leq N+1
$$

But, by Theorem 4.8, $\mathrm{GC}(G) \geq N+1$ as well, so the claim follows.

## 7 Examples: flat tori and Berger spheres

We want to use the results of Sections 5 and 6 to compute the geodesic complexities of two classes of examples: two-dimensional flat tori and three-dimensional Berger spheres.

The cut loci of points in such spaces are well understood and admit stratifications of a well-behaved kind.

### 7.1 Geodesic complexity of flat tori

Recio-Mitter has computed the geodesic complexity of a standard flat $n$-dimensional torus in [34, Theorem 4.4]. More precisely, he has shown that the standard flat metric $g_{f}$ on the $n$-torus $T^{n}$ satisfies $\mathrm{GC}\left(T^{n}, g_{f}\right)=n+1$ for each $n \in \mathbb{N}$.

In the course of this subsection, we will extend the two-dimensional case of RecioMitter's result to arbitrary flat metrics on two-dimensional tori. The cut loci of such metrics are well understood.

Before we do so, we will reobtain Recio-Mitter's computation for standard flat tori using the methods of this article. This example is particularly instructive and illustrates the use of inconsistent stratifications. Moreover, in contrast to [34, Theorem 4.4], we only need to consider the cut locus of a single point, while in the proof of [34, Theorem 4.4] a stratification of $T^{n} \times T^{n}$ is required and the structure of the space of geodesic paths in $T^{n}$ needs to be examined.

Example 7.1 Let $n \in \mathbb{N}$ and consider the $n$-torus $T^{n}$ with the standard flat metric $g_{f}$, ie the quotient metric induced by the standard metric on $\mathbb{R}^{n}$ and by identifying $T^{n}=$ $\mathbb{R}^{n} /(2 \mathbb{Z})^{n}$. Equivalently, $T^{n}$ is obtained from $\mathbb{R}^{n}$ by collapsing the lattice defined by an arbitrary family of $n$ pairwise orthogonal vectors of length two. Let $\pi: \mathbb{R}^{n} \rightarrow T^{n}$ be the projection and put $o:=\pi(0)$ and $M:=\left(T^{n}, g_{f}\right)$. We identify $\mathbb{R}^{n}$ with $T_{o} M$ in the obvious way.

Note that $T^{n}$ is isometric to the Riemannian product $(\mathbb{R} /(2 \mathbb{Z}))^{n}$. For $N:=\mathbb{R} /(2 \mathbb{Z})$ let $\operatorname{pr}: \mathbb{R} \rightarrow N$ be the obvious Riemannian covering and put $p_{0}:=\operatorname{pr}(0) \in N$. Then $\operatorname{Cut}_{p_{0}}(N)=\{\operatorname{pr}(1)\}$ and the tangent cut locus is given by

$$
\widetilde{\operatorname{Cut}}_{p_{0}}(N)=\{-1,1\}
$$

under the identification $T_{p_{0}} N \cong \mathbb{R}$.
Given the Riemannian product of two Riemannian manifolds $\left(M_{1}, g_{1}\right)$ and $\left(M_{2}, g_{2}\right)$, the cut locus of a point $\left(p_{1}, p_{2}\right) \in M_{1} \times M_{2}$ is easily seen to be

$$
\operatorname{Cut}_{\left(p_{1}, p_{2}\right)}\left(M_{1} \times M_{2}\right)=\left(\operatorname{Cut}_{p_{1}}\left(M_{1}\right) \times M_{2}\right) \cup\left(M_{1} \times \operatorname{Cut}_{p_{2}}\left(M_{2}\right)\right) ;
$$

see [7, page 328]. For $i \in\{1,2\}$, let $K_{i}$ be the union of the injectivity domain in $T_{p_{i}} M_{i}$ with the tangent cut locus $\widetilde{\mathrm{Cut}}_{p_{i}}\left(M_{i}\right)$. Similar to the cut locus, the tangent cut locus of
$\left(p_{1}, p_{2}\right)$ is given by

$$
\widetilde{\operatorname{Cut}}_{\left(p_{1}, p_{2}\right)}\left(M_{1} \times M_{2}\right)=\left(\widetilde{\operatorname{Cut}}_{p_{1}}\left(M_{1}\right) \times K_{2}\right) \cup\left(K_{1} \times \widetilde{\operatorname{Cut}}_{p_{2}}\left(M_{2}\right)\right)
$$

under the identification $T_{\left(p_{1}, p_{2}\right)}\left(M_{1} \times M_{2}\right) \cong T_{p_{1}} M_{1} \times T_{p_{2}} M_{2}$. For products of finitely many manifolds, one iteratively derives analogous results for cut loci and tangent cut loci.

We conclude that, if $I^{n}:=[-1,1]^{n}$, then the tangent cut locus of $o$ in $M=\left(T^{n}, g_{f}\right)$ is

$$
\widetilde{\operatorname{Cut}}_{o}(M)=\partial I^{n}
$$

See also [19, page 107] for the case $n=2$. The boundary $\partial I^{n}$ admits a stratification $\partial I^{n}=\bigcup_{k=1}^{n} \mathcal{A}_{k}$ of depth $n$, given as follows: For each $k \in\{1,2, \ldots, n\}$, we put

$$
J_{k}:=\left\{\left(i_{1}, \ldots, i_{k}\right) \in \mathbb{N}^{k} \mid 1 \leq i_{1}<\cdots<i_{k} \leq n\right\}
$$

Then each $\mathcal{A}_{k}$ is given as the disjoint union $\mathcal{A}_{k}=\bigcup_{\left(i_{1}, \ldots, i_{k}\right) \in J_{k}} A_{i_{1}, \ldots, i_{k}}$, where $A_{i_{1}, \ldots, i_{k}}:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in I^{n}:\left|x_{l}\right|=1\right.$ if $l \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\},\left|x_{l}\right|<1$ if $\left.l \notin\left\{i_{1}, \ldots, i_{k}\right\}\right\}$. For $\left(i_{1}, \ldots, i_{k}\right) \in J_{k}$ and $j_{1}, \ldots, j_{k} \in\{-1,1\}$, we put
$A_{i_{1}, \ldots, i_{k}, j_{1}, \ldots, j_{k}}$

$$
=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{i_{1}}=j_{1}, \ldots, x_{i_{k}}=j_{k},\left|x_{l}\right|<1 \text { if } l \notin\left\{i_{1}, \ldots, i_{k}\right\}\right\}
$$

Then the sets $A_{i_{1}, \ldots, i_{k}, j_{1}, \ldots, j_{k}}$, where $j_{1}, \ldots, j_{k} \in\{-1,1\}$, are precisely the connected components of $A_{i_{1}, \ldots, i_{k}}$.

Put $\mathcal{B}_{k}:=\exp _{o}\left(\mathcal{A}_{k}\right)$. We claim that $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}\right)$ is a trivially covered stratification of $\operatorname{Cut}_{o}(M)$. One checks that the connected components of each of the $\mathcal{B}_{k}$ are precisely the sets

$$
B_{i_{1}, \ldots, i_{k}}:=\exp _{o}\left(A_{i_{1}, \ldots, i_{k}}\right) \quad \text { for }\left(i_{1}, \ldots, i_{k}\right) \in J_{k}
$$

Moreover, for all $\left(i_{1}, \ldots, i_{k}\right) \in J_{k}$ and all $j_{1}, \ldots, j_{k} \in\{-1,1\}$, the restriction

$$
\exp _{o}{\mid A_{i_{1}, \ldots, i_{k}, j_{1}, \ldots, j_{k}}: A_{i_{1}, \ldots, i_{k}, j_{1}, \ldots, j_{k}} \rightarrow B_{i_{1}, \ldots, i_{k}}}
$$

is a homeomorphism. From the explicit description of the $A_{i_{1}, \ldots, i_{k}}$, one derives that $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}\right)$ is a stratification. It further follows from the above observations that

$$
\left.\exp _{o}\right|_{A_{i_{1}}, \ldots, i_{k}}: A_{i_{1}, \ldots, i_{k}} \rightarrow B_{i_{1}, \ldots, i_{k}}
$$

is a trivial covering map for all $\left(i_{1}, \ldots, i_{k}\right) \in J_{k}$. Since $k \in\{1,2, \ldots, n\}$ was chosen arbitrarily, this shows that $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}\right)$ is trivially covered.

We now want to prove that $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}\right)$ is indeed an inconsistent stratification of $\operatorname{Cut}_{o}(M)$. For this purpose, let $k \in\{2,3, \ldots, n\},\left(i_{1}, \ldots, i_{k}\right) \in J_{k}$ and $x \in B_{i_{1}, \ldots, i_{k}}$. We assume without loss of generality that $\left(i_{1}, i_{2}, \ldots, i_{k}\right)=(1,2, \ldots, k)$. Then there are $y_{1}, \ldots, y_{n-k} \in(-1,1)$ such that

$$
x=\exp _{o}\left(1,1, \ldots, 1, y_{1}, \ldots, y_{n-k}\right) .
$$

It further holds that

$$
\begin{equation*}
\exp _{K}^{-1}(\{x\})=\left\{\left(j_{1}, \ldots, j_{k}, y_{1}, \ldots, y_{n-k}\right) \in T_{o} M \mid j_{1}, \ldots, j_{k} \in\{-1,1\}\right\}, \tag{7-1}
\end{equation*}
$$

where $K:=I^{n}$ and $\exp _{K}:=\left.\exp _{o}\right|_{K}: K \rightarrow M$, which is a special case of the map defined in (4-1). Let $i \in\{1,2, \ldots, k\}$ and let $\widehat{B}_{i}:=B_{1, \ldots, i-1, i+1, \ldots, k} \subset \mathcal{B}_{k-1}$. Given $\varepsilon>0$, put

$$
U_{\varepsilon}:=\exp _{o}\left((1-\varepsilon, 1+\varepsilon)^{k} \times \prod_{j=1}^{n-k}\left(y_{j}-\varepsilon, y_{j}+\varepsilon\right)\right) \subset M
$$

Then $U_{\varepsilon}$ is an open neighborhood of $x$ and, for sufficiently small $\varepsilon>0$, it holds that $\widehat{B}_{i} \cap U_{\varepsilon}$ has two components $C_{i}^{+}$and $C_{i}^{-}$. With $I_{+}:=(1-\varepsilon, 1)$ and $I_{-}:=(-1,-1+\varepsilon)$, we put, for all $j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{k} \in\{-1,1\}$, $A_{j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{k}}^{ \pm}$

$$
:=\left\{\left(j_{1}, \ldots, j_{i-1}, t, j_{i+1}, \ldots, j_{k}, q\right) \mid t \in I_{ \pm}, q \in \prod_{l=1}^{n-k}\left(y_{l}-\varepsilon, y_{l}+\varepsilon\right)\right\} .
$$

The two components $C_{i}^{+}$and $C_{i}^{-}$then satisfy

$$
\exp _{K}^{-1}\left(C_{i}^{ \pm}\right)=\bigcup_{j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{k} \in\{-1,1\}} A_{j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{k}}^{ \pm} .
$$

Combining this observation with (7-1) yields
$\widetilde{\operatorname{Cut}}_{o}(M) \cap \exp _{o}^{-1}(\{x\}) \cap \overline{\exp _{K}^{-1}\left(C_{i}^{ \pm}\right)}$
$=\left\{\left(j_{1}, \ldots, j_{i-1}, \pm 1, j_{i+1}, \ldots, j_{k}, y_{1}, \ldots, y_{n-k}\right) \mid j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{k} \in\{-1,1\}\right\}$,
In particular, $\exp _{o}^{-1}(\{x\}) \cap \exp _{K}^{-1}\left(C_{i}^{+}\right) \cap \exp _{K}^{-1}\left(C_{i}^{-}\right)=\varnothing$, implying that $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}\right)$ satisfies the inconsistency condition at $x$. Since $x \in \operatorname{Cut}_{o}(M)$ was chosen arbitrarily, this shows that $\left(\mathcal{B}_{1}, \ldots, \mathcal{B}_{n}\right)$ is inconsistent. Note that in general $\mathcal{B}_{k-1} \cap U_{\varepsilon}$ has more connected components than $C_{i}^{+}$and $C_{i}^{-}$, but considering these two components is sufficient for proving the inconsistency condition.

Since $T^{n}$ is a Lie group and $g_{f}$ is left-invariant, it follows from Corollary 6.4 that

$$
\operatorname{GC}\left(T^{n}, g_{f}\right)=n+1 .
$$

Next we will compute the geodesic complexity of arbitrary two-dimensional flat tori. The reader should note that, in general, the geodesic complexity of $\left(T^{2}, g\right)$ will vary with the metric $g$; see Example 2.3(2). For arbitrary flat tori of higher dimensions, the cut loci of points are not as well understood as in the two-dimensional case. While it might be possible to extend our result to flat tori of higher dimensions, we are not aware of any systematic study of cut loci of flat higher-dimensional tori in the literature.

For $p, q \in \mathbb{R}^{2}$, we let $[p, q]=\left\{(1-t) p+t q \in \mathbb{R}^{2} \mid t \in[0,1]\right\}$ denote the line segment from $p$ to $q$.

Theorem 7.2 Let $g$ be an arbitrary flat metric on $T^{2}$. Then $\mathrm{GC}\left(T^{2}, g\right)=3$.

Proof By elementary Riemannian geometry, $\left(T^{2}, g\right)$ is isometric to $T^{2}$ with a quotient metric induced by the standard metric on $\mathbb{R}^{2}$ and a projection $\pi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} / \Gamma=T^{2}$, where $\Gamma \subset \mathbb{R}^{2}$ is a lattice. We thus assume that $g$ itself is such a quotient metric. Put $o:=\pi(0,0)$. We are going to describe $\widetilde{\mathrm{Cut}}_{o}\left(T^{2}\right)$, following [19, page 108]. The case that $\Gamma$ is generated by two orthogonal vectors is covered in Example 7.1, so we assume in the following that $\Gamma$ is generated by two vectors $a_{1}, a_{2} \in \mathbb{R}^{2}$ such that the angle between $a_{1}$ and $a_{2}$ is acute.

If we identify $T_{o} M$ with $\mathbb{R}^{2}$, then $\widetilde{\mathrm{Cut}}_{o}(M)$ is given by a hexagon whose construction we will describe next. Consider the perpendicular bisectors of the line segments

$$
\left[0, a_{1}\right], \quad\left[0, a_{2}\right], \quad\left[0,-a_{1}\right], \quad\left[0,-a_{2}\right], \quad\left[0, a_{1}-a_{2}\right], \quad\left[0, a_{2}-a_{1}\right] .
$$

These perpendicular bisectors enclose a hexagon in $\mathbb{R}^{2}$; see Figure 1. The tangent cut locus $\widetilde{\mathrm{Cut}}_{o}(M)$ consists of the boundary curve of the hexagon, while the domain of injectivity of $\exp _{o}$ is given by the interior of the hexagon. Let the segments and the corner points of the hexagon be labeled as in Figure 1. Then there are $p, q \in M$ with $p \neq q$ such that $p=\exp _{o}\left(p_{1}\right)=\exp _{o}\left(p_{2}\right)=\exp _{o}\left(p_{3}\right)$ and $q=\exp _{o}\left(q_{1}\right)=$ $\exp _{o}\left(q_{2}\right)=\exp _{o}\left(q_{3}\right)$.

For $x, y \in \mathbb{R}^{2}$ we put $\llbracket x, y \rrbracket:=[x, y] \backslash\{x, y\}$. With $p$ and $q$ as above, the set $\operatorname{Cut}_{o}(M) \backslash\{p, q\}$ has three connected components

$$
\begin{aligned}
& A_{1}:=\exp _{o}\left(\llbracket p_{1}, q_{1} \rrbracket\right)=\exp _{o}\left(\llbracket q_{2}, p_{3} \rrbracket\right), \\
& A_{2}:=\exp _{o}\left(\llbracket q_{1}, p_{2} \rrbracket\right)=\exp _{o}\left(\llbracket p_{3}, q_{3} \rrbracket\right), \\
& A_{3}:=\exp _{o}\left(\llbracket p_{2}, q_{2} \rrbracket\right)=\exp _{o}\left(\llbracket q_{3}, p_{1} \rrbracket\right) .
\end{aligned}
$$



Figure 1: Tangent cut loci of flat two-dimensional tori.

More precisely, $\exp _{o}$ maps both $\llbracket p_{1}, q_{1} \rrbracket$ and $\llbracket q_{2}, p_{3} \rrbracket$ homeomorphically onto $A_{1}$, both $\llbracket q_{1}, p_{2} \rrbracket$ and $\llbracket p_{3}, q_{3} \rrbracket$ homeomorphically onto $A_{2}$, and both $\llbracket p_{2}, q_{2} \rrbracket$ and $\llbracket q_{3}, p_{1} \rrbracket$ homeomorphically onto $A_{3}$.

Let $S_{2}:=\{p, q\}$ and $S_{1}:=A_{1} \cup A_{2} \cup A_{3}$. By construction, $\left(S_{1}, S_{2}\right)$ is a trivially covered stratification of $\operatorname{Cut}_{o}\left(T_{2}, g\right)$. We want to show that $\left(S_{1}, S_{2}\right)$ is inconsistent as well. Let $K \subset T_{o} T^{2}$ denote the union of ${\widetilde{\operatorname{Cut}_{o}}}_{o}\left(T^{2}, g\right)$ with the domain of injectivity of $\exp _{o}$ and let $\exp _{K}: K \rightarrow T^{2}$ be the restriction of $\exp _{o}$ to $K$. This is again a special case of the map defined in (4-1). Let $U \subset T^{2}$ be an open neighborhood of $p$ and put $Z_{i}:=A_{i} \cap U$ for all $i \in\{1,2,3\}$. If $U$ is chosen sufficiently small, then, by the above description of $\widetilde{\operatorname{Cut}_{o}}\left(T^{2}, g\right)$, there are $x_{1} \in \llbracket p_{1}, q_{1} \rrbracket$ and $x_{1}^{\prime} \in \llbracket q_{2}, p_{3} \rrbracket$ such that

$$
\exp _{K}^{-1}\left(Z_{1}\right)=\llbracket x_{1}^{\prime}, p_{3} \rrbracket \cup \llbracket p_{1}, x_{1} \rrbracket
$$

Analogously, one shows that there are

$$
x_{2} \in \llbracket q_{1}, p_{2} \rrbracket, \quad x_{2}^{\prime} \in \llbracket p_{3}, q_{3} \rrbracket, \quad x_{3} \in \llbracket p_{2}, q_{2} \rrbracket \quad \text { and } \quad x_{3}^{\prime} \in \llbracket q_{3}, p_{1} \rrbracket
$$

such that

$$
\exp _{K}^{-1}\left(Z_{2}\right)=\llbracket x_{2}, p_{2} \rrbracket \cup \llbracket p_{3}, x_{2}^{\prime} \rrbracket, \quad \exp _{K}^{-1}\left(Z_{3}\right)=\llbracket x_{3}^{\prime}, p_{1} \rrbracket \cup \llbracket p_{2}, x_{3} \rrbracket
$$

Since $\exp _{K}^{-1}(\{p\})=\left\{p_{1}, p_{2}, p_{3}\right\}$, this shows that

$$
\begin{aligned}
& \exp _{K}^{-1}(\{p\}) \cap \overline{\exp _{K}^{-1}\left(Z_{1}\right)}=\left\{p_{2}, p_{3}\right\}, \\
& \exp _{K}^{-1}(\{p\}) \cap \overline{\exp _{K}^{-1}\left(Z_{2}\right)}=\left\{p_{1}, p_{3}\right\}, \\
& \exp _{K}^{-1}(\{p\}) \cap \overline{\exp _{K}^{-1}\left(Z_{3}\right)}=\left\{p_{1}, p_{2}\right\}
\end{aligned}
$$

Consequently,

$$
\widetilde{\operatorname{Cut}}_{o}\left(T^{2}\right) \cap \exp _{o}^{-1}(\{p\}) \cap \bigcap_{i=1}^{3} \overline{\exp _{K}^{-1}\left(Z_{i}\right)}=\varnothing,
$$

which shows that ( $S_{1}, S_{2}$ ) satisfies the inconsistency condition at $p$. In complete analogy, one shows that the condition is satisfied at $q$ as well, implying that ( $S_{1}, S_{2}$ ) is inconsistent. Since $g$ is, by construction, left-invariant, it follows from Corollary 6.4 that $\mathrm{GC}\left(T^{2}, g\right)=3$.

### 7.2 Geodesic complexity of Berger spheres

In this subsection we consider a class of homogeneous Riemannian manifolds whose geodesic complexity can be computed explicitly without making use of the upper and lower bounds we previously studied. In [1], M Berger has constructed a one-parameter family of homogeneous metrics $g_{\alpha}$ for $0<\alpha \leq \frac{\pi}{2}$ on the three-dimensional sphere $S^{3}$, whose cut loci have been described by Sakai [38].

In the following, we will first recall a particularly interesting class of homogeneous Riemannian manifolds, namely naturally reductive spaces. Berger spheres are special cases of them and we will outline the construction of Berger's metrics following [38].

Given a Lie group $G$, we always let $e \in G$ denote its unit element. Let $\mathfrak{g}$ denote the Lie algebra of $G$ and assume that $H$ is a closed subgroup of $G$. Then the Lie algebra $\mathfrak{h}$ of the Lie group $H$ is a Lie subalgebra of $\mathfrak{g}$. If there is an $\operatorname{Ad}_{H}-$ invariant subspace $\mathfrak{m}$ of the Lie algebra $\mathfrak{g}$ which is complementary to $\mathfrak{h}$ then there is a bijective correspondence between $\operatorname{Ad}_{H}$-invariant inner products on $\mathfrak{m}$ and $G$-invariant metrics on the homogeneous space $G / H$. See [31, Proposition 11.22(2)] for details.

Definition 7.3 [31, page 317] Let $G$ be a Lie group with a closed subgroup $H$. Let $\mathfrak{g}$ be the Lie algebra of $G$ and $\mathfrak{h}$ be the Lie algebra of $H$. Assume that there is a subspace $\mathfrak{m} \subset \mathfrak{g}$ which is complementary to $\mathfrak{h}$ and such that $\operatorname{Ad}_{H}(\mathfrak{m}) \subset \mathfrak{m}$, where $\operatorname{Ad}_{H}$ denotes the adjoint representation of $H$. Suppose there is an $\operatorname{Ad}_{H}$-invariant inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{m}$ such that

$$
\left\langle[X, Y]_{\mathfrak{m}}, Z\right\rangle=\left\langle X,[Y, Z]_{\mathfrak{m}}\right\rangle
$$

for all $X, Y, Z \in \mathfrak{m}$, where the subscript $\mathfrak{m}$ of an element of $\mathfrak{g}$ denotes its projection onto $\mathfrak{m}$. Then $G / H$ together with the $G$-invariant Riemannian metric corresponding to this inner product is called a naturally reductive space.

Example 7.4 All symmetric spaces are examples of naturally reductive spaces as discussed in [31, page 317]. The real Stiefel manifolds $V_{k}\left(\mathbb{R}^{n}\right)$ for $n \geq 4$ and $2 \leq k \leq$ $n-2$ are examples of naturally reductive spaces which are not symmetric spaces; see [18, page 748].

For our purposes, the crucial property of naturally reductive spaces is the observation made in the following proposition. We refer to [31, Proposition 11.25] for its proof.

Proposition 7.5 Let $G$ be a Lie group and $H \subset G$ be a closed subgroup. If $M=G / H$ is a naturally reductive space and $\pi: G \rightarrow M$ is the projection, then the geodesics starting at $o=\pi(e)$ are precisely the curves of the form $\gamma(t)=\pi(\exp (t \xi))$ for $\xi \in \mathfrak{m}$, where $\exp : \mathfrak{g} \rightarrow G$ is the Lie group exponential of $G$.

We proceed by constructing Berger spheres as naturally reductive spaces following the exposition of [38]. Let $G=S U(2) \times \mathbb{R}$ and let $\mathfrak{g}=\mathfrak{s u}(2) \oplus \mathbb{R}$ be its Lie algebra. We consider the $\operatorname{Ad}_{G}$-invariant inner product on $\mathfrak{g}$ given by

$$
\langle(A, x),(B, y)\rangle=-\frac{1}{2} \operatorname{Tr}(A B)+x y \quad \text { for all }(A, x),(B, y) \in \mathfrak{g} .
$$

For $\alpha \in\left(0, \frac{\pi}{2}\right]$, we define a linear subspace of $\mathfrak{g}$ as

$$
\mathfrak{h}_{\alpha}=\left\{\left.\left(\left(\begin{array}{cc}
i l \cos \alpha & 0 \\
0 & -i l \cos \alpha
\end{array}\right), l \sin \alpha\right) \in \mathfrak{g} \right\rvert\, l \in \mathbb{R}\right\} .
$$

Consider the closed subgroup $H_{\alpha} \subset G, H_{\alpha}=\exp \left(\mathfrak{h}_{\alpha}\right)$, where exp again denotes the Lie group exponential of $G$. Explicitly, $H_{\alpha}$ is given as

$$
H_{\alpha}=\left\{\left.\left(\left(\begin{array}{cc}
e^{i l \cos \alpha} & 0 \\
0 & e^{-i l \cos \alpha}
\end{array}\right), l \sin \alpha\right) \right\rvert\, l \in \mathbb{R}\right\}
$$

One checks that $G / H_{\alpha}$ is diffeomorphic to $S^{3}$. The orthogonal complement to $\mathfrak{h}_{\alpha}$ in $\mathfrak{g}$ with respect to $\langle\cdot, \cdot\rangle$ is the space

$$
\mathfrak{m}_{\alpha}=\left\{\left.\left(\left(\begin{array}{rr}
i r \sin \alpha & a+i b \\
-a+i b & -i r \sin \alpha
\end{array}\right),-r \cos \alpha\right) \in \mathfrak{g} \right\rvert\, a, b, r \in \mathbb{R}\right\}
$$

A direct computation shows that $\mathfrak{m}_{\alpha}$ is $\mathrm{Ad}_{H_{\alpha}}$-invariant. The restriction of the inner product $\langle\cdot, \cdot\rangle$ to $\mathfrak{m}_{\alpha} \times \mathfrak{m}_{\alpha}$ defines an $\mathrm{Ad}_{H_{\alpha}}$-invariant inner product on $\mathfrak{m}_{\alpha}$. We equip the homogeneous space $G / H_{\alpha}$ with the $G$-invariant metric that is defined by this inner product and the abovementioned correspondence between $G$-invariant Riemannian metrics on $G / H_{\alpha}$ and $\mathrm{Ad}_{H_{\alpha}}$-invariant inner products on $\mathfrak{m}_{\alpha}$.

Since $\mathfrak{m}_{\alpha} \perp \mathfrak{h}_{\alpha}$ by construction, the space $M_{\alpha}=G / H_{\alpha}$ equipped with the described homogeneous metric is a naturally reductive space; see [18, Proposition 23.29]. Thus, by Proposition 7.5, the geodesics in $M_{\alpha}$ emanating from $o$ are precisely the images of the one-parameter groups in $G$ under $\pi$ of elements of $\mathfrak{m}_{\alpha}$. For $\alpha=\frac{\pi}{2}$, one further observes that $G / H_{\alpha}$ is isometric to the round sphere $S^{3}$ of sectional curvature one; see [28, page 77].

The following observation gives us a strong upper bound on $\mathrm{GC}\left(M_{\alpha}\right)$. We refer to [28, Section 3] for its proof.

Proposition 7.6 For each $\alpha \in\left(0, \frac{\pi}{2}\right)$ the Berger sphere $M_{\alpha}$ is isometric to $\mathrm{SU}(2)$ equipped with a left-invariant metric.

Combining Proposition 7.6 with Corollary 5.5 yields

$$
\begin{equation*}
\mathrm{GC}\left(M_{\alpha}\right) \leq \mathrm{GC}_{o}\left(\operatorname{Cut}_{o}\left(M_{\alpha}\right)\right)+1 \tag{7-2}
\end{equation*}
$$

where $o=\pi(1)$. To compute $\mathrm{GC}_{o}\left(\operatorname{Cut}_{o}\left(M_{\alpha}\right)\right)$, we will outline the results from [38] about the cut loci of $M_{\alpha}$. For $\alpha=\frac{\pi}{2}$, we already know that $\operatorname{GC}\left(M_{\pi / 2}\right)=2$; see Examples 2.3(1). Thus, in the following we fix $\alpha \in\left(0, \frac{\pi}{2}\right)$.

Let $S \subset \mathfrak{m}_{\alpha}$ denote the unit sphere in $\mathfrak{m}_{\alpha}$ with respect to the norm induced by $\langle\cdot, \cdot\rangle$ and let $D \pi_{e}: \mathfrak{g} \rightarrow T_{o} M_{\alpha}$ denote the differential of $\pi$ in the unit $e \in G$. Consider the isometric isomorphism of vector spaces

$$
\varphi:=\left.D \pi_{e}\right|_{\mathfrak{m}_{\alpha}}: \mathfrak{m}_{\alpha} \cong T_{o} M_{\alpha}
$$

Then $\varphi$ maps $S$ to the unit sphere in $T_{o} M_{\alpha}$. Let $\psi: T_{o} M_{\alpha} \rightarrow T_{o} M_{\alpha}$ be the radial homeomorphism which maps the unit sphere homeomorphically onto the tangent cut locus $\widetilde{\mathrm{Cut}}_{o}\left(M_{\alpha}\right)$ of $o$ in $M_{\alpha}$. Then the map $F: S \rightarrow{\widetilde{\mathrm{Cut}_{o}}}_{o}\left(M_{\alpha}\right), F:=\left.\psi \circ \varphi\right|_{S}$ is a homeomorphism. We consider $e_{1}, e_{2} \in \mathfrak{m}_{\alpha}$ given by

$$
e_{1}=\left(\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), 0\right), \quad e_{2}=\left(\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right), 0\right) .
$$

Let $U:=\operatorname{span}_{\mathbb{R}}\left(\left\{e_{1}, e_{2}\right\}\right)$ and let $r_{U}: \mathfrak{m}_{\alpha} \rightarrow \mathfrak{m}_{\alpha}$ denote the reflection through $U$. Let $\mathfrak{m}_{1}$ and $\mathfrak{m}_{2}$ denote the two components of $\mathfrak{m}_{\alpha} \backslash U$ and put $D_{i}:=S \cap \mathfrak{m}_{i}$ for $i \in\{1,2\}$. By the results of [38, page 151]:

- $\operatorname{Cut}_{o}\left(M_{\alpha}\right)=\left(\exp _{o} \circ F\right)(S)$.
- $\left.\exp _{o} \circ F\right|_{\bar{D}_{1}}$ and $\left.\exp _{o} \circ F\right|_{\bar{D}_{2}}$ are injective.
- $\left(\exp _{o} \circ F\right)(v)=\left(\exp _{o} \circ F\right)\left(r_{U}(v)\right)$ for all $v \in D_{1} \cup D_{2}$.

Hence, the map $\left.\exp _{o} \circ F\right|_{\bar{D}_{1}}$ is a bijective continuous map from a closed disk onto the cut locus $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$. Since the disk is compact and $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$ is a Hausdorff space, this shows that $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$ is homeomorphic to a closed disk. Moreover, $\left.\exp _{o} \circ F\right|_{\bar{D}_{i}}: \bar{D}_{i} \rightarrow$ $M_{\alpha}$ is an embedding of $\bar{D}_{i}$ onto $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$ for $i \in\{1,2\}$.

Theorem 7.7 For all $\alpha \in\left(0, \frac{\pi}{2}\right]$, it holds that $\mathrm{GC}\left(M_{\alpha}\right)=2$.
Proof For $\alpha=\frac{\pi}{2}$, ie the case of a round metric, this is observed in [34, Proposition 4.1], so we will only consider the case of $\alpha \in\left(0, \frac{\pi}{2}\right)$. In the notation from above, we put $E:=F\left(\bar{D}_{1}\right)$ and let $f: \operatorname{Cut}_{o}\left(M_{\alpha}\right) \rightarrow E, f:=\left(\left.\exp _{o} \circ F\right|_{E}\right)^{-1}$. Define

$$
s:\{o\} \times \operatorname{Cut}_{o}\left(M_{\alpha}\right) \rightarrow G M_{\alpha}, \quad(s(o, q))(t)=\exp _{o}(t \cdot f(q)) \quad \text { for all } t \in[0,1] .
$$

By Proposition 7.5, the map $s$ is a continuous geodesic motion planner, which shows

$$
\mathrm{GC}_{o}\left(\operatorname{Cut}_{o}\left(M_{\alpha}\right)\right)=1
$$

and thus $\mathrm{GC}\left(M_{\alpha}\right) \leq 2$ by (7-2). Since $\mathrm{GC}\left(M_{\alpha}\right) \geq \mathrm{TC}\left(S^{3}\right)=2$, this shows the claim.

Remarks 7.8 (1) As Recio-Mitter has shown [34, Example 2.4], there exists a Riemannian metric $g_{m}$ on $S^{3}$ for which $\mathrm{GC}\left(S^{3}, g_{m}\right)=3$. This shows that also in the case of $S^{3}$, the value of GC depends on the chosen metric.
(2) The cut locus of a point in the Berger sphere $M_{\alpha}$ for $0<\alpha<\frac{\pi}{2}$ is a closed disk. It therefore seems tempting to determine the geodesic complexity of $M_{\alpha}$ via a stratification of this cut locus similarly to what we have done in previous sections. More precisely, an obvious stratification of a closed disk is given by taking one stratum as its interior and another stratum as its boundary. However, this is not an inconsistent stratification as in Definition 4.6 since we would then obtain $\mathrm{GC}\left(M_{\alpha}\right) \geq 3$, whereas we have shown that $\mathrm{GC}\left(M_{\alpha}\right)=2$.
(3) As this example is particularly instructive, we want to sketch briefly how to show directly that the stratification from the previous paragraph is not inconsistent. Let $K \subset T_{o} M_{\alpha}$ be the union of the injectivity domain with the tangent cut locus $\widetilde{\mathrm{Cut}_{o}}\left(M_{\alpha}\right)$. Using the same notation as in the exposition above, put

$$
S_{1}:=\left(\exp _{o} \circ F\right)\left(\grave{D}_{1}\right) \subset \operatorname{Cut}_{o}\left(M_{\alpha}\right) \quad \text { and } \quad S_{2}:=\left(\exp _{o} \circ F\right)\left(\partial D_{1}\right) \subset \operatorname{Cut}_{o}\left(M_{\alpha}\right) .
$$

Under the identification of $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$ and a closed disk, this is the decomposition from part (2) of this remark. Evidently, this is a stratification in the sense of Definition 4.4.

Let $x \in S_{2}$ and let $U \subset M_{\alpha}$ be a neighborhood of $x$. For sufficiently small $U$, the intersection $U \cap S_{1}$ has only one connected component, which we call $Z$. We claim that

$$
{\widetilde{\operatorname{Cut}_{o}}}_{( }\left(M_{\alpha}\right) \cap \exp _{o}^{-1}(\{x\}) \cap \overline{\exp _{K}^{-1}(Z)} \neq \varnothing .
$$

By the above discussion of $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$, the intersection $\widetilde{\mathrm{Cut}}_{o}\left(M_{\alpha}\right) \cap \exp _{o}^{-1}(\{x\})$ consists of a single point $v \in T_{o} M_{\alpha}$. By choosing a sequence in $Z$ converging to $x$ and recalling that $\left.\exp _{o} \circ F\right|_{\bar{D}_{i}}$ is a homeomorphism for $i \in\{1,2\}$, we see that

$$
v \in \overline{\exp _{K}^{-1}(Z)}
$$

This shows that

$$
\widetilde{\operatorname{Cut}}_{o}\left(M_{\alpha}\right) \cap \exp _{o}^{-1}(\{x\}) \cap \overline{\exp _{K}^{-1}(Z)}=\{v\} \neq \varnothing
$$

Hence, the stratification $\left(S_{1}, S_{2}\right)$ of $\operatorname{Cut}_{o}\left(M_{\alpha}\right)$ is not inconsistent.

## 8 Explicit upper bounds for symmetric spaces

In [36, Theorem 5.3], Sakai has determined the cut loci of compact simply connected irreducible symmetric spaces. He showed that their cut loci always allow for stratifications for which each stratum is a submanifold. Since every symmetric space is a Riemannian product of irreducible symmetric spaces, Sakai's results are enough to determine the cut loci of compact simply connected symmetric spaces in general; see our explanations on cut loci of product manifolds in Example 7.1.

In this section, we will first apply the results from Section 5 to find an upper bound for the geodesic complexity of a compact, simply connected, irreducible symmetric space. From Sakai's results, in particular [36, Proposition 4.10], we will further derive estimates on the subspace geodesic complexities of the strata of a cut locus. These numbers appeared on the right-hand side of the inequality in Corollary 5.8 and we will show that they can be estimated from above by certain sectional categories. As a result, we will obtain an upper bound for the geodesic complexity of compact, simply connected, irreducible symmetric spaces given purely in terms of categorical invariants.

We begin by summarizing the main results of [36], stated here in the form of [37, Section 4]. We assume basic knowledge on symmetric spaces that is provided by textbooks in Riemannian geometry like [23] or [33]. In the following, we always let $D f_{x}$ denote the differential of a differentiable map $f$ in the point $x$.

Let $M=G / K$ be a compact, simply connected and irreducible symmetric space, where ( $G, K$ ) is a Riemannian symmetric pair. Explicitly, $G$ is a compact, connected Lie group, $K$ is a closed, connected Lie subgroup of $G$ and $G$ admits an involutive automorphism $\sigma: G \rightarrow G$ whose fixed-point set satisfies $(\operatorname{Fix}(\sigma))_{0} \subset K \subset \operatorname{Fix}(\sigma)$, where $(\operatorname{Fix}(\sigma))_{0}$ is the identity component of $\operatorname{Fix}(\sigma)$.

Let $\pi: G \rightarrow M$ denote the orbit space projection, let $e \in G$ denote the unit element and put $o:=\pi(e) \in M$. Let $\mathfrak{g}$ and $\mathfrak{k}$ denote the Lie algebras of $G$ and $K$, respectively, and let $\mathfrak{m} \subset \mathfrak{g}$ be the -1 eigenspace of $D \sigma_{e}$. Then, since $\mathfrak{k}$ is the +1 eigenspace of $D \sigma_{e}$, there is a vector space decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{m}$. Furthermore, the restriction $\left.D \pi_{e}\right|_{\mathfrak{m}}: \mathfrak{m} \rightarrow T_{o} M$ is a linear isomorphism; see [23, Theorem IV.3.3].

In the following we give a concise overview of the most important notions related to root systems of symmetric spaces:

- Let $\mathfrak{g}_{\mathbb{C}}$ denote the complexification of $\mathfrak{g}$. By [23, page 284], there exists a Cartan subalgebra $\mathfrak{h} \subset \mathfrak{g}_{\mathbb{C}}$. We recall that a root $\alpha$ of the Lie algebra $\mathfrak{g}_{\mathbb{C}}$ is an element of the dual space $\mathfrak{h}^{*}$ such that there is a nonzero vector $X \in \mathfrak{g}_{\mathbb{C}}$ satisfying

$$
[H, X]=\alpha(H) X \quad \text { for all } H \in \mathfrak{h} .
$$

The set of nonzero roots of the Lie algebra $\mathfrak{g}_{\mathbb{C}}$ will be called $R$.

- Let $\mathfrak{a}$ be a maximal abelian subalgebra of $\mathfrak{m}$, which again exists by [23, page 284]. We will call $\mathfrak{a}$ a Cartan subalgebra of $(G, K)$.

A root $\alpha \in R$ with $\left.\alpha\right|_{\mathfrak{a}} \neq 0$ will be called a root of the symmetric pair $(G, K)$. The set of roots of the symmetric pair ( $G, K$ ) will be denoted by $R(G, K)$.

- By choosing a certain real subspace $\mathfrak{h}_{\mathbb{R}}$ of the Cartan subalgebra $\mathfrak{h}$ and defining a lexicographic ordering on $\mathfrak{h}_{\mathbb{R}}$, one defines an ordering on the set of roots $R$; see [23, page 173]. This defines a set of positive roots $R^{+} \subset R$ of $\mathfrak{g}_{\mathbb{C}}$. The set of positive roots of $(G, K)$ is then defined as

$$
R(G, K)^{+}:=R^{+} \cap R(G, K) .
$$

There is a maximal element of $R(G, K)^{+}$with respect to this ordering, which we denote by $\delta$ and call the highest root of $(G, K)$.

- Let $k$ be the rank of the symmetric space $M=G / K$. A simple root of $(G, K)$ is a positive root $\alpha$ which cannot be written as a sum $\alpha=\beta+\gamma$ with $\beta, \gamma \in R(G, K)^{+}$. There are precisely $k$ simple roots and one finds that every positive root can be written
as a linear combination of the simple roots with nonnegative integer coefficients; see [23, Theorem VII.2.19]. Denote the system of simple roots of $(G, K)$ by $\pi(G, K)$.
- By virtue of the chosen $\mathrm{Ad}_{K}$-invariant inner product on $\mathfrak{g}$, we will from now on consider the roots to be vectors in $\mathfrak{a}$ in order to follow [36, Section 2].

Based on this terminology, we next recall Sakai's results on the structure of cut loci of symmetric spaces. In the case that there are two or more positive roots of $(G, K)$, we define a subset $\mathcal{D}$ of the power set of $\pi(G, K)$ by

$$
\mathcal{D}:=\{\Delta \subset \pi(G, K) \mid \Delta \neq \varnothing, \delta \notin \Delta\} .
$$

If there is only one positive root $\gamma$, which is therefore also the only simple root and also the highest root, define

$$
\mathcal{D}:=\{\{\gamma\}\} .
$$

Let $\langle\cdot, \cdot\rangle$ denote the chosen $\mathrm{Ad}_{K}$-invariant inner product on $\mathfrak{g}$ and consider the Weyl chamber of $\pi(G, K)$ that is given by

$$
W:=\{X \in \mathfrak{a} \mid\langle\gamma, X\rangle>0 \text { for all } \gamma \in \pi(G, K)\} .
$$

See [23, Section VII.2] for further details on Weyl chambers and their connection to root systems. If there is more than one positive root, let

$$
\begin{aligned}
& S_{\Delta}:= \\
& \{X \in \bar{W} \mid\langle\gamma, X\rangle>0 \text { for all } \gamma \in \Delta,\langle\gamma, X\rangle=0 \text { for all } \gamma \in \pi(G, K) \backslash \Delta, 2\langle\delta, X\rangle=1\}
\end{aligned}
$$

for each $\Delta \in \mathcal{D}$. If there is just one positive root $\gamma$, then set

$$
S_{\{\gamma\}}:=\{X \in \mathfrak{a} \mid 2\langle\gamma, X\rangle=1\} .
$$

Since $\mathfrak{a}$ is one-dimensional in that case, $S_{\{\gamma\}}$ consists of a single point.
Let $\exp : \mathfrak{g} \rightarrow G$ be the exponential map of $G$ and put

$$
\operatorname{Exp}: \mathfrak{m} \rightarrow M, \quad \operatorname{Exp}:=\left.\pi \circ \exp \right|_{\mathfrak{m}} .
$$

For $\Delta \in \mathcal{D}$, we let

$$
\widetilde{\Phi}_{\Delta}: K \times S_{\Delta} \rightarrow M, \quad \widetilde{\Phi}_{\Delta}(k, X)=\operatorname{Exp}(\operatorname{Ad}(k)(X)),
$$

and put $Z_{\Delta}:=\left\{k \in K \mid \operatorname{Exp}(\operatorname{Ad}(k)(X))=\operatorname{Exp}(X)\right.$ for all $\left.X \in S_{\Delta}\right\}$. One checks without difficulties that $Z_{\Delta}$ is a closed subgroup of $K$. As shown in [36, Proposition 4.10], each $\widetilde{\Phi}_{\Delta}$ induces a differentiable embedding

$$
\Phi_{\Delta}: K / Z_{\Delta} \times S_{\Delta} \rightarrow M .
$$

Put $C_{\Delta}:=\operatorname{im} \Phi_{\Delta}$ for each $\Delta \in \mathcal{D}$. By [36, Theorem 5.3], the cut locus of $M$ at $o$ is then given by

$$
\operatorname{Cut}_{o}(M)=\bigcup_{\Delta \in \mathcal{D}} C_{\Delta}
$$

and the $C_{\Delta}$ satisfy

$$
\begin{align*}
C_{\Delta} \cap C_{\Delta^{\prime}} & =\varnothing & & \text { for all } \Delta, \Delta^{\prime} \in \mathcal{D}, \Delta \neq \Delta^{\prime}, \\
\bar{C}_{\Delta} & =\bigcup_{\Delta^{\prime} \subset \Delta} C_{\Delta^{\prime}} & & \text { for all } \Delta \in \mathcal{D} . \tag{8-1}
\end{align*}
$$

Let $k$ be the rank of $M$. For $i \in\{1,2, \ldots, k\}$, we put

$$
\mathcal{D}_{i}:=\{\Delta \in \mathcal{D} \mid \# \Delta=i\} \quad \text { and } \quad C_{i}:=\bigcup_{\Delta \in \mathcal{D}_{i}} C_{\Delta} .
$$

It follows from (8-1) that ( $C_{k}, C_{k-1}, \ldots, C_{1}$ ) is a stratification of $\operatorname{Cut}_{o}(M)$ and that the $C_{\Delta}$ for $\Delta \in \mathcal{D}_{i}$ are precisely the connected components of $C_{i}$. Since $M$ is a homogeneous Riemannian manifold, we thus obtain from Corollary 5.8 that

$$
\begin{equation*}
\mathrm{GC}(M) \leq \operatorname{secat}\left(\mathrm{ev}_{o}: \operatorname{Isom}(M) \rightarrow M\right) \cdot \sum_{i=1}^{k} \max _{\Delta \in \mathcal{D}_{i}} \mathrm{GC}_{o}\left(C_{\Delta}\right)+1 \tag{8-2}
\end{equation*}
$$

It remains to find upper bounds on the numbers $\mathrm{GC}_{o}\left(C_{\Delta}\right)$.
Proposition 8.1 For each $\Delta \in \mathcal{D}$, it holds that

$$
\mathrm{GC}_{o}\left(C_{\Delta}\right) \leq \operatorname{secat}\left(q_{\Delta}: K \rightarrow K / Z_{\Delta}\right),
$$

where $q_{\Delta}$ denotes the orbit space projection.
Proof Let $r:=\operatorname{secat}\left(q_{\Delta}\right)$. Then, by Lemma 4.1, there are pairwise disjoint and locally compact subsets $B_{1}, \ldots, B_{r} \subset K / Z_{\Delta}$ such that, for each $i \in\{1,2, \ldots, r\}$, there is a continuous local section $s_{i}: B_{i} \rightarrow K$ of $q_{\Delta}$. Using these $s_{i}$, we define

$$
\sigma_{i}:\{o\} \times \Phi_{\Delta}\left(B_{i} \times S_{\Delta}\right) \rightarrow G M, \quad\left(\sigma_{i}\left(o, \Phi_{\Delta}(x, X)\right)\right)(t)=\operatorname{Exp}\left(t \cdot \operatorname{Ad}\left(s_{i}(x)\right)(X)\right),
$$

for every $i \in\{1,2, \ldots, r\}$. By construction, each $\sigma_{i}$ is continuous and $\sigma_{i}\left(o, \Phi_{\Delta}(x, X)\right)$ is a geodesic segment for all $(x, X) \in B_{i} \times S_{\Delta}$ and each $i \in\{1,2, \ldots, r\}$. Moreover,

$$
\begin{aligned}
& \left(\sigma_{i}\left(o, \Phi_{\Delta}(x, X)\right)\right)(0)=\operatorname{Exp}(0)=o, \\
& \left(\sigma_{i}\left(o, \Phi_{\Delta}(x, X)\right)\right)(1)=\operatorname{Exp}(\operatorname{Ad}(s(x))(X))=\Phi_{\Delta}(x, X),
\end{aligned}
$$

by definition of $\Phi_{\Delta}$. Thus, the $\sigma_{i}$ are continuous geodesic motion planners. Since the sets $\Phi_{\Delta}\left(B_{1} \times S_{\Delta}\right), \ldots, \Phi_{\Delta}\left(B_{r} \times S_{\Delta}\right)$ are pairwise disjoint, locally compact and cover $\Phi\left(K / Z_{\Delta} \times S_{\Delta}\right)=C_{\Delta}$, this shows that $\mathrm{GC}_{o}\left(C_{\Delta}\right) \leq r$.

Combining Proposition 8.1 with (8-2) yields the following upper bound:
Theorem 8.2 Let $(G, K)$ be a Riemannian symmetric pair and let $M=G / K$ be the corresponding symmetric space. Assume that $M$ is compact, simply connected and irreducible. Then, with $\mathcal{D}_{i}$ and $Z_{\Delta}$ given as above,

$$
\mathrm{GC}(M) \leq \operatorname{secat}\left(\mathrm{ev}_{o}: \operatorname{Isom}(M) \rightarrow M\right) \cdot \sum_{i=1}^{\mathrm{rk}(M)} \max _{\Delta \in \mathcal{D}_{i}} \operatorname{secat}\left(q_{\Delta}: K \rightarrow K / Z_{\Delta}\right)+1,
$$

where $\mathrm{rk}(M)$ denotes the rank of $M$.
Corollary 8.3 Let $(G, K)$ be a Riemannian symmetric pair and let $M=G / K$ be the corresponding symmetric space. Assume that $M$ is compact, simply connected and irreducible. Then, with $\mathcal{D}_{i}$ and $Z_{\Delta}$ given as above,

$$
\mathrm{GC}(M) \leq \operatorname{cat}(M) \cdot \sum_{i=1}^{\mathrm{rk}(M)} \max _{\Delta \in \mathcal{D}_{i}} \operatorname{cat}\left(K / Z_{\Delta}\right)+1 .
$$

Proof This is an immediate consequence of Theorem 8.2 and [39, Theorem 18].
We want to conclude by applying the upper bounds to two examples of compact symmetric spaces whose cut loci have already been discussed in the works of Sakai, more precisely in [36, Example 5.4; 35, Section 4.2].

Example 8.4 Consider the complex projective space $\mathbb{C} P^{n}=U(n+1) /(U(1) \times U(n))$ with the Fubini-Study metric. This is a compact and simply connected symmetric space of rank one. Its cut locus is studied in detail in [36, Example 5.4]. Let $G=U(n+1)$, let $\mathfrak{g}=\mathfrak{u}(n+1)$ be its Lie algebra and let $K=U(1) \times U(n)$. Let $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{m}$ denote the decomposition of $\mathfrak{g}$ with respect to the symmetric pair $(G, K)$. By the same methods as in [23, page 452], which treats the Lie algebra of $\operatorname{SU}(n)$, one computes that

$$
\mathfrak{k}=\left\{\left.\left(\begin{array}{rr}
i a & 0 \\
0 & \xi
\end{array}\right) \right\rvert\, a \in \mathbb{R}, \xi \in \mathfrak{u}(n)\right\} \quad \text { and } \quad \mathfrak{m}=\left\{\left.\left(\begin{array}{cc}
0 & \bar{u}^{T} \\
-u & 0
\end{array}\right) \right\rvert\, u \in \mathbb{C}^{n}\right\} .
$$

Then $\mathfrak{a}=\operatorname{span}_{\mathbb{R}}\left(\left\{H_{0}\right\}\right)$ is a Cartan subalgebra of $(G, K)$, where $H_{0}=\left(h_{i j}\right) \in \mathfrak{g}$ is given by

$$
h_{i j}=\left\{\begin{aligned}
\frac{\pi}{2} & \text { if }(i, j)=(1, n+1), \\
-\frac{\pi}{2} & \text { if }(i, j)=(n+1,1), \\
0 & \text { otherwise }
\end{aligned}\right.
$$

In particular, every system of simple roots of ( $G, K$ ) consists of a unique element. Let $o$ be the equivalence class of the neutral element of $G$ in $G / K=\mathbb{C} P^{n}$. Then $\operatorname{Cut}_{o}(M)$
consists of a unique submanifold, given by

$$
\operatorname{Cut}_{o}(M)=\left\{\operatorname{Exp}\left(\operatorname{Ad}(k)\left(H_{0}\right)\right) \mid k \in U(1) \times U(n)\right\} .
$$

Sakai further showed that

$$
\left.Z_{0}:=\left\{k \in U(1) \times U(n) \mid \operatorname{Exp}\left(\operatorname{Ad}(k)\left(H_{0}\right)\right)=\operatorname{Exp}\left(H_{0}\right)\right)\right\}
$$

can be identified with $Z_{0}=U(1) \times U(n-1) \times U(1)$. Hence, by Proposition 8.1,

$$
\begin{align*}
& \operatorname{GC}_{M}\left(\operatorname{Cut}_{o}(M)\right)  \tag{8-3}\\
& \quad \leq \operatorname{secat}(U(1) \times U(n) \rightarrow(U(1) \times U(n)) /(U(1) \times U(n-1) \times U(1))) .
\end{align*}
$$

One easily checks that the map

$$
\varphi:(U(1) \times U(n)) /(U(1) \times U(n-1) \times U(1)) \rightarrow U(n) /(U(n-1) \times U(1))=\mathbb{C} P^{n-1},
$$

$$
\varphi([z, A])=[A],
$$

where $(z, A) \in U(1) \times U(n)$, is a well-defined homeomorphism. Let $p: U(n) \rightarrow \mathbb{C} P^{n-1}$ denote the principal $U(1)$-bundle over the homogeneous space $\mathbb{C} P^{n-1}$. Assume that $s: V \rightarrow U(n)$ is a continuous local section of $p$ over a subset $V \subset \mathbb{C} P^{n-1}$. Then we obtain a continuous local section $\tilde{s}: V \rightarrow U(1) \times U(n)$ of the principal fiber bundle

$$
U(1) \times U(n) \rightarrow(U(1) \times U(n)) /(U(1) \times U(n-1) \times U(1))
$$

by setting $\tilde{s}\left(\varphi^{-1}(p)\right)=\left(z_{0}, s(p)\right)$ for $p \in V$, where $z_{0} \in U(1)$ is a fixed element. This shows that
secat $(U(1) \times U(n) \rightarrow(U(1) \times U(n)) /(U(1) \times U(n-1) \times U(1))) \leq \operatorname{secat}\left(U(n) \rightarrow \mathbb{C} P^{n-1}\right)$.
Hence, we derive from (8-3) that

$$
\operatorname{GC}_{o}\left(\operatorname{Cut}_{o}(M)\right) \leq \operatorname{secat}\left(U(n) \rightarrow \mathbb{C} P^{n-1}\right) \leq \operatorname{cat}\left(\mathbb{C} P^{n-1}\right)=n,
$$

where we used [39, Theorem 18] for the second inequality. The fact that $\operatorname{cat}\left(\mathbb{C} P^{n-1}\right)=$ $n$ is shown in [6, Example 1.51]. Eventually, by Theorem 5.4 and the same references,

$$
\begin{aligned}
\mathrm{GC}\left(\mathbb{C} P^{n}\right) & \leq \operatorname{secat}\left(U(n+1) \rightarrow \mathbb{C} P^{n}\right) \mathrm{GC}_{o}\left(\operatorname{Cut}_{o}(M)\right)+1 \\
& \leq \operatorname{cat}\left(\mathbb{C} P^{n}\right) \operatorname{cat}\left(\mathbb{C} P^{n-1}\right)+1 \\
& =(n+1) n+1
\end{aligned}
$$

Since $\operatorname{TC}\left(\mathbb{C} P^{n}\right)=2 n+1$, as computed in [14, Lemma 28.1], we derive using Remark 2.4(1) that

$$
2 n+1 \leq \mathrm{GC}\left(\mathbb{C} P^{n}\right) \leq(n+1) n+1 \quad \text { for all } n \in \mathbb{N} .
$$

For $n=2$, this shows that $\mathrm{GC}\left(\mathbb{C} P^{2}\right) \in\{5,6,7\}$.

Example 8.5 Consider the complex Grassmann manifold

$$
G_{2}\left(\mathbb{C}^{4}\right)=U(4) /(U(2) \times U(2)) .
$$

As a quotient of a compact Lie group by a closed subgroup, $G_{2}\left(\mathbb{C}^{4}\right)$ is compact. Let $V_{2}\left(\mathbb{C}^{4}\right)$ be the corresponding complex Stiefel manifold. As shown in Example 4.54 of [22], $V_{2}\left(\mathbb{C}^{4}\right)$ is simply connected. Since the fiber $U(2)$ of the fibration $V_{2}\left(\mathbb{C}^{4}\right) \rightarrow$ $G_{2}\left(\mathbb{C}^{4}\right)$ is connected, it follows from the long exact homotopy sequence of this fibration that $G_{2}\left(\mathbb{C}^{4}\right)$ is simply connected as well. The cut loci of $G_{2}\left(\mathbb{C}^{4}\right)$ are discussed in [35, Section 4.2; 36, Example 5.5]. The corresponding decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{u}(4)$ of $G=U(4)$ is given by $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{m}$, where

$$
\mathfrak{k}=\left\{\left.\left(\begin{array}{ll}
\alpha & 0 \\
0 & \beta
\end{array}\right) \right\rvert\, \alpha, \beta \in \mathfrak{u}(2)\right\} \quad \text { and } \quad \mathfrak{m}=\left\{\left.\left(\begin{array}{cc}
0 & \xi \\
-\bar{\xi}^{T} & 0
\end{array}\right) \right\rvert\, \xi \in M_{2}(\mathbb{C})\right\} .
$$

Here, $\mathfrak{k}$ is the Lie algebra of $K=U(2) \times U(2)$. A Cartan subalgebra $\mathfrak{a} \subset \mathfrak{m}$ is spanned by

$$
e_{1}:=\frac{1}{2 \pi}\left(\begin{array}{rrrr}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \quad \text { and } \quad e_{2}:=\frac{1}{2 \pi}\left(\begin{array}{crrr}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right)
$$

By [36, page 143], one can define positive roots and simple roots of $(U(4), U(2) \times U(2))$ in such a way that $2 e_{1}=\delta$ is the highest root and that a system of simple roots is given by

$$
\pi(G, K)=\left\{\gamma_{1}, \gamma_{2}\right\}, \quad \text { where } \gamma_{1}:=2 e_{2}, \gamma_{2}:=e_{1}-e_{2} .
$$

Thus, in the notation from above, $\mathcal{D}=\left\{\Delta_{0}, \Delta_{1}, \Delta_{2}\right\}$, where $\Delta_{0}=\left\{\gamma_{1}, \gamma_{2}\right\}, \Delta_{1}=\left\{\gamma_{1}\right\}$ and $\Delta_{2}=\left\{\gamma_{2}\right\}$. With $S_{i}:=S_{\Delta_{i}}$ for $i \in\{0,1,2\}$, one computes that

$$
S_{0}=\left\{\pi^{2} e_{1}+\lambda e_{2} \in \mathfrak{a} \mid \lambda \in\left(0, \pi^{2}\right)\right\}, \quad S_{1}=\left\{\pi^{2} e_{1}\right\}, \quad S_{2}=\left\{\pi^{2}\left(e_{1}+e_{2}\right)\right\} .
$$

We further put $Z_{i}:=Z_{\Delta_{i}}$ for each $i$. By computing the corresponding matrix exponentials, we obtain

$$
Z_{1}=\{\operatorname{diag}(a, b, c, d) \in U(2) \times U(2) \mid a, b, c, d \in U(1)\} \cong U(1)^{4} .
$$

Since $U(2) /(U(1) \times U(1))$ is diffeomorphic to $\mathbb{C} P^{1} \cong S^{2}$, it follows that $K / Z_{1} \cong$ $S^{2} \times S^{2}$. Hence, $\operatorname{cat}\left(K / Z_{1}\right)=\operatorname{cat}\left(S^{2} \times S^{2}\right) \leq 3$ by the product inequality for cat; see [6, Theorem 1.37]. One further computes by matrix exponentials that $Z_{2}=K$, so $K / Z_{2}$ consists of a single point, which yields $\operatorname{cat}\left(K / Z_{2}\right)=1$. By [36, Lemma 4.9],
for every fixed $X \in S_{0}$ we obtain $Z_{0}=\{k \in K \mid \operatorname{Exp}(\operatorname{Ad}(k)(X))=\operatorname{Exp}(X)\}$. We choose $X=\pi^{2} e_{1}+\frac{1}{2} \pi^{2} e_{2}$ and claim that

$$
Z_{0}=\{\operatorname{diag}(a, b, c, b) \in U(2) \times U(2) \mid a, b, c \in U(1)\} .
$$

To see this, we compute that

$$
\exp (X)=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
-1 & 0 & 0 & 0 \\
0 & -\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}}
\end{array}\right) .
$$

The condition $\operatorname{Exp}\left(\operatorname{Ad}_{k}(X)\right)=\operatorname{Exp}(X)$ is equivalent to $\exp (-X) k \exp (X) \in K$. One then checks by an explicit computation that $k \in K$ satisfies this condition if and only if

$$
k=\operatorname{diag}(a, b, c, b) \quad \text { with } a, b, c \in U(1) .
$$

Hence, $K \rightarrow K / Z_{0}$ is a bundle with typical fiber $U(1)^{3}$, where an inclusion of the fiber is given by

$$
f: U(1)^{3} \rightarrow U(2) \times U(2), \quad f(a, b, c)=\operatorname{diag}(a, b, c, b) .
$$

We want to show that $K / Z_{0}$ is simply connected. By the long exact sequence of homotopy groups of that bundle, it suffices to show that $f_{*}: \pi_{1}\left(U(1)^{3}\right) \rightarrow \pi_{1}\left(U(2)^{2}\right)$ is surjective. Let $\gamma:[0,1] \rightarrow U(1), \gamma(t)=e^{2 \pi i t}$. We observe that $\pi_{1}\left(U(1)^{3}\right) \cong \mathbb{Z}^{3}$. A set of generators of $\pi_{1}\left(U(1)^{3}\right)$ is given by the homotopy classes of the loops $\gamma_{1}, \gamma_{2}, \gamma_{3}:[0,1] \rightarrow U(1)^{3}$ defined as

$$
\gamma_{1}(t)=(\gamma(t), 1,1), \quad \gamma_{2}(t)=(1, \gamma(t), 1), \quad \gamma_{3}(t)=(1,1, \gamma(t)) .
$$

We further observe that $\pi_{1}\left(U(2)^{2}\right) \cong \mathbb{Z}^{2}$, where a set of generators is given by the homotopy classes of
$\beta_{1}, \beta_{2}:[0,1] \rightarrow U(2) \times U(2), \quad \beta_{1}(t)=\operatorname{diag}(\gamma(t), 1,1,1), \quad \beta_{2}(t)=\operatorname{diag}(1,1, \gamma(t), 1)$.
Here we used [4, Example VII.8.1]. One immediately sees that $f \circ \gamma_{1}=\beta_{1}$ and $f \circ \gamma_{3}=\beta_{2}$. This shows that the image $f_{*}$ contains a set of generators, and hence $f_{*}$ is surjective. Thus, $\pi_{1}\left(K / Z_{0}\right)$ is the trivial group, which implies by [6, Theorem 1.50] that

$$
\operatorname{cat}\left(K / Z_{0}\right) \leq \frac{1}{2} \operatorname{dim}\left(K / Z_{0}\right)+1=\frac{5}{2}+1=\frac{7}{2} .
$$

Since cat is integer-valued, we obtain $\operatorname{cat}\left(K / Z_{0}\right) \leq 3$. To employ Corollary 8.3, we still need to estimate $\operatorname{cat}\left(G_{2}\left(\mathbb{C}^{4}\right)\right)$ from above. Another use of [6, Theorem 1.50] shows that

$$
\operatorname{cat}\left(G_{2}\left(\mathbb{C}^{4}\right)\right) \leq \frac{1}{2} \operatorname{dim}\left(G_{2}\left(\mathbb{C}^{4}\right)\right)+1=5 .
$$

Inserting the results of our computations into Corollary 8.3, we derive

$$
\begin{aligned}
\mathrm{GC}\left(G_{2}\left(\mathbb{C}^{4}\right)\right) & \leq \operatorname{cat}\left(G_{2}\left(\mathbb{C}^{4}\right)\right)\left(\operatorname{cat}\left(K / Z_{0}\right)+\max \left\{\operatorname{cat}\left(K / Z_{1}\right), \operatorname{cat}\left(K / Z_{2}\right)\right\}\right)+1 \\
& \leq 5(3+3)+1=31 .
\end{aligned}
$$

By $\left[14\right.$, Lemma 28.1], it further holds that $\operatorname{TC}\left(G_{2}\left(\mathbb{C}^{4}\right)\right)=\operatorname{dim}\left(G_{2}\left(\mathbb{C}^{4}\right)\right)+1=9$. Thus, by the previous inequality and Remarks 2.4 , we obtain

$$
9 \leq \mathrm{GC}\left(G_{2}\left(\mathbb{C}^{4}\right)\right) \leq 31 .
$$
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# Adequate links in thickened surfaces and the generalized Tait conjectures 

Hans U Boden<br>Homayun Karimi<br>Adam S Sikora

We apply Kauffman bracket skein algebras to develop a theory of skein adequate links in thickened surfaces. We show that any alternating link diagram on a surface is skein adequate. We apply our theory to establish the first and second Tait conjectures for adequate links in thickened surfaces. Our notion of skein adequacy is broader and more powerful than the corresponding notions of adequacy previously considered for link diagrams in surfaces.

For a link diagram $D$ on a surface $\Sigma$ of minimal genus $g(\Sigma)$, we show that

$$
\operatorname{span}\left([D]_{\Sigma}\right) \leq 4 c(D)+4|D|-4 g(\Sigma)
$$

where $[D]_{\Sigma}$ is its skein bracket, $|D|$ is the number of connected components of $D$, and $c(D)$ is the number of crossings. This extends a classical result of Kauffman, Murasugi and Thistlethwaite. We further show that the above inequality is an equality if and only if $D$ is weakly alternating. This is a generalization of a well-known result for classical links due to Thistlethwaite. Thus, the skein bracket detects the crossing number for weakly alternating links. As an application, we show that the crossing number is additive under connected sum for adequate links in thickened surfaces.
$57 \mathrm{~K} 10,57 \mathrm{~K} 12 ; 57 \mathrm{~K} 14,57 \mathrm{~K} 31$

## 1 Introduction

The Kauffman bracket is a $\mathbb{Z}\left[A^{ \pm 1}\right]$-valued invariant of framed links in $\mathbb{R}^{3}$ determined by the skein relations

$$
\begin{equation*}
y-A\rangle\left\langle-A^{-1} \cong \text { and } \bigcirc-\delta\right. \tag{1}
\end{equation*}
$$

where $\delta=-A^{2}-A^{-2}$.

[^26]It naturally extends to an invariant of framed links in an arbitrary oriented 3-manifold $M$ (possibly with boundary), via the skein module construction: Let $\mathscr{L}(M)$ be the set of all unoriented, framed links in $M$, including the empty link $\varnothing$. The skein module $\mathscr{S}(M)$ of $M$ is the quotient of the free $\mathbb{Z}\left[A^{ \pm 1}\right]$-module spanned by $\mathscr{L}(M)$ by the submodule generated by the Kauffman bracket skein relations (1); see Przytycki [44] and Turaev [50; 51].

By this construction, the bracket

$$
[\cdot]: \mathscr{L}(M) \rightarrow \mathscr{S}(M),
$$

sending framed links to their equivalence classes in $\mathscr{S}(M)$, called the skein bracket, is the universal invariant of framed links in $M$ satisfying (1).

Independently of this initial motivation, skein modules quickly began to play a much broader role in the development of quantum topology, for example in connection with SL( $2, \mathbb{C}$ ) character varieties (see Bullock [12], Przytycki and Sikora [45], Frohman, Kania-Bartoszynska and Lê [25], Turaev [51] and Bullock, Frohman and KaniaBartoszynska [13]), topological quantum field theory (see Blanchet, Habegger, Masbaum and Vogel [7] and Turaev [52]), (quantum) Teichmüller spaces and (quantum) cluster algebras (see Bonahon and Wong [11], Costantino [17], Fock and Goncharov [22], Fomin, Shapiro and Thurston [23] and Muller [42]), the AJ conjecture (see Frohman, Gelca and Lofaro [24] and Lê [36]), and many more.

Here we develop a general theory of skein adequacy (called adequacy, for short) for links in thickened surfaces with the aid of skein modules.

Let $\Sigma$ be an oriented surface and $I=[0,1]$ be the unit interval. The skein module of the thickened surface $\Sigma \times I$ comes naturally equipped with a product structure given by stacking, ie the product $L_{1} \cdot L_{2}$ is defined by placing $L_{1}$ on top of $L_{2}$ in $\Sigma \times I$. With this product structure, the skein module $\mathscr{S}(\Sigma \times I)$ becomes an algebra over $\mathbb{Z}\left[A^{ \pm 1}\right]$. Let $\mathscr{C}(\Sigma)$ denote the set of all nontrivial unoriented simple loops on $\Sigma$ up to isotopy and $\mathscr{M} \mathscr{C}(\Sigma)$ denote the set of all nontrivial unoriented multiloops on $\Sigma$, ie collections of pairwise disjoint simple noncontractible loops, including $\varnothing$, up to isotopy. Then, by [44] (cf Sikora and Westbury [46]), the skein module $\mathscr{S}(\Sigma \times I)$ is a free $\mathbb{Z}\left[A^{ \pm 1}\right]$-module with basis $\mathscr{M} \mathscr{C}(\Sigma)$. Consequently, via this identification, the skein bracket gives a map

$$
\begin{equation*}
[\cdot]_{\Sigma}: \mathscr{L}(\Sigma \times I) \rightarrow \mathscr{S}(\Sigma \times I)=\mathbb{Z}\left[A^{ \pm 1}\right] \mathscr{M} \mathscr{C}(\Sigma) . \tag{2}
\end{equation*}
$$

We use the association (2) to develop a theory of skein adequacy for links in $\Sigma \times I$ which extends that for classical links. This theory is broader and more powerful than the
corresponding notions of simple adequacy (see Lickorish and Thistlethwaite [38]) and homological adequacy (see Boden and Karimi [8]). For example, we will see that every weakly alternating link in $\Sigma \times I$ without removable nugatory crossings is skein adequate.

We will apply the skein bracket to establish the first and second Tait conjectures for skein adequate link diagrams on surfaces. The first one says that skein adequate diagrams have minimal crossing number, and the second one says that two skein adequate diagrams for the same oriented link have the same writhe. (The writhe of a link diagram $D$ is denoted by $w(D)$ and is defined to be the sum of its crossing signs.) These results strengthen the earlier work of Adams, Fleming, Levin and Turner [3], who showed the minimal crossing number result for reduced alternating knot diagrams in surfaces. We also strengthen the minimality result of [8] for homologically adequate link diagrams in surfaces, and further show that any connected sum of two skein adequate link diagrams on surfaces is again skein adequate. This implies that the crossing number and writhe are essentially additive under connected sum of skein adequate links in thickened surfaces.

For any link diagram $D$ on a surface $\Sigma$ of minimal genus, we prove that

$$
\operatorname{span}\left([D]_{\Sigma}\right) \leq 4 c(D)+4|D|-4 g(\Sigma)
$$

where $|D|$ is the number of connected components of $D, c(D)$ is the number of crossings and $g(\Sigma)$ is the genus of $\Sigma$. This inequality generalizes a result proved by Kauffman, Murasugi and Thistlethwaite for link diagrams on $\mathbb{R}^{2}[31 ; 43 ; 48]$, extending their nice geometric application of the Kauffman bracket. It also extends and strengthens an analogous recent result proved in [8] using the homological Kauffman bracket.

Additionally, we prove that the above inequality is an equality if and only if $D$ is weakly alternating. Therefore, the skein bracket, together with the crossing number, distinguishes weakly alternating links. That generalizes the analogous result of Thistlethwaite for classical links.

## Broader context and motivation

While the results presented here are new only for links in noncontractible surfaces, generalized link theory is of growing interest and has many potential connections to classical links and 3-dimensional geometry. We take a moment to discuss some of them.

One motivation for our results is their connection to the theory of virtual knots and links, which can be viewed as links in thickened surfaces, considered up to homeomorphisms
and stabilization; see Carter, Kamada and Saito [14]. By Kuperberg's theorem [33], minimal genus realizations of virtual links are unique up to homeomorphism. Our theory of adequate and alternating links in thickened surfaces is invariant under surface homeomorphisms and, therefore, many of the results given here can be restated in the language of virtual links.

A second motivation involves potentially novel applications to classical link theory. The Turaev surface construction associates to any classical link diagram an alternating link in a thickened surface; see Turaev [49], Dasbach, Futer, Kalfagianni, Lin and Stoltzfus [18] and Champanerkar and Kofman [15]. Menasco [40] famously proved hyperbolicity for prime alternating (nontorus) links in $S^{3}$, and his result has been extended to prime alternating links $L \subset \Sigma \times I$ by Adams, Albors-Riera, Haddock, Li, Nishida, Reinoso and Wang [1]. This result opens the door to using the hyperbolic geometry of alternating links in higher-genus surfaces to profitably study nonalternating classical links; eg see Adams, Eisenberg, Greenberg, Kapoor, Liang, O’Connor, Pachecho-Tallaj and Wang [2] and the many other papers cited below.

Dasbach and Lin [19] proved a remarkable result giving a bound on the volume of alternating link complements in terms of the second and penultimate coefficients of the Jones polynomial. Lackenby [34] established an equally remarkable bound on the volume of alternating link complements in terms of the diagrammatic twist number. For alternating hyperbolic links in $S^{3}$, the results of [19] imply that the twist number is essentially an isotopy invariant of $L$, but this is not true in general.

These methods have been generalized to nonalternating hyperbolic links in $S^{3}$ (see Blair, Allen and Rodriguez [5; 6]) and to hyperbolic links in arbitrary compact oriented 3manifolds by Howie and Purcell [27]. In general, there is a notion of weakly generalized alternating link diagrams on surfaces due to Howie [26], extended to links in compact oriented 3-manifolds via "generalized projection surfaces" by Howie and Purcell [27].

The volume bounds have been extended to alternating links in thickened surfaces by Bavier and Kalfagianni [4] and Will [53] and also to virtual alternating links by Champanerkar and Kofman [16]. In [16; 53], the volume bounds are expressed in terms of the Jones-Krushkal polynomial - see Krushkal [32] and Boden and Karimi [8] and in [4] they are expressed in terms of a skein invariant derived from fully contractible smoothings. In [4, Corollary 1.3], they deduce that, for certain alternating links in thickened surfaces, the twist number is an isotopy invariant. Interestingly, this result is consistent with the generalized Tait flyping conjecture.

## 2 State sum formula and the generalized Jones polynomial

We will assume throughout that $\Sigma$ is an oriented surface with one or more connected components, which may also have boundary. Links in $\Sigma \times I$ will be represented as diagrams on $\Sigma$ up to Reidemeister moves.

Every framed link in $\Sigma \times I$ can also be represented by a link diagram with framing given by the blackboard framing. Equivalence of framed links is given by regular isotopy, which includes the second and third Reidemeister moves, as well as the modified first Reidemeister move, which replaces $\Omega$ or $\Omega \Omega$ with $\Omega$.

Let $D$ be a link diagram on a surface $\Sigma$. Given a crossing $/$ of $D$, we consider its $A$-type $)$ (and $B$-type $\asymp$ resolution, as in the Kauffman bracket construction. A choice of resolution for each crossing of $D$ is called a state. Let $\mathfrak{S}(D)$ denote the set of all states of $D$. Thus, $|\mathfrak{S}(D)|=2^{c(D)}$, where $c(D)$ is the crossing number of $D$.

For $S \in S(D)$, let $|S|$ denote the number of loops in $S$ and $t(S)$ the number of contractible loops in $S$. Also let $\widehat{S}$ denote $S$ with contractible loops removed. Hence, $\widehat{S} \in \mathscr{M} \mathscr{C}(\Sigma)$. Generalizing the usual formula for the classical Kauffman bracket, we get the following state sum formula as an immediate consequence of the definition:

$$
\begin{equation*}
[D]_{\Sigma}=\sum_{S \in \mathfrak{S}(D)} A^{a(S)-b(S)} \delta^{t(S)} \hat{S} \in \mathbb{Z}\left[A^{ \pm 1}\right] \mathscr{M} \mathscr{C}(\Sigma) \tag{3}
\end{equation*}
$$

where $a(S)$ and $b(S)$ are the numbers of $A$ - and $B$-smoothings in $S$ and $\delta=-A^{2}-A^{-2}$ as before. A similar formula appears in the paper of Dye and Kauffman on the surface bracket polynomial [21].

Any invariant of framed links in $\Sigma \times I$ satisfying (1) can be normalized to obtain a Jones-type polynomial invariant of oriented links. In the case of the skein bracket (2), one obtains the generalized Jones polynomial, an invariant for oriented links in $\Sigma \times I$ given by

$$
\begin{equation*}
J_{\Sigma}(D)=(-1)^{w(D)} t^{3 w(D) / 4}\left([D]_{\Sigma}\right)_{A=t^{-1 / 4}} \tag{4}
\end{equation*}
$$

## 3 Adequate link diagrams in surfaces

Given a link diagram $D$, let $S_{A}$ be the pure $A$ state and let $S_{B}$ be the pure $B$ state. Then $S_{A}$ and $S_{B}$ are the states which theoretically give rise to the terms of maximal and minimal degree in (3). The notion of adequacy of a link diagram is designed to
guarantee that the terms from $S_{A}$ and $S_{B}$ survive in the state sum formula. Therefore, when $D$ is a skein adequate diagram, its skein bracket $[D]_{\Sigma}$ has maximal possible span.

Two states $S$ and $S^{\prime}$ are said to be adjacent if their resolutions differ at exactly one crossing.

Definition 1 A link diagram $D$ on a surface $\Sigma$ is said to be $A$-adequate if $t(S) \leq t\left(S_{A}\right)$ or $\widehat{S} \neq \widehat{S}_{A}$ in $\mathscr{M} \mathscr{C}(\Sigma)$ for any state $S$ adjacent to $S_{A}$. It is said to be $B$-adequate if $t(S) \leq t\left(S_{B}\right)$ or $\widehat{S} \neq \widehat{S}_{B}$ for any state $S$ adjacent to $S_{B}$. The diagram $D$ is called skein adequate if it is both $A$ - and $B$-adequate.

The notions of $A$ - and $B$-adequacy are modeled on the notions of plus- and minusadequacy for classical links [37]. Recall that a classical link diagram is said to be plus-adequate if $|S|=\left|S_{A}\right|-1$ for any state $S$ adjacent to $S_{A}$, and it is minus-adequate if $|S|=\left|S_{B}\right|-1$ for any state $S$ adjacent to $S_{B}$. This simpler notion of adequacy extends verbatim to link diagrams on surfaces. For link diagrams on surfaces, plusand minus-adequacy is a special case of the notion of homological adequacy, which was introduced in [8] and will be reviewed in Section 4. We will see that adequacy as defined above is more general than simple or homological adequacy.

The following provides an alternative definition of adequacy:
Proposition 2 (1) A link diagram $D$ on $\Sigma$ is $A$-adequate if and only if $t(S) \leq t\left(S_{A}\right)$ or $|\widehat{S}| \neq\left|\hat{S}_{A}\right|$ for any state $S$ adjacent to $S_{A}$.
(2) A link diagram $D$ on $\Sigma$ is $B$-adequate if and only if $t(S) \leq t\left(S_{B}\right)$ or $|\widehat{S}| \neq\left|\widehat{S}_{B}\right|$ for any state $S$ adjacent to $S_{B}$.

Proof We begin with some general comments. Given a link diagram $D$ and two adjacent states $S$ and $S^{\prime}$, the transition from $S$ to $S^{\prime}$ is one of the following types:
(i) $\left|S^{\prime}\right|=|S|+1$, ie one cycle of $S$ splits into two cycles of $S^{\prime}$.
(ii) $\left|S^{\prime}\right|=|S|-1$, ie two cycles of $S$ merge into one cycle of $S^{\prime}$.
(iii) $\left|S^{\prime}\right|=|S|$, ie one cycle $C$ of $S$ rearranges itself into a new cycle $C^{\prime}$ of $S^{\prime}{ }^{1}$

In cases (ii) and (iii), either $t\left(S^{\prime}\right) \leq t(S)$ or $\widehat{S^{\prime}} \neq \widehat{S}$. Specifically, in case (ii), $t\left(S^{\prime}\right)>t(S)$ only when two nontrivial parallel cycles in $S$ merge to form one trivial cycle in $S^{\prime}$, which implies that $\widehat{S} \neq \widehat{S}^{\prime}$. Likewise, in case (iii), we claim that neither $C$ nor $C^{\prime}$ is

[^27]trivial and, consequently, $t\left(S^{\prime}\right)=t(S)$. To see that, note that, if $S^{\prime}$ is obtained from $S$ by a smoothing change of a crossing $x$, then there are two simple closed loops $\alpha, \beta \subset \Sigma$ intersecting at $x$ only and such that the two different smoothings of $x$ yield $C$ and $C^{\prime}$. Assigning some orientations to $\alpha$ and $\beta$, we see that $C$ and $C^{\prime}$ with some orientations equal $\pm(\alpha+\beta)$ and $\pm(\alpha-\beta)$ in $H_{1}(\Sigma)$. Since the algebraic intersection number of $\alpha$ and $\beta$ is 1 , we know that $\alpha \neq \pm \beta$ and, consequently, neither $C$ nor $C^{\prime}$ is trivial.

Therefore, to verify that a given diagram is $A$ - or $B$-adequate, it is enough to check that the conditions of Definition 1 hold in case (i).

We will now prove part (1). Suppose $S$ is a state adjacent to $S_{A}$ with $t(S)=t\left(S_{A}\right)+1$. Then the transition from $S_{A}$ to $S$ must either be case (i) or (ii).

If it is case (i), then $|S|=\left|S_{A}\right|+1$ and $t(S)=t\left(S_{A}\right)+1$; therefore, $\widehat{S}=\widehat{S}_{A}$. Thus, $D$ is not $A$-adequate and $|\widehat{S}|=\left|\widehat{S}_{A}\right|$. If it is case (ii), then $|S|=\left|S_{A}\right|-1$, and two nontrivial cycles of $S_{A}$ must merge into a trivial cycle of $S$. In this case, the conditions for $A$-adequacy are satisfied and $|\widehat{S}| \neq\left|\widehat{S}_{A}\right|$.

The proof of part (2) is similar and is left to the reader.

For any diagram $D$, its bracket has a unique presentation

$$
[D]_{\Sigma}=\sum_{\mu} p_{\mu}(D) \mu \in \mathscr{S}(\Sigma \times I)
$$

where the sum is over all multiloops $\mu$ in $\Sigma$. Denote the maximal and minimal degrees (in the variable $A$ ) of the nonzero polynomials $p_{\mu}(D)$ in this expression by $d_{\max }\left([D]_{\Sigma}\right)$ and $d_{\text {min }}\left([D]_{\Sigma}\right)$.

Proposition 3 For any link diagram $D$ on $\Sigma$,
(1) $d_{\max }\left([D]_{\Sigma}\right) \leq c(D)+2 t\left(S_{A}\right)$, with equality if $D$ is $A$-adequate;
(2) $d_{\min }\left([D]_{\Sigma}\right) \geq-c(D)-2 t\left(S_{B}\right)$, with equality if $D$ is $B$-adequate.

Proof (1) By (3), $[D]_{\Sigma}$ is given by a state sum with term $(-1)^{t\left(S_{A}\right)} A^{c(D)+2 t\left(S_{A}\right)} \widehat{S}_{A}$ for the state $S_{A}$. Now the inequality of (1) follows from the fact that every change of a smoothing in $S_{A}$ decreases $a(S)-b(S)$ by two and increases $t(S)$ by at most one.

The proof of equality in (1) when $D$ is $A$-adequate follows immediately from part (1) of the lemma below.

The proof of (2) is analogous, and the proof of equality in (2) when $D$ is $B$-adequate follows from part (2) of the lemma below.

Lemma 4 (1) If $D$ is $A$-adequate and $S$ is a state with at least one $B$-smoothing, then either

$$
a(S)-b(S)+2 t(S)<c(D)+2 t\left(S_{A}\right) \quad \text { or } \quad \widehat{S} \neq \widehat{S}_{A}
$$

(2) If $D$ is $B$-adequate and $S$ is a state with at least one $A$-smoothing, then either

$$
a(S)-b(S)+2 t(S)>-c(D)-2 t\left(S_{B}\right) \quad \text { or } \quad \widehat{S} \neq \widehat{S}_{B}
$$

Proof We prove (1) by contradiction: Suppose to the contrary that $S$ is a state with at least one $B$-smoothing such that $\widehat{S}=\widehat{S}_{A}$ and

$$
a(S)-b(S)+2 t(S)=c(D)+2 t\left(S_{A}\right)
$$

Clearly, $S$ can be obtained from $S_{A}$ by a sequence of smoothing changes from $A$ to $B$, $S_{A}=S_{0} \rightarrow S_{1} \rightarrow \cdots \rightarrow S_{k}=S$. Further, each smoothing change must increase $t(\cdot)$ by one, ie $t\left(S_{i+1}\right)=t\left(S_{i}\right)+1$ for $i=0, \ldots, k-1$. Since each smoothing change increases the number of cycles in a state by at most one, none of these smoothing changes can add a new cycle to $\widehat{S}_{i}$ for $i=0, \ldots, k$. Therefore, $\left|\widehat{S}_{i+1}\right| \leq\left|\widehat{S}_{i}\right|$ for $i=0, \ldots, k-1$. However, since $\widehat{S}=\widehat{S}_{A}$, none of the smoothing changes can decrease $\left|\widehat{S}_{i}\right|$ either. It follows that $\widehat{S}_{i+1}=\widehat{S}_{i}$ for $i=0, \ldots, k-1$. Thus, $\left|\widehat{S}_{i+1}\right|=\left|\widehat{S}_{i}\right|$ and

$$
\left|S_{i+1}\right|=t\left(S_{i+1}\right)+\left|\widehat{S}_{i+1}\right|=t\left(S_{i}\right)+1+\left|\widehat{S}_{i}\right|=\left|S_{i}\right|+1
$$

for $i=0, \ldots, k-1$. In particular, each transition $S_{i} \rightarrow S_{i+1}$ is of type (i), as discussed in the proof of Proposition 2, ie one where a cycle of $S_{i}$ splits into two cycles of $S_{i+1}$. However, since $D$ is $A$-adequate, the first smoothing change $S_{A}=S_{0} \rightarrow S_{1}$ has either $t\left(S_{1}\right) \leq t\left(S_{A}\right)$ or $\widehat{S}_{1} \neq \widehat{S}_{A}$, which is a contradiction.

This completes the proof of the first statement. The proof of the second one is similar and is left to the reader.

The next result is an immediate consequence of Proposition 3. Below, $\operatorname{span}\left([D]_{\Sigma}\right)$ denotes the difference between the maximal and minimal $A$-degree of $[D]_{\Sigma}$.

Corollary 5 If $D$ is a link diagram on $\Sigma$, then

$$
\operatorname{span}\left([D]_{\Sigma}\right) \leq 2 c(D)+2 t\left(S_{A}\right)+2 t\left(S_{B}\right)
$$

with equality if $D$ is skein adequate.
The map $\Psi: \mathscr{M} \mathscr{C}(\Sigma) \rightarrow \mathbb{Z}[z]$ sending $S$ to $z^{|S|}$ extends linearly to the skein module,

$$
\Psi: \mathscr{S}(\Sigma \times I)=\mathbb{Z}\left[A^{ \pm 1}\right] \mathscr{M} \mathscr{C}(\Sigma) \rightarrow \mathbb{Z}\left[A^{ \pm 1}, z\right]
$$

The composition $\Psi\left([D]_{\Sigma}\right)$ is called the reduced homotopy Kauffman bracket. Obviously,

$$
\operatorname{span}\left(\Psi\left([D]_{\Sigma}\right)\right) \leq \operatorname{span}\left([D]_{\Sigma}\right)
$$

where $\operatorname{span}(\cdot)$ refers to the span in the $A$-degree.
Proposition 6 If $D$ is a skein adequate link diagram on $\Sigma$, then

$$
\operatorname{span}\left(\Psi\left([D]_{\Sigma}\right)\right)=\operatorname{span}\left([D]_{\Sigma}\right)
$$

Proof Let $S$ be a state with at least one $B$-smoothing such that $|\widehat{S}|=\left|\widehat{S}_{A}\right|$ and $a(S)-b(S)+2 t(S)=c(D)+2 t\left(S_{A}\right)$. As before, $S$ can be obtained from $S_{A}$ by a sequence of smoothing changes from $A$ to $B$, and each smoothing change can increase $t(\cdot)$ by at most one, ie $S_{A}=S_{0} \rightarrow S_{1} \rightarrow \cdots \rightarrow S_{k}=S$. As in the proof of Lemma 4, we must have $t\left(S_{i+1}\right)=t\left(S_{i}\right)+1$. Further, since a smoothing change can increase the number of cycles in $S_{i}$ by at most one, we have $\left|\widehat{S}_{i+1}\right| \leq\left|\widehat{S}_{i}\right|$ for $i=0, \ldots, k-1$. Now the assumption that $|\widehat{S}|=\left|\widehat{S}_{A}\right|$ then implies that $\left|\widehat{S}_{i+1}\right|=\left|\widehat{S}_{i}\right|$ for $i=0, \ldots, k-1$. However, since $D$ is adequate, for the first transition $S_{A}=S_{0} \rightarrow S_{1}$, either $t\left(S_{1}\right) \neq t\left(S_{0}\right)+1$ or $\widehat{S}_{1} \neq \widehat{S}_{0}$. But $t\left(S_{1}\right)=t\left(S_{0}\right)+1$ and $\left|\widehat{S}_{1}\right|=\left|\widehat{S}_{0}\right|$ imply that $\widehat{S}_{1}=\widehat{S}_{0}$, which gives a contradiction.

Therefore, the term with maximum $A$-degree in $\Psi\left([D]_{\Sigma}\right)$ must survive. A similar argument applies to show that the term with minimum $A$-degree survives. It follows that

$$
\operatorname{span}\left(\Psi\left([D]_{\Sigma}\right)\right)=2 c(D)+2 t\left(S_{A}\right)+2 t\left(S_{B}\right)=\operatorname{span}\left([D]_{\Sigma}\right)
$$

The next proposition shows that skein adequacy is inherited under passing to subsurfaces $\Sigma^{\prime} \subset \Sigma$.

Proposition 7 If a link diagram $D$ on a subsurface $\Sigma^{\prime}$ of $\Sigma$ is $A$ - or $B$-adequate in $\Sigma$, then it is $A$ - or $B$-adequate, respectively, in $\Sigma^{\prime}$.

Proof In the following, let $t(S, \Sigma)$ be the value of $t(S)$ when $S$ is regarded as a state in $\Sigma$, and let $t\left(S, \Sigma^{\prime}\right)$ be its value when $S$ is regarded as a state in $\Sigma^{\prime}$.

Suppose $D$ is not $A$-adequate in $\Sigma^{\prime}$. By Proposition 2 , there exists a state $S$ adjacent to $S_{A}$ with $t\left(S, \Sigma^{\prime}\right)=t\left(S_{A}, \Sigma^{\prime}\right)+1$ and $|\widehat{S}|=\left|\widehat{S}_{A}\right|$ in $\Sigma^{\prime}$. In particular, $|S|=\left|S_{A}\right|+1$, and the transition from $S_{A}$ to $S$ must involve one cycle $C$ of $S_{A}$ splitting into two cycles $C_{1}$ and $C_{2}$ of $S$. At least one of $C_{1}$ and $C_{2}$ must be trivial in $\Sigma^{\prime}$, for otherwise $t\left(S, \Sigma^{\prime}\right) \leq t\left(S_{A}, \Sigma^{\prime}\right)$. If, say, $C_{1}$ is trivial in $\Sigma^{\prime}$, then it must also be trivial in $\Sigma$, because $\Sigma^{\prime} \subset \Sigma$ is a subsurface.

As a cycle in $\Sigma, C$ is either trivial or nontrivial. If it is trivial, then $C_{2}$ must also be trivial in $\Sigma$, and so in fact all three of $C, C_{1}$ and $C_{2}$ are trivial. This implies that $t(S, \Sigma)=t\left(S_{A}, \Sigma\right)+1$ and $|\widehat{S}|=\left|\widehat{S}_{A}\right|$ in $\Sigma$, contradicting the assumption of $A$-adequacy of $D$.

If, on the other hand, $C$ is nontrivial in $\Sigma$, then $C_{2}$ must also be nontrivial in $\Sigma$. This again implies that $t(S, \Sigma)=t\left(S_{A}, \Sigma\right)+1$ and $|\widehat{S}|=\left|\widehat{S}_{A}\right|$ in $\Sigma$, leading to the same contradiction. Therefore, $D$ must be $A$-adequate on $\Sigma^{\prime}$.

The proof of $B$-adequacy of $D$ is identical.

## 4 Skein and homological adequacy

For completeness of discussion, in this section we compare Definition 1 of skein adequacy to two legacy versions, namely simple and homological adequacy. We will see that our notion of adequacy is broader and that the statements of Lemma 4 and Corollary 5 are strictly stronger than the corresponding statements for simple and homological adequacy. Henceforth, we will say a link diagram on a surface is adequate if it is skein adequate.

For any state $S \subset \Sigma$, let us denote the ranks of the kernel and the image of

$$
i_{*}: H_{1}(S ; \mathbb{Z} / 2) \rightarrow H_{1}(\Sigma ; \mathbb{Z} / 2)
$$

by $k(S)$ and $r(S)$, respectively.
The homological Kauffman bracket,

$$
\langle D\rangle_{\Sigma}=\sum_{S \in \mathfrak{S}(D)} A^{a(S)-b(S)} \delta^{k(S)} z^{r(S)}
$$

was introduced by Krushkal [32] and studied in [8].
Based on this invariant, Boden and Karimi [8] introduced the notion of homological adequacy for link diagrams in surfaces. A diagram $D$ on $\Sigma$ is homologically $A$-adequate if $k(S) \leq k\left(S_{A}\right)$ for any state $S$ adjacent to $S_{A}$, and it is homologically $B$-adequate if $k(S) \leq k\left(S_{B}\right)$ for any state $S$ adjacent to $S_{B}$. A diagram $D$ is homologically adequate if it is both homologically $A$ - and $B$-adequate.

It is not difficult to show that a diagram that is plus-adequate is homologically $A-$ adequate, and one that is minus-adequate is homologically $B$-adequate. (For further details, see [8, Section 2.2].)


Figure 1: An alternating diagram on the torus.

Proposition 8 Every homologically $A$-adequate link diagram is $A$-adequate and every homologically $B$-adequate link diagram is $B$-adequate.

Proof Recall from the discussion at the beginning of the proof of Proposition 2 that there are the three possible cases and, to verify that a given diagram is $A$ - or $B$-adequate, it is enough to check that the conditions of Definition 1 hold in case (i). Hence, it is enough to focus on states $S$ adjacent to $S_{A}$ or $S_{B}$ with $|S|=\left|S_{A}\right|+1$ or $|S|=\left|S_{B}\right|+1$, respectively.

If $D$ is not $A$-adequate, then there exists a state $S$ adjacent to $S_{A}$ with $|S|=\left|S_{A}\right|+1$, $t(S)=t\left(S_{A}\right)+1$ and $\widehat{S}=\widehat{S}_{A}$. (Notice that if $|S|=\left|S_{A}\right|+1$ and $t(S)=t\left(S_{A}\right)+1$, then $\widehat{S}=\hat{S}_{A}$ automatically holds.) In this case, we have $k(S)=k\left(S_{A}\right)+1$, and it follows that $D$ is not homologically $A$-adequate. This proves the first statement in the proposition, and the proof of the second statement on $B$-adequacy is similar.

In summary, then, for a link diagram $D$ on a surface $\Sigma$, it follows that

$$
\begin{equation*}
\text { plus-adequacy } \Longrightarrow \text { homological } A \text {-adequacy } \Longrightarrow A \text {-adequacy, } \tag{5}
\end{equation*}
$$

with similar statements relating minus-adequacy, homological $B$-adequacy, and $B$ adequacy.

In Example 20, we will see a knot diagram in a genus two surface which is adequate but not homologically adequate. On the other hand, it is easy to construct examples which are homologically adequate but not simply adequate. For instance, consider the alternating diagram $D$ with three crossings on the torus in Figure 1. A straightforward calculation shows that it is homologically adequate but not simply adequate. These examples show that none of the reverse implications in (5) hold; therefore, the notion of adequacy in Definition 1 is strictly more general than either homological or simple adequacy.

In general, notice that
$\operatorname{span}\left(\langle D\rangle_{\Sigma}\right) \leq \operatorname{span}\left([D]_{\Sigma}\right) \leq 2 c(D)+2 t\left(S_{A}\right)+2 t\left(S_{B}\right) \leq 2 c(D)+2 k\left(S_{A}\right)+2 k\left(S_{B}\right)$,
where $\operatorname{span}(\cdot)$ is the span in the $A$-degree. Therefore, Corollary 5 immediately implies an analogous inequality holds for homological adequacy; see [8, Corollary 2.7].

## 5 Alternating links and the Tait conjectures

When tabulating knots, Tait formulated three conjectures on alternating links. The first one states that any reduced alternating diagram of a classical link has minimal crossing number. The second one asserts that any two such diagrams representing the same link have the same writhe. The third one states that any two reduced alternating diagrams of the same link are related by flype moves. The first two conjectures were resolved almost 100 years later, independently by Kauffman [31], Murasugi [43] and Thistlethwaite [48], using the newly discovered Jones polynomial. The third conjecture was established shortly after by Menasco and Thistlethwaite [41]. The first two Tait conjectures actually hold more generally for adequate links [38], and their proofs have been generalized to homologically adequate links in thickened surfaces in [8]. Here, we generalize these results even further to adequate links in thickened surfaces.

Henceforth, all links in thickened surfaces will be unframed, unless stated otherwise. Given an oriented link diagram $D$, let $c_{+}(D)$ be the numbers of crossings of type $\qquad$ and let $c_{-}(D)$ be the number of crossings of type 1 . The proof of the following theorem can be found in Section 7.1:

Theorem 9 Let $D$ and $E$ be oriented link diagrams on $\Sigma$ representing the same oriented unframed link in $\Sigma \times I$.
(i) If $D$ is $A$-adequate, then $c_{-}(D) \leq c_{-}(E)$.
(ii) If $D$ is $B$-adequate, then $c_{+}(D) \leq c_{+}(E)$.

The crossing number $c(L)$ of a link $L \subset \Sigma \times I$ is defined as the minimal crossing number among all diagram representatives of $L$. A link $L \subset \Sigma \times I$ is said to be adequate if it admits an adequate diagram on $\Sigma$.

Using Theorem 9, one can deduce the first and second Tait conjectures for adequate links in surfaces.

Corollary 10 (i) Any adequate diagram of a link in $\Sigma \times I$ has $c(L)$ crossings.
(ii) Any two adequate diagrams of the same oriented link in $\Sigma \times I$ have the same writhe.

Proof Statements (i) and (ii) are immediate consequences of Theorem 9. In the case of (ii), if adequate diagrams $D$ and $E$ represent the same oriented link, then $c_{+}(D)=c_{+}(E)$ and $c_{-}(D)=c_{-}(E)$ by the above theorem and, hence,

$$
w(D)=c_{+}(D)-c_{-}(D)=c_{+}(E)-c_{-}(E)=w(E) .
$$

Corollary 10 implies that for an adequate link $L \subset \Sigma \times I$, the writhe is a well-defined invariant of its oriented link type.

Let $g(\Sigma)$ be the sum of the genera of the connected components of $\Sigma$. A link diagram $D$ on $\Sigma$ is minimally embedded if it does not lie on a subsurface of $\Sigma$ of smaller genus. In other words, the complement of $D$ on $\Sigma$ has no nonseparating loops. Let $N_{D}$ be a neighborhood of $D$ in $\Sigma$ small enough that it is a ribbon surface retractable onto $D$. A diagram $D$ is minimally embedded if and only if $g\left(N_{D}\right)=g(\Sigma)$.

Furthermore, note that, if $D$ is connected and $\Sigma$ is closed, then $D$ is minimally embedded if and only if $\Sigma \backslash D$ is composed of disks. In that case, we say that $D$ is cellularly embedded.

A link diagram $D$ on a closed surface $\Sigma$ is said to have minimal genus if it is minimally embedded within its isotopy class.

In [39], it is proved that any cellularly embedded knot diagram with minimal crossing number has minimal genus. This result was recently extended to link diagrams, and the following is a restatement of [10, Theorem 1]:

Theorem 11 Any cellularly embedded link diagram with minimal crossing number has minimal genus.

A link diagram $D$ on $\Sigma$ is alternating if, when traveling along any of its components, its crossings alternate between over and under. A link $L \subset \Sigma \times I$ is alternating if it can be represented by an alternating link diagram.

A crossing $x$ of $D$ is nugatory if there is a simple loop in $\Sigma$ which separates $\Sigma$ and intersects $D$ only at $x$.


Figure 2: An essential nugatory crossing.
As observed in [8], although nugatory crossings in diagrams in $\Sigma=\mathbb{R}^{2}$ can always be removed by rotating one side of the diagram $180^{\circ}$ relative to the other, this is not always true for diagrams in noncontractible surfaces $\Sigma$; see Figure 2. A nugatory crossing is said to be removable if the simple loop can be chosen to bound a disk, otherwise it is called essential. A link diagram is reduced if it does not contain any removable nugatory crossings. For example, the knot in Figure 6 contains an essential nugatory crossing.

The following strengthens [8, Proposition 2.8]. Its proof is given in Section 7.2.

Theorem 12 Any reduced alternating diagram is adequate.
Note that, unlike [8, Proposition 2.8], we do not assume here that $D$ is cellularly embedded or checkerboard colorable, nor that $D$ has no nugatory crossings.

A link diagram on $\Sigma$ is called weakly alternating if it is a connected sum $D_{0} \# D_{1} \# \cdots \# D_{k}$ of an alternating diagram $D_{0}$ in $\Sigma$ and alternating diagrams $D_{1}, \ldots, D_{k}$ in $S^{2}$ (see Lemma 16). Theorem 12 can be generalized to show that weakly alternating diagrams are adequate. In fact, in the next section we will prove Proposition 17, showing that any diagram on a surface obtained as the connected sum of two adequate link diagrams is itself adequate.

Let us return to Tait conjectures now. By Corollary 10, any reduced alternating diagram $D$ has the minimal crossing number for all diagrams representing the same unframed link $L$ in $\Sigma \times I$. Furthermore, all such oriented diagrams representing the same link $L$ have the same writhe.

The results of Kauffman, Murasugi and Thistlethwaite [31; 43; 48] imply that the span of the Kauffman bracket of any diagram $D \subset S^{2}$ satisfies

$$
\operatorname{span}\left([D]_{S^{2}}\right) \leq 4 c(D)+4,
$$



Figure 3: Two knots in a genus two surface with the same homological Kauffman bracket.
or, equivalently, for the Jones polynomial, that $\operatorname{span}\left(V_{D}(t)\right) \leq c(D)$, with equality if $D$ is alternating. Furthermore, in [48], Thistlethwaite proved that, if $D \subset S^{2}$ is prime and nonalternating, then

$$
\operatorname{span}\left([D]_{S^{2}}\right)<4 c(D)+4
$$

In [49], it is observed that the above results hold if $D \subset S^{2}$ is weakly alternating, namely if $D$ is a connected sum of alternating diagrams. Thus, the Kauffman bracket $[D]_{S^{2}}$, together with $c(D)$, detects weakly alternating classical links.

The homological Kauffman bracket of [8] is not sufficiently strong to prove an analogous statement for links in thickened surfaces. Consider the two knots in the genus two surface in Figure 3. These knots have the same homological Kauffman bracket, namely

$$
\left\langle D_{1}\right\rangle_{\Sigma}=\left\langle D_{2}\right\rangle_{\Sigma}=3 \delta z^{2}-4 \delta^{2} z+\left(A^{4}+3+A^{-4}\right) \delta,
$$

but one of them is alternating and the other is not. Consequently, the homological Kauffman bracket does not detect alternating knots in thickened surfaces.

However, we are going to show that the Kauffman, Murasugi and Thistlethwaite statements hold for the Kauffman bracket $[\cdot]_{\Sigma}$ of diagrams in closed surfaces $\Sigma$ after replacing 4 by $4|D|-4 g(\Sigma)$ on the right.

Let $|D|$ denote the number of connected components of $D$ (which may be smaller than the number of connected components of the link in $\Sigma \times I$ represented by $D$ ).

Let $r(D)$ be the rank of the image of $i_{*}: H_{1}(D ; \mathbb{Z} / 2) \rightarrow H_{1}(\Sigma ; \mathbb{Z} / 2)$. If $D \subset \Sigma$ is minimally embedded, then $i_{*}$ is surjective and $r(D)=2 g$.

The proof of the next result is given in Section 7.4.


Figure 4: Minimally embedded alternating diagram for which the equality of Theorem 13(ii) does not hold.

Theorem 13 (i) For any link diagram $D \subset \Sigma$,

$$
\operatorname{span}\left([D]_{\Sigma}\right) \leq 4 c(D)+4|D|-2 r(D)
$$

(ii) If $D$ is cellularly embedded, reduced, and weakly alternating, then

$$
\operatorname{span}\left([D]_{\Sigma}\right)=4 c(D)+4|D|-4 g(\Sigma)
$$

(iii) If $D$ is not weakly alternating then

$$
\operatorname{span}\left([D]_{\Sigma}\right)<4 c(D)+4|D|-2 r(D)
$$

The assumptions of Theorem 13(ii) are necessary:
If $D$ has a removable nugatory crossing, then eliminating it decreases the right-hand side of the above equality but not the left-hand side. Therefore, (ii) does not hold for diagrams with removable crossings.

It can also fail when $D$ is not cellularly embedded. For example, consider the alternating link in Figure 4. It has $t\left(S_{A}\right)=4$ and $t\left(S_{B}\right)=2$. Therefore, by Corollary 5, we have $\operatorname{span}\left([D]_{\Sigma}\right) \leq 16+12=28$, whereas $4 c(D)+4|D|-4 g(\Sigma)=32$. Note that this diagram is minimally embedded but not cellularly embedded.

Although (ii) holds for weakly alternating diagrams, in the next section we will see that it does not hold generally for connected sums of alternating diagrams in arbitrary surfaces (see Example 19).

Corollary 14 Let $L$ be a link in $\Sigma \times I$ with a reduced, weakly alternating diagram $D$ which is cellularly embedded. Then any other cellularly embedded diagram $E$ for $L$ satisfies $c(D) \leq c(E)$. If $E$ is not weakly alternating, then $c(D)<c(E)$.

Proof The first part is a direct consequence of Tait conjecture, Corollary 10. Let us prove the full statement now: Any cellularly embedded link diagram on a connected
surface is itself connected. Therefore, it is enough to prove the statement under the assumption that $\Sigma$ and $D$ are both connected. Theorem 13(ii) then implies that $c(D)=\frac{1}{4} \operatorname{span}\left([D]_{\Sigma}\right)+g(\Sigma)-1$. If $E$ is a second link diagram for $L$ on $\Sigma$, then, since $E$ is cellularly embedded, it must also be connected. Theorem 13(i) implies that

$$
c(D)=\frac{1}{4} \operatorname{span}\left([D]_{\Sigma}\right)+g(\Sigma)-1=\frac{1}{4} \operatorname{span}\left([E]_{\Sigma}\right)+g(\Sigma)-1 \leq c(E)
$$

If $E$ is not weakly alternating, then Theorem 13(iii) shows the last inequality is strict; therefore, it follows that $c(D)<c(E)$.

Remark 15 The corollary gives an alternative proof of Theorem 11 for nonsplit alternating links as follows. Let $L$ be a nonsplit alternating link in $\Sigma \times I$, where $\Sigma$ is closed oriented surface, and let $D \subset \Sigma$ a minimal crossing cellularly embedded diagram for $L$. Then Corollary 14 implies that $D$ is an alternating diagram. The argument is completed by appealing to [9, Proposition 6], which shows that alternating link diagrams have minimal genus.

## 6 Crossing number and connected sums

In this section, we will study the behavior of the crossing number under connected sum of links in thickened surfaces. This problem is closely related to an old and famous conjecture for classical links, which asserts that, for any two links $L_{1}$ and $L_{2}$,

$$
\begin{equation*}
c\left(L_{1} \# L_{2}\right)=c\left(L_{1}\right)+c\left(L_{2}\right) \tag{6}
\end{equation*}
$$

This conjecture has been verified for a wide class of links, including alternating links, adequate links, and torus links [20]. Clearly, $c\left(L_{1} \# L_{2}\right) \leq c\left(L_{1}\right)+c\left(L_{2}\right)$. In addition, in [35], Lackenby has proved that, in general, one has a lower bound of the form

$$
c\left(L_{1} \# L_{2}\right) \geq \frac{1}{152}\left(c\left(L_{1}\right)+c\left(L_{2}\right)\right)
$$

The operation of connected sum is not so well behaved for arbitrary links in thickened surfaces.

Just as for classical links, it depends on the choice of components which are joined as well as their orientations. However, unless one of the links is in $S^{2} \times I$, it also depends on the diagram representatives as well as the choice of basepoints $x_{i} \in D_{i}$ where the link components are joined. The issue is the fact that a Reidemeister move applied to either of the link diagrams may change the link type of their connected sum. We take a moment to quickly review its construction.

Suppose $\Sigma_{1}$ and $\Sigma_{2}$ are oriented surfaces and let $\Sigma_{1} \# \Sigma_{2}$ denote their connected sum. It is obtained from the union $\left(\Sigma_{1} \backslash \operatorname{int} B_{1}\right) \cup\left(\Sigma_{2} \backslash\right.$ int $\left.B_{2}\right)$ by gluing $\partial B_{1} \subset \Sigma_{1}$ to $\partial B_{2} \subset \Sigma_{2}$ by an orientation-reversing homeomorphism $g: \partial B_{1} \rightarrow \partial B_{2}$. For connected surfaces, $\Sigma_{1} \# \Sigma_{2}$ is independent of the choice of disks $B_{i} \subset \Sigma_{i}$ and gluing map.

If $D_{1} \subset \Sigma_{1}$ and $D_{2} \subset \Sigma_{2}$ are link diagrams, we can choose cutting points $x_{i} \in D_{i}$ and disk neighborhoods $B_{i}$ from $\Sigma_{i}$ such that $B_{i} \cap D_{i}$ is an interval for $i=1,2$. Then the surface $\Sigma_{1} \# \Sigma_{2}$ can be formed in such a way that $D=\left(D_{1} \backslash \operatorname{int} B_{1}\right) \cup\left(D_{2} \backslash \operatorname{int} B_{2}\right)$ is a link diagram in $\Sigma_{1} \# \Sigma_{2}$. If $D_{1}$ and $D_{2}$ are oriented link diagrams, then we require the gluing to respect the orientations of the arcs. The resulting diagram is called a connected sum of $D_{1}$ and $D_{2}$. In general, it depends on the choice of link diagrams $D_{1}$ and $D_{2}$, components being joined, and points $x_{i} \in D_{i}$. However, it is independent of the choice of disk neighborhoods $B_{i}$ containing $x_{i}$.

The next result shows that, when one of the diagrams lies in $S^{2} \times I$, the operation of connected sum is well behaved.

Lemma 16 Let $D_{1} \subset \Sigma \times I$ and $D_{2} \subset S^{2} \times I$ be oriented diagrams, where $\Sigma$ is an arbitrary surface. Then the connected sum of $D_{1}$ and $D_{2}$ is independent of the choice of the cutting points $x_{1}$ and $x_{2}$ on the selected components of $D_{1}$ and of $D_{2}$.

We will denote the connected sum in this case by $D_{1} \# D_{2}$. The oriented link type of $D_{1} \# D_{2}$ depends only on the link types of $D_{1}$ and $D_{2}$ and a choice of which components are joined.

Proof One can shrink the image of $D_{2}$ in the connected sum so that all its crossings lie in a small 3-ball $B^{3}$ in $\Sigma \times I$. By an isotopy, we can move the ball along arcs of $D_{1}$ representing the component to which $D_{1}$ is joined, and moving over or under the other arcs at any crossing that we encounter.

This shows that the connected sum is independent of the choice of the cut point $x_{1}$ on $D_{1}$. The independence on the cut point $x_{2}$ on $D_{2}$ follows from the well-known fact that all long knots - or rather $(1,1)$ tangles - obtained by cutting $D_{2}$ at different points $x_{2}$ of its specified component are isotopic (as $(1,1)$ tangles). Shrinking $D_{2}$ into a small 3-ball also allows one to translate any Reidemeister move of $D_{1}$ or $D_{2}$ into a Reidemeister move on the connected sum $D_{1} \# D_{2}$. This proves the last statement.

Proposition 17 Any connected sum of two $A$ - or $B$-adequate diagrams is itself $A$ - or $B$-adequate, respectively.

Proof Let $D$ be a link diagram in $\Sigma_{1} \# \Sigma_{2}$ obtained as the connected sum of $A-$ adequate diagrams $D_{1} \subset \Sigma_{1}$ and $D_{2} \subset \Sigma_{2}$, and suppose to the contrary that $D$ is not $A$-adequate. By Proposition 2, there is a state $S$ for $D$ adjacent to $S_{A}$ with $t\left(S, \Sigma_{1} \# \Sigma_{2}\right)=t\left(S_{A}, \Sigma_{1} \# \Sigma_{2}\right)+1$ and $|\widehat{S}|=\left|\widehat{S}_{A}\right|$ in $\Sigma_{1} \# \Sigma_{2}$. In particular, $|S|=$ $\left|S_{A}\right|+1$, and the transition from $S_{A}$ to $S$ involves one cycle of $S_{A}$ splitting into two cycles.

Let $x$ be the crossing of $D$ where the smoothing is changed in the transition from $S_{A}$ to $S$. We can assume, without loss of generality, that $x$ is a crossing from $D_{1}$. Let $C$ be the cycle of $S_{A}$ that splits into two cycles, $C^{\prime}$ and $C^{\prime \prime}$, under this transition. Since $t\left(S, \Sigma_{1} \# \Sigma_{2}\right)=t\left(S_{A}, \Sigma_{1} \# \Sigma_{2}\right)+1$, one of the cycles $C^{\prime}$ and $C^{\prime \prime}$, say $C^{\prime}$, must be trivial.

If $C$ is a cycle contained in $S_{A}\left(D_{1}\right)$, then the same is true for $C^{\prime}$ and $C^{\prime \prime}$. However, this contradicts the assumption that $D_{1}$ is $A$-adequate.

Otherwise, $C=C_{1} \# C_{2}$ must be a connected sum of a cycle $C_{1}$ in $S_{A}\left(D_{1}\right)$ with a cycle $C_{2}$ in $S_{A}\left(D_{2}\right)$. In the transition from $S_{A}$ to $S$, by the previous argument, we may assume the cycle $C_{1} \# C_{2}$ splits into $C_{1}^{\prime} \# C_{2}$ and $C_{1}^{\prime \prime}$. Further, since $C^{\prime}=C_{1}^{\prime} \# C_{2}$ is trivial, it follows that $C_{1}^{\prime}$ must be trivial in $\Sigma_{1}$ and $C_{2}$ must be trivial in $\Sigma_{2}$.

If $C_{1} \# C_{2}$ is trivial, then $C_{1}^{\prime \prime} \# C_{2}$ must also be trivial. That would imply that all three of $C_{1}, C_{1}^{\prime}$ and $C_{1}^{\prime \prime}$ are trivial in $\Sigma_{1}$. This again contradicts the assumption that $D_{1}$ is $A$-adequate, and we take a moment to explain this point.

Let $S\left(D_{1}\right)$ be the corresponding state for $D_{1}$. It is obtained from $S_{A}\left(D_{1}\right)$ by switching the smoothing at $x$. The transition from $S_{A}\left(D_{1}\right)$ to $S\left(D_{1}\right)$ involves $C_{1}$ splitting into $C_{1}^{\prime}$ and $C_{1}^{\prime \prime}$. Since all three of $C_{1}, C_{1}^{\prime}$ and $C_{1}^{\prime \prime}$ are trivial in $\Sigma_{1}$, we have $t\left(S\left(D_{1}\right)\right)=$ $t\left(S_{A}\left(D_{1}\right)\right)+1$ and $\left|\widehat{S}\left(D_{1}\right)\right|=\widehat{S}_{A}\left(D_{1}\right)$ in $\Sigma_{1}$, which contradicts the assumption of $A$-adequacy of $D_{1}$.

The other possibility is that $C_{1} \# C_{2}$ is nontrivial. Since $C_{2}$ is trivial in $\Sigma_{2}$, the cycles $C_{1}$ and $C_{1}^{\prime \prime}$ must both be nontrivial in $\Sigma_{1}$. The transition from $S_{A}\left(D_{1}\right)$ to $S\left(D_{1}\right)$ still involves $C_{1}$ splitting into $C_{1}^{\prime}$ and $C_{1}^{\prime \prime}$, only now $C_{1}$ and $C_{1}^{\prime \prime}$ are nontrivial and $C_{1}^{\prime}$ is trivial in $\Sigma_{1}$. Thus, $t\left(S\left(D_{1}\right)\right)=t\left(S_{A}\left(D_{1}\right)\right)+1$ and $\left|\widehat{S}\left(D_{1}\right)\right|=\widehat{S}_{A}\left(D_{1}\right) \mid$ in $\Sigma_{1}$, which again contradicts the assumption of $A$-adequacy of $D_{1}$. Therefore, $D=D_{1} \# D_{2}$ must be $A$-adequate.

The proof of $B$-adequacy of $D$ is similar.


Figure 5: A connected sum of alternating diagrams.
Corollary 18 Suppose $L_{1} \subset \Sigma_{1} \times I$ and $L_{2} \subset \Sigma_{2} \times I$ are links represented by adequate diagrams $D_{1} \subset \Sigma_{1}$ and $D_{2} \subset \Sigma_{2}$. Then any link $L$ in $\left(\Sigma_{1} \# \Sigma_{2}\right) \times I$ admitting a diagram which is a connected sum of $D_{1}$ and $D_{2}$ is itself adequate. Further, the crossing number and writhe satisfy $c(L)=c\left(L_{1}\right)+c\left(L_{2}\right)$ and $w(L)=w\left(L_{1}\right)+w\left(L_{2}\right)$.

Proof Suppose $L$ is represented by $D=D_{1} \# D_{2} \subset \Sigma_{1} \# \Sigma_{2}$. Then $D$ is adequate by Proposition 17. Further, by parts (i) and (ii) of Corollary 10, we see that

$$
\begin{aligned}
c(L) & =c(D)=c\left(D_{1}\right)+c\left(D_{2}\right)=c\left(L_{1}\right)+c\left(L_{2}\right), \\
w(L) & =w(D)=w\left(D_{1}\right)+w\left(D_{2}\right)=w\left(L_{1}\right)+w\left(L_{2}\right) .
\end{aligned}
$$

Example 19 Figure 5 shows a knot diagram $D$ in the genus two surface obtained as the connected sum of two alternating diagrams of the same knot in the torus. One can easily verify that $D$ is reduced and cellularly embedded, but not alternating. Further, Proposition 17 implies that this diagram is adequate, and therefore a minimal crossing diagram for the knot type. Direct calculation reveals that $t\left(S_{A}\right)=2$, $t\left(S_{B}\right)=0$ and $\left|\widehat{S}_{A}\right|=\left|\widehat{S}_{B}\right|=1$. Therefore, $\operatorname{span}\left([D]_{\Sigma}\right)=16$. On the other hand, since $4(c(D)+|D|-g(\Sigma))=20$, by Theorem 13(ii), it follows that $D$ is not weakly alternating and, in fact, not equivalent to any weakly alternating knot in $\Sigma \times I$.

Example 20 Figure 6 shows a knot in a genus two surface with an essential nugatory crossing. Since it is reduced and alternating, Theorem 12 shows that it is adequate.


Figure 6: An alternating diagram with an essential nugatory crossing.


Figure 7: Adding twists to a connected sum to create essential nugatory crossings.
Note that this diagram is not homologically adequate. In fact, if $S$ is the state with a $B$-smoothing at the nugatory crossing and $A$-smoothings at all the other crossings, then one can show that $|S|=\left|S_{A}\right|+1$ and $k(S)>k\left(S_{A}\right)$.

Notice that this knot can also be obtained as the connected sum of two alternating knots $K_{1}$ and $K_{2}$ in $T^{2} \times I$ with $c\left(K_{i}\right)=3$, but after performing a Reidemeister one move on one of them to obtain a diagram with four crossings. In particular, this example shows that a connected sum of two diagrams $D_{1} \subset \Sigma_{1}$ and $D_{2} \subset \Sigma_{2}$ can be adequate even when one of them is not adequate.

Suppose $L_{1} \subset \Sigma_{1} \times I$ and $L_{2} \subset \Sigma_{2} \times I$ are two alternating links in thickened surfaces with $g\left(\Sigma_{i}\right)>0$ for $i=1,2$. Suppose further that $D_{i}$ is a link diagram on $\Sigma_{i}$ representing $L_{i}$ for $i=1,2$, and that $D_{1}$ and $D_{2}$ are both reduced and alternating.

Instead of forming the connected sum of $D_{1}$ and $D_{2}$, take one of the diagrams and insert an arbitrary number (say $n$ ) of twists before forming the connected sum. See Figure 7.

The result will be a diagram $D$ which is similar to a connected sum of $D_{1}$ and $D_{2}$, but with $n$ essential nugatory crossings in between. This construction can be carried out so that $D$ is reduced and alternating. In particular, it will have crossing number $c(D)=c\left(D_{1}\right)+c\left(D_{2}\right)+n$. If $L$ denotes the link type of $D$, and since $D_{1}$ and $D_{2}$ are alternating and have minimal crossing number, this shows that the analogue of (6) can fail arbitrarily badly for links in thickened surfaces other than $S^{2} \times I$.

The reason (6) fails in general for connected sums of links in thickened surfaces is due to the use of nonminimal diagrams in forming the connected sum. However, if one restricts the connected sum operation to minimal crossing diagrams, then one gets a plausible generalization:

Conjecture 21 Suppose $L_{1} \subset \Sigma_{1} \times I$ and $L_{2} \subset \Sigma_{2} \times I$ are links in thickened surfaces with minimal crossing representatives $D_{1}$ and $D_{2}$, respectively. Then any link $L$ in the thickening of $\Sigma_{1} \# \Sigma_{2}$ arising as a connected sum of $D_{1}$ and $D_{2}$ satisfies

$$
c(L)=c\left(L_{1}\right)+c\left(L_{2}\right)
$$

Note that the assumption that $D_{1}$ and $D_{2}$ are minimal crossing representatives implies immediately that

$$
c(L) \leq c\left(L_{1}\right)+c\left(L_{2}\right) .
$$

In fact, the inequality may fail without that assumption. This is related to the fact that crossing number is not additive under connected sum for virtual knots. For example, the Kishino knot is the connected sum of two virtual unknots. As evidence, notice that Corollary 18 confirms that the conjecture is true if $L_{1}$ and $L_{2}$ are adequate links in thickened surfaces. In particular, it holds for alternating and weakly alternating links.

## 7 Proofs of Theorems 9, 12 and 13

### 7.1 Proof of Theorem 9

Given a link diagram $D$ on $\Sigma$ and positive integer $r$, the $r^{\text {th }}$ parallel of $D$ is the link diagram $D^{r}$ on $\Sigma$ in which each link component of $D$ is replaced by $r$ parallel copies, with each one repeating the same "over" and "under" behavior of the original component.

Lemma 22 If $D$ is $A$-adequate, then $D^{r}$ is also $A$-adequate. If $D$ is $B$-adequate, then $D^{r}$ is also $B$-adequate.

Proof Let $S_{A}(D)$ and $S_{A}\left(D^{r}\right)$ be the pure $A$-smoothings of $D$ and the pure $A-$ smoothings of $D^{r}$, respectively. It is straightforward to check that $S_{A}\left(D^{r}\right)$ is the $r$-parallel of $S_{A}(D)$.
Suppose $D^{r}$ is not $A$-adequate. Then there is a state $S^{\prime}$ obtained by switching one $A-$ smoothing in $S_{A}\left(D^{r}\right)$ to a $B$-smoothing such that $t\left(S_{A}\left(D^{r}\right)\right)<t\left(S^{\prime}\right)$ and $\widehat{S}_{A}\left(D^{r}\right)=\widehat{S^{\prime}}$. In the terminology of the proof of Proposition 2, that can only happen for a smoothing change of type (i), more specifically when the smoothing change involves one of the innermost cycles in $S_{A}\left(D^{r}\right)$ which is self-abutting and which, when split, creates a new trivial cycle in $S^{\prime}$. That is only possible if there is a self-abutting cycle in $S_{A}(D)$ which, when split, creates a new trivial cycle. Since $D$ is $A$-adequate, this cannot happen.
An analogous argument proves the statement for $B$-adequate diagrams.
Proof of Theorem 9 (i) Since

$$
c(D)-w(D)=c_{+}(D)+c_{-}(D)-\left(c_{+}(D)-c_{-}(D)\right)=2 c_{-}(D),
$$

we will prove that

$$
c(D)-w(D) \leq c(E)-w(E) .
$$

Our argument is an adaptation of Stong's proof [47] (see also [37, Theorem 5.13]).
Let $L_{1}, \ldots, L_{m}$ be the components of $L$ and let $D_{i}$ and $E_{i}$ be the subdiagrams of $D$ and $E$ corresponding to $L_{i}$. For each $i=1, \ldots, m$, choose nonnegative integers $\mu_{i}$ and $v_{i}$ such that $w\left(D_{i}\right)+\mu_{i}=w\left(E_{i}\right)+v_{i}$. Let $D^{\prime}$ be composed of components $D_{1}^{\prime}, \ldots, D_{m}^{\prime}$, where each $D_{i}^{\prime}$ is obtained from $D_{i}$ by adding $\mu_{i}$ positive kinks to it. (These kinks do not cross with other components). Similarly, let $E^{\prime}$ be composed of components $E_{1}^{\prime}, \ldots, E_{m}^{\prime}$, where each $E_{i}^{\prime}$ is obtained from $E_{i}$ by adding $v_{i}$ positive kinks to it. Notice that $D^{\prime}$ is still $A$-adequate.
The writhes of the individual components satisfy

$$
w\left(D_{i}^{\prime}\right)=w\left(D_{i}\right)+\mu_{i}=w\left(E_{i}\right)+v_{i}=w\left(E_{i}^{\prime}\right) .
$$

Further, the sum of the signs of the crossings of $D_{i}^{\prime} \cap D_{j}^{\prime}$ coincides with the sum of the signs of the crossings of $E_{i}^{\prime} \cap E_{j}^{\prime}$, since both are equal to the linking number of $L_{i}$ and $L_{j}$. Thus, $w\left(D^{\prime}\right)=w\left(E^{\prime}\right)$.
For any $r$, consider the $r^{\text {th }}$ parallels $\left(D^{\prime}\right)^{r}$ and $\left(E^{\prime}\right)^{r}$ now. Then $w\left(\left(D^{\prime}\right)^{r}\right)=r^{2} w\left(D^{\prime}\right)$, because each crossing of $D^{\prime}$ corresponds to $r^{2}$ crossings in $\left(D^{\prime}\right)^{r}$ of the same sign. The diagrams $\left(D^{\prime}\right)^{r}$ and $\left(E^{\prime}\right)^{r}$ are equivalent and have the same writhe; thus, their Kauffman brackets must be equal. In particular, we have $d_{\max }\left(\left[\left(D^{\prime}\right)^{r}\right]_{\Sigma}\right)=d_{\max }\left(\left[\left(E^{\prime}\right)^{r}\right]_{\Sigma}\right)$. Proposition 3 implies now that

$$
\begin{aligned}
& d_{\max }\left(\left[\left(D^{\prime}\right)^{r}\right]_{\Sigma}\right)=\left(c(D)+\sum_{i=1}^{m} \mu_{i}\right) r^{2}+2\left(t\left(S_{A}(D)\right)+\sum_{i=1}^{m} \mu_{i}\right) r, \\
& d_{\max }\left(\left[\left(E^{\prime}\right)^{r}\right]_{\Sigma}\right) \leq\left(c(E)+\sum_{i=1}^{m} v_{i}\right) r^{2}+2\left(t\left(S_{A}(E)\right)+\sum_{i=1}^{m} \nu_{i}\right) r .
\end{aligned}
$$

Since this is true for all $r$, by comparing coefficients of the $r^{2}$ terms, we find that

$$
\begin{equation*}
c(D)+\sum_{i=1}^{m} \mu_{i} \leq c(E)+\sum_{i=1}^{m} v_{i} . \tag{7}
\end{equation*}
$$

Subtracting $\sum_{i=1}^{m}\left(\mu_{i}+w\left(D_{i}\right)\right)=\sum_{i=1}^{m}\left(v_{i}+w\left(E_{i}\right)\right)$ from both sides of (7), we get that

$$
\begin{equation*}
c(D)-\sum_{i=1}^{m} w\left(D_{i}\right) \leq c(E)-\sum_{i=1}^{m} w\left(E_{i}\right) . \tag{8}
\end{equation*}
$$

Subtracting the total linking number of $L$ from both sides of (8) gives the desired inequality.

The proof of (ii) is analogous. One adds negative kinks to $D$ and $E$ in this case.


Figure 8: A knot diagram in the torus which is not alternable.

### 7.2 Proof of Theorem 12

A link diagram $D$ on $\Sigma$ is alternable if it can be made alternating by inverting some of its crossings. Every classical link diagram is alternable, but the same is not true for link diagrams in arbitrary surfaces. For example, the knot diagram in the torus in Figure 8 is not alternable.

A link diagram $D$ on $\Sigma$ is checkerboard colorable if the components of $\Sigma \backslash D$ can be colored by two colors such that any two components of $\Sigma \backslash D$ that share an edge have opposite colors.

Proposition 23 Any minimal embedding $D$ on $\Sigma$ is alternable if and only if it is checkerboard colorable.

Proof Observe that filling the boundaries of $\Sigma$ with disks does not affect alternability or checkerboard colorability. Likewise, removing disks from $\Sigma \backslash D$ also does not affect alternability or checkerboard colorability. This has two consequences:
(a) It is enough to prove this statement for surfaces $\Sigma$ with all boundary components capped, ie for closed surfaces.
(b) Since Kamada proved that, if a diagram $D$ is a deformation retract of $\Sigma$, then it is alternable if and only if it is checkerboard colorable [28, Lemma 7], our statement holds for cellularly embedded diagrams.

Our strategy is to reduce the proof to this case of cellular embeddings. Suppose that $C$ is a nondisk component of $\Sigma \backslash D$. Then it contains a noncontractible simple closed loop $\alpha$. Let $\Sigma^{\prime}$ be obtained by cutting $\Sigma$ along $\alpha$ and by capping the boundary components. The loop $\alpha$ must be separating $\Sigma$, since otherwise $D \hookrightarrow \Sigma^{\prime}$ would be a lower-genus embedding of $D$. Observe now that, since $\Sigma$ is a connected sum of two surfaces $\Sigma_{1} \# \Sigma_{2}$,
where $\Sigma_{1} \cup \Sigma_{2}=\Sigma^{\prime}$ and $D$ is a disjoint union of $D \cap \Sigma_{1}$ and of $D \cap \Sigma_{2}$, it is enough to prove that $D \subset \Sigma_{i}$ is checkerboard colored for $i=1,2$.

By repeating this process as long as possible, we reduce the statement to cellularly embedded diagrams, which is covered by (b) above.

Lemma 24 Any alternable diagram can be extended by disjoint simple closed loops to a checkerboard colorable one.

Proof The surface $N_{D} \subset \Sigma$, being a regular neighborhood of $D$, is checkerboard colorable by the earlier mentioned result of Kamada [28, Lemma 7]. The only reason that coloring does not extend to $D \subset \Sigma$ is that some connected components $C$ of $\Sigma \backslash$ int $N_{D}$ may have multiple connected components of their boundary whose neighborhoods are colored differently. However, that issue can be resolved by adding simple closed loops around those boundary components of $C$ which are white.

Proof of Theorem 12 Let $D$ be alternating diagram without removable crossings. By Lemma 24, by adding disjoint simple closed loops to $D$, we obtain a diagram $D^{\prime}$ which is alternating and checkerboard colorable. Hence, it is enough to prove that $D^{\prime}$ is adequate. Let us assume for simplicity of notation that $D$ is checkerboard colorable.

We will prove the $A$-adequacy of $D$ only, as the proof of $B$-adequacy is identical. Let $S$ be a state with all $A$-smoothings except for a $B$-smoothing at a crossing $x$ of $D$. We will prove that $D$ is $A$-adequate "at $x$ ", meaning that $t(S) \leq t\left(S_{A}\right)$ or $\widehat{S} \neq \widehat{S}_{A}$ in $\mathscr{S}(\Sigma \times I)$.

As in the proof of Proposition 2, there are three cases and, to check adequacy, it is enough to check that the conditions of Definition 1 hold in the first case, namely when $|S|=\left|S_{A}\right|+1$. Therefore, $S_{A}$ must contain a self-abutting cycle $C$ and, in the transition from $S_{A}$ to $S$, the cycle $C$ splits into two cycles $C_{1}$ and $C_{2}$ of $S$. Since $D$ is alternating and checkerboard colorable, $S_{A}$ bounds a subsurface $\Sigma^{\prime}$ of $\Sigma$ of a certain color, say white, which contains no crossings of $D$.

We claim that neither $C_{1}$ nor $C_{2}$ is trivial. Indeed, if, say, $C_{1}$ were trivial, then there would be a loop $\gamma$ parallel to $C_{1}$ totally inside $\Sigma^{\prime}$ except for a little neighborhood of $x$, in which it would cross $x$. Such a curve would imply that the crossing $x$ is removable, (see for example Figure 9), which is a contradiction. Therefore, neither $C_{1}$ nor $C_{2}$ is trivial, and it follows that $t(S)=t\left(S_{A}\right)$. Therefore, $D$ is $A$-adequate at $x$, and this completes the proof of the theorem.


Figure 9: A trivial cycle, resulting in a removable crossing.

### 7.3 Link diagrams and shadows

A link shadow in $\Sigma$ is a 4-valent graph in $\Sigma$, possibly with loop components. In other words, a shadow is a link diagram with crossing types ignored. For that reason we refer to shadow vertices as crossings and the components of any link realization of a shadow as its link components. (Not to be confused with connected components of a shadow.)

Some properties of link diagrams are entirely determined by its link shadow. For example, we will say that a link shadow $D$ on $\Sigma$ is checkerboard colorable if the components of $\Sigma \backslash D$ can be colored by two colors such that any two components of $\Sigma \backslash D$ that share an edge have opposite colors. Clearly, a link diagram is checkerboard colorable if and only if its link shadow is. Similarly, a link shadow is minimally embedded if it does not lie in a subsurface of $\Sigma$ of smaller genus, and it is immediate that a link diagram on $\Sigma$ is minimally embedded if and only if its link shadow is.

Each shadow crossing has two smoothings, which cannot be differentiated as $A$ - and $B$-type, as in the case of link diagrams. For that reason, for link shadows it is customary to place markers at the crossings indicating the smoothing as in Figure 10.

Two consecutive crossings can have identical or opposite smoothings; see Figure 11. An alternating state of a shadow is one with alternating crossing smoothings along all of its link components. In other words, a state is alternating if the smoothings at every pair of consecutive crossings are opposite.

Not all link shadows admit alternating smoothings, for example the shadow of the nonalternable knot in the torus in Figure 8. On the other hand, any link shadow of
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Figure 10: Two types of markers for a state of a link shadow.


Figure 11: Two consecutive crossings with identical markers (left) and opposite markers (right).
an alternating link diagram admits two alternating smoothings, namely the shadow smoothings coming from $S_{A}$ and $S_{B}$.

Given a state $S$ for a link shadow $D$, the dual state is denoted by $S^{\vee}$ and has opposite smoothing to $S$ at each crossing of $D$. Notice that a state $S$ is alternating if and only if its dual state $S^{\vee}$ is alternating.

We say that a $2-$ disk $D^{2}$ is $2-$ cutting or, simply, cutting a shadow $D$ if its boundary intersects $D$ transversely at two points (which are not crossings) and $D^{2} \cap D$ contains some but not all the crossings of $D$. A connected shadow $D$ is said to be strongly prime if it has no cutting disk. More generally, a shadow $D$ is strongly prime if all of its connected components are.

Lemma 25 Every crossing of every strongly prime shadow $D \subset \Sigma$ has at least one smoothing producing a shadow which is again strongly prime. If $D$ is connected, then the smoothing can be chosen so the resulting shadow is connected and strongly prime.

For classical links, a proof of this statement can be found in [37]. That proof relies on checkerboard colorability of the diagram, which is of course true for classical links. Below, we give a proof that does not require the shadow to be checkerboard colorable.

Proof For the first part, it is enough to prove it for each of the connected components of $D$. Assume now that the smoothings of a crossing $v$ in a strongly prime $D$ produce diagrams $D_{1}$ and $D_{2}$ neither of which is strongly prime. Let $B_{1}$ and $B_{2}$ be cutting disks for $D_{1}$ and $D_{2}$. Since $D$ is strongly prime, we can assume that $v \in \partial B_{i}$ for $i=1,2$. We can also assume that $\partial B_{1}$ and $\partial B_{2}$ are in transversal position. Let $C$ be the connected component of $B_{1} \cap B_{2}$ containing $v$, as in Figure 12, left. The circles $\partial B_{1}$ and $\partial B_{2}$ are broken because they may intersect each other many times.

By modifying $B_{1}$ or $B_{2}$ slightly if necessary we can assume that $D$ does not contain the second intersection point, $w$, of $\partial B_{1} \cap \partial B_{2}$ in $C$.


Figure 12: The cutting disks $B_{1}$ and $B_{2}$.

Let $\alpha_{1}=\operatorname{int}\left(C \cap \partial B_{1}\right)$ and $\alpha_{2}=\operatorname{int}\left(C \cap \partial B_{2}\right)$. (Note that $v \notin \alpha_{1} \cup \alpha_{2}$.) Since $D$ intersects $\partial B_{i}-\{v\}$ twice for $i=1,2$ and $D$ intersects $\alpha_{1} \cup \alpha_{2}$ at an odd number of points, we have the following possibilities:
(1) $\left|D \cap \alpha_{2}\right|=1$ and $D \cap \alpha_{1}=\varnothing$.
(2) $\left|D \cap \alpha_{2}\right|=2$ and $\left|D \cap \alpha_{1}\right|=1$.
(3) One of the two cases above with $\alpha_{1}$ interchanged with $\alpha_{2}$. We will ignore this case without loss of generality.

In the first case, $D$ looks like in Figure 12, center, where $S$ and $T$ (in dashed circles) are shadow tangles. In that case, since neighborhoods of $S$ and $T$ are not cutting disks for $D$, the tangles $S$ and $T$ are crossingless. That means that $B_{2}$ is not a cutting disk for $D_{2}$ - a contradiction.

In the second case, $D$ looks like in Figure 12, right, where $R, S$ and $T$ are shadow tangles. Note that all crossings of $D$, other than $v$, are contained in $R, S$ or $T$, since otherwise a disk containing $v, R, S$ and $T$ but no other crossings of $D$ would be cutting for $D$. Note also that, as in the first case, $T$ is crossingless. That means that all crossings of $D_{1}$ are in $R$ and $S$. Hence, $B_{1}$ is not cutting for $D_{1}$ - a contradiction.

For the second part, assume that $D$ is connected. Then one of the smoothings of $D$ at $v$ will be connected. Let $D^{\prime}$ denote the connected shadow obtained from smoothing $D$, and assume the other smoothing is disconnected. We claim that $D^{\prime}$ is strongly prime. Assume to the contrary that $D^{\prime}$ is not strongly prime. Then there is a cutting disk $B$ containing some but not all the crossings of $D^{\prime}$ (see Figure 13). We can assume that


Figure 13: A cutting disk for $D^{\prime}$.
$v \in \partial B$ and that $D^{\prime}$ is obtained by the smoothing of $v$ tangential to $\partial B$. However, since the other smoothing of $D$ at $v$ is disconnected, the strands from the tangles $R$ and $T$ cannot cross each other. The neighborhoods of $R$ and $T$ give cutting disks for $D$ unless the tangles $R$ and $T$ are crossingless, but then $B$ would not be a cutting disk for $D^{\prime}$, which is a contradiction.

Suppose $D \subset \Sigma$ is a link shadow. Let $N_{D}$ denote a neighborhood of $D$ in $\Sigma$ small enough that it is a ribbon surface retractable onto $D$. A local checkerboard coloring of $D$ is a checkerboard coloring of $D \subset N_{D}$. If one exists, we say that $D$ is locally checkerboard colorable. (The pair ( $D, N_{D}$ ) is the shadow of an abstract link diagram, or ALD for short [29]. This condition is equivalent to saying that ( $D, N_{D}$ ) is the shadow of a checkerboard colorable ALD.)

Obviously, if $D \subset \Sigma$ is checkerboard colorable, then it is locally checkerboard colorable. The converse holds if $D \subset \Sigma$ is cellularly embedded, but, in general, a shadow can be locally checkerboard colorable without being checkerboard colorable.

Lemma 26 Suppose $D \subset \Sigma$ is a link shadow. Then $D$ is locally checkerboard colorable if and only if it admits an alternating state.

Proof If $D$ is locally checkerboard colorable, then let $S$ be the state whose smoothings at each crossing join the white regions. Then $S$ is an alternating state.

Conversely, suppose $S$ is an alternating state. Let $\widehat{\Sigma}$ be the surface obtained from $N_{D}$ by attaching disks to each of its boundary component. Then $D \subset \widehat{\Sigma}$ is cellularly embedded. We can color $\widehat{\Sigma} \backslash D$ so that each cycle in $S$ bounds a black disk and each cycle in $S^{\vee}$ bounds a white disk. To see this, notice that, at each smoothing of $S$, two local regions are joined. We can color the joined regions white and extend the coloring to the rest of $\hat{\Sigma} \backslash D$. This determines a local checkerboard coloring of $D$.

If $S$ and $S^{\prime}$ are adjacent states on a shadow $D$ with $\left|S^{\prime}\right|=|S|$, then the transition from $S$ to $S^{\prime}$ is called a single cycle bifurcation.

Lemma 27 A connected shadow $D$ is locally checkerboard colorable if and only if there is no single cycle bifurcation in its cube of resolutions.

Proof For one implication, we apply [30, Proposition 5.11] to see that, if $D$ is locally checkerboard colorable, then its cube of resolutions does not contain any single cycle bifurcations.

The other implication is proved by induction on the crossing number. To start, we verify it for 1 -crossing shadows, which can be classified into the first type $\propto$ or the second type $\otimes$. The shadows of the first type are locally checkerboard colorable and of the second type are not. The cubes of resolutions for these shadows are $\bullet \rightarrow \bullet$, and they have just one edge, which is a split/join for the shadow of the first type and a single cycle bifurcation for the shadow of the second type.

Now assume the lemma has been proved for all connected shadows with fewer than $n$ crossings. Let $D$ be a connected shadow with $n$ crossings. We will show that, if $D$ is not locally checkerboard colorable, then there is a single cycle bifurcation in its cube of resolutions. Pick a crossing $x$ and let $D^{\prime}$ be the diagram obtained by smoothing $D$ at $x$. (It does not matter which smoothing is chosen.)

Assume first that $D^{\prime}$ is not locally checkerboard colorable. By induction, the cube of resolutions for $D^{\prime}$ contains a single cycle bifurcation. Since the cube of resolutions of $D^{\prime}$ is a face of the cube of resolutions of $D$, the result follows.

On the other hand, if $D^{\prime}$ is locally checkerboard colorable, then, by Lemma 26, it admits an alternating state $S^{\prime}$. We color $N_{D^{\prime}} \backslash D^{\prime}$ consistently, so that the smoothings of $S^{\prime}$ join white regions. Let $S$ be a state of $D$ which coincides with $S^{\prime}$, and $S^{\vee}$ its dual state. Switching the smoothing of $x$ in $S^{\vee}$, we obtain $S^{\wedge \vee}$, considered as a state of $D$.

The ribbon surface $N_{D}$ is obtained by adding a 2 -dimensional 1-handle (a band) to $N_{D^{\prime}}$. Unless the transition from $S^{\wedge}$ to $S^{\vee}$ is a single cycle bifurcation, we can extend the coloring of $\left(N_{D^{\prime}}, D^{\prime}\right)$ to ( $\left.N_{D}, D\right)$. Since $D$ is not locally checkerboard colorable, the transition from $S^{\prime \vee}$ to $S^{\vee}$ must be a single cycle bifurcation.

Recall that $r(D)$ denotes the rank of the image of $i_{*}: H_{1}(D ; \mathbb{Z} / 2) \rightarrow H_{1}(\Sigma ; \mathbb{Z} / 2)$. Any connected shadow is homotopy equivalent to a bouquet of circles. If $D$ has $c(D)$ crossings, then $\chi(D)=-c(D)$. It follows that $0 \leq r(D) \leq c(D)+1$ for connected shadows with $c(D)$ crossings.

Proposition 28 Let $D$ be a link shadow in $\Sigma$ (not necessarily connected).
(i) If $S$ is a state of $D$, then

$$
t(S)+t\left(S^{\vee}\right) \leq c(D)+2|D|-r(D) .
$$

(ii) If $D$ is not locally checkerboard colorable, then, for any state $S$ of $D$,

$$
t(S)+t\left(S^{\vee}\right)<c(D)+2|D|-r(D) .
$$

(iii) If $D$ is strongly prime and $S$ is nonalternating, then

$$
t(S)+t\left(S^{\vee}\right)<c(D)+2|D|-r(D) .
$$

Proof Let us write $\Sigma=\Sigma_{1} \cup \cdots \cup \Sigma_{n}$ as a disjoint union of connected components. Any component disjoint from $D$ does not contribute to the terms in (i), (ii) and (iii), so it can be discarded. Therefore, we can assume that $D_{i}=D \cap \Sigma_{i} \neq \varnothing$ for $i=1, \ldots, n$.

Since all terms of the inequalities of the statements are additive under taking disjoint unions of surfaces, it is enough to prove the statement for $\Sigma$ connected.

On the other hand, if $D=D_{1} \cup D_{2}$ is disconnected, then $r(D) \leq r\left(D_{1}\right)+r\left(D_{2}\right)$. Thus, $r(D)$ is subadditive, and, since the other terms on the right-hand side of (i), (ii) and (iii) are additive, it is enough to prove the proposition for connected shadows in connected surfaces. Assume henceforth that $\Sigma$ is a connected surface.

Let us prove the statement for single crossing abstract shadows $D$ now. Recall from the proof of Lemma 27 that single crossing shadows $D$ are of two types. For both of them, $r(D) \leq 2$. If $r(D)=0$, then $t(S)+t\left(S^{\vee}\right)=2$. If $r(D)=1,2$, then $t(S)+t\left(S^{\vee}\right) \leq 1$. Therefore, statement (i) holds for 1-crossing shadows. Since shadows of the first type are locally checkerboard colorable and $t(S)=t\left(S^{\vee}\right)=0$ for shadows of the second type, statements (ii) and (iii) hold as well.

The proof of (i) proceeds by induction on the crossing number $c(D)$. Let $D$ be a connected shadow in $\Sigma$ with $c(D) \geq 2$ crossings. We assume that statement (i) has been established for all connected shadows in $\Sigma$ with fewer than $c(D)$ crossings.

Let $D^{\prime}$ be the shadow resulting from smoothing at a crossing $x$ of $D$. We choose the smoothing so that $D^{\prime}$ is connected. Notice that

$$
\begin{equation*}
r(D)-1 \leq r\left(D^{\prime}\right) \leq r(D) \tag{9}
\end{equation*}
$$

Let $S$ be a state of $D$. The chosen smoothing of $x$ coincides with the smoothing of $x$ either in $S$ or in $S^{\vee}$ and, without loss of generality, we can assume that it coincides with the smoothing of $x$ in $S$. Then $S$ induces a state on $D^{\prime}$, denoted by $S^{\prime}$. Clearly, $t\left(S^{\prime}\right)=t(S)$. The dual state $S^{\vee}$ to $S^{\prime}$ differs from $S^{\vee}$ at $x$ only. The states $S^{\vee}$ and $S^{\prime \vee}$ are adjacent in the cube of resolutions of $D$. Thus,

$$
\begin{equation*}
t\left(S^{\prime \vee}\right)-1 \leq t\left(S^{\vee}\right) \leq t\left(S^{\prime \vee}\right)+1 \tag{10}
\end{equation*}
$$

Lemma 29 Either $r\left(D^{\prime}\right)=r(D)$ or $t\left(S^{\vee}\right) \leq t\left(S^{\prime \vee}\right)$.

Proof Assume that $t\left(S^{\vee}\right)>t\left(S^{\wedge \vee}\right)$. Then, either two trivial loops in $S^{\vee}$ join to make a trivial loop in $S^{\prime \vee}$, or a trivial and a nontrivial loop in $S^{\vee}$ join to make a nontrivial loop in $S^{\prime \vee}$, or a trivial loop in $S^{\vee}$ splits to make two nontrivial loops in $S^{\prime \vee}$. In each case, $r\left(D^{\prime}\right)=r(D)$.

We prove the inductive step for part (i). By Lemma 29, there are the two possibilities. If $r\left(D^{\prime}\right)=r(D)$, then (10) and the inductive assumption imply that

$$
t(S)+t\left(S^{\vee}\right) \leq t\left(S^{\prime}\right)+t\left(S^{\prime \vee}\right)+1 \leq c\left(D^{\prime}\right)+2-r\left(D^{\prime}\right)+1=c(D)+2-r(D)
$$

On the other hand, if $r\left(D^{\prime}\right) \neq r(D)$, then $t\left(S^{\vee}\right) \leq t\left(S^{\wedge}\right)$, and (9) and the inductive assumption imply that

$$
t(S)+t\left(S^{\vee}\right) \leq t\left(S^{\prime}\right)+t\left(S^{\prime \vee}\right) \leq c\left(D^{\prime}\right)+2-r\left(D^{\prime}\right)=c(D)+2-r(D)
$$

This completes the proof in case (i).
We prove part (ii) also by induction on $c(D)$. Let $D$ be a connected shadow in $\Sigma$ with $c(D) \geq 2$ crossings, and assume $D$ is not locally checkerboard colorable. We assume that statement (ii) has been established for all connected shadows in $\Sigma$ with fewer than $c(D)$ crossings that are not locally checkerboard colorable. By Lemma 27, there is a single cycle bifurcation in the cube of resolutions of $D$.

Let $D^{\prime}$ be the shadow resulting from smoothing $D$ at a crossing $x$, and we assume $D^{\prime}$ is connected and that the smoothing at $x$ coincides with the smoothing of $x$ in $S$.

If $D^{\prime}$ is locally checkerboard colorable, then the transition from $S^{\vee}$ to $S^{\prime \vee}$ must be a single cycle bifurcation, for otherwise the local checkerboard coloring would extend from $D^{\prime}$ to $D$.

Since the transition is a single cycle bifurcation, we have $t\left(S^{\vee}\right)=t\left(S^{\prime \vee}\right)$ and $r(D)=$ $r\left(D^{\prime}\right)$. Therefore, applying part (i) to $D^{\prime}$, we see that

$$
t(S)+t\left(S^{\vee}\right)=t(S)+t\left(S^{\prime \vee}\right) \leq c\left(D^{\prime}\right)+2-r\left(D^{\prime}\right)<c(D)+2-r(D)
$$

If $D^{\prime}$ is not locally checkerboard colorable, then we can apply the inductive hypothesis for part (ii) to $D^{\prime}$ and use it to deduce the desired strict inequality just as before. This completes the proof of (ii).

The last step is to prove statement (iii). We begin by verifying (iii) for connected shadows with one or two crossings. For a single crossing shadow $D$ of the first type,


1


2


3


4


5

Figure 14: Connected shadow diagrams with 2-crossings.
both states are alternating, so (iii) is vacuously true. Single crossing shadow of the second type are not locally checkerboard colorable, and so the result follows from (ii).

All abstract connected 2 -crossing shadows $D$ are depicted in Figure 14. For a type 1 shadow $D$, its nonalternating states appear in Figure 15, left. Note that $0 \leq r(D) \leq 3$ and $0 \leq t(S), t\left(S^{\vee}\right) \leq 1$. If $r(D)=0$ or 1 , then $t(S)+t\left(S^{\vee}\right) \leq 2$ and $3 \leq c(D)+2-r(D)$. Thus, (iii) holds in this case. If $r(D)=2$ or 3 , then $t(S)=t\left(S^{\vee}\right)=0$, and statement (iii) holds.

For a type 2 shadow $D$, its nonalternating states are shown in Figure 15, right. Note that $0 \leq r(D) \leq 3$ and $0 \leq t(S), t\left(S^{\vee}\right) \leq 2$. Since $D$ is strongly prime, $r(D)>0$ and $t(S), t\left(S^{\vee}\right) \leq 1$. If $r(D)=1$, then $t(S)+t\left(S^{\vee}\right) \leq 2$; if $r(D)=2$, then $t(S)+t\left(S^{\vee}\right) \leq 1$; and if $r(D)=3$, then $t(S)+t\left(S^{\vee}\right)=0$. In all three cases, statement (iii) is seen to hold.

Note that none of the shadows of the third, fourth and fifth types is locally checkerboard colorable. Therefore statement (iii) follows from (ii) in these cases.

The proof of (iii) proceeds by induction on the crossing number $c(D)$. Let $D$ be a strongly prime connected shadow in $\Sigma$. By (ii), we can assume that $D$ is locally


Figure 15: Nonalternating states on 2-crossing shadows of type 1 (left) and type 2 (right).
checkerboard colorable. We assume additionally that $c(D) \geq 3$ and that statement (iii) has been established for all strongly prime shadows in $\Sigma$ with fewer than $c(D)$ crossings.

Let $S$ be a nonalternating state for $D$. Then $S$ has two consecutive smoothings that are identical, and we choose a third crossing $x$ of $D$. By Lemma 25, one of the smoothings of $x$ yields a shadow which is connected and strongly prime. Let $D^{\prime}$ be the resulting shadow. As before, we assume that the smoothing at $x$ coincides with the smoothing of $x$ in $S$. The state $S$ induces a state on $D^{\prime}$, denoted by $S^{\prime}$, which is nonalternating. Since $D^{\prime}$ is connected, one can apply Lemma 29 as before and argue again by induction that (iii) holds for $D$.

### 7.4 Proof of Theorem 13

Part (i) follows immediately by combining Corollary 5 and Proposition 28(i).
For parts (ii)-(iii), if $D$ is a connected sum of $D_{0} \subset \Sigma$ and $D_{1}, \ldots, D_{k} \subset S^{2}$, then

$$
\begin{equation*}
[D]_{\Sigma}=\delta^{-k}\left[D_{0}\right]_{\Sigma} \cdot \prod_{i=1}^{k}\left[D_{i}\right]_{S^{2}} \tag{11}
\end{equation*}
$$

Therefore, it is enough to prove (ii)-(iii) for prime diagrams (alternating for (ii) and nonalternating for (iii)).

The condition that $D$ is prime implies that it is not a nontrivial connected sum diagram as above. More precisely, a link diagram $D$ on $\Sigma$ is said to be prime if any contractible simple loop $\gamma$ in $\Sigma$ that meets $D$ transversely at two points bounds a 2-disk that intersects $D$ in an unknotted arc (possibly with self-crossings).

For the proof of part (iii), assume $D$ is prime. If the shadow diagram of $D$ is strongly prime, then the statement follows from Corollary 5 and Proposition 28(iii). If it is not strongly prime, then $D$ must contain a self-crossing trivial arc. Let $D^{\prime}$ be obtained by replacing it by a simple trivial arc. Since $\operatorname{span}\left([D]_{\Sigma}\right)$ is invariant under Reidemeister moves and $r\left(D^{\prime}\right)=r(D)$,

$$
\operatorname{span}\left([D]_{\Sigma}\right)=\operatorname{span}\left(\left[D^{\prime}\right]_{\Sigma}\right) \leq 4 c\left(D^{\prime}\right)+4\left|D^{\prime}\right|-2 r\left(D^{\prime}\right)<4 c(D)+4|D|-2 r(D)
$$

by part (i).
The proof of part (ii) follows that of [8, Theorem 2.9]. Since both sides of the equality in (ii) are additive under disjoint union of diagrams, it is enough to prove it for connected diagrams.

By Proposition 23, $D$ is checkerboard colorable. Then all regions of one color, say white, are enclosed by the cycles in the state $S_{A}$ of $D$, and all regions of the other color, ie black, are enclosed by the cycles in the state $S_{B}$. Therefore, the numbers of white and black regions are $t\left(S_{A}\right)$ and $t\left(S_{B}\right)$, respectively. Since $D$ defines a cellular decomposition of $\Sigma$ into $c(D) 0$-cells, $2 c(D) 1$-cells, and $t\left(S_{A}\right)+t\left(S_{B}\right) 2$-cells,

$$
2-2 g(\Sigma)=\chi(\Sigma)=c(D)-2 c(D)+t\left(S_{A}\right)+t\left(S_{B}\right)
$$

and

$$
t\left(S_{A}\right)+t\left(S_{B}\right)=c(D)+2-2 g(\Sigma)
$$

By Proposition 3,

$$
\begin{aligned}
\operatorname{span}\left([D]_{\Sigma}\right) & =d_{\max }\left([D]_{\Sigma}\right)-d_{\min }\left([D]_{\Sigma}\right) \\
& =2 c(D)+2 t\left(S_{A}\right)+2 t\left(S_{B}\right) \\
& =4 c(D)+4-4 g(\Sigma)
\end{aligned}
$$
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# Homotopy types of gauge groups over Riemann surfaces 
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#### Abstract

Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$. We study the homotopy types of gauge groups of principal $G$-bundles over Riemann surfaces. This can be applied to an explicit computation of the homotopy groups of the moduli spaces of stable vector bundles over Riemann surfaces.
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## 1 Introduction

Let $G$ be a compact connected Lie group, and let $P$ be a principal $G$-bundle over a finite complex $X$. The gauge group of $P$ is defined to be the topological group of $G$-equivariant self-maps of $P$ which fix $X$. There may be infinitely many distinct principal $G$-bundles over $X$. For example, there are infinitely many bundles when $X$ is an orientable 4 -manifold. Each bundle has a gauge group, so there may be potentially infinitely many gauge groups. However, Crabb and Sutherland [6] showed that these gauge groups have only finitely many homotopy types. Subsequently, the precise number of homotopy types of gauge groups for specific $G$ and $X$ has been intensely studied. The study began with simply connected Lie groups by Cutler [7], Hamanaka, Hasui, Kishimoto, Kono, So, Theriault and Tsutaya [10; 12; 15; 16; 18; 20; 30; 31], and recently, nonsimply connected cases are also studied by Hasui, Kamiyama, Kishimoto, Kono, Membrillo-Solis, Sato, Theriault and Tsukuda [11; 14; 17] and Rea [26].

In this paper, we study the homotopy types of gauge groups of principal $G$-bundles over a compact connected Riemann surface, where $\pi_{1}(G) \cong \mathbb{Z}$. This includes an important case: gauge groups of principal $\mathrm{U}(n)$-bundles over a Riemann surface, whose topology was first studied by Atiyah and Bott [2]. To state the results, we introduce a numerical invariant of $G$. Suppose $\pi_{1}(G) \cong \mathbb{Z}$. Then as in Mimura and Toda [24, Corollary 5.1,

[^28]Chapter II], there is a compact connected simply connected Lie group $H$ and a subgroup $C$ of the center of $S^{1} \times H$ such that

$$
\begin{equation*}
G \cong\left(S^{1} \times H\right) / C \tag{1-1}
\end{equation*}
$$

In other words, $G$ is locally isomorphic to $S^{1} \times H$. Note that $H$ is uniquely determined by $G$, but $C$ is not. For example, if $G=S^{1} \times H$, then $C$ can be any finite subgroup of $S^{1} \times 1 \subset S^{1} \times H$. We define

$$
s(G)=\left|p_{2}(C)\right|,
$$

where $p_{2}: S^{1} \times H \rightarrow H$ is the projection. By Theorem 1.4 below, we can see that $s(G)$ is independent of the choice of $C$.

Example 1.1 Since $\mathrm{U}(n)$ is the quotient of $S^{1} \times \mathrm{SU}(n)$ by the diagonal central subgroup isomorphic to $\mathbb{Z} / n$, we have $s(\mathrm{U}(n))=n$.

Let $X$ be a compact connected Riemann surface. Then there is a one-to-one correspondence between principal $G$-bundles over $X$ and $\pi_{2}(B G) \cong \mathbb{Z}$. Let $\mathcal{G}_{k}(X, G)$ denote the gauge group of a principal $G$-bundle over $X$ corresponding to $k \in \mathbb{Z}$. Now we state our results.

Theorem 1.2 Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$, and let $X$ be a compact connected Riemann surface. If $(k, s(G))=(l, s(G))$, then $\mathcal{G}_{k}(X, G)$ and $\mathcal{G}_{l}(X, G)$ are homotopy equivalent after localizing at any prime or zero.

We remark that the $p$-localization of a disconnected space will mean the disjoint union of the $p$-localization of path-connected components. For a prime $p$, Theriault [29] gave a $p$-local homotopy decomposition of $\mathcal{G}_{k}(X, \mathrm{U}(p))$, which implies the converse implication of Theorem 1.2 holds for $G=\mathrm{U}(p)$. We will prove the converse implication of Theorem 1.2 holds for other Lie groups.

Theorem 1.3 Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$, and let $X$ be a compact connected Riemann surface. If $G$ is locally isomorphic to $S^{1} \times \mathrm{SU}(n)^{r}$ or $S^{1} \times \operatorname{SU}(4 n-2)^{s} \times S p(2 n-1)^{t}$, then the following statements are equivalent:
(1) $(k, s(G))=(l, s(G))$.
(2) $\mathcal{G}_{k}(X, G)$ and $\mathcal{G}_{l}(X, G)$ are homotopy equivalent after localizing at any prime or zero.

Note that since $\mathrm{U}(n)=\left(S^{1} \times \mathrm{SU}(n)\right) /(\mathbb{Z} / n)$ as in Example 1.1, Theorem 1.3 applies to the case $G=\mathrm{U}(n)$.

The homotopy type of a gauge group $\mathcal{G}_{k}(X, G)$ is closely related with a Samelson product in $G$, as we will see in Section 2. In our context, the Samelson product of a generator of $\pi_{1}(G) \cong \mathbb{Z}$ and the identity map of $G$ is of particular importance. We will prove the following theorem, which is of independent interest.

Theorem 1.4 Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$, and let $\epsilon$ denote a generator of $\pi_{1}(G)$. Then the Samelson product $\left\langle\epsilon, 1_{G}\right\rangle$ in $G$ is of order $s(G)$.

Now we consider an application. Gauge groups over a Riemann surface are closely related to the moduli spaces of stable vector bundles over a Riemann surface as follows. Let $X$ be a Riemann surface of genus $g$, and let $M(n, k)$ denote the moduli space of stable vector bundles over $X$ of rank $n$ and degree $k$. Daskalopoulos and Uhlenbeck [8] showed that there is an isomorphism

$$
\pi_{i}(M(n, k)) \cong \pi_{i-1}\left(\mathcal{G}_{k}(X, \mathrm{U}(n))\right)
$$

for $2<i \leq 2(g-1)(n-1)-2$ and $(n, k) \neq(2,2)$. There is a polystable Higgs bundle analog due to Bradlow, García-Prada and Gothen [5]. We can compute the homotopy groups of these moduli spaces in a range through the following homotopy decomposition.

Theorem 1.5 Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$, and let $X$ be a compact connected Riemann surface of genus $g$. If $s(G)$ divides $k$, then

$$
\mathcal{G}_{k}(X, G) \simeq G \times(\Omega G)^{2 g} \times \Omega^{2} G .
$$

Moreover, the above homotopy equivalence also holds after localizing at $p$ whenever $p$ does not divide $s(G)$.

The paper is structured as follows. Section 2 recalls a connection between gauge groups and Samelson products, and then proves Theorems 1.2 and 1.5 by assuming Theorem 1.4 holds. Section 3 shows some general results on Samelson products in a Lie group, which will be used for a practical computation. Sections 4 and 5 compute the Samelson products in $G$ when $H$ is simple. Finally, Section 6 collects all results so far together to prove Theorems 1.3 and 1.4.
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## 2 Gauge groups and Samelson products

This section recalls a connection between gauge groups and Samelson products, and then Theorems 1.2 and 1.5 are proved by assuming Theorem 1.4 holds. First, we recall a connection between gauge groups and mapping spaces. Let $G$ be a topological group, and let $P$ be a principal $G$-bundle over a base $X$, which is classified by a map $\alpha: X \rightarrow B G$. Recall that the gauge group of $P$, denoted by $\mathcal{G}(P)$, is the topological group of $G$-equivariant self-maps of $P$ which fix $X$. Gottlieb [9] proved that there is a natural homotopy equivalence

$$
B \mathcal{G}(P) \simeq \operatorname{map}(X, B G ; \alpha),
$$

where $\operatorname{map}(A, B ; f)$ denotes the path component of the space of maps map $(A, B)$ containing a map $f: A \rightarrow B$. Then evaluating at the basepoint of $X$ yields a homotopy fibration

$$
\begin{equation*}
\operatorname{map}_{*}(X, B G ; \alpha) \rightarrow B \mathcal{G}(P) \rightarrow B G, \tag{2-1}
\end{equation*}
$$

where $\operatorname{map}_{*}(X, B G ; \alpha)$ is the subspace of $\operatorname{map}(X, B G ; \alpha)$ consisting of basepoint preserving maps. So the gauge group $\mathcal{G}(P)$ is homotopy equivalent to the homotopy fiber of the connecting map

$$
\partial_{\alpha}: G \rightarrow \operatorname{map}_{*}(X, B G ; \alpha)
$$

of the above homotopy fibration.
Next, we assume $X=S^{n}$ for $n \geq 1$ and describe the connecting map $\partial_{\alpha}$. Clearly, there is a homotopy equivalence $\operatorname{map}_{*}\left(S^{n}, B G ; \alpha\right) \simeq \Omega_{0}^{n-1} G$, where $\Omega_{0}^{n-1} G$ denotes the path component of $\Omega^{n-1} G$ containing the constant map. Then by adjointing, the connecting map $\partial_{\alpha}$ corresponds to a map

$$
d_{\alpha}: S^{n-1} \wedge G \rightarrow G
$$

The original definition of Whitehead products in [32] and adjointness of Whitehead products and Samelson products prove the following.

Lemma 2.1 The map $d_{\alpha}$ is the Samelson product $\left\langle\bar{\alpha}, 1_{G}\right\rangle$ in $G$, where $\bar{\alpha}: S^{n-1} \rightarrow G$ is the adjoint of $\alpha: S^{n} \rightarrow B G$.

The following lemma due to Theriault [27] shows how to identify the homotopy type of a gauge group $\mathcal{G}(P)$ from the order of a Samelson product $\left\langle\bar{\alpha}, 1_{G}\right\rangle$.

Lemma 2.2 Suppose that a map $f: X \rightarrow Y$ into an $H$-space $Y$ is of order $n<\infty$. Then $(n, k)=(n, l)$ implies $F_{k(p)} \simeq F_{l(p)}$ for any prime $p$, where $F_{k}$ denotes the homotopy fiber of a map $k \circ f: X \rightarrow Y$.

Finally, we recall a homotopy decomposition of a gauge group. Theriault [28] showed a homotopy decomposition of a gauge group over principal $\mathrm{U}(n)$-bundle over a Riemann surface. We can easily see that his proof works in verbatim for any compact connected Lie group $G$ with $\pi_{1}(G) \cong \mathbb{Z}$. Then we get:

Proposition 2.3 Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$, and let $X$ be a compact connected Riemann surface of genus $g$. Then there is a homotopy equivalence

$$
\mathcal{G}_{k}(X, G) \simeq(\Omega G)^{2 g} \times \mathcal{G}_{k}\left(S^{2}, G\right)
$$

Now we prove Theorems 1.2 and 1.5 by assuming Theorem 1.4 holds.
Proof of Theorem 1.2 Combine Lemmas 2.1 and 2.2, Proposition 2.3 and Theorem 1.4.

Proof of Theorem 1.5 By Lemma 2.1 and Theorem 1.4, if $k$ is divisible by $s(G)$, then $\mathcal{G}_{k}\left(S^{2}, G\right)$ is homotopy equivalent to the homotopy fiber of the constant map $G \rightarrow \Omega_{0} G$. So since $\pi_{2}(G)=0, \mathcal{G}_{k}\left(S^{2}, G\right) \simeq G \times \Omega^{2} G$. Thus by Proposition 2.3, the proof is done.

## 3 Samelson products in Lie groups

This section shows some criteria for computing Samelson products in a Lie group. For the rest of the paper, we will use the following notation:

- Let $G$ be a compact connected Lie group with $\pi_{1}(G) \cong \mathbb{Z}$.
- Let $\epsilon_{G}$ denote a generator of $\pi_{1}(G) \cong \mathbb{Z}$.
- Let $H$ and $C$ be as in the decomposition (1-1).
- Let $j_{H}: \Sigma H \rightarrow B H$ denote the natural map.
- Let $p_{G}: S^{1} \times H \rightarrow G$ denote the quotient map.
- Let $p_{1}: S^{1} \times H \rightarrow S^{1}$ and $p_{2}: S^{1} \times H \rightarrow H$ denote projections.
- Let $K=H / p_{2}(C)$.
- Let $q_{G}: G \rightarrow K$ and $\bar{q}_{K}: H \rightarrow K$ denote the quotient maps.

We will abbreviate $\epsilon_{G}, j_{H}, p_{G}, q_{G}$ and $\bar{q}_{K}$ to $\epsilon, j, p, q$ and $\bar{q}$, respectively, if $G, H$ and $K$ are clear from the context. First, we show two properties of the group $C$.

Lemma 3.1 The abelian group $p_{2}(C)$ is cyclic.
Proof There is a fibration

$$
\begin{equation*}
S^{1} \rightarrow G \xrightarrow{q} K \tag{3-1}
\end{equation*}
$$

and so by the homotopy exact sequence, we can see that $\pi_{1}(K) \cong p_{2}(C)$ is a quotient of $\pi_{1}(G) \cong \mathbb{Z}$. Then $p_{2}(C)$ is a cyclic group, as stated.

Lemma 3.2 We may choose a group $C$ such that $\left|p_{1}(C)\right|=s(G)$.
Proof Note that $p_{2}(C)$ is a cyclic group by (3-1). We prove that the inequality $\left|p_{1}(C)\right| \geq s(G)$ always holds. If $\left|p_{1}(C)\right|<s(G)$, then $C_{1}=\left|p_{1}(C)\right| C$ is a nontrivial subgroup of the center of $1 \times H \subset S^{1} \times H$. In particular, there is a covering

$$
C / C_{1} \rightarrow\left(S^{1} \times H\right) / C_{1} \rightarrow G
$$

Then $\pi_{1}(G) \cong \mathbb{Z}$ includes a nontrivial finite abelian group $C_{1}$, which is a contradiction. Thus $\left|p_{1}(C)\right| \geq s(G)$.

Suppose that $\left|p_{1}(C)\right|>s(G)$. Then $C_{2}=s(G) C$ is a finite subgroup of $S^{1} \times 1 \subset S^{1} \times H$. Then $\left(S^{1} \times H\right) / C_{2} \cong S^{1} \times H$, implying

$$
G \cong\left(S^{1} \times H\right) / C \cong\left(\left(S^{1} \times H\right) / C_{2}\right) /\left(C / C_{2}\right) \cong\left(S^{1} \times H\right) /\left(C / C_{2}\right)
$$

Note that $C$ is a subgroup of $p_{1}(C) \times p_{2}(C)$ generated by $\left(g_{1}, g_{2}\right)$, where $g_{i}$ is a generator of a cyclic group $p_{i}(C)$ for $i=1,2$. Then $C_{2}=s(G) p_{1}(C) \times 0$, and so $C / C_{2}$ is identified with the diagonal subgroup of

$$
\left(p_{1}(C) / s(G) p_{1}(C)\right) \times p_{2}(C) \cong \mathbb{Z} / s(G) \times Z / s(G)
$$

Thus $\left|p_{1}\left(C / C_{2}\right)\right|=s(G)$, finishing the proof.
By Lemma 3.1, $\pi_{1}(K) \cong p_{2}(C)$ is a cyclic group of order $s(G)$. For the rest of this section, we will also use the following notation:

- Let $\bar{\epsilon}_{K}$ denote a generator of $\pi_{1}(K)$.

We will abbreviate it by $\bar{\epsilon}$ if $K$ is clear from the context.
Next, we show an upper bound and a lower bound for the order of $\left\langle\epsilon, 1_{G}\right\rangle$.
Lemma 3.3 The order of $\left\langle\epsilon, 1_{G}\right\rangle$, hence $\langle\epsilon, p\rangle$, divides $s(G)$.

Proof The proof of Lemma 3.1 implies $q \circ \epsilon=\bar{\epsilon}$. Then since $q$ is a homomorphism, we get

$$
q_{*}\left(s(G)\left\langle\epsilon, 1_{G}\right\rangle\right)=s(G)\langle q \circ \epsilon, q\rangle=\langle s(G) \bar{\epsilon}, q\rangle=0 .
$$

So since there is a fibration (3-1), $s(G)\left\langle\epsilon, 1_{G}\right\rangle$ lifts to a map $S^{1} \wedge G \rightarrow S^{1}$. Since $S^{1} \wedge G$ is simply connected, this lift is trivial, and thus $s(G)\left\langle\epsilon, 1_{G}\right\rangle$ itself is trivial, completing the proof.

Lemma 3.4 The order of $\langle\bar{\epsilon}, \bar{q}\rangle$ divides the order of $\langle\epsilon, p\rangle$.
Proof Let $i: H \rightarrow S^{1} \times H$ denote the inclusion. By definition, $q \circ p \circ i=\bar{q}$, and the proof of Lemma 3.2 implies that $q \circ \epsilon=\bar{\epsilon}$. Then

$$
(1 \wedge i)^{*} \circ q_{*}(\langle\epsilon, p\rangle)=q_{*}(\langle\epsilon, p \circ i\rangle)=\langle q \circ \epsilon, q \circ p \circ i\rangle=\langle\bar{\epsilon}, \bar{q}\rangle
$$

and so the proof is done.
Finally, we give a cohomological criterion for the Samelson product $\langle\bar{\epsilon}, \bar{q}\rangle$ being nontrivial. For an algebra $A$, let $Q A$ denote the module of indecomposables.

Lemma 3.5 Suppose there are $x, y, z \in Q H^{*}(B K ; \mathbb{Z} / p)$ and a Steenrod operation $\theta$ satisfying the following conditions:
(1) $|y|=2$ and $Q H^{n}(B K ; \mathbb{Z} / p)=\langle z\rangle$ for $n>2$.
(2) $\theta(x)$ is decomposable and includes the term $y \otimes z$.
(3) $(\bar{q} \circ j)^{*}(z)$ is nontrivial and not included in any element of $\theta\left(H^{*}(\Sigma H ; \mathbb{Z} / p)\right)$.

Then the Samelson product $\langle\bar{\epsilon}, \bar{q}\rangle$ is nontrivial.
Proof Suppose that $\langle\bar{\epsilon}, \bar{q}\rangle$ is trivial. Let $\hat{\epsilon}: S^{2} \rightarrow B K$ and $\hat{q}: \Sigma H \rightarrow B K$ denote the adjoint of $\bar{\epsilon}$ and $\bar{q}$, respectively. Then by adjointness of Samelson products and Whitehead products, the Whitehead product $[\hat{\epsilon}, \hat{q}]$ is trivial, so that there is a homotopy commutative diagram


Since $B K$ is simply connected, $H^{1}(B K ; \mathbb{Z} / p)=0$ and $H^{2}(B K ; \mathbb{Z} / p)=\langle y\rangle$. Then by the Hurewicz theorem and the first condition in the statement, we may assume $\hat{\epsilon}^{*}(y)=u$, where $u$ is a generator of $H^{2}\left(S^{2} ; \mathbb{Z} / p\right) \cong \mathbb{Z} / p$. Hence by the first and the
second conditions, $\mu^{*}(\theta(x))$ includes the term $u \otimes \hat{q}^{*}(z)$. Since $\hat{q}=\bar{q} \circ j$, the third condition implies $u \otimes \hat{q}^{*}(z) \neq 0$. On the other hand, by the third condition, $\theta\left(\mu^{*}(x)\right)$ cannot include the term $u \otimes \hat{q}^{*}(z)$. Thus since $\mu^{*}(\theta(x))=\theta\left(\mu^{*}(x)\right)$, we obtain a contradiction. Therefore $\langle\bar{\epsilon}, \bar{q}\rangle$ is nontrivial, completing the proof.

Recall that compact simply connected simple Lie groups with nontrivial center are

$$
\operatorname{SU}(n), \quad \operatorname{Sp}(n), \quad \operatorname{Spin}(n) \quad(n \geq 7), \quad E_{6}, \quad E_{7} .
$$

Then in the following two sections, we will compute the Samelson product $\langle\epsilon, p\rangle$ for $H$ being one of the above Lie groups.

## 4 Classical case

This section determines the order of the Samelson product $\langle\epsilon, p\rangle$ for $H=\mathrm{SU}(n), \mathrm{Sp}(n)$ and $\operatorname{Spin}(n)$.

### 4.1 The case $H=\operatorname{SU}(n)$

First we consider the case $H=\operatorname{SU}(n)$.
Proposition 4.1 If $H=\operatorname{SU}(n)$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.
Proof By Lemma 3.3, it suffices to show that the order of $\langle\epsilon, p\rangle$ is a nonzero multiple of $s(G)$. The center of $\mathrm{SU}(n)$ is isomorphic to $\mathbb{Z} / n$. Then since $\mathrm{U}(n)=S^{1} \times_{\mathbb{Z} / n} \mathrm{SU}(n)$, it follows from Lemma 3.2 that there is a homomorphism $\rho: G \rightarrow \mathrm{U}(n)$ which is a $n / s(G)$ sheeted covering. Let $\alpha_{2 i-1}$ denote a generator of $\pi_{2 i-1}(\mathrm{U}(n)) \cong \mathbb{Z}$ for $i=1,2, \ldots, n$. Then

$$
\rho_{*}(\epsilon)=\frac{n}{s(G)} \alpha_{1} .
$$

On the other hand, it is shown in [4] that the order of $\left\langle\alpha_{1}, \alpha_{2 n-1}\right\rangle$ is a nonzero multiple of $n$. Since $\rho_{*}: \pi_{2 n-1}(G) \rightarrow \pi_{2 n-1}(\mathrm{U}(n))$ is an isomorphism, there is an $\tilde{\alpha} \in \pi_{2 n-1}(G)$ such that $\rho_{*}(\tilde{\alpha})=\alpha_{2 n-1}$. Then since

$$
\rho_{*}(\langle\epsilon, \tilde{\alpha}\rangle)=\left\langle\rho_{*}(\epsilon), \rho_{*}(\tilde{\alpha})\right\rangle=\left\langle\frac{n}{s(G)} \alpha_{1}, \alpha_{2 n-1}\right\rangle=\frac{n}{s(G)}\left\langle\alpha_{1}, \alpha_{2 n-1}\right\rangle,
$$

the order of $\rho_{*}(\langle\epsilon, \tilde{\alpha}\rangle)$ is a nonzero multiple of $s(G)$. Thus, since the map

$$
\rho_{*}: \pi_{2 n}(G) \rightarrow \pi_{2 n}(\mathrm{U}(n))
$$

is an isomorphism, the order of $\langle\epsilon, \tilde{\alpha}\rangle$ is a nonzero multiple of $s(G)$ too. Since

$$
p_{*}: \pi_{2 n-1}\left(S^{1} \times \operatorname{SU}(n)\right) \rightarrow \pi_{2 n-1}(G)
$$

is an isomorphism, there is a $\beta \in \pi_{2 n-1}\left(S^{1} \times \mathrm{SU}(n)\right)$ such that $p \circ \beta=\tilde{\alpha}$. Thus since $(1 \wedge \beta)^{*}(\langle\epsilon, p\rangle)=\langle\epsilon, \tilde{\alpha}\rangle$, the order of $\langle\epsilon, p\rangle$ is a nonzero multiple of $s(G)$, completing the proof.

### 4.2 The case $H=\operatorname{Sp}(n)$

Next, we consider the case $H=\operatorname{Sp}(n)$. Recall that the center of $\operatorname{Sp}(n)$ is isomorphic to $\mathbb{Z} / 2$, and the quotient of $\operatorname{Sp}(n)$ by its center is denoted by $\operatorname{PSp}(n)$. We apply Lemma 3.5 to the case $H=\operatorname{Sp}(n)$. To this end, we compute the mod 2 cohomology of $B \operatorname{PSp}(2 n)$ in low dimensions.

Lemma 4.2 Let $\Delta=\left\{ \pm(1, \ldots, 1) \in \operatorname{Sp}(2)^{n}\right\}$. Then for $* \leq 7$,

$$
H^{*}\left(B\left(\operatorname{Sp}(2)^{n} / \Delta\right) ; \mathbb{Z} / 2\right)=\mathbb{Z} / 2\left[x_{2}, x_{3}, x_{5}\right] \otimes \bigotimes_{k=1}^{n} \mathbb{Z} / 2\left[x_{4, k}\right], \quad \mathrm{Sq}^{2} x_{4, k}=x_{2} x_{4, k}
$$

where $\left|x_{i}\right|=i$ and $\left|x_{4, k}\right|=4$.
Proof Consider the Serre spectral sequence for a homotopy fibration

$$
\mathbb{R} P^{\infty} \rightarrow B \operatorname{Sp}(2)^{n} \rightarrow B\left(\operatorname{Sp}(2)^{n} / \Delta\right)
$$

Since $H^{*}\left(\mathbb{R} P^{\infty} ; \mathbb{Z} / 2\right)=\mathbb{Z} / 2[w]$ with $|w|=1$,

$$
H^{*}\left(\mathbb{R} P^{\infty} ; \mathbb{Z} / 2\right)=\Delta\left(w, \mathrm{Sq}^{1} w, \mathrm{Sq}^{2} \mathrm{Sq}^{1} w\right)
$$

for $* \leq 7$, where $\Delta\left(a_{1}, \ldots, a_{k}\right)$ denotes the simple system of generators in $a_{1}, \ldots, a_{k}$. Clearly, $\tau(w)=x_{2}$ for a generator $x_{2}$ of $H^{2}\left(B\left(\operatorname{Sp}(2)^{n} / \Delta\right) ; \mathbb{Z} / 2\right) \cong \mathbb{Z} / 2$, where $\tau$ denotes the transgression. Then by [23, Corollary 6.9], $\mathrm{Sq}^{1} w$ and $\mathrm{Sq}^{2} \mathrm{Sq}^{1} w$ are also transgressive, and so we get $H^{*}\left(B\left(\operatorname{Sp}(2)^{n} / \Delta\right) ; \mathbb{Z} / 2\right)$ for $* \leq 7$ as stated. It remains to show $\mathrm{Sq}^{2} x_{4, k}=x_{2} x_{4, k}$. Recall that

$$
\begin{align*}
H^{*}(B \mathrm{SO}(n) ; \mathbb{Z} / 2) & =\mathbb{Z} / 2\left[w_{2}, w_{3}, \ldots, w_{n}\right], \\
\mathrm{Sq}^{i} w_{j} & =\sum_{k=0}^{i}\binom{j+k-i-1}{k} w_{i-k} w_{j+k}, \tag{4-1}
\end{align*}
$$

where $w_{i}$ is the $i^{\text {th }}$ Stiefel-Whitney class. Then since $\mathrm{PSp}(2) \cong \mathrm{SO}(5)$,

$$
H^{*}(B \operatorname{PSp}(2) ; \mathbb{Z} / 2)=\mathbb{Z} / 2\left[y_{2}, y_{3}, y_{4}, y_{5}\right], \quad \mathrm{Sq}^{2} y_{4}=y_{2} y_{4},
$$

where $\left|y_{i}\right|=i$. Let $q_{k}: B\left(\operatorname{Sp}(2)^{n} / \Delta\right) \rightarrow B \operatorname{Psp}(2)$ denote the induced map of the $k^{\text {th }}$ projection for $k=1,2, \ldots, n$. Then $q_{k}^{*}\left(y_{2}\right)=x_{2}$ and $q_{k}^{*}\left(y_{4}\right)=x_{4, k}$. Thus we obtain $\mathrm{Sq}^{2} x_{4, k}=x_{2} x_{4, k}$, completing the proof.

Proposition 4.3 For $* \leq 7$,

$$
H^{*}(B \operatorname{PSp}(n) ; \mathbb{Z} / 2)=\mathbb{Z} / 2\left[x_{2}, x_{3}, x_{4}, x_{5}\right], \quad \mathrm{Sq}^{2} x_{4}=x_{4} x_{2}, \quad\left|x_{i}\right|=i
$$

Proof We can compute the $\bmod 2$ cohomology of $B \operatorname{PSp}(2 n)$ in the same way as in the proof of Lemma 4.2 by considering a homotopy fibration

$$
\mathbb{R} P^{\infty} \rightarrow B \operatorname{Sp}(2 n) \rightarrow B \operatorname{PSp}(2 n)
$$

Then it remains to show $\mathrm{Sq}^{2} x_{4}=x_{4} x_{2}$. Let $\Delta$ be as in Lemma 4.2. Then there is an inclusion $i: \operatorname{Sp}(2)^{n} / \Delta \rightarrow \operatorname{PSp}(2 n)$. Clearly, $i^{*}\left(x_{2}\right)=x_{2}$ and $i^{*}\left(x_{4}\right)=x_{4,1}+\cdots+x_{4, n}$. Then we obtain $\mathrm{Sq}^{2} x_{4}=x_{4} x_{2}$ by Lemma 4.2.

Now we prove:
Proposition 4.4 If $H=\operatorname{Sp}(n)$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.
Proof Since the center of $\operatorname{Sp}(n)$ is isomorphic to $\mathbb{Z} / 2$, we only consider

$$
G=S^{1} \times_{\mathbb{Z} / 2} \operatorname{Sp}(n)
$$

In this case, $s(G)=2$, so by Lemma 3.3, it suffices to show $\langle\epsilon, p\rangle$ is nontrivial. First, we consider the case $G=S^{1} \times_{\mathbb{Z} / 2} \operatorname{Sp}(2 n-1)$. The natural inclusion

$$
\operatorname{Sp}(2 n-1) \rightarrow \operatorname{SU}(4 n-2)
$$

sends the center of $\operatorname{Sp}(2 n-1)$ injectively into the center of $\operatorname{SU}(4 n-2)$. Then we get a homomorphism $G \rightarrow S^{1} \times_{\mathbb{Z} / 2} \mathrm{SU}(4 n-2)$ which is an isomorphism in $\pi_{1}$. It is well known that the induced map $\pi_{8 n-5}(\operatorname{Sp}(2 n-1)) \rightarrow \pi_{8 n-5}(\mathrm{SU}(4 n-2))$ is an isomorphism; hence so is $\pi_{8 n-5}(G) \rightarrow \pi_{8 n-5}\left(S^{1} \times_{\mathbb{Z} / 2} \mathrm{SU}(4 n-2)\right)$. Then the proof of Proposition 4.1 implies that the Samelson product $\langle\epsilon, p\rangle$ is nontrivial.

Next, we consider $G=S^{1} \times_{\mathbb{Z} / 2} \operatorname{Sp}(2 n)$. We apply Lemma 3.5 to $K=\operatorname{PSp}(2 n)$ by setting $x=z=x_{4}, y=x_{2}$ and $\theta=\mathrm{Sq}^{2}$. By Proposition 4.3, the first and the second conditions of Lemma 3.5 are satisfied. The proof of Proposition 4.3 implies $\bar{q}^{*}\left(x_{4}\right)$ is nontrivial, where $H^{4}(B \mathrm{Sp}(2 n) ; \mathbb{Z} / 2) \cong Q H^{4}(B \operatorname{Sp}(2 n) ; \mathbb{Z} / 2) \cong \mathbb{Z} / 2$. Since the map

$$
j^{*}: Q H^{4}(B \operatorname{Sp}(2 n) ; \mathbb{Z} / 2) \rightarrow \Sigma Q H^{3}(\operatorname{Sp}(2 n) ; \mathbb{Z} / 2)
$$

is an isomorphism, we have $(\bar{q} \circ j)^{*}\left(x_{4}\right) \neq 0$. Moreover, for degree reasons, $(\bar{q} \circ j)^{*}\left(x_{4}\right)$ is not included in any element of $\theta\left(H^{*}(\Sigma \operatorname{Sp}(2 n) ; \mathbb{Z} / 2)\right)$. Then the third condition of Lemma 3.5 is also satisfied. Thus $\langle\bar{\epsilon}, \bar{q}\rangle$ is nontrivial, and so by Lemma 3.4, $\langle\epsilon, p\rangle$ is nontrivial too.

### 4.3 The case $H=\operatorname{Spin}(n)$

Finally, we consider the case $H=\operatorname{Spin}(n)$. We show some properties of the mod 2 cohomology of $B \operatorname{Spin}(n)$ that we are going to use. Recall that the mod 2 cohomology of $B \mathrm{SO}(n)$ is given as in (4-1).

Lemma 4.5 (1) The mod 2 cohomology of $B \operatorname{Spin}(n)$ is given by $H^{*}(B \operatorname{Spin}(n) ; \mathbb{Z} / 2)=\mathbb{Z} / 2\left[u_{2}, u_{3}, \ldots, u_{n}, z\right] /\left(u_{2}, \operatorname{Sq}^{2^{k}} \mathrm{Sq}^{2^{k-1}} \cdots \mathrm{Sq}^{1} u_{2} \mid k \geq 0\right)$, where $\bar{q}_{\mathrm{SO}(n)}^{*}\left(w_{j}\right)=u_{j},|z|=2^{h}$ for some $h>0$ and $\mathrm{Sq}^{i} u_{j}$ is computed by replacing $w_{j}$ with $u_{j}$ in (4-1).
(2) For $2 \leq i \leq n$ with $i \neq 2^{k}+1, j_{\operatorname{Spin}(n)}^{*}\left(u_{i}\right) \neq 0$.

Proof Item (1) is a result of Quillen [25]. We prove statement (2). It is well known that $\left(j^{\prime}\right)^{*}\left(w_{i}\right) \neq 0$ for $i=2,3, \ldots, n$, where $j^{\prime}: \Sigma \mathrm{SO}(n) \rightarrow B \mathrm{SO}(n)$ is the natural map. On the other hand, it is shown in [13] that $\left(\Sigma \bar{q}_{\mathrm{SO}(n)}\right)^{*} \circ\left(j^{\prime}\right)^{*}\left(w_{i}\right) \neq 0$. Then for $2 \leq i \leq n$ with $i \neq 2^{k}+1$,

$$
0 \neq\left(\Sigma \bar{q}_{\mathrm{SO}(n)}\right)^{*} \circ\left(j^{\prime}\right)^{*}\left(w_{i}\right)=j^{*} \circ \bar{q}_{\mathrm{SO}(n)}\left(w_{i}\right)=j^{*}\left(u_{i}\right)
$$

The following lemma is easily deduced from the formula (4-1).
Lemma 4.6 In $H^{*}(B S O(n) ; \mathbb{Z} / 2)$, we have:
(1) If $n \equiv 0,1 \bmod 4$, then $\mathrm{Sq}^{2} w_{i}$ for $i=n-3, n-1$ are decomposable and $\mathrm{Sq}^{2} w_{n-1}$ includes the term $w_{2} w_{n-1}$.
(2) If $n \equiv 2 \bmod 8$, then $\mathrm{Sq}^{5} w_{i}$ for $i=n-4, n-9$ are decomposable and $\mathrm{Sq}^{5} w_{n-4}$ includes the term $w_{2} w_{n-1}$.
(3) If $n \equiv 6 \bmod 8$, then $\mathrm{Sq}^{3} w_{i}$ for $i=n-2, n-4$ are decomposable and $\mathrm{Sq}^{3} w_{n-2}$ includes the term $w_{2} w_{n-1}$.
(4) If $n \equiv 3 \bmod 4$, then $\mathrm{Sq}^{2} w_{i}$ for $i=n-2$, $n$ are decomposable and $\mathrm{Sq}^{2} w_{n}$ includes the term $w_{2} w_{n}$.

Let $C_{n}$ denote the center of $\operatorname{Spin}(n)$. Then we have:
(1) $C_{2 n+1} \cong \mathbb{Z} / 2$ and $\operatorname{Spin}(2 n+1) / C_{2 n+1} \cong \operatorname{SO}(2 n+1)$.
$C_{4 n+2} \cong \mathbb{Z} / 4$ and $\operatorname{Spin}(4 n+2) /(\mathbb{Z} / 2) \cong \operatorname{SO}(4 n+2)$
(3)
$C_{4 n} \cong \mathbb{Z} / 2 \times \mathbb{Z} / 2, \operatorname{Spin}(4 n) /(\mathbb{Z} / 2 \times 1) \cong \operatorname{SO}(4 n)$ and $\operatorname{Spin}(4 n) /(1 \times \mathbb{Z} / 2) \cong$ $S s(4 n)$.

Proposition 4.7 If $H=\operatorname{Spin}(n)$ and $K=\mathrm{SO}(n)$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.

Proof We only give a proof for $n$ odd because the case $n$ even is quite similarly proved. We apply Lemma 3.5 by setting $x=z=w_{n-1}, y=w_{2}$ and $\theta=\mathrm{Sq}^{2}$. By Lemma 4.6, the first and the second conditions of Lemma 3.5 are satisfied. By Lemmas 4.5 and 4.6, $(\bar{q} \circ j)^{*}\left(w_{n-1}\right)$ is nontrivial and not included in any element of $\mathrm{Sq}^{2}\left(H^{*}(\Sigma \operatorname{Spin}(n) ; \mathbb{Z} / 2)\right)$. Then the third condition of Lemma 3.5 is also satisfied, so $\langle\bar{\epsilon}, \bar{q}\rangle \neq 0$. Thus, since $s(G)=2$, Lemmas 3.3 and 3.4 complete the proof.

Let $\mathrm{PO}(n)=\operatorname{Spin}(n) / C_{n}$. Then we have:
Corollary 4.8 If $H=\operatorname{Spin}(4 n+2)$ and $K=\operatorname{PO}(4 n+2)$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.
Proof Let $\bar{\rho}: \mathrm{SO}(4 n+2) \rightarrow \mathrm{PO}(4 n+2)$ denote the projection. Then $\bar{\rho}_{*}\left(\bar{\epsilon}_{\mathrm{SO}(4 n+2)}\right)=$ $2 \bar{\epsilon}_{\mathrm{PO}(4 n+2)}$. Since $S^{1} \wedge \operatorname{Spin}(4 n+2)$ is simply connected, the map

$$
\bar{\rho}_{*}:\left[S^{1} \wedge \operatorname{Spin}(4 n+2), \mathrm{SO}(4 n+2)\right] \rightarrow\left[S^{1} \wedge \operatorname{Spin}(4 n+2), \mathrm{PO}(4 n+2)\right]
$$

is an isomorphism. By definition, $\bar{q}_{\mathrm{PO}(4 n+2)}=\bar{\rho} \circ \bar{q}_{\mathrm{SO}(4 n+2)}$. So by Proposition 4.7,

$$
2\left\langle\bar{\epsilon}_{\mathrm{PO}(4 n+2)}, \bar{q}_{\mathrm{PO}(4 n+2)}\right\rangle=\bar{\rho}_{*}\left(\left\langle\bar{\epsilon}_{\mathrm{SO}(4 n+2)}, \bar{q}_{\mathrm{SO}(4 n+2)}\right\rangle\right) \neq 0 .
$$

Then by Lemma 3.3, the order of $\left\langle\bar{\epsilon}_{\mathrm{PO}(4 n+2)}, \bar{q}_{\mathrm{PO}(4 n+2)}\right\rangle$ is a nonzero multiple of $s(G)=4$. Thus the proof is complete by Lemmas 3.3 and 3.4.

Let $\Delta$ denote the diagonal subgroup of $\mathbb{Z} / 2 \times \mathbb{Z} / 2$.
Proposition 4.9 If $H=\operatorname{Spin}(4 n)$ and $p_{2}(C)=1 \times \mathbb{Z} / 2, \Delta$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.

Proof By triality of $\operatorname{Spin}(8)$, the case $H=\operatorname{Spin}(8)$ is proved by Proposition 4.7. Then we assume $n>2$. The mod 2 cohomology of $\mathrm{PO}(4 n)$ was determined by Baum and Browder [3] such that

$$
H^{*}(\operatorname{PO}(4 n) ; \mathbb{Z} / 2)=\mathbb{Z} / 2[v] /\left(v^{2^{r}}\right) \otimes \Delta\left(u_{1}, \ldots, \hat{u}_{2^{r}-1}, \ldots, u_{n-1}\right), \quad \bar{\rho}^{*}\left(u_{i}\right)=w_{i},
$$

where $4 n=2^{r}(2 m+1),|v|=1$ and $\left|u_{i}\right|=i$. The elements $v$ and $u_{1}$ correspond respectively to generators of subgroups $1 \times \mathbb{Z} / 2$ and $\mathbb{Z} / 2 \times 1$ of $C_{4 n} \cong \mathbb{Z} / 2 \times \mathbb{Z} / 2$. The Hopf algebra structure of $H^{*}(\mathrm{PO}(4 n) ; \mathbb{Z} / 2)$ was also determined such that

$$
\bar{\phi}(v)=0 \quad \text { and } \quad \bar{\phi}\left(u_{i}\right)=\sum_{j=1}^{i-1}\binom{i}{j} u_{j} \otimes v^{i-j},
$$

where $\bar{\phi}$ is the reduced diagonal map. Let $\gamma: \mathrm{PO}(4 n)^{2} \rightarrow \mathrm{PO}(4 n)$ denote the commutator map. Since $\bar{\epsilon}(v) \neq 0$, it suffices to show $\gamma^{*}(x)$ includes the term $v \otimes y$
such that $\rho^{*}(y) \neq 0$, where $\rho: \operatorname{Spin}(4 n) \rightarrow \mathrm{PO}(4 n)$ denotes the projection. Let $\mu: \mathrm{PO}(4 n)^{2} \rightarrow \mathrm{PO}(4 n)$ and $\Delta: \mathrm{PO}(4 n) \rightarrow \mathrm{PO}(4 n)^{2}$ denote the multiplication and the diagonal map, respectively. Let $\iota: \mathrm{PO}(4 n) \rightarrow \mathrm{PO}(4 n)$ be a map given by $\iota(x)=x^{-1}$, and let $T: \mathrm{PO}(4 n)^{2} \rightarrow \mathrm{PO}(4 n)^{2}$ be the switching map. Then

$$
\gamma=\mu \circ(\mu \times \mu) \circ(1 \times 1 \times \iota \times \imath) \circ(1 \times T \times 1) \circ(\Delta \times \Delta) .
$$

Let $I_{k}=\tilde{H}^{*}\left(\operatorname{PO}(n)^{k} ; \mathbb{Z} / 2\right)$. Now we compute $\gamma^{*}\left(u_{i}\right)$ :
$u_{i} \xrightarrow{\mu^{*}} u_{i} \otimes 1+1 \otimes u_{i}+i u_{i-1} \otimes v \bmod I_{2}^{3}$
$\xrightarrow{(\mu \times \mu)^{*}} i\left(u_{i-1} \otimes v \otimes 1 \otimes 1+1 \otimes 1 \otimes u_{i-1} \otimes v+u_{i-1} \otimes 1 \otimes 1 \otimes v+1 \otimes u_{i-1} \otimes v \otimes 1\right)$ $\bmod I_{1} \otimes 1 \otimes I_{1} \otimes 1+1 \otimes I_{1} \otimes 1 \otimes I_{1}+I_{4}^{3}$
$\xrightarrow{\left(1 \times 1 \times(\times i)^{*}\right.} i\left(u_{i-1} \otimes v \otimes 1 \otimes 1+1 \otimes 1 \otimes u_{i-1} \otimes v+u_{i-1} \otimes 1 \otimes 1 \otimes v+1 \otimes u_{i-1} \otimes v \otimes 1\right)$

$$
\bmod I_{1} \otimes 1 \otimes I_{1} \otimes 1+1 \otimes I_{1} \otimes 1 \otimes I_{1}+I_{4}^{3}
$$

$\xrightarrow{(1 \times T \times 1)^{*}} i\left(u_{i-1} \otimes 1 \otimes v \otimes 1+1 \otimes u_{i-1} \otimes 1 \otimes v+u_{i-1} \otimes 1 \otimes 1 \otimes v+1 \otimes v \otimes u_{i-1} \otimes 1\right)$

$$
\bmod I_{1} \otimes I_{1} \otimes 1 \otimes 1+1 \otimes 1 \otimes I_{1} \otimes I_{1}+I_{4}^{3}
$$

$\xrightarrow{(\Delta \times \Delta)^{*}} i\left(u_{i-1} \otimes v+v \otimes u_{i-1}\right) \bmod I_{1} \otimes 1+1 \otimes I_{1}+I_{2}^{3}$.
Then for $n$ odd, $\gamma^{*}\left(u_{7}\right)$ includes the term $v \otimes u_{6}$, where $\rho^{*}\left(u_{6}\right) \neq 0$ by Lemma 4.5 , and for $n$ even, $\gamma^{*}\left(u_{11}\right)$ includes the term $v \otimes u_{10}$, where $\rho^{*}\left(u_{10}\right) \neq 0$ by Lemma 4.5. Thus the Samelson product $\langle\bar{\epsilon}, \bar{q}\rangle$ is nontrivial, completing the proof by Lemmas 3.3 and 3.4 because $s(G)=2$.

## 5 Exceptional case

First, we consider the case $H=E_{6}$.
Proposition 5.1 If $H=E_{6}$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.
Proof Since the center of $E_{6}$ is isomorphic to $\mathbb{Z} / 3$, we only need to consider the case $G=S^{1} \times_{\mathbb{Z} / 3} E_{6}$. The mod 3 cohomology of $\operatorname{Ad}\left(E_{6}\right)$, which is the quotient of $E_{6}$ by its center, was determined by Kono [19] as

$$
H^{*}\left(\operatorname{Ad}\left(E_{6}\right) ; \mathbb{Z} / 3\right)=\mathbb{Z} / 3\left[x_{2}, x_{8}\right] /\left(x_{2}^{9}, x_{8}^{3}\right) \otimes \Lambda\left(x_{1}, x_{3}, x_{7}, x_{9}, x_{11}, x_{16}\right)
$$

such that

$$
\bar{\phi}\left(x_{9}\right)=x_{8} \otimes x_{1}+x_{2} \otimes x_{7}-x_{2}^{3} \otimes x_{3}+x_{2}^{4} \otimes x_{1} \quad \text { and } \quad \bar{q}^{*}\left(x_{8}\right) \neq 0,
$$

where $\left|x_{i}\right|=i$. Then by the same computation as in the proof of Proposition 4.9, we can see that $\langle\bar{\epsilon}, \bar{q}\rangle$ is nontrivial. Thus by Lemmas 3.3 and $3.4,\left\langle\epsilon, 1_{G}\right\rangle$ is of order $s(G)=3$.

Next, we consider the case $H=E_{7}$. Because the center of $E_{7}$ is isomorphic to $\mathbb{Z} / 2$, we only need to consider the case $G=S^{1} \times_{\mathbb{Z} / 2} E_{7}$. The Hopf algebra structure of $H^{*}\left(\operatorname{Ad}\left(E_{7}\right) ; \mathbb{Z} / 2\right)$ was determined by Ishitoya, Kono and Toda [13], from which we can see that the same computation as $\operatorname{Ad}\left(E_{6}\right)$ does not apply to $\operatorname{Ad}\left(E_{7}\right)$. So we apply Lemma 3.5. Kono and Mimura [21] showed that the $\bmod 2$ cohomology of $B \operatorname{Ad}\left(E_{7}\right)$ is generated by elements $x_{i}$ for $i \in\{2,3,6,7,10,11,18,19,34,35,64,66,67,96,112\}$, where $\left|x_{i}\right|=i$. We determine $\mathrm{Sq}^{2} x_{6}$.

Let $e_{1}, e_{2}, \ldots, e_{n}$ be the standard basis of $\mathbb{R}^{n}$. Elements of the spin group $\operatorname{Spin}(n)$ are expressed by using $e_{1}, e_{2}, \ldots, e_{n}$. See [1, Chapter 3]. Recall from [1, Proposition 4.2] that there are two representations

$$
\Delta_{2 n}^{+}, \Delta_{2 n}^{-}: \operatorname{Spin}(2 n) \rightarrow \operatorname{SU}\left(2^{n-1}\right)
$$

such that $\Delta_{n}^{+}$has weights $\frac{1}{2}\left( \pm x_{1} \pm x_{2} \pm \cdots \pm x_{n}\right)$ with even numbers of minus signs and $\Delta_{n}^{-}$has weights $\frac{1}{2}\left( \pm x_{1} \pm x_{2} \pm \cdots \pm x_{n}\right)$ with odd numbers of minus signs.

Proposition 5.2 There is a natural isomorphism

$$
\operatorname{Spin}(4) \cong \operatorname{Ker} \Delta_{4}^{+} \times \operatorname{Ker} \Delta_{4}^{-} .
$$

Proof There is a product decomposition $\operatorname{Spin}(4) \cong \mathrm{SU}(2) \times \operatorname{SU}(2)$ such that

$$
\Delta_{4}^{ \pm}: \operatorname{Spin}(4) \rightarrow \mathrm{SU}(2)
$$

are identified with projections $\mathrm{SU}(2) \times \mathrm{SU}(2) \rightarrow \mathrm{SU}(2)$.
As in [1, Theorem 6.1], there is a homomorphism

$$
\theta: \operatorname{Spin}(16) \rightarrow E_{8}
$$

whose kernel is $\left\{1, e_{1} e_{2} \cdots e_{16}\right\}$. Let $\mu: \operatorname{Spin}(4) \times \operatorname{Spin}(12) \rightarrow \operatorname{Spin}(16)$ denote the homomorphism covering the inclusion

$$
\mathrm{SO}(4) \times \mathrm{SO}(12) \rightarrow \mathrm{SO}(16), \quad(A, B) \mapsto\left(\begin{array}{ll}
A & O \\
O & B
\end{array}\right)
$$

Define $\bar{\mu}=\theta \circ \mu: \operatorname{Spin}(4) \times \operatorname{Spin}(12) \rightarrow E_{8}$. Then
$\operatorname{Ker} \bar{\mu}=\left\{(1,1),(-1,-1),\left(e_{1} e_{2} e_{3} e_{4}, e_{5} e_{6} \cdots e_{16}\right),\left(-e_{1} e_{2} e_{3} e_{4},-e_{5} e_{6} \cdots e_{16}\right)\right\}$.

Recall from [1, Chapter 8] that $E_{7}$ is defined as the centralizer of $\bar{\mu}\left(\operatorname{Ker} \Delta_{4}^{+} \times 1\right)$ in $E_{8}$. Then, by Proposition 5.2, there is a homomorphism

$$
\hat{\mu}: \operatorname{Ker} \Delta_{4}^{-} \times \operatorname{Spin}(12) \rightarrow E_{7} .
$$

Since $-e_{1} e_{2} e_{3} e_{4} \in \operatorname{Ker} \Delta_{4}^{+}, \bar{\mu}\left(-e_{1} e_{2} e_{3} e_{4}, 1\right)$ commutes with every element of $E_{7}$ in $E_{8}$. Moreover, $\bar{\mu}\left(-e_{1} e_{2} e_{3} e_{4}, 1\right)=\bar{\mu}\left(e_{1} e_{2} e_{3} e_{4},-1\right)=\hat{\mu}\left(e_{1} e_{2} e_{3} e_{4},-1\right)$, which belongs to $E_{7}$ and is not the unit of $E_{7}$. Then we obtain:

Proposition 5.3 The center of $E_{7}$ is $\left\{1, \hat{\mu}\left(e_{1} e_{2} e_{3} e_{4},-1\right)\right\}$.
Let $L=\left(\operatorname{Ker} \Delta_{4}^{-} \times \operatorname{Spin}(12)\right) /\left\{(1,1),\left(e_{1} e_{2} e_{3} e_{4},-1\right)\right\}$. Then by Proposition 5.3, there is a map

$$
\rho: L \rightarrow \operatorname{Ad}\left(E_{7}\right),
$$

which is an isomorphism in the second mod 2 cohomology.
Lemma 5.4 In $H^{*}\left(B \operatorname{Ad}\left(E_{7}\right) ; \mathbb{Z} / 2\right), \mathrm{Sq}^{2} x_{6}$ is decomposable and includes the term $x_{2} x_{6}$.

Proof By [21; 22], $(\bar{\mu} \circ(1 \times \bar{q}))^{*}\left(x_{6}\right)$ includes the term $1 \otimes u_{6}$, where $u_{i}$ is as in Lemma 4.5. Note that the composition

$$
\operatorname{Spin}(12) \rightarrow \operatorname{Ker} \Delta_{4}^{-} \times \operatorname{Spin}(12) \rightarrow L \xrightarrow{q_{2}} \mathrm{SO}(12)
$$

is the natural projection, where $q_{2}$ is the second projection. Then by degree reasons,

$$
\rho^{*}\left(x_{6}\right)+a \rho^{*}\left(x_{2}\right)^{3}+b \rho^{*}\left(x_{3}\right)^{2}=q_{2}^{*}\left(w_{6}\right)
$$

for some $a, b \in \mathbb{Z} / 2$. On the other hand, $q_{2}^{*}: H^{2}(B \mathrm{SO}(12) ; \mathbb{Z} / 2) \rightarrow H^{2}(B L ; \mathbb{Z} / 2)$ is an isomorphism, implying $\rho^{*}\left(x_{2}\right)=q_{2}^{*}\left(w_{2}\right)$. Then since $\mathrm{Sq}^{2} w_{6}=w_{2} w_{6}$ by (4-1) and $\mathrm{Sq}^{2} x_{6}$ is decomposable by degree reasons, $\mathrm{Sq}^{2} x_{6}$ is decomposable and includes the term $x_{2} x_{6}$, as stated.

We are ready to prove:
Proposition 5.5 If $H=E_{7}$, then $\langle\epsilon, p\rangle$ is of order $s(G)$.
Proof As mentioned above, we only need to consider $G=S^{1} \times_{\mathbb{Z} / 2} E_{7}$. We apply Lemma 3.5 by setting $x=z=x_{6}, y=x_{2}$ and $\theta=\mathrm{Sq}^{2}$. By Lemma 5.4, the first and second conditions of Lemma 3.5 are satisfied. As in [22], $\bar{q}^{*}\left(x_{6}\right)$ is a generator of $H^{6}\left(B E_{7} ; \mathbb{Z} / 2\right)$ such that $(\bar{q} \circ j)^{*}\left(x_{6}\right)$ is nontrivial. Then by degree reasons, the third condition of Lemma 3.5 is also satisfied, implying $\langle\bar{\epsilon}, \bar{q}\rangle$ is nontrivial. Since $s(G)=2$, the proof is complete by Lemmas 3.3 and 3.4.

## 6 Proofs of Theorems 1.3 and 1.4

This section proves Theorems 1.3 and 1.4. First, we prove Theorem 1.4.
Proof of Theorem 1.4 Suppose $H \cong H_{1} \times \cdots \times H_{k}$, where each $H_{i}$ is a simple Lie group. Let $r_{i}: S^{1} \times H \rightarrow S^{1} \times H_{i}$ be the projection, and let $G_{i}=\left(S^{1} \times H_{i}\right) /\left(r_{i}(C)\right)$ for $i=1,2, \ldots, k$. By definition, $s(G)$ is the least common multiple of $s\left(G_{1}\right), \ldots, s\left(G_{k}\right)$. Let $\bar{r}_{i}: G \rightarrow G_{i}$ and $\iota_{i}: S^{1} \times H_{i} \rightarrow S^{1} \times H$ denote the projection and the inclusion, respectively. Then $\bar{r}_{i} \circ \epsilon_{G}=\epsilon_{G_{i}}$ and $\bar{r}_{i} \circ p_{G} \circ \iota_{i}=p_{G_{i}}$, so

$$
\left(1 \wedge \iota_{i}\right)^{*} \circ\left(\bar{r}_{i}\right)_{*}\left(\left\langle\epsilon_{G}, p_{G}\right\rangle\right)=\left\langle\bar{r}_{i} \circ \epsilon_{G}, \bar{r}_{i} \circ p_{G} \circ \iota_{i}\right\rangle=\left\langle\epsilon_{G_{i}}, p_{G_{i}}\right\rangle .
$$

Thus the order of $\left\langle\epsilon_{G}, p_{G}\right\rangle$ is a nonzero multiple of the order of $\left\langle\epsilon_{G_{i}}, p_{G_{i}}\right\rangle$. So by Propositions 4.1, 4.4, 4.7, 5.1 and 5.5 , the order of $\left\langle\epsilon_{G}, p_{G}\right\rangle$ is a nonzero multiple of $s\left(G_{i}\right)$ for $i=1,2, \ldots, k$; hence so is $\left\langle\epsilon_{G}, 1_{G}\right\rangle$. Therefore, by Lemma 3.3, the proof is complete.

Next, we prove Theorem 1.3.
Proof of Theorem 1.3 First, we prove the case $H=\mathrm{SU}(n)^{r}$. The implication (1) $\Longrightarrow$ (2) follows from Theorem 1.2. We prove the implication (2) $\Longrightarrow$ (1). Let $\partial_{k}: G \rightarrow \operatorname{map}_{*}\left(S^{2}, B G ; k\right) \simeq \Omega_{0} G$ be as in Section 2, and let $q_{i}: H \rightarrow \mathrm{SU}(n)$ be the projection onto the $i^{\text {th }} \mathrm{SU}(n)$. Then by Lemma 2.1, the proof of Proposition 4.1 implies that the image of the map

$$
\left(\partial_{k}\right)_{*}: \pi_{2 n-1}(G) \rightarrow \pi_{2 n-1}\left(\Omega_{0} G\right)
$$

is isomorphic to $\prod_{i=1}^{r} \mathbb{Z} / \frac{n!}{\left(k,\left|q_{i}(C)\right|\right)}$, where $\pi_{2 n-1}\left(\Omega_{0} G\right) \cong(\mathbb{Z} / n!)^{r}$. By (2-1), there is an exact sequence

$$
\begin{aligned}
& 0 \rightarrow \prod_{i=1}^{r} \mathbb{Z} / \frac{n!}{\left(k,\left|q_{i}(C)\right|\right)} \\
& \quad \rightarrow \pi_{2 n-1}\left(B \mathcal{G}_{k}\left(S^{2}, G\right)\right) \rightarrow \pi_{2 n-1}(B G) \cong \pi_{2 n-1}\left(B \operatorname{SU}(n)^{r}\right)=0 .
\end{aligned}
$$

Then since $\pi_{2 n-1}\left(B \mathcal{G}_{k}\left(S^{2}, G\right)\right) \cong \pi_{2 n-2}\left(\mathcal{G}_{k}\left(S^{2}, G\right)\right)$,

$$
\pi_{2 n-2}\left(\mathcal{G}_{k}\left(S^{2}, G\right)\right) \cong \prod_{i=1}^{r} \mathbb{Z} /\left(k,\left|q_{i}(C)\right|\right) .
$$

So if $\mathcal{G}_{k}(X, G) \simeq \mathcal{G}_{l}(X, G)$, then $\pi_{2 n-2}\left(\mathcal{G}_{k}\left(S^{2}, G\right)\right) \simeq \pi_{2 n-2}\left(\mathcal{G}_{l}\left(S^{2}, G\right)\right)$, implying

$$
\left(k,\left|q_{1}(C)\right|\right) \cdots\left(k,\left|q_{r}(C)\right|\right)=\left(l,\left|q_{1}(C)\right|\right) \cdots\left(l,\left|q_{r}(C)\right|\right) .
$$

As in the proof of Theorem 1.4, $s(G)$ is the least common multiple of

$$
\left|q_{1}(C)\right|, \ldots,\left|q_{r}(C)\right| .
$$

Then it is easy to see that the above equality implies $(k, s(G))=(l, s(G))$.
Next, we prove the case $H=\operatorname{SU}(4 n-2)^{s} \times \operatorname{Sp}(2 n-1)^{t}$. Note that

$$
\pi_{8 n-4}(\operatorname{Sp}(2 n-1)) \cong \mathbb{Z} / 2 .
$$

Then similarly to the above case, the proofs of Propositions 4.1 and 4.4 imply that the image of the map

$$
\left(\partial_{k}\right)_{*}: \pi_{8 n-5}(G) \rightarrow \pi_{8 n-5}\left(\Omega_{0} G\right)
$$

is isomorphic to

$$
\prod_{i=1}^{s} \mathbb{Z} / \frac{(4 n-2)!}{\left(k,\left|q_{i}(C)\right|\right)} \times \prod_{i=1}^{t} \mathbb{Z} / \frac{2}{\left(k, q_{i}(C)\right)} .
$$

So we also get an exact sequence

$$
\begin{aligned}
0 \rightarrow \prod_{i=1}^{s} \mathbb{Z} / \frac{(4 n-2)!}{\left(k,\left|q_{i}(C)\right|\right)} & \times \prod_{i=1}^{t} \mathbb{Z} / \frac{2}{\left(k,\left|q_{i}(C)\right|\right)} \rightarrow \pi_{8 n-5}\left(B \mathcal{G}_{k}\left(S^{2}, G\right)\right) \\
\rightarrow & \pi_{2 n-1}(B G) \cong \pi_{8 n-5}\left(B \operatorname{SU}(4 n-2)^{s} \times B \operatorname{Sp}(2 n-1)^{t}\right)=0 .
\end{aligned}
$$

Thus, by arguing as above, we obtain $(k, s(G))=(l, s(G))$ whenever $\mathcal{G}_{k}(X, G) \simeq$ $\mathcal{G}_{l}(X, G)$. Therefore, the proof is complete.
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# Diffeomorphisms of odd-dimensional dises, glued into a manifold 

Johannes Ebert

Let $\mu_{M}: B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B \operatorname{Diff}(M)$, for a compact ( $2 n+1$ )-dimensional smooth manifold $M$, be the map defined by extending diffeomorphisms on an embedded disc by the identity. By a classical result of Farrell and Hsiang, the rational homotopy groups and the rational homology of $B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)$ are known in the concordance stable range. We prove two results on the behaviour of the map $\mu_{M}$ in the concordance stable range. Firstly, it is injective on rational homotopy groups, and secondly, it is trivial on rational homology if $M$ contains sufficiently many embedded copies of $S^{n} \times S^{n+1} \backslash \operatorname{int}\left(D^{2 n+1}\right)$. We also show that $\mu_{M}$ is generally not injective on homotopy groups outside the stable range.

The homotopical statement is probably not new and follows from the theory of smooth torsion invariants. The noninjectivity outside the stable range is based on recent work by Krannich and Randal-Williams. The homological statement relies on work by Botvinnik and Perlmutter on diffeomorphisms of odd-dimensional manifolds.
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## 1 Introduction

For a smooth compact manifold $M$ with boundary, we denote by $\operatorname{Diff}(M)$ the topological group of diffeomorphisms of $M$, and by $\operatorname{Diff}_{\partial}(M) \subset \operatorname{Diff}(M)$ the subgroup of those diffeomorphisms which agree with the identity near $\partial M$. A celebrated classical result by Farrell and Hsiang [10] states that

$$
\pi_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \cong \begin{cases}\mathbb{Q} & \text { if } k \equiv 0(\bmod 4)  \tag{1.1}\\ 0 & \text { if } k \not \equiv 0(\bmod 4)\end{cases}
$$

in a range of degrees which was originally given by $k<\frac{1}{3} n$, but (1.1) holds more generally if $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)$, where $\phi^{\mathbb{Q}}\left(D^{2 n}\right)$ is the rational concordance stable range for $D^{2 n}$, which we briefly recall.

[^29]For a compact smooth manifold $M$, let

$$
C(M):=\operatorname{Diff}(M \times[0,1], M \times\{0\} \cup \partial M \times[0,1])
$$

be the concordance diffeomorphism group of $M$, and let $\sigma_{+}: C(M) \rightarrow C(M \times[0,1])$ be the (positive) suspension map defined in eg Igusa [16, Section 6.2]. Define $\phi(M)$ to be the largest integer $k$ such that the maps $\sigma_{+}: C\left(M \times[0,1]^{m}\right) \rightarrow C\left(M \times[0,1]^{m+1}\right)$, for $m \geq 0$, are all $k$-connected. Similarly, define $\phi^{\mathbb{Q}}(M) \geq \phi(M)$ using rational connectivity instead of connectivity (this makes sense if $\operatorname{dim}(M) \geq 6$ as $\pi_{0}(C(M))$ is abelian in that case, by Hatcher and Wagoner [14, Lemma 1.1]).
Igusa's stability theorem [15, page 6] states that

$$
\begin{equation*}
\phi\left(M^{d}\right) \geq \min \left(\frac{1}{2}(d-7), \frac{1}{3}(d-4)\right) \tag{1.2}
\end{equation*}
$$

Recent work by Krannich and Randal-Williams [21] gives the optimal range in which (1.1) holds. Corollary B of [21] shows that

$$
\begin{equation*}
\phi^{\mathbb{Q}}\left(D^{d}\right)=d-4 \quad \text { if } d \geq 10, \tag{1.3}
\end{equation*}
$$

and hence (1.1) holds if $k \leq 2 n-4$, provided that $n \geq 5$. Theorem A of [21] improves this to $k \leq 2 n-3$, again for $n \geq 5$. These results slightly exceed Krannich [20, Corollary B]. For an arbitrary smooth compact and nonempty manifold $M$ of dimension $2 n+1$, choose an embedding $D^{2 n+1} \rightarrow \operatorname{int} M$. Extending diffeomorphisms by the identity gives a gluing map

$$
\mu_{M}^{\partial}: \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow \operatorname{Diff}_{\partial}(M) .
$$

We may also consider the composition

$$
\mu_{M}: \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \xrightarrow{\mu_{M}^{\partial}} \operatorname{Diff}_{\partial}(M) \rightarrow \operatorname{Diff}(M) .
$$

The purpose of this note is to study the effect of the maps $B \mu_{M}$ and $B \mu_{M}^{\partial}$ on rational homotopy and homology. The precise choice of the embedding does not play a role for this question as long as $M$ is connected. This is because the homotopy class of $B \mu_{M}$ only depends on the isotopy class of the embedding. If $M$ is connected and not orientable there is only one isotopy class of embeddings, and if $M$ is connected and orientable there are two such isotopy classes, which differ by the reflection automorphism of the group $\operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)$.

Theorem 1.4 (homotopical theorem) For every ( $2 n+1$ )-dimensional manifold $M$, the maps

$$
\left(\mu_{M}\right)_{*}: \pi_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \rightarrow \pi_{k}(B \operatorname{Diff}(M)) \otimes \mathbb{Q}
$$

and

$$
\left(\mu_{M}^{\partial}\right)_{*}: \pi_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \rightarrow \pi_{k}\left(B \operatorname{Diff}_{\partial}(M)\right) \otimes \mathbb{Q}
$$

are injective when $k \neq 1$ and $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)$.
Remark 1.5 Note that $\pi_{1}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right)=\pi_{0}\left(\operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right)$ is always a finite group; this is trivial when $n=0$ and follows from Cerf [7] for $n=1$. For $n \geq 2$, Cerf [8, corollaire 2] and the h-cobordism theorem identify $\pi_{0}\left(\operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right)$ with the group of homotopy $(2 n+2)$-spheres, which is finite by Kervaire and Milnor [19].

Remark 1.6 By [21, Corollary B], Theorem 1.4 holds for $k \leq 2 n-4$ if $n \geq 5$. Theorem 1.4 is also true for $k=2 n-3$ and $n \geq 5$, since $\pi_{2 n-3}\left(B\right.$ Diff $_{\partial}\left(D^{2 n+1}\right) \otimes \mathbb{Q}=0$ for such $n$ by [21, Theorem A].

Theorem 1.4 could have been proven with little effort in Badzioch, Dorabiała, Klein and Williams [1] at latest. It was in fact known by experts and we learnt the statement from Mauricio Bustamante. The proof is given here for the sake of completeness and to contrast it with our main result (Theorem 1.7 below), which seemingly goes the opposite direction.
Our result concerns the effect of $\mu_{M}$ in rational homology. Since $B$ Diff $_{\partial}\left(D^{2 n+1}\right)$ is a connected $E_{2 n+1}$-space (and hence a homotopy commutative H -space), we have that $H_{*}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) ; \mathbb{Q}\right)$ (with the Pontryagin product) is the free graded-commutative algebra generated by $\pi_{*}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q}$. Therefore, in the concordance stable range, $H_{*}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) ; \mathbb{Q}\right)$ is a polynomial algebra with one generator in each dimension divisible by 4 .

Let

$$
U_{g}^{n}:=\#^{g}\left(S^{n} \times S^{n+1}\right)
$$

be the connected sum of $g$ copies of $S^{n} \times S^{n+1}$, and let

$$
U_{g, 1}^{n}:=U_{g}^{n} \backslash \text { int } D^{2 n+1}
$$

be $U_{g}^{n}$ with the interior of a disc removed.
Theorem 1.7 (homological theorem) Let $M$ be a connected manifold of dimension $2 n+1 \geq 9$ and suppose that $M$ contains an embedded copy of $U_{g, 1}^{n}$. Then the maps

$$
\left(\mu_{M}\right)_{*}: \tilde{H}_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) ; \mathbb{Q}\right) \rightarrow \tilde{H}_{k}(B \operatorname{Diff}(M) ; \mathbb{Q})
$$

and

$$
\left(\mu_{M}^{\partial}\right)_{*}: \widetilde{H}_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) ; \mathbb{Q}\right) \rightarrow \widetilde{H}_{k}\left(B \operatorname{Diff}_{\partial}(M) ; \mathbb{Q}\right)
$$

are trivial if $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)+1$ and $k \leq \frac{1}{2}(g-4)$.

Finally, using the recent work [21], we can show that the range for the validity of Theorem 1.4 given in Remark 1.6 is optimal.

Theorem 1.8 For even $n \geq 6$, there is a closed $(2 n+1)$-dimensional smooth manifold $M$ such that the kernel of

$$
\left(\mu_{M}\right)_{*}: \pi_{2 n-2}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \rightarrow \pi_{2 n-2}(B \operatorname{Diff}(M)) \otimes \mathbb{Q}
$$

is nonzero.
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## 2 Proof of the homotopical theorem

The proof of Theorem 1.4 relies on higher torsion invariants as axiomatized by Igusa [18], and we review some background beforehand. Let $K(\mathbb{Z})$ be the algebraic $K$-theory spectrum of $\mathbb{Z}$ and let

$$
u: Q\left(S^{0}\right) \rightarrow \Omega^{\infty} K(\mathbb{Z})
$$

be the unit map on infinite loop spaces.
Let $M$ be a finite CW complex of dimension $d$, and let $\pi: E \rightarrow B$ be a fibration with fibres homotopy equivalent to $M$. Let

$$
\begin{equation*}
\rho_{k}(\pi): B \rightarrow B \operatorname{GL}\left(H_{k}(M ; \mathbb{Z})\right) \tag{2.1}
\end{equation*}
$$

be the map induced by the monodromy action of the fundamental group on the homology of the fibre. The $\mathbb{Z}$-module $H_{k}(M ; \mathbb{Z})$ is finitely generated, and hence there is a canonical map

$$
\iota: B \mathrm{GL}\left(H_{k}(M ; \mathbb{Z})\right) \rightarrow \Omega^{\infty} K(\mathbb{Z})
$$

Such a map exists even if the homology groups are not free, essentially because $\mathbb{Z}$ is a regular ring (each finitely generated $\mathbb{Z}$-module has a finite length resolution by projective finitely generated $\mathbb{Z}$-modules). See the discussion leading up to [9, Proposition 6.7] for details.

The map $\iota$ hits the component of $\left[H_{k}(M ; \mathbb{Z})\right] \in K_{0}(\mathbb{Z})=\pi_{0}\left(\Omega^{\infty} K(\mathbb{Z})\right) \cong \mathbb{Z}$. The algebraic $K$-theory Euler characteristic of the fibration $\pi$ is the alternating sum

$$
\chi(\pi):=\sum_{k=0}^{d}(-1)^{k} \iota \circ \rho_{k}(\pi): B \rightarrow \Omega^{\infty} K(\mathbb{Z})
$$

where $d=\operatorname{dim}(M)$ and we have used the $H$-space structure on $\Omega^{\infty} K(\mathbb{Z})$ to form the sum. Of course, $\chi(\pi)$ hits the component indexed by $\chi(M) \in \mathbb{Z}=K_{0}(\mathbb{Z})$.

The fibration $\pi$ has an associated transfer map [3]

$$
\operatorname{trf}_{\pi}: \Sigma^{\infty} B_{+} \rightarrow \Sigma^{\infty} E_{+}
$$

on the level of suspension spectra; we mostly consider its adjoint, also written

$$
\operatorname{trf}_{\pi}: B \rightarrow Q\left(E_{+}\right)
$$

The Dwyer-Weiss-Williams index theorem [9, Corollary 8.12] implies that if $\pi$ is a smooth fibre bundle, the diagram

commutes, up to a preferred homotopy (here $u \circ c$ is the composition of the unit map with the collapse map $c: Q\left(E_{+}\right) \rightarrow Q\left(S^{0}\right)$ ).

Remark 2.3 Actually, Theorem 8.5 of [9] proves a stronger version involving the algebraic $K$-theory $A(E)$ of the space $E$ and a fibrewise version thereof. Raptis and Steimle gave a substantially simpler proof of the homotopy-commutativity of (2.2) in [24]; they also showed [9, Theorem 8.5] for smooth bundles in [25].

The diagram (2.2) can be used to define secondary invariants under additional hypotheses on the bundle $\pi$; we follow the approach of [2] here, with some modifications. The extra hypothesis to be made is that the monodromy action of $\pi_{1}(B)$ on $H_{k}(M ; \mathbb{Z})$ is unipotent for all $k$ (in [2] the authors consider homology with coefficients in a field,
but the construction generalizes to regular rings such as $\mathbb{Z}$; see [2, Remark 6.11]). Moreover, we assume as in [2] that the base space $B$ is a compact manifold, possibly with boundary.

Under these assumptions, the map $\chi(\pi)$ comes with a preferred homotopy to the constant map to the point

$$
\chi(M):=\sum_{k=0}^{d}(-1)^{k}\left[H_{k}(M ; \mathbb{Z})\right] \in \Omega^{\infty} K(\mathbb{Z}) ;
$$

see [2, Theorem 6.7]. Combining this homotopy with the preferred homotopy from (2.2) yields a map

$$
\begin{equation*}
T(\pi): B \rightarrow \operatorname{hofib}_{\chi(M)}(u) \simeq \operatorname{hofib}_{0}(u), \tag{2.4}
\end{equation*}
$$

where we use the infinite loop space structures to identify the homotopy fibres. Using Borel's computation [5] of $\pi_{*}\left(\Omega^{\infty} K(\mathbb{Z})\right) \otimes \mathbb{R}$, we define characteristic classes of unipotent smooth bundles as follows. Note that

$$
\begin{equation*}
H^{*}\left(\operatorname{hofib}_{0}(u) ; \mathbb{R}\right)=\mathbb{R}\left[a_{4}, a_{8}, \ldots\right] \tag{2.5}
\end{equation*}
$$

for certain generators $a_{4 k}$ of degree $4 k$ (the transgression of $a_{k}$ is the Borel class in $\left.H^{4 k+1}\left(\Omega^{\infty} K(\mathbb{Z}) ; \mathbb{R}\right)\right)$. Following [2, Section 7] (but using the notation of [1]), define

$$
\begin{equation*}
t_{4 k}^{s}(\pi):=T(\pi)^{*} a_{4 k} \in H^{4 k}(B ; \mathbb{R}) \tag{2.6}
\end{equation*}
$$

It is convenient for us to replace the coefficient field by $\mathbb{Q}$, which can be done as follows. First, the Borel class comes from a spectrum cohomology class $b_{k} \in H^{4 k+1}(K(\mathbb{Z}) ; \mathbb{R})$. Second, Borel showed that $H^{4 k+1}(K(\mathbb{Z}) ; \mathbb{R})$ is 1-dimensional, and so there is $\alpha_{k} \in \mathbb{R}^{\times}$ such that $\alpha_{k} b_{k}$ lies in $H^{*}(K(\mathbb{Z}) ; \mathbb{Q})$. We now define

$$
\begin{equation*}
\bar{t}_{4 k}^{s}(\pi)=\bar{t}_{4 k}^{s}(E):=\alpha_{k} t_{4 k}^{s}(\pi) \in H^{4 k}(B ; \mathbb{Q}) . \tag{2.7}
\end{equation*}
$$

The construction of (2.4) is given in [2] only for compact manifold bases; the definition of (2.7) can be generalized to arbitrary base spaces as follows. For an arbitrary unipotent bundle $E \rightarrow B$, we define $\bar{t}_{4 k}^{s}(E) \in H^{4 k}(B ; \mathbb{Q})$ as the class corresponding to the homomorphism

$$
\begin{equation*}
\Omega_{4 k}^{\mathrm{fr}}(B) \rightarrow \mathbb{Q} ;[X, f] \mapsto\left\langle\bar{t}_{4 k}^{s}\left(f^{*} E\right) ;[X]\right\rangle \tag{2.8}
\end{equation*}
$$

from the framed bordism group of $B$ under the isomorphism

$$
H^{4 k}(B ; \mathbb{Q}) \cong \operatorname{Hom}\left(\Omega_{4 k}^{\mathrm{fr}}(B) ; \mathbb{Q}\right)
$$

(we need [2, Proposition 7.3] to show that (2.8) is well defined).

Now let $\operatorname{Torr}(M) \subset \operatorname{Diff}(M)$ be the Torelli diffeomorphism group, ie the subgroup of those diffeomorphisms which act as the identity on $H_{*}(M ; \mathbb{Z})$ and $H_{*}(M, \partial M ; \mathbb{Z})$. The universal $M$-bundle over $B \operatorname{Torr}(M)$ is clearly unipotent, and combining the classes $\bar{t}_{4 k}^{s}$, we obtain a map

$$
\begin{equation*}
\tau_{M}: B \operatorname{Torr}(M) \rightarrow \prod_{k \geq 1} K(\mathbb{Q}, 4 k) \tag{2.9}
\end{equation*}
$$

Observing that $\operatorname{Torr}\left(D^{2 n+1}\right)=\operatorname{Diff}^{+}\left(D^{2 n+1}\right)$ is the group of orientation-preserving diffeomorphisms, we obtain in particular

$$
\begin{align*}
& \tau_{D^{2 n+1}}: B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B \operatorname{Diff}^{+}\left(D^{2 n+1}\right)  \tag{2.10}\\
&=B \operatorname{Torr}\left(D^{2 n+1}\right) \rightarrow \prod_{k \geq 1} K(\mathbb{Q}, 4 k)
\end{align*}
$$

Farrell and Hsiang's theorem may be restated as follows.

Theorem 2.11 The map $\tau_{D^{2 n+1}}$ induces an isomorphism on rational homotopy groups in degrees at most $\phi^{\mathbb{Q}}\left(D^{2 n}\right)$.

Proof The map $\tau_{D^{2 n+1}}$ factors through

$$
B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B C\left(D^{2 n}\right) \rightarrow B \operatorname{Diff}^{+}\left(D^{2 n+1}\right)
$$

Consider the diagram
(2.12)

$$
\begin{gathered}
B C\left(D^{2 n}\right) \longrightarrow B \operatorname{Diff}^{+}\left(D^{2 n+1}\right) \\
\downarrow \sigma_{+}^{\text {om }} \\
B C\left(D^{2 n+m}\right) \longrightarrow \operatorname{Diff}^{+}\left(D^{2 n+m+1}\right)
\end{gathered}
$$

The left vertical map is a composition of the suspension map and the right vertical map is given by taking products with $D^{m}$ and the identification $D^{2 n+m+1}=D^{2 n+1} \times D^{m}$. The square commutes up to homotopy by the definition of the suspension map $\sigma_{+}$. A special case of [1, Theorem 7.1] states that $\bar{t}_{4 k}^{s}\left(E \times D^{m}\right)=\bar{t}_{4 k}^{s}(E)$ for each unipotent bundle $E \rightarrow B$. It follows that $\tau_{D^{2 n+1}}: \operatorname{BDiff}_{\partial}\left(D^{2 n+1}\right) \rightarrow \prod_{k \geq 1} K(\mathbb{Q}, 4 k)$ factors as
(2.13) $B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B C\left(D^{2 n}\right) \rightarrow B \mathcal{C}\left(D^{2 n}\right)$

$$
:=\operatorname{hocolim}_{m} B C\left(D^{2 n+m}\right) \rightarrow \prod_{m \geq 1} K(\mathbb{Q}, 4 k)
$$

All three maps in (2.13) induce isomorphisms on rational homotopy up to degree $\phi^{\mathbb{Q}}\left(D^{2 n}\right)$. This is true for the second map by definition.

The third map is a rational equivalence. Since the Whitehead group of $\pi_{1}\left(D^{2 n}\right)$ is trivial, $B \mathcal{C}\left(D^{2 n}\right)$ is the stable $h$-cobordism space $\mathcal{H}\left(D^{2 n}\right)$. The stable $h$-cobordism theorem [27] states an equivalence $\mathcal{H}\left(D^{2 n}\right) \simeq \operatorname{hofib}\left(Q\left(S^{0}\right) \rightarrow A(*)\right)$, and the linearization map from $A(*)$ to $\Omega^{\infty} K(\mathbb{Z})$ induces a rational equivalence

$$
\operatorname{hofib}\left(Q\left(S^{0}\right) \rightarrow A(*)\right) \rightarrow \operatorname{hofib}\left(Q\left(S^{0}\right) \rightarrow \Omega^{\infty} K(\mathbb{Z})\right)
$$

Together with [5], this shows that the rational homotopy groups of $B \mathcal{C}\left(D^{2 n}\right)$ and of $\prod_{m \geq 1} K(\mathbb{Q}, 4 k)$ are abstractly isomorphic and at most 1-dimensional.

To conclude that the third map in (2.13) is a rational isomorphism, it is therefore enough to prove that the induced map on rational homotopy groups is nontrivial whenever its target is nonzero, and this amounts to proving that for each $k \geq 1$, there is an $m$ and an element in $\pi_{4 k}\left(B C\left(D^{2 n+m}\right)\right)$ such that $\bar{t}_{D^{2 n+m+1}}^{s}$ is nontrivial on that element. This was done by Igusa in [16, Theorem 6.4.2], but with the higher Franz-Reidemeister torsion classes $t_{4 k}^{\mathrm{FR}} \in H^{4 k}\left(B C\left(D^{2 n+m}\right) ; \mathbb{R}\right)$ in place of $\bar{t}_{4 k}^{s}$. These were constructed using ideas from Morse theory in [16, Section 5.7.2] (for bundles with structure group Torr $(M)$ ) and in [17, Section 2.11] for unipotent bundles. The main theorem of [1] shows that there is a universal constant $\lambda_{4 k} \in \mathbb{R}^{\times}$such that $\bar{t}_{4 k}^{s}(\pi)=\lambda_{4 k} t_{4 k}^{\mathrm{IK}}(\pi)$ for all unipotent bundles over compact manifold bases, and so the third map in (2.13) is a rational equivalence.

It is shown in [16, Section 6.5] that the first map in (2.13) induces an isomorphism on rational homotopy groups up to degree $\phi^{\mathbb{Q}}\left(D^{2 n}\right)$. In loc. cit., the result is stated in terms of (1.2), so we give a few more details here. Consider the fibre sequence

$$
\operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow C\left(D^{2 n}\right) \rightarrow \operatorname{Diff}_{\partial}\left(D^{2 n}\right)
$$

The two maps are compatible with the following involutions on the spaces: the group inversion on $\operatorname{Diff}_{\partial}\left(D^{2 n}\right)$, an involution defined at the beginning of [16, Section 6.5] on $C\left(D^{2 n}\right)$, and the involution

$$
\begin{equation*}
I: \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \tag{2.14}
\end{equation*}
$$

given by conjugation with the reflection map

$$
r\left(x_{1}, \ldots, x_{2 n+1}\right):=\left(x_{1}, \ldots, x_{2 n},-x_{2 n+1}\right) .
$$

The rational homotopy sequence of the fibration splits into negative and positive eigenspaces of these involutions. An Eckmann-Hilton argument proves that

$$
\pi_{*}^{+}\left(\operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \rightarrow \pi_{*}^{+}\left(C\left(D^{2 n}\right)\right) \otimes \mathbb{Q}
$$

is an isomorphism in all degrees. On the other hand, $I_{*}=\operatorname{id}$ on $\pi_{k}\left({ }_{-}\right) \otimes \mathbb{Q}$ for $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)$; Corollary 6.5.3 of [16] states this when $k$ is in the range given by (1.2), but the proof clearly works for $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)$. Hence, for $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)+1$,

$$
\pi_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q}=\pi_{k}^{+}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \cong \pi_{k}^{+}\left(B C\left(D^{2 n}\right)\right) \otimes \mathbb{Q} .
$$

Finally, $\pi_{k}^{-}\left(B C\left(D^{2 n}\right)\right) \otimes \mathbb{Q}=0$ for $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)$. To see this, observe that the stabilization map $\left.B C\left(D^{d}\right)\right) \rightarrow B C\left(D^{d+1}\right)$ switches the eigenspaces of the involutions by [16, Lemma 6.5.1]. Hence it is enough to check that $\pi_{k}^{-}\left(B C\left(D^{2 n}\right)\right) \otimes \mathbb{Q}=0$ for very large $n$, and this follows from Theorem 6.4.2 and Lemma 6.5.4 of [16], using that the third map in (2.13) is a rational equivalence.

Proof of Theorem 1.4 for closed $\boldsymbol{M}$ We first consider the case where $M$ is closed. The cohomology classes $\bar{t}_{4 k}^{s}$ have the following additivity property: for unipotent bundles $\pi_{j}: E_{j} \rightarrow B$ with common (vertical) boundary bundle $E_{01}=\partial E_{0}=\partial E_{1}$, the boundary bundle $\pi_{01}: E_{01} \rightarrow B$ and the glued bundle $\pi: E=E_{0} \cup_{\partial_{E_{j}}} E_{1} \rightarrow B$ are also unipotent, and

$$
\begin{equation*}
\bar{t}_{4 k}^{s}(\pi)+\bar{t}_{4 k}^{s}\left(\pi_{01}\right)=\bar{t}_{4 k}^{s}\left(\pi_{1}\right)+\bar{t}_{4 k}^{s}\left(\pi_{2}\right) \in H^{4 k}(B ; \mathbb{Q}) . \tag{2.15}
\end{equation*}
$$

This is proven for $B$ a compact manifold in [1, Corollary 5.2], the case of a general base follows by using framed bordism as in the construction of $\bar{t}_{4 k}^{s}$ for general base spaces.

Next, $\mu_{M}: B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B \operatorname{Diff}(M)$ lifts to $\tilde{\mu}_{M}: B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B \operatorname{Torr}(M)$, and (2.15) shows that

$$
\begin{equation*}
\tau_{M} \circ \tilde{\mu}_{M} \sim \tau_{D^{2 n+1}} . \tag{2.16}
\end{equation*}
$$

By Theorem 2.11, it follows that $\tilde{\mu}_{M}$ is injective on $\pi_{k}\left({ }_{-}\right) \otimes \mathbb{Q}$ when $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)$. Because $\operatorname{Torr}(M) \subset \operatorname{Diff}(M)$ is a union of path components,

$$
p_{*}: \pi_{k}(B \operatorname{Torr}(M)) \rightarrow \pi_{k}(B \operatorname{Diff}(M))
$$

is injective when $k=1$ and an isomorphism when $k \geq 2$, and $\mu_{M}=p \circ \tilde{\mu}_{M}$ is injective on rational homotopy groups up to degree $\phi^{\mathbb{Q}}\left(D^{2 n}\right)$.

We have used that $M$ is closed in order to apply (2.15), which in the quoted source is only covered for closed $M$. The case of a general $M$ reduces to the closed case by "doubling". Let $M$ be a manifold with boundary, let $A \subset \partial M$ be a compact codimension- 0 submanifold, and form $M \cup_{\partial M-\text { int } A} M$. This is a manifold with
boundary $A \cup_{\partial A} A$. Let $\operatorname{Diff}_{A}(M)$ be the group of diffeomorphisms which fix $A$ pointwise. There is a doubling map

$$
d_{A}: B \operatorname{Diff}_{A}(M) \rightarrow B \operatorname{Diff}_{\partial}\left(M \cup_{\partial M-\operatorname{int} A} M\right)
$$

given by extending a diffeomorphism with its reflection. The diagram
commutes up to homotopy, where $D^{2 n} \subset \partial D^{2 n+1}$ denotes a half disc in the boundary.

Lemma 2.18 The doubling map induces an isomorphism

$$
\left(d_{D^{2 n}}\right)_{*}: \pi_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \rightarrow \pi_{k}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1} \cup_{D^{2 n}} D^{2 n+1}\right)\right) \otimes \mathbb{Q}
$$

when $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)+1$.

Proof By the Eckmann-Hilton argument, the effect of $d$ on rational homotopy groups is the map

$$
1+(B I)_{*}: \pi_{*}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \rightarrow \pi_{*}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q}
$$

(here $I$ is the involution (2.14), and we identify $D^{2 n+1} \cup_{D^{2 n}} D^{2 n+1}=D^{2 n+1}$ ). The lemma now follows from the fact that $B I_{*}=$ id on $\left.\pi_{k}()_{-}\right) \otimes \mathbb{Q}$ for $k \leq \phi^{\mathbb{Q}}\left(D^{2 n}\right)+1$ (see the proof of Theorem 2.11 above for more details).

Remark 2.19 The bound given in Lemma 2.18 is optimal: [21, Corollary 8.4] shows that the involution acts nontrivially on $\pi_{2 n-2}\left(B\right.$ Diff $\left._{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q}$ when $n \geq 5$, while $\phi^{\mathbb{Q}}\left(D^{2 n}\right)+1=2 n-3$ for such $n$.

Proof of Theorem $\mathbf{1 . 4}$ for general $\boldsymbol{M}$ To prove the statement for $\mu_{M}$, use (2.17) with $A=\varnothing$ and apply Lemma 2.18. The statement for $\mu_{M}^{\partial}$ follows from that for $\mu_{M}$ in view of the definition of $\mu_{M}$.

Remark 2.20 From the proof of Theorem 1.4 given above, one can also deduce a statement about $H_{*}(B \operatorname{Torr}(M) ; \mathbb{Q})$, namely that $\tilde{\mu}_{M}$ is injective on rational homology in the concordance stable range, at least when $M$ is closed or orientable.

In the case where $M$ is closed, this follows from (2.16) and Theorem 2.11. For manifolds with nonempty boundary, a bit more care is needed to check that doubling really gives a map $\operatorname{Torr}(M) \rightarrow \operatorname{Torr}\left(M \cup_{\partial M} M\right)$. For oriented $M$, the argument goes as follows.

Mapping both halves of $M \cup_{\partial M} M$ to $M$ and excision in homology gives a $\operatorname{Diff}(M)-$ equivariant isomorphism $H_{*}\left(M \cup_{\partial M} M ; \mathbb{Z}\right) \cong H_{*}(M ; \mathbb{Z}) \oplus H_{*}(M, \partial M ; \mathbb{Z})$, from which it follows that the double of $f$ also induces the identity on homology.

We leave it to the reader to figure out statements in cohomology or a variant for nonorientable $M$.

## 3 Proof of the homological theorem

We now turn to the proof of Theorem 1.7, which relies on work by Botvinnik and Perlmutter [6;23]. To state their results, let

$$
V_{g}^{n}:=母^{g}\left(S^{n} \times D^{n+1}\right)
$$

be the boundary connected sum of $g$ copies of $S^{n} \times D^{n+1}$, and let $D=D^{2 n} \subset \partial V_{g}^{n}$ be a disk in the boundary of $V_{g}^{n}$. Note that $V_{0}^{n}=D^{2 n+1}$. There is a stabilization map

$$
\begin{equation*}
B \operatorname{Diff}_{D}\left(V_{g}^{n}\right) \rightarrow B \operatorname{Diff}_{D}\left(V_{g+1}^{n}\right) \tag{3.1}
\end{equation*}
$$

given by taking the boundary connected sum with $S^{n} \times D^{n+1}$ at $D$ and extending diffeomorphisms by the identity. Perlmutter [23, Theorem 1.1] proved that the map (3.1) induces an isomorphism in homology in degrees $* \leq \frac{1}{2}(g-4)$ provided that $n \geq 4$. Botvinnik and Perlmutter [6] computed the homology of $B \operatorname{Diff}_{D}\left(V_{g}^{n}\right)$ in the stable range. Let

$$
\theta_{n}: B O(2 n+1)\langle n\rangle \rightarrow B O(2 n+1)
$$

be the $n$-connected cover of $B O(2 n+1)$. Let $\pi: E \rightarrow B$ be a bundle with fibre $V_{g}^{n}$ and structure group $\operatorname{Diff}_{D}\left(V_{g}^{n}\right)$. The vertical tangent bundle $T_{v} E$ admits a $\theta_{n}$-structure, ie a bundle map $\ell: T_{v} E \rightarrow \theta_{n}^{*} \gamma_{2 n+1}$ to the pullback of the universal bundle over $B O(2 n+1)$. This $\theta_{n}$-structure is unique up to contractible choice once the following condition is imposed. Inside $E$, there is a trivial $D$-subbundle $B \times D$. The restriction of the vertical tangent bundle $T_{v} E$ to $B \times D$ has a canonical trivialization, and one requires that $\ell$ is compatible with that trivialization (see [6, Proposition 6.16] for all this).

Let $\underline{\ell}: E \rightarrow B O(2 n+1)\langle n\rangle$ be the map of spaces underlying $\ell$. Let

$$
\alpha_{\pi}: B \xrightarrow{\operatorname{trf}_{\pi}} Q\left(E_{+}\right) \xrightarrow{Q(\ell)} Q\left(B O(2 n+1)\langle n\rangle_{+}\right)
$$

be the composition of the transfer with the map induced by $\underline{\ell}$. In particular, we can apply this construction to the universal bundle over $B \operatorname{Diff}_{D}\left(V_{g}^{n}\right)$ and obtain a map

$$
\begin{equation*}
\alpha_{g}: B \operatorname{Diff}_{D}\left(V_{g}^{n}\right) \rightarrow Q_{1+(-1)^{n} g}\left(B O(2 n+1)\langle n\rangle_{+}\right) . \tag{3.2}
\end{equation*}
$$

The target is the path component indexed by

$$
\chi\left(V_{g}^{n}\right)=1+(-1)^{n} g \in \mathbb{Z}=\pi_{0}\left(Q\left(B O(2 n+1)\langle n\rangle_{+}\right)\right) .
$$

The following is essentially [6, Corollary B].
Theorem 3.3 (Botvinnik and Perlmutter) Let $n \geq 4$. Then the map (3.2) induces an isomorphism in integral homology in degrees $* \leq \frac{1}{2}(g-4)$.

Theorem 3.3 as stated above differs from the formulation given in [6] in so far as loc. cit. does not mention the transfer at all, so some remarks have to be made here. For a fibration $\theta: X \rightarrow B O(d)$, Genauer [13] introduced the cobordism category $\operatorname{Cob}_{\theta}^{\partial}$ of (d-1)-dimensional $\theta$-manifolds with boundaries and their cobordisms (which have corners). He proved that there is a weak equivalence $B \operatorname{Cob}_{\theta}^{\partial} \simeq \Omega^{\infty-1} \Sigma^{\infty} X_{+}$, and the equivalence is given by a parametrized Pontryagin-Thom construction (this result is parallel to the well-known result [12] for the usual cobordism category). Given any bundle $\pi: E \rightarrow B$ of smooth compact $d$-manifolds with boundary equipped with a $\theta$-structure $\ell$ on the vertical tangent bundle, one obtains a tautological map $B \rightarrow \Omega B \mathrm{Cob}_{\theta}^{\partial}$, and from the description of the transfer for smooth bundles, one sees that the composition of this tautological map with Genauer's equivalence agrees with the composition $B \xrightarrow{\mathrm{trf}_{H}} Q\left(E_{+}\right) \xrightarrow{Q\left(\ell_{+}\right)} Q\left(X_{+}\right)$. Using this observation, one derives Theorem 3.3 from the results of [6].

Corollary 3.4 If $n \geq 4$, the iterated stabilization map

$$
B \operatorname{Diff}_{D}\left(V_{0}^{n}\right) \rightarrow B \operatorname{Diff}_{D}\left(V_{g}^{n}\right)
$$

induces the zero map on integral reduced homology in degrees $* \leq \frac{1}{2}(g-4)$.
Proof The transfer has an additivity property [4] which implies that

commutes up to homotopy. The lower map takes the sum with a fixed point in $Q_{(-1)^{n} g}\left(B O(2 n+1)\langle n\rangle_{+}\right)$and is a weak equivalence. We shall show that the left vertical map is trivial in reduced homology (in all degrees); this will imply the claim by Theorem 3.3.

The map $\alpha_{0}$ factors as

$$
B \operatorname{Diff}_{D}\left(V_{0}^{n}\right) \xrightarrow{\operatorname{trf}} Q_{1}\left(\left(E \operatorname{Diff}_{D}\left(V_{0}^{n}\right) \times_{\text {Diff }_{D}\left(V_{0}^{n}\right)} V_{0}^{n}\right)_{+}\right) \xrightarrow{Q(l)} Q_{1}\left(B O(2 n+1)\langle n\rangle_{+}\right) .
$$

The map $Q(l)$ is induced from the vertical tangent bundle of the universal bundle $E \operatorname{Diff}_{D}\left(V_{0}^{n}\right) \times_{\text {Diff }_{D}\left(V_{0}^{n}\right)} V_{0}^{n} \rightarrow B \operatorname{Diff}_{D}\left(V_{0}^{n}\right)$, which is trivial by the following argument: The choice of a point in $D \subset \partial V_{0}^{n}$ determines a section $s$ of the bundle, which is a homotopy equivalence as $V_{0}^{n}$ is a disc, and the pullback of the vertical tangent bundle along $s$ is trivial. Hence $Q(\underline{l})$ factors through $Q_{1}\left(S^{0}\right)$, which is rationally acyclic. Therefore $\alpha_{0}$ induces the zero map on rational homology. This finishes the proof for rational homology, which is all we need for the proof of Theorem 1.7.

For the integral version, we use that the transfer is defined more generally for fibrations with finite CW fibres. It follows that there is a commutative diagram


Because the map

$$
\underline{\ell}: E \operatorname{Diff}_{D}\left(V_{0}^{n}\right) \times_{\operatorname{Diff}_{D}\left(V_{0}^{n}\right)} V_{0}^{n} \rightarrow B O(2 n+1)\langle n\rangle
$$

is nullhomotopic as we just argued, it extends to a map

$$
\underline{\ell}^{\prime}: E \operatorname{Homeo}_{D}\left(V_{0}^{n}\right) \times_{\operatorname{Homeo}_{D}\left(V_{0}^{n}\right)} V_{0}^{n} \rightarrow B O(2 n+1)\langle n\rangle .
$$

Therefore $\alpha_{0}$ factors up to homotopy through $B \operatorname{Homeo}_{D}\left(V_{0}^{n}\right)$, which is contractible by the Alexander trick.

Proof of Theorem 1.7 Since both $\mu_{M}$ and $\mu_{M}^{\partial}$ factor through

$$
\mu_{U_{g, 1}}^{\partial}: B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B \operatorname{Diff}_{\partial}\left(U_{g, 1}^{n}\right),
$$

it suffices to show that this map induces the trivial map in rational homology in the indicated range of degrees. Note that

$$
V_{g}^{n} \cup_{\partial V_{g}^{n} \backslash \text { int } D} V_{g}^{n}=U_{g, 1}^{n} .
$$

Pick an embedding $f: D^{2 n+1} \rightarrow V_{0}^{n} \subset V_{g}^{n}$ disjoint from the disc $D \subset V_{0}^{n}$ such that $f^{-1}\left(\partial V_{0}^{n}\right)=D^{2 n}$ is a disc in $\partial D^{2 n+1}$. This gives $\mu: B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \rightarrow B \operatorname{Diff}_{D}\left(V_{0}^{n}\right)$, and by Corollary 3.4 composition with the stabilization map to $B \operatorname{Diff}_{D}\left(V_{g}^{n}\right)$ is trivial in integral homology in degrees $* \leq \frac{1}{2}(g-4)$.

Diagram (2.17) becomes


Lemma 2.18 shows that the left vertical in (3.5) induces an isomorphism in rational homotopy in degrees at most $\phi^{\mathbb{Q}}\left(D^{2 n}\right)+1$. The same is true in rational homology since both spaces are connected $H$-spaces and their rational homology is the free graded commutative algebra on the rational homotopy, and so the proof is complete.

## 4 Optimality of the range in the homotopical theorem

Proof of Theorem 1.8 The composition

$$
B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \xrightarrow{\mu_{M}} B \operatorname{Diff}(M) \rightarrow B \operatorname{Homeo}(M)
$$

factors through $B \operatorname{Homeo}_{\partial}\left(D^{2 n+1}\right) \simeq *$. Hence $\mu_{M}$ factors through the space

$$
\operatorname{hofib}(B \operatorname{Diff}(M) \rightarrow B \operatorname{Homeo}(M)) \text {. }
$$

By [21, Theorem A], $\pi_{2 n-2}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right) \otimes \mathbb{Q} \neq 0$ if $n \geq 6$. Therefore, it is enough to find a closed $(2 n+1)$-manifold $M$ such that

$$
\pi_{2 n-2}(\operatorname{hofib}(B \operatorname{Diff}(M) \rightarrow B \operatorname{Homeo}(M))) \otimes \mathbb{Q}=0 .
$$

Now, by smoothing theory [26], $\operatorname{hofib}(B \operatorname{Diff}(M) \rightarrow B \operatorname{Homeo}(M))$ is homotopy equivalent to a union of path components of the section space

$$
\Gamma\left(M ; \operatorname{Fr}(M) \times{ }_{O(2 n+1)} \frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right) .
$$

We now prove that

$$
\begin{equation*}
\pi_{2 n-2}\left(\Gamma\left(\mathbb{R} \mathbb{P}^{2} \times S^{2 n-1} ; \operatorname{Fr}\left(\mathbb{R} \mathbb{P}^{2} \times S^{2 n-1}\right) \times O(2 n+1) \frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right)\right) \otimes \mathbb{Q}=0 \tag{4.1}
\end{equation*}
$$

when $n$ is even. Homotopy groups of section spaces can be computed by means of the Federer spectral sequence [11]; see [22, Section 5.2] for the variant we shall be using. Let $E \rightarrow B$ be a fibration over a finite-dimensional CW-complex with simply connected fibre $F$ and a fixed section $s$. Then there is a spectral sequence

$$
E_{p, q}^{2}=H^{-p}\left(B ; \pi_{q}(F)\right) \Rightarrow \pi_{p+q}(\Gamma(B ; E), s)
$$

(the coefficient systems in the $E_{2}$-term are twisted). Hence $\pi_{m}(\Gamma(B ; E), s)$ admits a finite filtration whose filtration quotients are subquotients of $H^{-p}\left(B ; \pi_{q}(F)\right)$ with $p+q=m$, and so in order to prove that $\pi_{m}(\Gamma(B ; E), s) \otimes \mathbb{Q}=0$, it suffices to show that $H^{-p}\left(B ; \pi_{q}(F)\right) \otimes \mathbb{Q}=0$ if $p+q=m$.

Because $\operatorname{Top}(2 n+1) / O(2 n+1)$ is simply connected by [26, 5.0(4)-(5)], we can apply the Federer spectral in our case. Furthermore, by loc. cit., $\operatorname{Top}(2 n+1) / O(2 n+1)$ is rationally $(2 n+2)$-connected. So the only entries in the $E_{2}$-page which could potentially be rationally nonzero and contribute to (4.1) are

$$
H^{2 n+1-i}\left(\mathbb{R P}^{2} \times S^{2 n-1} ; \pi_{4 n-1-i}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right) \otimes \mathbb{Q}\right)
$$

for $0 \leq i \leq 2$. It remains to be shown that

$$
\begin{equation*}
H^{2-i}\left(\mathbb{R P}^{2} ; \pi_{4 n-1-i}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right) \otimes \mathbb{Q}\right)=0 \tag{4.2}
\end{equation*}
$$

when $0 \leq i \leq 2$.
The fundamental group $\pi_{1}\left(\mathbb{R P}^{2}\right)=C_{2}$ acts on $\pi_{4 n-1-i}(\operatorname{Top}(2 n+1) / O(2 n+1))$ by conjugation with an isometry of determinant -1 . There is an isomorphism

$$
\pi_{4 n-1-i}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right)=\pi_{2 n-2-i}\left(B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right)\right)
$$

coming from Morlet's theorem, [26, Section 3.4] which states that

$$
B \operatorname{Diff}_{\partial}\left(D^{2 n+1}\right) \simeq \Omega_{0}^{2 n+1}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right)
$$

By the discussion in [21, Section 8.2], we have that the action of the generator of $C_{2}$ on $\pi_{4 n-1-i}(\operatorname{Top}(2 n+1) / O(2 n+1))$ corresponds under this isomorphism to minus the involution $(B I)_{*}$ considered in the proof of Lemma 2.18 above. By [21, Corollary 8.4],
we therefore have, for even $n$, that

$$
\begin{aligned}
& \pi_{4 n-1}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right) \otimes \mathbb{Q}=\mathbb{Q}^{+}, \\
& \pi_{4 n-2}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right) \otimes \mathbb{Q}=0, \\
& \pi_{4 n-3}\left(\frac{\operatorname{Top}(2 n+1)}{O(2 n+1)}\right) \otimes \mathbb{Q}=\mathbb{Q}^{-}
\end{aligned}
$$

as $C_{2}$-modules. Since $H^{2}\left(\mathbb{R} \mathbb{P}^{2} ; \mathbb{Q}^{+}\right)=H^{0}\left(\mathbb{R} \mathbb{P}^{2} ; \mathbb{Q}^{-}\right)=0$, we obtain (4.2), which concludes the proof.
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# Intrinsic symmetry groups of links 

Charles Livingston

The set of isotopy classes of ordered $n$-component links in $S^{3}$ is acted on by the symmetric group $\mathbb{S}_{n}$ via permutation of the components. The subgroup $\mathbb{S}(L) \subset \mathbb{S}_{n}$ is defined to be the set of elements in the symmetric group that preserve the ordered isotopy type of $L$ as an unoriented link. The study of these groups was initiated in 1969 , but the question of whether or not every subgroup of $\mathbb{S}_{n}$ arises as such an intrinsic symmetry group of some link has remained open. We provide counterexamples; in particular, if $n \geq 6$, then there does not exist an $n$-component link $L$ for which $\mathbb{S}(L)$ is the alternating group $\mathbb{A}_{n}$.
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## 1 Introduction

The oriented diffeomorphism group of an ordered link $L=\left\{L_{1}, \ldots, L_{n}\right\} \subset S^{3}$ consists of all orientation-preserving diffeomorphisms of $S^{3}$ that preserve the link setwise. We denote this group by $\mathcal{D}(L)$. The action of $\mathcal{D}(L)$ on the components of $L$ defines a homomorphism from $\mathcal{D}(L)$ to the symmetric group $\mathbb{S}_{n}$; its image is denoted by $\mathbb{S}(L)$. A basic question asks whether every subgroup $H \subset \mathbb{S}_{n}$ arises as $\mathbb{S}(L)$ for some $n-$ component link. We provide obstructions. Our examples of groups that do not arise are the alternating groups $\mathbb{A}_{n}$ for $n \geq 6$.

Theorem If $n \geq 6$, then there does not exist an ordered $n$-component link $L$ that satisfies $\mathbb{S}(L)=\mathbb{A}_{n}$.

The study of symmetries of links is usually placed in the context of an extension of the symmetric group, called the Whitten group,

$$
\Gamma_{n}=\mathbb{Z}_{2} \oplus\left(\left(\mathbb{Z}_{2}\right)^{n} \rtimes \mathbb{S}_{n}\right)
$$

In the semidirect product, $\mathbb{S}_{n}$ acts on $\left(\mathbb{Z}_{2}\right)^{n}$ by permuting the coordinates. If we let $\mathcal{D}^{*}(L)$ denote the set of diffeomorphisms of an $n$-component link $L$, including those that reverse the orientation of $S^{3}$, then there is a natural map of $\mathcal{D}^{*}(L)$ to $\Gamma_{n}$. The first

[^30]$\mathbb{Z}_{2}$ factor keeps track of the orientation of $S^{3}$ and the remaining $\mathbb{Z}_{2}$ factors track the orientations of the components of $L$. The image of this map is denoted by $\Sigma(L)$. The question of which subgroups of $\Gamma_{n}$ arise as $\Sigma(L)$ for some $n$-component link $L$ was considered by Fox and Whitten in the mid-1960s, first appearing in print in 1969 [17].

There is a quotient map $\Phi: \Gamma_{n} \rightarrow \mathbb{S}_{n}$ which carries $\Sigma(L) \cap\left(0 \oplus\left(\left(\mathbb{Z}_{2}\right)^{n} \rtimes \mathbb{S}_{n}\right)\right)$ to $\mathbb{S}(L)$. Thus, we have the following corollary:

Corollary If $n \geq 6$ and $H \subset \Gamma_{n}$ has the property that $\Phi\left(H \cap\left(0 \oplus\left(\left(\mathbb{Z}_{2}\right)^{n} \rtimes \mathbb{S}_{n}\right)\right)\right)=\mathbb{A}_{n}$, then there is no link $L$ with $\Sigma(L)=H$. In particular, if $n \geq 6$, then the subgroup $0 \oplus\left(0 \oplus \mathbb{A}_{n}\right) \subset \Gamma_{n}$ is not of the form $\Sigma(L)$ for any $n$-component link.

Summary of proof The basic idea of our approach is as follows. For a given link $L$ there is a Jaco-Shalen-Johannson (JSJ) decomposition of the complement of $L$ into hyperbolic and Seifert fibered components $\left\{C_{i}\right\}$. This decomposition is unique up to isotopy. We first observe that, if $\mathbb{S}(L)$ does not contain an index two subgroup, then one of the $C_{i}$ (say $C_{1}$ ) is invariant under the action of $\mathcal{D}(L)$ up to isotopy.

If $C_{1}$ is hyperbolic, we can replace the action of $\mathcal{D}(L)$ restricted to $C_{1}$ with a finite group of isometries of $C_{1}$. We then use a reembedding of $C_{1}$ into $S^{3}$ (as first described by Budney in [3]) to extend that action to $S^{3}$. It follows from results such as Boileau, Leeb and Porti [2] that the action on $S^{3}$ is conjugate to a linear action. We then find that $\mathbb{S}(L)$ is a quotient of a finite subgroup of $\mathrm{SO}(4)$. Finally, a group-theoretic analysis reduces the problem to the simpler one of considering quotients of finite subgroups of $\mathrm{SO}(3)$, which are enumerated.

In contrast to the hyperbolic case, if $C_{1}$ is Seifert fibered, then the diffeomorphism group of $C_{1}$ itself is large, sufficiently so that we can construct enough symmetries of $L$ to show that $\mathbb{S}(L)=\mathbb{S}_{n}$.

Outline Section 2 describes the general theory of intrinsic symmetry groups of oriented links, as first considered by Fox and Whitten [17]. Sections 3 and 4 describe the classical case of knots, $n=1$, and results for the case of $n=2$. Section 5 presents prime, nonsplit links, with full symmetry group for all $n$.

In Section 6 we describe JSJ decompositions, the associated tree diagrams, and a proof that, in the case of $\mathbb{S}(L)=\mathbb{A}_{n}$, some component of the decomposition is fixed (up to isotopy) by the action of the diffeomorphism group. Section 7 explains how that distinguished component can be reembedded into $S^{3}$ as the complement of a link. The
reembedding is used in Section 8 to show that if the fixed component is hyperbolic, then $\mathbb{S}(L)$ is a subgroup of a quotient of a finite subgroup of $\operatorname{SO}(4)$. Finally, in Section 9 we present the Seifert fibered case. In the concluding Section 10, we present a few questions and include an example of a four-component link $L$ with $\mathbb{S}(L)=\mathbb{A}_{4}$.

Notational comment We are calling the groups studied here the intrinsic symmetry groups of links. The symmetry group of a link consists of the group of diffeomorphisms of $S^{3}$ that leave the link invariant, modulo isotopy. Even for knots, these symmetry groups include, for instance, all dihedral groups.
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## 2 The general setting of oriented links

We now describe the general theory of intrinsic symmetry groups of links. This theory was initially developed by Fox and was first presented by Whitten in [17]. To be precise, we will momentarily consider links in three-manifolds that are diffeomorphic to $S^{3}$, rather than work specifically with $S^{3}$. In this setting we have the following definition: an $n$-component link is an ordered ( $n+1$ )-tuple of oriented manifolds, $L=\left(S, L_{1}, L_{2}, \ldots, L_{n}\right)$, where $S$ is diffeomorphic to $S^{3}$ and the $L_{i}$ are disjoint submanifolds of $S$, each diffeomorphic to $S^{1}$. The set of $n$-component links will be denoted by $\mathcal{L}_{n}$.

Given a second link $L^{\prime}=\left(S^{\prime}, L_{1}^{\prime}, L_{2}^{\prime}, \ldots, L_{n}^{\prime}\right)$, an orientation-preserving diffeomorphism from $L$ to $L^{\prime}$ is an orientation-preserving diffeomorphism $F: S \rightarrow S^{\prime}$ such that $F\left(L_{i}\right)=L_{i}^{\prime}$ as oriented manifolds for all $i$.

For any oriented manifold $M,-M$ denotes its orientation reverse. Let $\mathbb{Z}_{2}$ be the cyclic group of order two written multiplicatively: $\mathbb{Z}_{2}=\{1,-1\}$. If $\epsilon=-1 \in \mathbb{Z}_{2}$, we will let $\epsilon M=-M$, and if $\epsilon=1 \in \mathbb{Z}_{2}$, we will let $\epsilon M=M$. The group $\mathbb{Z}_{2} \oplus\left(\mathbb{Z}_{2}\right)^{n}$ acts
on $\mathcal{L}_{n}$ by changing the orientations of the factors. The symmetric group $\mathbb{S}_{n}$ acts on $\mathcal{L}_{n}$ by permuting the component knots. These actions do not commute, but together define an action on the set of knots by the Whitten group

$$
\Gamma_{n}=\mathbb{Z}_{2} \oplus\left(\left(\mathbb{Z}_{2}\right)^{n} \rtimes \mathbb{S}_{n}\right) .
$$

In this semidirect product, $\mathbb{S}_{n}$ acts on the $n$-fold product by permuting the coordinates. To be precise, given an element $s=\left(\eta,\left(\epsilon_{1}, \ldots, \epsilon_{n}\right), \rho\right) \in \Gamma_{n}$ and an $n$-component link $L$, we let

$$
s L=\left(\eta S, \epsilon_{1} L_{\rho(1)}, \cdots, \epsilon_{n} L_{\rho(n)}\right) .
$$

Notice that these group actions are defined to be on the left. Thus, elements in $\mathbb{S}_{n}$ are multiplied right to left.

Definition 2.1 For a link $L \in \mathcal{L}_{n}$, the intrinsic symmetry group of $L$ is the subgroup $\Sigma(L)=\left\{s \in \Gamma_{n} \mid s L \cong L\right\} \subset \Gamma_{n}$. Note that " $\cong "$ indicates the existence of an orientationand order-preserving diffeomorphism.

There are two fundamental questions regarding such link symmetries:
Problem 1 Given an $n$-component link $L$, determine $\Sigma(L)$.
Problem 2 For each subgroup $H \subset \Gamma_{n}$, does there exist an $n$-component link $L$ such that $\Sigma(L)=H$ ?

The first can be effectively answered for low crossing number links with programs such as SnapPy [6]. The second is the focus of this paper; we present the first examples of groups that cannot arise as the symmetry group of a link.

### 2.1 Restricting to the oriented category and basic observations

There is a canonical index two subgroup $\bar{\Gamma}_{n} \subset \Gamma_{n}$ consisting of elements of the form

$$
\left(1,\left(\epsilon_{1}, \ldots, \epsilon_{n}\right), \rho\right)
$$

This subgroup maps onto $\mathbb{S}_{n}$. We leave it to the reader to verify the following, which implies that any constraint on what groups occur as $\mathbb{S}(L)$ places a constraint on what groups can arise as $\Sigma(L)$ :

Theorem 2.2 The image of $\Sigma(L) \cap \bar{\Gamma}_{n}$ in $\mathbb{S}_{n}$ is precisely $\mathbb{S}(L)$.
After the initial sections of this paper, we will be restricting our work to orientationpreserving diffeomorphisms of $S^{3}$ and will work with unoriented links. We will use the following conventions, which were summarized in the introduction:
(1) Links will all be of the form $L=\left(S^{3}, L_{1}, L_{2}, \ldots, L_{n}\right)$, where $S^{3}$ has some fixed orientation and the $L_{i}$ are disjoint unoriented submanifolds, each diffeomorphic to $S^{1}$.
(2) We will consider diffeomorphisms of the link that are orientation-preserving on $S^{3}$ and that possibly permute the set of $L_{i}$.
(3) The set of such diffeomorphisms will be denoted by $\mathcal{D}(L)$.
(4) Given $F \in \mathcal{D}(L)$, we have

$$
\left(S^{3}, F\left(L_{1}\right), F\left(L_{2}\right), \ldots, F\left(L_{n}\right)\right)=\left(S^{3}, L_{\rho(1)}, L_{\rho(2)} \ldots, L_{\rho(n)}\right)
$$

for some $\rho \in \mathbb{S}_{n}$. This defines a homomorphism $\Phi: \mathcal{D}(L) \rightarrow \mathbb{S}_{n}$.
(5) The image $\Phi$ in $\mathbb{S}_{n}$ is denoted by $\mathbb{S}(L)$.

## 3 Examples: knots

Before restricting to the orientation-preserving diffeomorphism group, in this section and the next we will summarize what is known in general for links of one and of two components. Then, in Section 5, we show that for all $n$ there is a prime, nonsplittable $n$-component link $L$ with $\Sigma(L)=\Gamma_{n}$.

Let $n=1$. The symmetric group $\mathbb{S}_{1}$ is trivial and thus the first Whitten group is $\Gamma_{1} \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$. The knots $(1,-1) K,(-1,1) K$ and $(-1,-1) K$ have been called the reverse, $K^{r}$, the mirror image, $m(K)$, and the reversed mirror image, $m(K)^{r}$, respectively. (Older references have called the reverse of $K$ the inverse. The name "reverse" is used to distinguish it from the concordance inverse, which is represented by the reversed mirror image.) Figure 1 illustrates the possibilities. A detailed account of the key results in the study of knot symmetries is contained in [8]. Here is a brief summary.

The group $\Gamma_{1}$ has five subgroups: the entire group, the trivial subgroup and the three subgroups containing exactly one of the nontrivial elements of $\Gamma_{1}$. Each is realized as $\Sigma(K)$ for some knot $K$.

- The unknot and the figure eight knot, $4_{1}$, have full symmetry group. They are called fully amphicheiral.
- The trefoil knot is reversible. Dehn showed that it does not equal its mirror image, a fact that can now be proved using such invariants as the signature or the Jones polynomial. Thus, $3_{1}$ is reversible.


Figure 1: Symmetries of knots.

- Trotter [14] proved the existence of nonreversible knots. His examples in [14] have nonzero signature and thus have trivial symmetry group. We say that such knots are chiral. Hartley [7] proved that $9_{32}$ is nonreversible and, since it has nonzero signature, it too is chiral.
- Kawauchi [9] proved that $K=8_{17}$ is nonreversible. It is easily seen that $K=m(K)^{r}$, and thus $8_{17}$ is negative amphicheiral.
- The simplest example of a low crossing number knot that is nonreversible and for which $K=m(K)$ is $12 a_{147}$, which was detected by the program SnapPy. (Presumably the general techniques developed by Hartley in [7] would also show that this knot is not reversible.) More complicated examples of such positive amphicheiral knots were first discovered by Trotter.


## 4 Two-component links

Here we summarize the results of [1;5] concerning two-component links. We have that $\Gamma_{2}=\mathbb{Z}_{2} \oplus\left(\left(\mathbb{Z}_{2}\right)^{2} \rtimes \mathbb{S}_{2}\right)$ is of order 16. In [1; 5], the authors describe the 27 conjugacy classes of subgroups of $\Gamma_{2}$. They then show that tables of prime, nonsplittable links provide examples of links realizing 21 of these subgroups. One of the missing subgroups is $\Gamma_{2}$ itself. This is clearly the symmetry group of the unlink; in a note on MathOverflow [4], Budney showed that $\Gamma_{2}$ is the symmetry group of a nonsplittable Brunnian link. We will expand on that example in the next section.

To conclude this section, we list the subgroups that are currently not known to be the symmetry groups of two-component links, where $\tau$ denotes the transposition in $\mathbb{S}_{2}$ :

- $\langle(1,(-1,1) \tau)\rangle \cong \mathbb{Z}_{4}$.
- $\langle(1,(-1,1)),(-1,(1,1))\rangle \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$.
- $\langle(1,(1,-1)),(-1,(-1,1))\rangle \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$.
- $\langle(-1,(-1,1)),(1,(-1,1) \tau)\rangle \cong D_{4}$, the dihedral group with four elements.
- $\langle(1,(1,-1)),(1,(-1,1)),(-1,(1,1))\rangle \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$.


## 5 Fully amphicheiral links for all $n$

In Figure 2, we illustrate a knot $K$ in a solid torus $D$. Two parallel strands of $K$ are tied in a knot $J$, where $J$ is chosen to be fully amphicheiral; the figure eight knot would be sufficient. As oriented pairs, we have $(D, K) \cong(-D, K) \cong(D,-K) \cong(-D,-K)$.

Budney's example [4] of a two-component link $L$ with full symmetry group $\Sigma(L)=\Gamma_{2}$ is formed from the Hopf link by replacing neighborhoods of each component with copies of $(D, K)$. An example of a three-component link with full symmetry group is built in the same way, starting with the Borromean link. Notice that, in both these examples, the links are Brunnian. Problem (5) in Section 10 asks: Does there exist a Brunnian link with four or more components with full symmetry group?

We conclude this section with an elementary observation:

Theorem 5.1 For every $n$, there exists a prime, nonsplittable link $L$ for which $\Sigma(L) \cong \Gamma_{n}$.

Proof To form an $n$-component link with full symmetry group, proceed as follows: Starting with any nontrivial fully amphicheiral knot $J^{\prime}$, form a link by replacing $J^{\prime}$ with $n$ parallel copies of $J^{\prime}$; formally, form the $(0, n)$-companion of $J^{\prime}$. (Again, the simplest example would be to let $J^{\prime}$ be the figure eight knot.) Next, replace a neighborhood of each component of that link with a copy of ( $D, K$ ) as illustrated in Figure 2, built


Figure 2: Companion.
using the fully amphicheiral knot $J$. Innermost circle arguments, dating to the work of Schubert [13], can be used to show that this link $L$ is prime and nonsplittable. The fact that we used parallel copies of $J^{\prime}$ implies that the components can be freely permuted. By replacing the components with $(D, K)$, we have ensured that the components can be independently reversed. The fact that $J$ and $J^{\prime}$ are fully amphicheiral ensures that there is an orientation-reversing diffeomorphism of $S^{3}$ that preserves the link.

## 6 Torus decompositions and tree diagrams

A principal tool in understanding knot and link complements is the Jaco-ShalenJohannson torus decomposition, which we refer to as the JSJ decomposition. An excellent resource is [3], which contains details for the results we summarize here.

Let $X$ be the complement of a nonsplittlable link $L$ in $S^{3}$. The JSJ decomposition of $X$ is given by a finite family of disjoint incompressible embedded tori, $\left\{T_{i}\right\}$, with the property that each component of the complement of $\bigcup T_{i}$ has either a complete hyperbolic structure or is Seifert fibered. There is the additional condition that no $T_{i}$ is boundary parallel and that no two of the $T_{i}$ are parallel. Up to isotopy, there is a unique minimal set $\left\{T_{i}\right\}$ with these properties; this set provides the JSJ decomposition. No two $T_{i}$ in the decomposition are isotopic.

We can associate a finite tree $\operatorname{Tr}(L)$ to this decomposition, as follows: Let the components of $X \backslash \bigcup T_{i}$ be denoted by $\left\{C_{i}\right\}$. The vertices of the $\operatorname{Tr}(L)$ correspond to the $C_{j}$. Two vertices are joined by an edge if the closures of the corresponding $C_{i}$ intersect; there is one edge for each $T_{i}$. When possible, we will use the names $C_{i}$ and $T_{i}$ to denote the vertices and edges. We will say that a component $C_{i}$ contains a component $L_{j} \in L$ if $L_{j}$ is in the closure of $C_{i}$.

### 6.1 The subtrees $\operatorname{Tr}_{L}(K)$ and $\widehat{\operatorname{Tr}}(L)$

Let $K$ be a component of $L$. Its orbit under the action of $\mathcal{D}(L)$ is a sublink of $L$, $\left\{K_{1}, \ldots, K_{l}\right\}$ for some $l \geq 1$ with $K_{1}=K$. Each $K_{i}$ is contained in a vertex of $\operatorname{Tr}(L)$. The set of such vertices is denoted by $\left\{D_{1}, \ldots, D_{k}\right\}$. Since the action of $\mathcal{D}(L)$ on the set of $K_{i}$ is transitive, each $D_{j}$ contains the same number of components of $L$. In particular, $k$ divides $l$. Later we will expand on this observation.

The vertices $\left\{D_{1}, \ldots, D_{k}\right\}$ in $\operatorname{Tr}(L)$ span a unique minimal subtree, which we denote by $\operatorname{Tr}_{L}(K)$. In the case that the action of $\mathcal{D}(L)$ is transitive on $L$, the orbit of $K$ is
all of $L$, and we write $\widehat{\operatorname{Tr}}(L)=\operatorname{Tr}_{L}(K)$. (Notice that $\widehat{\operatorname{Tr}}(L)$ need not equal $T(L)$; for instance, vertices of $T(L)$ of valence one that do not contain components of $L$ are not included in $\widehat{\operatorname{Tr}}(L)$.)

Theorem 6.1 If $\mathcal{D}(L)$ acts transitively on $L$, then the tree $\widehat{\operatorname{Tr}}(L)$ either contains exactly one vertex, or its valence one vertices are precisely the set $\left\{D_{1}, \ldots, D_{k}\right\}$.

Proof It is an elementary observation that, in the subtree of a tree spanned by the set of vertices $\left\{D_{j}\right\}$, the only vertices of valence one correspond to elements in the set $\left\{D_{j}\right\}$, and that, if there is more than one $D_{j}$, then at least one of them is a vertex of valence one. We need to see that each $D_{j}$ has valence one.
Suppose that the vertex $D_{1}$ is of valence one in $\widehat{\operatorname{Tr}}(L)$ and that it contains $L_{1}$. Let $D_{2}$ be another vertex and suppose it contains $L_{2}$. There is an element $F \in \mathcal{D}(L)$ such that $F\left(L_{1}\right)=L_{2}$. The map $F$ is isotopic relative to $L$ to a diffeomorphism $F^{\prime}$ that preserves the JSJ decomposition. This $F^{\prime}$ induces an automorphism of $\operatorname{Tr}(L)$ that leaves $\widehat{\operatorname{Tr}}(L)$ invariant. Thus, there is an automorphism of $\widehat{\operatorname{Tr}}(L)$ that carries $D_{1}$ to $D_{2}$. It follows that $D_{2}$ is of valence one in $\widehat{\operatorname{Tr}}(L)$.

### 6.2 The group $\mathcal{D}^{*}(L)$

Fix a JSJ decomposition of $S^{3} \backslash L$.
Definition 6.2 We let $\mathcal{D}^{*}(L) \subset \mathcal{D}(L)$ be the subgroup consisting of elements that leave the JSJ decomposition invariant.

Theorem 6.3 The image of $\mathcal{D}^{*}(L)$ in $\mathbb{S}_{n}$ equals $\mathbb{S}(L)$.
Proof Given an element in $\mathbb{S}(L)$, there is a diffeomorphism $F \in \mathcal{D}(L)$ that maps to it. We have that $F$ is isotopic relative to $L$ to an element $F^{\prime} \in \mathcal{D}^{*}(L)$. The map $F^{\prime}$ induces the same permutation of the components of $L$ as does $F$.

Theorem 6.4 In the case that $\mathcal{D}^{*}(L)$ acts transitively on the components of $L$, the action of $\mathcal{D}^{*}(L)$ on $\widehat{\operatorname{Tr}}(L)$ factors through an action of $\mathbb{S}(L)$ on $\widehat{\operatorname{Tr}}(L)$.

Proof An automorphism of a tree is completely determined by its action on the valence one vertices of the tree. We leave this elementary observation to the reader.

### 6.3 The structure of $\widehat{\operatorname{Tr}}(L)$ when $\mathbb{S}(L)=\mathbb{A}_{n}$

In Figure 3 we provide an example of a labeled tree to serve as a model for the discussion that follows.


Figure 3: Tree diagram for a sublink $K$ of $L$ on which $\mathcal{D}(L)$ acts transitively.
Lemma 6.5 If $\mathbb{S}(L)=\mathbb{A}_{n}$ and $\widehat{\operatorname{Tr}}(L)$ contains more than one vertex, then each $D_{i}$ contains exactly one $L_{1}$ and the number of vertices in the set $\left\{D_{i}\right\}$ is $n$.

Proof Suppose that $D_{1}$ contains $L_{1}$ and $L_{2}$ and that $D_{2}$ contains $L_{3}$ and $L_{4}$. Then the permutation (123) $\in \mathbb{A}_{n}$ does not induce an action on $\widehat{\operatorname{Tr}}(L)$.

Theorem 6.6 If $\mathbb{S}(L)=\mathbb{A}_{n}$ with $n \geq 3$, then $\widehat{\operatorname{Tr}}(L)$ is a rooted tree with either exactly one vertex, $C$, or with $n$ vertices of valence one. In the second case, there is a unique vertex with valence greater than two; the tree $\widehat{\operatorname{Tr}}(L)$ is built from that high valence vertex $C$ by attaching $n$ linear branches, all of the same length. The vertex $C$ is invariant under the action of $\mathbb{A}_{n}$ on $\widehat{\operatorname{Tr}}(L)$.

Proof Figure 4 is a schematic of a tree. We are asserting that $\widehat{\operatorname{Tr}}(L)$ is of this form. We have seen that each $D_{i}$ contains precisely one $L_{i}$ and these are the valence one vertices of $\widehat{\operatorname{Tr}}(L)$. A tree with more than two valence one vertices always contains


Figure 4: Possible tree diagram $\widehat{\operatorname{Tr}}(L)$ for a five-component link $L$ on which $\mathbb{S}(L)=\mathbb{A}_{5}$.
some vertex with valence greater than 2 . It remains to show that there is a unique such vertex of valence greater than two. (For an example of the sort of tree we need to rule out, build a tree from two copies of the graph illustrated in Figure 4 by joining the roots with single edge.)

An elementary exercise shows that, for any tree on which $\mathbb{A}_{n}$ acts with this action transitive on the vertices of valence one, there is an invariant vertex or edge: proceed by induction, removing all valence one vertices and their adjacent edges from the tree.

We next observe that, in the case that the symmetry group is $\mathbb{A}_{n}$, there must be an invariant vertex. The action of the symmetry group of the tree is transitive on its valence one vertices, so, if there is an invariant edge, some elements must reverse that edge. It follows that the subgroup of the symmetry group that does not reverse the edge is index two. But $\mathbb{A}_{n}$ does not contain an index two subgroup for $n \geq 3$.

### 6.4 The structure of the core $C$ in the case that $\mathbb{S}(L)=\mathbb{A}_{n}$

Suppose that $\mathbb{S}(L)=\mathbb{A}_{n}$. Then, by Theorem 6.6, there is a core $C$ in the JSJ decomposition of $L$. This core is acted on by $\mathcal{D}^{*}(L)$. The boundary of $C$ is the union of two sets of tori, $\left\{T_{1}, \ldots, T_{n}\right\} \cup\left\{S_{1}, \ldots, S_{m}\right\}$. Each $T_{i}$ bounds a submanifold $W_{i} \subset S^{3}$ that contains the link component $L_{i}$ and does not contain $C$. A schematic appears in Figure 5. In this diagram we have included extra edges showing $\widehat{\operatorname{Tr}}(L)$ might be a proper subtree of $\operatorname{Tr}(L)$ and that $C$ might have more than $n$ boundary components.

Let $\mathcal{D}(C)$ be the diffeomorphism group of the core $C$. It contains a subgroup $\mathcal{D}(C, T)$ that leaves invariant the set of $T_{i}$. This group maps to $\mathbb{S}_{n}$ via its action on $\left\{T_{i}\right\}$.


Figure 5: Possible tree diagram $\widehat{\operatorname{Tr}}(L)$ for a five-component link $L$ on which $\mathcal{D}^{*}(L)$ acts transitively.

Theorem 6.7 In the case that $\mathbb{S}(L)=\mathbb{A}_{n}$ with $n \geq 5$, with core $C$, the group $\mathcal{D}(C, T)$ acts on $\left\{T_{i}\right\}$ as either $\mathbb{A}_{n}$ or $\mathbb{S}_{n}$.

Proof It is clear that the action contains $\mathbb{A}_{n}$. The only subgroups of $\mathbb{S}_{n}$ that contain $\mathbb{A}_{n}$ are $\mathbb{A}_{n}$ and $\mathbb{S}_{n}$.

Notice that it might happen that there are elements of $\mathcal{D}(C, T)$ that do not map to elements of $\mathbb{A}_{n}$; it is possible that not every action on $C$ extends to $S^{3}$.

## 7 Reembeddings

Reembeddings appear in two different ways in our proof. In the case of $C$ hyperbolic, we embed $C$ in $S^{3}$ as a link complement. In the Seifert fibered case, we embed $C$ into a closed Seifert fibered space as the complement of a set of regular fibers. In this section, we describe the embedding into $S^{3}$.

In the previous section, some of the (torus) boundary components of the core $C$ were denoted by $T_{i}$. We will now see that by using reembeddings we can view these $T_{i}$, along with the other boundary components $S_{i}$ of $C$, as peripheral tori for a link in $S^{3}$. This is presented in [3], where Budney gave a reembedding theorem for submanifolds of $S^{3}$. Here we present a slightly enhanced version of that result, keeping track of boundary curves. First we set up some notation.

Let $X \subset S^{3}$ be a compact, connected submanifold with one of its boundary components a torus $T$. The complement of $T$ consists of two spaces, $Y_{1}$ and $Y_{2}$. We have $H_{1}\left(Y_{1}\right) \cong$ $\mathbb{Z} \cong H_{1}\left(Y_{2}\right)$. We assume $X \subset Y_{1}$. When needed, we will write these as $Y_{1}(X, T)$ and $Y_{2}(X, T)$.

We have that $\operatorname{ker}\left(H_{1}(T) \rightarrow H_{1}\left(Y_{1}\right)\right) \cong \mathbb{Z}$. The generator can be represented by a simple closed curve we denote by $l$. Similarly, a representative of $\operatorname{ker}\left(H_{1}(T) \rightarrow H_{1}\left(Y_{2}\right)\right) \cong \mathbb{Z}$ is denoted by $m$. There is no natural orientation for these choices. However, we can assume that they are oriented so that the intersection number of $m$ and $l$ is 1 with respect to the orientation of $T$ viewed as the boundary of $Y_{1}$. We can also assume that $m$ and $l$ intersect transversely in exactly one point. With this setup, we have the following:

Theorem 7.1 There exists an orientation-preserving embedding $F: X \rightarrow S^{3}$ such that $F(T)$ is the boundary of a tubular neighborhood of a knot in $S^{3}$ having meridian $F(m)$ and longitude $F(l)$.

Proof An embedded torus in $S^{3}$ bounds (on one side or the other) a solid torus, which we denote by $W$. If $Y_{2}=W$, then $m$ is the meridian of $W$ and $F$ can be taken to be the identity.

If $Y_{1}=W$, then form the boundary union $Z=Y_{1} \cup W^{\prime}$, where $W^{\prime}$ is a solid torus, attached so that its meridian is identified with $m$ and its longitude is identified with $l$. Then $Z$ is the union of two solid tori and the choice of identification ensures that $H_{1}(Z)=0$. Thus, $Z \cong S^{3}$.

Corollary 7.2 Suppose that $X \subset S^{3}$ is a compact manifold with boundary a union of tori $\left\{T_{1}, \ldots, T_{k}\right\}$. There exists a link $L=\left\{L_{1}, \ldots, L_{k}\right\}$ and an orientation-preserving homeomorphism $F: X \rightarrow S^{3} \backslash \nu(L)$, where $v(L)$ is an open tubular neighborhood. Furthermore, it can be assumed that $F$ preserves meridians and longitudes.

Corollary 7.3 With $X \subset S^{3}$ and $L$ as in Corollary 7.2, suppose that a diffeomorphism $g: S^{3} \rightarrow S^{3}$ satisfies $g(X)=X$. Then the diffeomorphism of $F(X)$ given as the composition $F \circ g \circ F^{-1}$ extends to a diffeomorphism of $\left(S^{3}, L\right)$.

Note Not every diffeomorphism of $X$ determines a diffeomorphism of $L$. It is essential here that the diffeomorphism of $X$ extends to $S^{3}$.

### 7.1 Summary theorem

Theorem 7.4 Suppose that $\mathbb{S}(L)=\mathbb{A}_{n}$. Then there is a link $\left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}, J_{1}, \ldots J_{m}\right)$ with complement diffeomorphic to $C$ and that is either hyperbolic or Seifert fibered. The mapping class group of this link has a subgroup that preserves $\left(L_{1}^{\prime}, \ldots L_{n}^{\prime}\right)$. The image of this subgroup in $\mathbb{S}_{n}$ is either $\mathbb{A}_{n}$ or $\mathbb{S}_{n}$.

Proof To prove this using the previous results, we need to show that a JSJ decomposition exists - that is, that $L$ is nonsplittable. If $L$ does split, it splits as a union of nonsplit sublinks, say $D_{1}, \ldots, D_{k}$, where each $D_{i}$ is contained in a ball that does not intersect the other $D_{j}$. The transitivity of the $\mathbb{A}_{n}$-actions implies that the $D_{i}$ are identical links. Thus, we can write $D_{i}=\left\{D_{i}^{1}, \ldots, D_{i}^{m}\right\}$ for some $m$ that is independent of $i$.

If $m=1$, then $L$ is consists of $n$ copies of a knot $J$, each copy in a separate ball. In this case, the symmetry group would be $\mathbb{S}_{n}$. If $m=n$, then we are in the nonsplit case, as desired.

Finally, if $1<m<n$, then any element of $\mathcal{M}$ that carries $D_{1}^{1}$ to $D_{2}^{1}$ must carry $D_{1}^{2}$ to some $D_{2}^{i}$. But not every element of $\mathbb{A}_{n}$ behaves in this way.

To complete the proof that $\mathbb{A}_{n}$ for $n \geq 6$ is not the intrinsic symmetry group of any link, we consider the hyperbolic and Seifert fibered cases separately.

## 8 The case of $C$ hyperbolic

We use the notion of core as in the previous section.
Theorem 8.1 If $\mathbb{A}_{n} \subset \mathbb{S}(L)$ and the core $C$ is hyperbolic, then some finite subgroup of $\mathrm{SO}(4)$ contains a finite subgroup having $\mathbb{A}_{n}$ as a quotient.

Proof For each element $\phi \in \mathcal{D}(C, \partial C)$ that extends to $S^{3}$, let $\phi^{\prime}$ denote an isometry that is isotopic to $\phi$ relative to the boundary. Note that the actions of $\phi$ and $\phi^{\prime}$ on the finite set of components $\{\partial C\}$ are the same. The set of $\phi^{\prime}$ generates a subgroup of Isom $(C)$. This is necessarily a finite group, $H$. The group $H$ contains the subgroup $H^{\prime} \subset H$ that leaves invariant the set $\left\{L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right\}$. The image of $H^{\prime}$ in $\mathbb{S}_{n}$ contains $\mathbb{A}_{n}$. By restricting to a further subgroup $H^{\prime \prime}$, we can assume the image is precisely $\mathbb{A}_{n}$.
By results such as [12; 2], any finite subgroup of $\operatorname{Diff}\left(S^{3}\right)$, such as $H^{\prime \prime}$, is isomorphic to a subgroup of $\mathrm{SO}(4)$.

Corollary 8.2 If $\mathbb{A}_{n} \subset \mathbb{S}(L)$ then $n \leq 5$.
Proof This follows from the results of the next subsection.

### 8.1 The only subgroup of $\mathbf{S O}(4)$ that maps onto a noncyclic simple group is isomorphic to $\mathbb{A}_{5}$

We prove somewhat more than this.
Theorem 8.3 If $A$ is a nonabelian simple group and a subgroup $H \subset \mathrm{SO}(4)$ surjects onto $A$, then $A \cong \mathbb{A}_{5}$.

Denote the surjection from $H$ to $A$ by $\phi: H \rightarrow A$. We begin by recalling the structure of $\mathrm{SO}(4)$.

The set of unit quaternions is homeomorphic to $S^{3}$ and as a Lie group is isomorphic to $\mathrm{SU}(2)$. Quotienting by $\pm 1$ yields a two-fold cover $\mathrm{SU}(2) \rightarrow \mathrm{SO}(3)$.

Let $x$ and $y$ be unit quaternions and view elements $v \in \mathbb{R}^{4}$ as quaternions. Then $x$ and $y$ define a homomorphism $\psi_{x, y}: \mathrm{SU}(2) \times \mathrm{SU}(2) \rightarrow \mathrm{SO}(4)$ by $\psi_{x, y}(v)=x v y^{-1}$. This yields a two-fold covering of $\mathrm{SU}(2) \times \mathrm{SU}(2) \rightarrow \mathrm{SO}(4)$. Hence,

$$
\mathrm{SO}(4) \cong(\mathrm{SU}(2) \times \mathrm{SU}(2)) /\langle(-1,-1)\rangle .
$$

There is a two-fold covering space $q:(\mathrm{SU}(2) \times \mathrm{SU}(2)) /\langle(-1,-1)\rangle \rightarrow \mathrm{SO}(3) \times \mathrm{SO}(3)$. We thus have the diagram

$$
\begin{aligned}
& (\mathrm{SU}(2) \times \mathrm{SU}(2)) /\langle(-1,-1)\rangle \stackrel{ }{\cong} \mathrm{SO}(4) \\
& \text { two-fold cover } q \downarrow \\
& \quad \downarrow \mathrm{SO}(3) \times \mathrm{SO}(3)
\end{aligned}
$$

We will write elements of $\mathrm{SO}(4)$ and of $\mathrm{SO}(3) \times \mathrm{SO}(3)$ as equivalence classes of pairs of unit quaternions.

Lemma 8.4 The map $\phi$ induces a surjection $\phi^{\prime}: q(H) \subset \mathrm{SO}(3) \times \mathrm{SO}(3) \rightarrow A$.

Proof If the map $q: H \rightarrow q(H)$ is an isomorphism, then this is trivially true. It is possible that $q: H \rightarrow q(H)$ is two-to-one, which can occur if and only if the central element $(1,-1) \in H$. In this case, $q(H) \cong H /\langle(1,-1)\rangle$. Since $A$ is nonabelian and simple, the image of $(1,-1)$ in $A$ is trivial.

Lemma 8.5 Let $G \subset \mathrm{SO}(3) \times \mathrm{SO}(3)$. Let $G_{1}$ and $G_{2}$ be the images of the projections of $G$ onto the first and second factors of the product. If $\phi^{\prime}: G \rightarrow A$ where $A$ is nonabelian and simple, then a subgroup of $G_{1}$ or $G_{2}$ maps onto $A$. In particular, $A$ is a quotient of a finite subgroup of $\mathrm{SO}(3)$.

Proof Let $F=G \cap(\mathrm{SO}(3) \times\{1\})$. We have that $F$ is a normal subgroup of $G$ and, thus, $\phi^{\prime}(F)=A$ or $\phi^{\prime}(F)=\{1\}$. In the first case, we are done, so assume that $\phi^{\prime}(F)=\{1\}$. We now define a surjective homomorphism $\phi^{\prime \prime}: G_{2} \rightarrow A$. Given $y \in G_{2}$, there exists an element $x \in G_{1}$ such that $(x, y) \in G$. Set $\phi^{\prime \prime}(y)=\phi^{\prime}((x, y))$. To see that this is well defined, notice that, if $\left(x_{1}, y\right) \in G$ and $\left(x_{2}, y\right) \in G$, then $x_{1} x_{2}^{-1} \in F$. Thus, $\phi^{\prime}\left(\left(x_{1}, y\right)\right)=\phi^{\prime}\left(\left(x_{2}, y\right)\right)$. It is easily checked that $\phi^{\prime}$ is surjective and is a homomorphism.

Lemma 8.6 The group $\mathbb{A}_{5}$ is the only finite noncyclic simple group contained in $\mathrm{SO}(3)$.

Proof The finite subgroups of $\mathrm{SO}(3)$ are classified. Here is the list of possibilities:

- Cyclic groups $A_{n} \cong \mathbb{Z}_{n}$.
- Dihedral groups $D_{n}$.
- Tetrahedral group $E_{6} \cong \mathbb{A}_{4}$.
- Octahedral group $E_{7} \cong \mathbb{S}_{4}$.
- Icosahedral group $E_{8} \cong \mathbb{A}_{5}$.

The subgroups of the dihedral group are either dihedral, and thus not simple, or cyclic. The smallest nonabelian simple group is $\mathbb{A}_{5}$.

## 9 The case of $\boldsymbol{C}$ Seifert fibered

We begin with a basic example.
Example 9.1 Consider the ( $n+2$ )-component link $L$ formed as follows. Let $T$ be a standardly embedded torus in $S^{3}$ and form the ( $n p, n q$ )-torus link on $T$ with $q>p>1$ relatively prime. Add to this the cores of two solid tori bounded by $T$. There is a Seifert fibration of $S^{3}$ with the torus link represented by regular fibers and the two cores being neighborhoods of singular fibers of type $p / q$ and $q / p$.

We leave it to the reader to confirm that, for this link, $\Sigma(L) \cong \mathbb{Z}_{2} \oplus \mathbb{S}_{n}$. It should be clear how the components of the ( $n p, n q$ )-torus link can be freely permuted. The $\mathbb{Z}_{2}$ arises from a diffeomorphism that reverses all the components.

Two exercises arise here. The first is to show that every symmetry fixes the two core circles. The second is to show that the complement of this link is homeomorphic to the complement of $n+2$ fibers of the Hopf fibration of $S^{3}$.

More examples can be built from this one. Let $J \subset S^{1} \times B^{2}$ be a knot for which $\partial\left(S^{1} \times B^{2}\right)$ is incompressible in the complement of $J$. A new link can be formed by replacing neighborhoods of the components of $L$ with copies of $S^{1} \times B^{2}$. Then the symmetry group of this new link will be isomorphic to either $\mathbb{Z}_{2} \oplus \mathbb{S}_{n-2}$ or $\mathbb{S}_{n-2}$, depending on the symmetry type of $J$.

## 9.1 $C$ is the complement of regular fibers in a closed Seifert manifold

Example 9.2 Figure 6 provides a schematic of one possible case in which the core $C$ is Seifert fibered. Some of the labels in the diagram will be explained later. A link $L$ can be formed by filling each $T_{i}$ with pairs $\left(S^{1} \times B^{2}, J_{i}\right)$ and the $S_{i}$ are filled with either solid tori or nontrivial knot complements. There are constraints required for this to produce a link in $S^{3}$ and we do not assert that in all cases in which $C$ is Seifert fibered it will be of this form. We illustrate it to provide a good model to have in mind


Figure 6: Possible Seifert fibered core $C$.
as we develop the notation and arguments that follow. Another good model is provided by Example 9.1.

Notice the complement of this link is homeomorphic to the complement of the link formed by giving the parallel strands a full twist. In this case, all the components, including the horizontal one, are fibers of the Hopf fibration of $S^{3}$. More generally we have the following:

Theorem 9.3 The core $C$ is diffeomorphic to the complement of a set of regular fibers in a closed Seifert manifold.

Proof Build a manifold $M$ by attaching solid tori to the boundary components of $C$ so that each longitude is identified with the fiber of the fibration of $C$. Then the Seifert fibration of $C$ extends to $M$ and the cores of the solid tori are regular fibers.

We now fix the choice of that $M$ and its Seifert fibration.

### 9.2 Notation and a basis for $\boldsymbol{H}_{1}\left(\boldsymbol{T}_{\boldsymbol{i}}\right)$

For each $T_{i}$, there is a basis of $H_{1}\left(T_{i}\right)$ represented by a pair of curves, $\left\{f_{i}, g_{i}\right\}$; since $T_{i}$ bounds the solid torus neighborhood of a regular fiber, we let $f_{i}$ denote the fiber and let $g_{i}$ denote the meridian of the solid torus.

Each torus $T_{i}$ bounds a submanifold of $S^{3}$ that contains the component $L_{i}$; denote it by $W_{i}$. All the pairs $\left(W_{i}, L_{i}\right)$ are diffeomorphic, so we choose one and denote it by $(W, K)$ with boundary $T$. We have that $T$ contains a canonical longitude that is null-homologous in $W$, which we denote by $\lambda$; choose a second curve intersecting it once and denote it by $\mu$.

We now see that $\left(S^{3}, L\right)$ is built from $C$ by attaching copies of $W$ to the $T_{i}$ using attaching maps we denote by $G_{i}$. (Other manifolds have to be attached along the other boundary components of $C$, which we have denoted by $S_{i}$.) Denote the images of $\{\lambda, \mu\}$ under $G_{i}$ by $\left\{\lambda_{i}, \mu_{i}\right\}$.

Theorem 9.4 The intersection number of $\lambda_{i}$ with $f_{i}$ is nonzero.
Proof Our proof depends on the uniqueness of the fibrations of Seifert fibered manifolds, up to isotopy. This does not hold for all Seifert manifolds (eg $S^{1} \times B^{2}$ ), but Waldhausen [15; 16] proved that, if the Seifert fibered manifold $M$ is sufficiently large, that is, if it contains an incompressible surface that is not boundary parallel, then the fibration is unique. (See also [10].) In the case that the three-manifold has four or more boundary components, it is clearly sufficiently large. The preimage of a circle in the base space that bounds two of the boundary components is an incompressible torus and is not boundary parallel.

We now claim that the $\lambda_{i}$ are not fibers of the fibration. Consider $i \neq j$ and the pair $\lambda_{i}$ and $\lambda_{j}$. Any element of $\mathcal{D}(L)$ that maps $L_{i}$ to $L_{j}$ carries $\lambda_{i}$ to $\pm \lambda_{j}$. Selfhomeomorphisms of Seifert fibered spaces with more than three boundary components preserve fibers up to isotopy, so, if $\lambda_{i}$ is a fiber, then $\lambda_{j}$ is also a fiber.
Suppose that are $\lambda_{i}$ and $\lambda_{j}$ are fibers. Then there is a vertical annulus $A$ in $C$ joining $\lambda_{i}$ to $\lambda_{j}$. There are also surfaces $B_{i}$ and $B_{j}$ in $W_{i}$ and $W_{j}$ with boundaries $\lambda_{i}$ and $\lambda_{j}$. The union of $A$ with $B_{i} \cup B_{j}$ is a closed surface in $S^{3}$. There is also a curve on $T_{i}$ meeting this surface in exactly one point. This is impossible in $S^{3}$.

### 9.3 Maps between the $\boldsymbol{T}_{\boldsymbol{i}}$

Without loss of generality, we will focus on $T_{1}$ and $T_{2}$. We denote a chosen element in $\mathcal{D}(L)$ that carries $L_{1}$ to $L_{2}$ by $F$. Note that we can assume $F\left(f_{1}\right)=f_{2}, F\left(\lambda_{1}\right)=\lambda_{2}$ and $F\left(\mu_{1}\right)=\mu_{2}$. However, maps of $C$ do not necessarily preserve the $g_{i}$. We can assume that $F\left(g_{1}\right)=g_{2}+w f_{2}$ for some $w$.

For both values of $i$ we have constants such that

$$
\lambda_{i}=\alpha_{i} f_{i}+\beta_{i} g_{i}, \quad \mu_{i}=\delta_{i} f_{i}+\gamma_{i} g_{i} .
$$

Applying $F$ to the set with $i=1$ and renaming variables, we have

$$
\lambda_{1}=\alpha f_{1}+\beta g_{1}, \quad \mu_{1}=\delta f_{1}+\gamma g_{1}
$$

and

$$
\lambda_{2}=\left(\alpha f_{2}+\beta g_{2}\right)+\beta w f_{2}, \quad \mu_{2}=\left(\delta f_{2}+\gamma g_{2}\right)+\gamma w f_{2} .
$$

### 9.4 Constructing the transposition

Theorem 9.5 There is a diffeomorphism $G$ of $C$ that interchanges $T_{1}$ and $T_{2}$ and is the identity on all other boundary components of $C$. The map $G$ can be chosen so that it preserves the $f_{1}$ and satisfies $G\left(g_{1}\right)=g_{2}+w f_{2}$ and $G\left(g_{2}\right)=g_{1}-w f_{2}$.

Proof Using the fact that $T_{i}$ are boundaries of regular fibers, there is a diffeomorphism $G$ of $C$ that interchanges $T_{1}$ and $T_{2}$ that also preserves the pairs $\left\{f_{i}, g_{i}\right\}$. This map can be assumed to be the identity on the other components.

There is a vertical annulus in $C$ joining $f_{1}$ and $f_{2}$. We can perform a $w$-fold twist along this annulus. This is the identity map on all boundary components other than $T_{1}$ and $T_{2}$. On $T_{1}$ and $T_{2}$, it preserves the $f_{1}$ and $f_{2}$, it maps $g_{1}$ to $g_{1}-w f_{1}$ and it maps $g_{2}$ to $g_{2}+w f_{2}$.

### 9.5 Main theorem in the Seifert fibered case

Theorem 9.6 If $\mathbb{A}_{n} \subset \mathbb{S}(L)$ and the associated core $C$ is Seifert fibered, then there is an element $H \in \mathcal{D}(L)$ which transposes $L_{1}$ and $L_{2}$. Equivalently, $\mathbb{S}(L)=\mathbb{S}_{n}$.

Proof The map $G$ given in Theorem 9.5 satisfies

$$
G\left(\lambda_{1}\right)=\alpha f_{2}+\beta\left(g_{2}+w f_{2}\right) \quad \text { and } \quad G\left(m_{1}\right)=\delta f_{2}+\gamma\left(g_{2}+w f_{2}\right) .
$$

It also satisfies
$G\left(\lambda_{2}\right)=\alpha f_{1}+\beta\left(g_{1}-w f_{1}\right)+\beta w f_{1} \quad$ and $\quad G\left(\mu_{1}\right)=\delta f_{1}+\gamma\left(g_{1}-w f_{1}\right)+\gamma w f_{1}$.
Simplifying shows that this interchanges the attaching maps of $W$ to $T_{1}$ and $T_{2}$, and thus extends as desired.

## 10 Questions

(1) For the four-component link illustrated in Figure 7, the group of symmetries that preserve string orientations is isomorphic to $\mathbb{A}_{4}$. This example was found by Nathan Dunfield using the program SnapPy [6], where it is listed as L12a2007. We have illustrated the link so that each component is in a regular neighborhood of a face of the standard projection of the tetrahedron to $S^{2}=\mathbb{R}^{2} \cup \infty$. Recall that the orientation-preserving symmetry group of the tetrahedron is isomorphic to $\mathbb{A}_{4}$.


Figure 7: The link L12a2007.

Notice that rotation about the vertical axis interchanges two components, so the unoriented symmetry group is $\mathbb{S}(L)=\mathbb{S}_{4}$. However, if we build a new link by forming the connected sum of each component of $L 12 a 2007$ with the same nonreversible knot $J$, then any symmetry of this new link, $L^{\prime}$, would have to preserve the orientations of the components. Thus, $\mathbb{S}\left(L^{\prime}\right)=\mathbb{A}_{4}$.

Similar constructions will likely produce links with symmetry groups that are isomorphic to polyhedral groups. For instance, using the dodecahedron would yield a 12-component link with symmetry group $A_{5}$. It is not clear how to reduce the number of components without changing the symmetry group, and we are left with the following question:

Does there exist a five-component link $L$ with $\mathbb{S}(L)=\mathbb{A}_{5}$ ?
(2) The Fox-Whitten group $\Gamma_{n}$ maps onto $\mathbb{S}_{n}$, and thus the obstructions we have developed here provide obstructions to groups $G \subset \Gamma_{n}$ from being oriented intrinsic symmetry groups of links. Can the techniques used here provide finer obstructions in the oriented case?
(3) As a particular example of (2), can any of the unknown cases for two-component links described in Section 4 be eliminated as possible intrinsic symmetry groups?
(4) If a subgroup $H \subset \mathbb{S}_{n}$ or $H \subset \Gamma_{n}$ is the intrinsic symmetry group for a link, is it the intrinsic symmetry group of a nonsplit link or of an irreducible link?
(5) A natural class of links consists of Brunnian links; these are nonsplittable but become the unlink upon removing any one of the components. The links produced in Theorem 5.1 having symmetry group $\mathbb{S}_{n}$ are not Brunnian. The examples of twocomponent and three-component links with $\mathbb{S}(L)=\mathbb{S}_{n}$ that precede the proof of that
theorem are Brunnian. Hence, we ask: For all $n \geq 3$, does there exist a Brunnian link $L$ with $\mathbb{S}(L)=\mathbb{S}_{n}$ ?
(6) Another class to consider is alternating links, and presumably there are strong constraints on $\mathbb{S}(L)$ for these.
(7) Let $M$ be a compact three-manifold with $n$ torus boundary components, $\partial_{i}(M)$. Choose a basis of $H_{1}\left(\partial_{i}(M)\right)$ for each $i$. One can form a Whitten-like group $\Omega_{n}=$ $\mathbb{Z}_{2} \oplus\left(G^{n} \rtimes \mathbb{S}_{n}\right)$, where $G$ is the automorphism group of $\mathbb{Z} \oplus \mathbb{Z}$. Each manifold $M$ gives rise to a subgroup of $\Omega_{n}$. What subgroups arise in this way? This is particularly interesting in the case that the interior of $M$ has a complete hyperbolic structure.
(8) The previous question can be modified. Given a subgroup $H \subset \mathbb{S}_{n}$, is there a complete hyperbolic three-manifold with $n$ cusps such that the $H$ represents the permutations of the cusps that are realized by isometries of $M$ ? In relation to this, Paoluzzi and Porti [11] proved that every finite group is the isometry group of the complement of a hyperbolic link in $S^{3}$. Notice that their isometries need not extend to $S^{3}$. Applying their construction to a subgroup of $\mathbb{S}_{n}$ does not produce an $n$-component link.
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# Loop homotopy of 6-manifolds over 4-manifolds 

Ruizhi Huang


#### Abstract

Let $M$ be the 6 -manifold $M$ arising as the total space of the sphere bundle of a rank 3 vector bundle over a simply connected closed 4 -manifold. We show that, after looping, $M$ is homotopy equivalent to a product of loops on spheres in general. This particularly implies a cohomological rigidity property of $M$ after looping. Furthermore, passing to rational homotopy we show that such an $M$ is Koszul.


55P15, 55P35, 57R19; 55P10, 55P40, 55P62

## 1 Introduction

Classification of manifolds is a fundamental problem in geometry and topology. Numerous investigations have been made around this problem in both the smooth and topological categories. For instance, in the general case, Wall [33; 35] studied ( $n-1$ )connected $2 n$-manifolds and ( $n-1$ )-connected ( $2 n+1$ )-manifolds. For concrete cases with specified dimension, Barden [2] classified simply connected $5-$ manifolds, and Wall [34], Jupp [23] and Zhubr [37; 38] classified simply connected 6-manifolds. More recently, Kreck and Su [25] classified certain nonsimply connected 5-manifolds, while Crowley and Nordström [15] and Kreck [24] studied the classification of various kinds of 7-manifolds.

In the literature mentioned, the homotopy classification of $M$ was usually carried out as a byproduct of a system of invariants. However, it is almost impossible to extract nontrivial homotopy information of $M$ directly from the classification. On the other hand, unstable homotopy theory is a powerful tool for studying the homotopy properties of manifolds preserved by suspending or looping. From the suspension viewpoint, So and Theriault [31] determined the homotopy type of the suspension of connected 4-manifolds, while Huang [19] studied the suspension of simply connected 6 -manifolds. From the loop viewpoint, Beben and Theriault [6] studied the loop

[^31]decompositions of ( $n-1$ )-connected $2 n$-manifolds, while Beben and Wu [8] and Huang and Theriault [20] studied the loop decompositions of the ( $n-1$ )-connected $(2 n+1)$-manifolds. The homotopy groups of these manifolds were also investigated by Samik Basu and Somnath Basu [3; 4] from different point of view. Moreover, a theoretical method of loop decomposition was developed by Beben and Theriault [7], which is quite useful for studying the homotopy of manifolds.

We study the loop homotopy of certain simply connected 6-manifolds constructed from 4-manifolds. Let $N$ be a simply connected closed 4-manifold with $H^{2}(N ; \mathbb{Z}) \cong \mathbb{Z}^{\oplus d}$ for $d \geq 1$. A rank 3 vector bundle $\xi$ over $N$ is classified by a map $f: N \rightarrow B \mathrm{SO}(3)$, where $B \mathrm{SO}(3)$ is the classifying space of the special orthogonal group $\mathrm{SO}(3)$. The sphere bundle of $\xi$

$$
\begin{equation*}
S^{2} \xrightarrow{i} M \xrightarrow{p} N \tag{1}
\end{equation*}
$$

defines the closed 6-manifold $M$. Since the integral cohomologies of $N$ and $S^{2}$ are free and concentrated in even degree, the Serre spectral sequence of (1) collapses, and $H^{*}(M ; \mathbb{Z}) \cong H^{*}(N ; \mathbb{Z}) \otimes H^{*}\left(S^{2} ; \mathbb{Z}\right)$. Our main result is the following theorem, which will be proved in Section 4.

Theorem 1.1 Let $N$ be a simply connected closed 4-manifold with $H^{2}(N ; \mathbb{Z}) \cong \mathbb{Z}^{\oplus d}$ for $d \geq 1$. Let $M$ be the total manifold of the sphere bundle of a rank 3 vector bundle over $N$. Then:

- If $d=1$,

$$
\Omega M \simeq S^{1} \times \Omega S^{2} \times \Omega S^{5} .
$$

- If $d \geq 2$,

$$
\Omega M \simeq S^{1} \times \Omega S^{2} \times \Omega\left(S^{2} \times S^{3}\right) \times \Omega\left(J \vee\left(J \wedge \Omega\left(S^{2} \times S^{3}\right)\right)\right),
$$

where $J=\bigvee_{i=1}^{d-2}\left(S^{2} \vee S^{3}\right)$.
From Theorem 1.1 and its proof, it can be easily seen that the decompositions in Theorem 1.1 are compatible with the $S^{2}$-bundle (1) after looping. In particular, this means that though the fibre bundle (1) does not split in general, its loop does. Moreover, as discussed in [6, page 217], the term $J \vee\left(J \wedge \Omega\left(S^{2} \times S^{3}\right)\right)$ in the second decomposition of Theorem 1.1 is a bouquet of spheres. Hence by the Hilton-Milnor theorem, we see that $\Omega M$ is homotopy equivalent to a product of loops on spheres with $S^{1}$. Additionally,
since the decompositions of Theorem 1.1 only depend on the value of $d$, which is determined by and determines $H^{2}(M ; \mathbb{Z})$, we have a rigidity property for $M$ after looping.

Corollary 1.2 Let $M$ and $M^{\prime}$ be two 6-manifolds satisfying the conditions of Theorem 1.1. Then $\Omega M \simeq \Omega M^{\prime}$ if and only if $H^{2}(M ; \mathbb{Z}) \cong H^{2}\left(M^{\prime} ; \mathbb{Z}\right)$.

Theorem 1.1 can be improved if we pass from integral homotopy to rational homotopy. Indeed, by Theorem 1.1 it is straightforward to compute the homotopy groups of $M$ in terms of those of spheres. However, there is an additional Lie algebra structure on the homotopy groups of any $C W$ complex $X$. In rational homotopy theory, the graded Lie algebra $\pi_{*}(\Omega X) \otimes \mathbb{Q}$ is called the homotopy Lie algebra of $X$, and $X$ is called coformal if the rational homotopy type of $X$ is completely determined by its homotopy Lie algebra. If $X$ is further formal, that is the homotopy type of $X$ is determined by the graded commutative algebra $H^{*}(X ; \mathbb{Q})$, then $X$ is Koszul in the sense of Berglund [9, Definition 1.1]. In the latter case, $H^{*}(X ; \mathbb{Q})$ is a Koszul algebra and $\pi_{*}(\Omega X) \otimes \mathbb{Q}$ is a Koszul Lie algebra [9]. The following theorem concerns these additional structures on $M$ of the type in Theorem 1.1.

Theorem 1.3 Let $N$ be a simply connected closed 4-manifold with $H^{2}(N ; \mathbb{Z}) \cong \mathbb{Z}{ }^{\oplus d}$. Let $M$ be the total manifold of the sphere bundle of a rank 3 vector bundle over $N$. Then:

- If $d=1, M$ is not coformal.
- If $d \geq 2, M$ is Koszul, and there is an isomorphism of graded Lie algebras

$$
\pi_{*}(\Omega M) \otimes \mathbb{Q} \cong H^{*}(M ; \mathbb{Q})^{!\mathscr{L} e},
$$

where ( -$)^{!\text {Sie }}$ is the Koszul dual Lie functor defined in [9, Section 2].

We turn to the remaining case, when $d=0$, that is, $N \cong S^{4}$. Note, we still have the 6-manifold $M$ as constructed in (1). Though the homotopy classification of such manifolds was almost determined by Yamaguchi [36], this case is surprisingly much harder than the general one. We will explain this point after the statement of our result in this case. Let $\eta_{2}: S^{3} \rightarrow S^{2}$ be the Hopf map. For any integer $n$, let $S^{m}\{n\}$ be the homotopy fibre of the degree $n$ map on $S^{m}$.

Theorem 1.4 Let $M$ be the total space of the sphere bundle of a rank 3 vector bundle over $S^{4}$. Then $M$ has a cell structure of the form

$$
M \simeq S^{2} \cup_{k \eta_{2}} e^{4} \cup e^{6},
$$

where $k \in \mathbb{Z}$. Let $k=p_{1}^{r_{1}} \cdots p_{\ell}^{r_{\ell}}$ be the prime decomposition of $k$. Further:

- If $k$ is odd,

$$
\Omega M \simeq S^{1} \times \prod_{j=1}^{\ell} S^{3}\left\{p_{j}^{r_{j}}\right\} \times \Omega S^{7}
$$

- If $k=2^{r}$ with $r \geq 3$,

$$
\Omega M \simeq S^{1} \times S^{3}\left\{2^{r}\right\} \times \Omega S^{7} .
$$

Note that we still have cohomological rigidity in this case, since the homotopy type of $\Omega M$ only depends on $k$, which is determined by the square of a generator in $H^{2}(M ; \mathbb{Z})$. But it is less interesting since the cohomological rigidity of $M$ without looping holds except for the case when $k$ is even and $M$ is Spin [36]. Further note that Theorem 1.4 is only a partial result. The difficulty in this case is due to the fact that the proof of Theorem 1.4 heavily relies on a result of Huang and Theriault [20] on the loop decomposition of 2-connected 7-manifolds. As discussed in [20, Section 6], the case when $k=2^{r} m$ with $m$ odd and greater than 1 is much more difficult. Also, since it is known that $S^{3}\{2\}$ is not an $H$-space (see Cohen [11]), we cannot expect a decomposition of the form $\Omega M \simeq S^{1} \times S^{3}\{2\} \times \Omega S^{7}$ for the case when $k=2$. In contrast, the rational homotopy of $M$ in this case is simple. As shown in Lemma 5.2, $M$ is rationally homotopy equivalent to $\mathbb{C} P^{3}$ or $S^{2} \times S^{4}$. Moreover, it is well known that $\mathbb{C} P^{3}$ is not coformal (see Neisendorfer and Miller [27, Example 4.7]), while $S^{2} \times S^{4}$ is Koszul; see Berglund [9, Examples 5.1 and 5.4].

Before we close the introduction, let us make two remarks. Firstly, our results provide further evidence on the Moore conjecture. Recall that the Moore conjecture states that a simply connected finite $C W$ complex $Z$ is rationally elliptic if and only if it has a finite homotopy exponent at all primes, or equivalently, $Z$ is rationally hyperbolic if and only if it has unbound homotopy exponent at some prime. For $M$ in our context, it is elliptic if and only if $d \leq 2$, and in any of these cases $M$ has a finite homotopy exponent at all primes by Cohen, Moore and Neisendorfer [12; 13] and James [21]. When $d \geq 3$, $M$ is hyperbolic such that $\Omega M$ has $\Omega\left(S^{2} \vee S^{3}\right)$ as product summand, hence it has no bound on its homotopy exponent for any prime $p$; see Neisendorfer and Selick [28]
or Boyde [10] for instance. Secondly, Amorós and Biswas [1] characterized simply connected rationally elliptic compact Kähler threefolds in terms of Hodge diamonds, and in particular, their second Betti numbers satisfy $b_{2} \leq 3$. For $M$ in our context, this is equivalent to $d \leq 2$, and our decompositions provide further information on the homotopy of $M$. For instance, the homotopy groups of $M$ can be computed in terms of those of spheres.

The paper is organized as follows. In Section 2 we classify rank 3 bundles over the 4-manifold $N$. In Section 3, we prove Lemma 3.1, which implies that under Lemma 2.1 one component of the classifying map $f$ of the bundle $\xi$ over $N$ is trivial in a special case. This is crucial for proving Theorem 1.1. In Section 4, we prove Theorem 1.1 by dividing it into two cases. Section 5 is devoted to the remaining case when $d=0$ and we prove Theorem 1.4 there. We discuss the rational homotopy of 6 -manifolds and prove Theorem 1.3 in Section 6.
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## 2 Rank 3 bundles over 4-manifolds

In this section, we discuss necessary knowledge of rank 3 vector bundles over simply connected 4 -manifolds, which will be used in the subsequent sections. There are various ways to study the classification of vector bundles. Here, we adopt an approach from a homotopy theoretical point of view for later use.

Let $N$ be a simply connected 4-manifold such that $H^{2}(N ; \mathbb{Z}) \cong \mathbb{Z}^{\oplus d}$ with $d \geq 0$. A rank 3 vector bundle $\xi$ over $N$ is classified by a map $f: N \rightarrow B \mathrm{SO}(3)$. The sphere bundle of $\xi$

$$
S^{2} \xrightarrow{i} M \xrightarrow{p} N
$$

defines the closed 6-manifold $M$. For $N$, there is the homotopy cofiber sequence

$$
\begin{equation*}
S^{3} \xrightarrow{\phi} \bigvee_{i=1}^{d} S^{2} \xrightarrow{\rho} N \xrightarrow{q} S^{4} \xrightarrow{\Sigma \phi} \bigvee_{i=1}^{d} S^{3}, \tag{2}
\end{equation*}
$$

where $\phi$ is the attaching map of the top cell of $N, \rho$ is the injection of the 2 -skeleton, and $q$ is the pinch map onto the top cell. Let $s: S^{1} \cong \mathrm{SO}(2) \rightarrow \mathrm{SO}(3)$ be the canonical inclusion of Lie groups.

Lemma 2.1 There is a surjection

$$
\Phi:\left[S^{4}, B \mathrm{SO}(3)\right] \times\left[N, B S^{1}\right] \rightarrow[N, B \mathrm{SO}(3)]
$$

of pointed sets that restricts to $q^{*}$ on $\left[S^{4}, B \mathrm{SO}(3)\right]$, and to $(B s)_{*}$ on $\left[N, B S^{1}\right]$.

Proof By (2), there is the exact sequence of pointed sets

$$
\begin{aligned}
& 0=\left[\bigvee_{i=1}^{d} S^{3}, B \mathrm{SO}(3)\right] \rightarrow\left[S^{4}, B \mathrm{SO}(3)\right] \xrightarrow{q^{*}}[N, B \mathrm{SO}(3)] \\
& \xrightarrow{\rho^{*}}\left[\bigvee_{i=1}^{d} S^{2}, B \mathrm{SO}(3)\right] \rightarrow\left[S^{3}, B \mathrm{SO}(3)\right]=0,
\end{aligned}
$$

in a strong sense: there is an action of $\left[S^{4}, B \mathrm{SO}(3)\right]$ on $[N, B \mathrm{SO}(3)]$ through $q^{*}$ such that the sets $\rho^{*-1}(x)$, for $x \in\left[\bigvee_{i=1}^{d} S^{2}, B \mathrm{SO}(3)\right]$, are precisely the orbits. It is known that $\left[\bigvee_{i=1}^{d} S^{2}, B \mathrm{SO}(3)\right] \cong \bigoplus_{d} \mathbb{Z} / 2 \mathbb{Z}$ and $\left[S^{4}, B \mathrm{SO}(3)\right] \cong \mathbb{Z}$. Moreover, there is the commutative diagram

where $\rho^{*}$ is an isomorphism onto $\left[\bigvee_{i=1}^{d} S^{2}, B S^{1}\right] \cong \bigoplus_{d} \mathbb{Z}$ and $\rho_{2}$ is the mod 2 reduction, hence $(B S)_{*}$ is surjective onto $\left[\bigvee_{i=1}^{d} S^{2}, B \mathrm{SO}(3)\right]$. Now for any $f \in[N, B \mathrm{SO}(3)]$ we have $\rho^{*}(f)=(B S)_{*}(x)$ for some $x \in\left[\bigvee_{i=1}^{d} S^{2}, B S^{1}\right]$. Write $\alpha=\left(\rho^{*-1}\right)(x)$. Then $B s_{*}(\alpha)$ and $f$ belong to the same orbit of the action, for they have same image in $\left[\bigvee_{i=1}^{d} S^{2}, B \mathrm{SO}(3)\right]$ through $\rho^{*}$. Hence, there exists an $f^{\prime} \in\left[S^{4}, B \mathrm{SO}(3)\right]$ such that $q^{*}\left(f^{\prime}\right) \cdot\left(B s_{*}(\alpha)\right)=f$.

From Lemma 2.1 and its proof, for the classifying map $f: N \rightarrow B \mathrm{SO}(3)$, we have associated a pair of maps

$$
\begin{equation*}
\left(f^{\prime}, \alpha\right) \in\left[S^{4}, B S O(3)\right] \times\left[N, B S^{1}\right] \tag{3}
\end{equation*}
$$

such that $q^{*}\left(f^{\prime}\right) \cdot\left(B s_{*}(\alpha)\right)=f$ and $\omega_{2}(\xi) \equiv \alpha \bmod 2$. We also notice that if $\rho^{*}(f) \neq 0$, or equivalently $\xi$ is non-Spin, the element $\alpha$ can be always chosen to be primitive, that is, $\alpha$ is not divisible by any integer $k$ with $k \neq \pm 1$. This is important for our later use.

Let $\pi: W \rightarrow N$ be a map from a closed manifold $W$. The pullback of the bundle $\xi$ along $\pi$ has an associated sphere bundle

$$
S^{2} \xrightarrow{\iota} Z \xrightarrow{\mathfrak{p}} W,
$$

which defines the closed manifold $Z$. The following lemma is critical for proving Proposition 4.1.

Lemma 2.2 Suppose for $W$ there is a homotopy cofibration

$$
W_{m-1} \xrightarrow{\varrho} W \xrightarrow{\mathfrak{q}} S^{m},
$$

such that $\pi \circ \varrho$ factors as

$$
W_{m-1} \xrightarrow{\pi i} \bigvee_{i=1}^{d} S^{2} \xrightarrow{\rho} N
$$

for some $\pi$, where $W_{m-1}$ is the ( $m-1$ )-skeleton of $W$. Then if $f^{\prime} \circ q \circ \pi$ and $\alpha \circ \pi$ are both nullhomotopic, the bundle $\pi^{*}(\xi)$ is trivial, and in particular

$$
Z \cong S^{2} \times W
$$

Proof By the assumption, there is a diagram of homotopy cofibrations

which defines the map $\pi^{\prime}$. It follows that there is a morphism of exact sequences of pointed sets

$$
\begin{gathered}
{\left[S^{4}, B \mathrm{SO}(3)\right] \xrightarrow{q^{*}}[N, B \mathrm{SO}(3)] \xrightarrow{\rho^{*}}\left[\bigvee_{i=1}^{d} S^{2}, B \mathrm{SO}(3)\right]} \\
\downarrow_{\pi^{\prime *}} \\
{\left[S^{m}, B \mathrm{SO}(3)\right] \xrightarrow{\boldsymbol{q}^{*}}[W, B \mathrm{SO}(3)] \xrightarrow{\varrho^{*}}\left[W_{m-1}, B \mathrm{SO}(3)\right]}
\end{gathered}
$$

such that the action of $\left[S^{4}, B \mathrm{SO}(3)\right]$ on $[N, B \mathrm{SO}(3)]$ is compatible with the action of $\left[S^{m}, B \mathrm{SO}(3)\right]$ on $[W, B \mathrm{SO}(3)]$ through $\pi^{* *}$. Hence, by (3), the classifying map $f \circ \pi$ of $\pi^{*}(\xi)$ satisfies

$$
\begin{aligned}
f \circ \pi & =\pi^{*}\left(q^{*}\left(f^{\prime}\right) \cdot\left(B s_{*}(\alpha)\right)\right)=\mathfrak{q}^{*}\left(\pi^{\prime *}\left(f^{\prime}\right)\right) \cdot \pi^{*}\left(B s_{*}(\alpha)\right) \\
& =\pi^{*}\left(q^{*}\left(f^{\prime}\right)\right) \cdot \pi^{*}\left(\left(B s_{*}(\alpha)\right)\right)=\left(f^{\prime} \circ q \circ \pi\right) \cdot B s_{*}(\alpha \circ \pi),
\end{aligned}
$$

which is nullhomotopic by the assumption.

Lemma 2.1 also gives a byproduct on the classification of rank 3 vector bundles over $N$ via characteristic classes, which could also be proved by other methods, like the classical obstruction theory.

Proposition 2.3 A rank 3 vector bundle $\xi$ over $N$ is completely determined by its second Stiefel-Whitney class $\omega_{2}(\xi)$ and its first Pontryagin class $p_{1}(\xi)$.

Proof Given two rank 3 vector bundles $\xi_{1}$ and $\xi_{2}$ over $N$, suppose that $\omega_{2}\left(\xi_{1}\right)=\omega_{2}\left(\xi_{2}\right)$ and $p_{1}\left(\xi_{1}\right)=p_{1}\left(\xi_{2}\right)$. We want to show that $\xi_{1} \cong \xi_{2}$, or equivalently, $f_{1} \simeq f_{2}$, where $f_{1}, f_{2}: N \rightarrow B \mathrm{SO}(3)$ are the classifying maps of $\xi_{1}$ and $\xi_{2}$, respectively. By Lemma 2.1 and (3), $f_{1}=q^{*}\left(f_{1}^{\prime}\right) \cdot\left(B s_{*}(\alpha)\right)$ for a pair of maps $\left(f_{1}^{\prime}, \alpha\right) \in\left[S^{4}, B S O(3)\right] \times\left[N, B S^{1}\right]$ such that $\omega_{2}\left(\xi_{1}\right) \equiv \alpha \bmod 2$. Since $\omega_{2}\left(\xi_{1}\right)=\omega_{2}\left(\xi_{2}\right)$, there exists $f_{2}^{\prime} \in\left[S^{4}, B \operatorname{SO}(3)\right]$ such that $f_{2}=q^{*}\left(f_{2}^{\prime}\right) \cdot\left(B s_{*}(\alpha)\right)$. It follows that to show $f_{1} \simeq f_{2}$, it suffices to show $f_{1}^{\prime} \simeq f_{2}^{\prime}$. Indeed, for either $\xi_{i}$ the expression of $f_{i}$ can be explicitly described as

$$
f_{i}: N \xrightarrow{\mu^{\prime}} N \vee S^{4} \xrightarrow{\alpha \vee f_{i}^{\prime}} B S^{1} \vee B \mathrm{SO}(3) \xrightarrow{B s \vee \mathrm{Vi}} B \mathrm{SO}(3) \vee B \mathrm{SO}(3) \xrightarrow{\nabla} B \mathrm{SO}(3),
$$

where $\mu^{\prime}$ is the coaction map and $\nabla$ is the folding map. In particular, it is easy to see that

$$
\begin{equation*}
p_{1}\left(\xi_{i}\right)=q^{*}\left(p_{1}\left(f_{i}^{\prime}\right)\right)+\alpha^{2} \tag{4}
\end{equation*}
$$

where we denote by $p_{1}\left(f_{i}^{\prime}\right)$ the first Pontryagin class of the bundle over $S^{4}$ determined by $f_{i}^{\prime}$. Since $p_{1}\left(\xi_{1}\right)=p_{1}\left(\xi_{2}\right)$, (4) implies that $q^{*}\left(p_{1}\left(f_{1}^{\prime}\right)\right)=q^{*}\left(p_{2}\left(f_{i}^{\prime}\right)\right)$. Moreover, it is clear that $q^{*}: H^{4}\left(S^{4} ; \mathbb{Z}\right) \rightarrow H^{4}(N ; \mathbb{Z})$ is an isomorphism. Hence $p_{1}\left(f_{1}^{\prime}\right)=p_{1}\left(f_{2}^{\prime}\right)$. Now since $\left[S^{4}, B \mathrm{SO}(3)\right] \simeq \mathbb{Z}$, and the morphism $\frac{1}{4} p_{1}:\left[S^{4}, B \mathrm{SO}(3)\right] \rightarrow H^{4}\left(S^{4} ; \mathbb{Z}\right)$ sending each map to one fourth of the first Pontryagin class of the associated bundle is an isomorphism [18], we see that $f_{1}^{\prime} \simeq f_{2}^{\prime}$. Then $f_{1} \simeq f_{2}$ and the proposition follows.

## 3 The induced map between top cells

Let $N$ be a simply connected closed 4-manifold such that $H^{2}(N ; \mathbb{Z}) \cong \mathbb{Z}^{\oplus d}$ with $d \geq 1$. Consider the circle bundle

$$
S^{1} \xrightarrow{j} Y \xrightarrow{\pi} N
$$

classified by a primitive element $\beta \in H^{2}(N ; \mathbb{Z})$, which defines the simply connected 5-manifold $Y$. By [16, Lemma 1], $Y$ has cell structure of the form

$$
Y \simeq \bigvee_{d-1}\left(S^{2} \vee S^{3}\right) \cup e^{5}
$$

Then, by the cellular approximation theorem, there is the diagram of homotopy cofibration

where the bottom cofibration is part of (2), $\varrho$ is the inclusion of the 3 -skeleton of $Y$ followed by the quotient $\mathfrak{q}$, and $\pi^{\prime}$ is induced from $\pi$. In this section, we prove the following key lemma for understanding rank 3-bundles over $Y$ in a special case. Let [ $N$ ] be the fundamental class of $N$. Let $\langle x \cup y,[N]\rangle \in \mathbb{Z}$ be the canonical pairing for any cohomology classes $x, y \in H^{2}(N ; \mathbb{Z})$.

Lemma 3.1 The induced map $\pi^{\prime}$ in (5) is nullhomotopic when $\left\langle\beta^{2},[N]\right\rangle$ is odd.

Proof The primitive element $\beta$ is represented by a map $\beta: N \rightarrow \mathbb{C} P^{\infty} \simeq K(\mathbb{Z}, 2)$. By the cellular approximation theorem, $\beta$ factors through $\mathbb{C} P^{2}$,

$$
\beta: N \xrightarrow{\widetilde{\beta}} \mathbb{C} P^{2} \xrightarrow{x} \mathbb{C} P^{\infty}
$$

which defines the map $\widetilde{\beta}$, and $x$ represents a generator $x \in H^{2}\left(\mathbb{C} P^{2} ; \mathbb{Z}\right)$. The factorization gives a diagram of circle bundles

where the bundle in the second row is classified by $x$, and $\hat{\beta}$ is the induced map. By the cellular approximation theorem, there is a homotopy commutative diagram

where the rear and top faces are the right squares in (6) and (5), respectively, $q_{0}$ is the quotient map onto the top cell of $\mathbb{C} P^{2}, \pi_{0}^{\prime}$ is defined to be $q_{0} \circ \pi_{0}$, and $\widehat{\beta}^{\prime}$ and $\widetilde{\beta}^{\prime}$ are the induced maps. By the homotopy commutativity of the right face of (7), the assumption that $\left\langle\beta^{2},[N]\right\rangle$ is odd is equivalent to $\widetilde{\beta}^{\prime}$ having odd degree. Further, since the homotopy cofibre of $\pi_{0}$ is $\mathbb{C} P^{3}$, for which the Steenrod operation $\mathrm{Sq}^{2}: H^{4}\left(\mathbb{C} P^{3} ; \mathbb{Z} / 2 \mathbb{Z}\right) \rightarrow$ $H^{6}\left(\mathbb{C} P^{3} ; \mathbb{Z} / 2 \mathbb{Z}\right)$ is trivial, we obtain that $\pi_{0}^{\prime}=q_{0} \circ \pi_{0}$ is nullhomotopic. Now consider the front face of (7). Combining the above arguments and the fact that $\pi_{5}\left(S^{4}\right) \cong \mathbb{Z} / 2 \mathbb{Z}\left\{\eta_{4}\right\}$ [32], we see that $\pi^{\prime} \simeq \tilde{\beta}^{\prime} \circ \pi^{\prime} \simeq \pi_{0}^{\prime} \circ \hat{\beta}^{\prime}$ is nullhomotopic.

## 4 Proof of Theorem 1.1

Let $N$ be a simply connected 4-manifold such that $H^{2}(N ; \mathbb{Z}) \cong \mathbb{Z}^{\oplus d}$ with $d \geq 1$. A rank 3 vector bundle $\xi$ over $N$ is classified by a map $f: N \rightarrow B \mathrm{SO}(3)$ with the associated sphere bundle

$$
S^{2} \xrightarrow{i} M \xrightarrow{p} N
$$

which defines the closed 6-manifold $M$. Recall, by Lemma 2.1 and (3), the classifying map $f: N \rightarrow B \mathrm{SO}(3)$ for the bundle $\xi$ is determined by

$$
\left(f^{\prime}, \alpha\right) \in\left[S^{4}, B \mathrm{SO}(3)\right] \times\left[N, B S^{1}\right]
$$

such that $f=q^{*}\left(f^{\prime}\right) \cdot(B s)_{*}(\alpha)$ and $\omega_{2}(\xi) \equiv \alpha \bmod 2$, where $q$ and $s$ are defined before Lemma 2.1. Moreover, by the discussion after Lemma 2.1, when $\xi$ is non-Spin we suppose that $\alpha$ is primitive.

For the loop homotopy of $M$, we may study $S^{1}$-bundles over $M$ pulled back from those over the 4 -manifold $N$. Consider the circle bundle

$$
\begin{equation*}
S^{1} \xrightarrow{j} Y \xrightarrow{\pi} N \tag{8}
\end{equation*}
$$

classified by a primitive element $\beta \in H^{2}(N ; \mathbb{Z})$, which defines the simply connected 5-manifold $Y$. Based on the previous remark on the choice of $\alpha$, we make the following convention on the choice of $\beta$ :

- $\beta=\alpha$ if $\xi$ is non-Spin, or
- $\beta$ can be any primitive element if $\xi$ is Spin.

The remainder of this section is devoted to the proof of Theorem 1.1 by dividing it into two cases according to the parity of $\left\langle\beta^{2},[N]\right\rangle$. In Section 4.1, we prove Theorem 1.1 using Lemma 3.1 under the assumption that $\left\langle\beta^{2},[N]\right\rangle$ is odd. This is the case when the circle bundle (8) plays an essential role. However, when $\left\langle\beta^{2},[N]\right\rangle$ is even, we have to apply a different method to prove Theorem 1.1. This is done in Section 4.2.

### 4.1 Case I: $\left\langle\beta^{2},[N]\right\rangle$ is odd

In this case, by the choice of the circle bundle (8), consider the pullback of fibre bundles

which defines the closed 7 -manifold $X$ with bundle projections $\psi$ and $\mathfrak{p}$ onto $M$ and $Y$, respectively. We show that the induced bundle over $Y$ in (9) is trivial in this case.

Proposition 4.1 If $\left\langle\beta^{2},[N]\right\rangle$ is odd, then the bundle $\pi^{*}(\xi)$ defined in (9) is trivial, and, in particular,

$$
X \cong S^{2} \times Y
$$

Proof By Lemma 3.1, $\pi^{\prime}$ is nullhomotopic. This implies that $f^{\prime} \circ q \circ \pi \simeq f^{\prime} \circ \pi^{\prime} \circ \mathfrak{q}$ is nullhomotopic by the homotopy commutativity of the right square in (5).

If $\xi$ is non-Spin, then $\beta=\alpha$. We obtain the homotopy fibration $Y \xrightarrow{\pi} N \xrightarrow{\alpha} B S^{1}$, which implies that $\alpha \circ \pi$ is nullhomotopic, hence so is $\left(B s_{*}\right)(\alpha \circ \pi)$. Then by Lemma 2.2 the classifying map $f \circ \pi$ of the bundle $\pi^{*}(\xi)$ is nullhomotopic, and the proposition follows in this case.

If $\xi$ is Spin, by Lemma 2.1 the classifying map $f: N \rightarrow B \mathrm{SO}(3)$ of $\xi$ is in the image of $q^{*}$, that is, there exists a map $f^{\prime}: S^{4} \rightarrow B \mathrm{SO}(3)$ such that $f^{\prime} \circ q \simeq f$, and
then the bundle $\xi$ is the pullback of the bundle $\xi^{\prime}$ over $S^{4}$ classified by $f^{\prime}$. Hence $f \circ \pi \simeq f^{\prime} \circ q \circ \pi$ is nullhomotopic by the previous argument, and then the bundle $\pi^{*}(\xi)$ is trivial. In particular, $X \cong S^{2} \times Y$ and the proposition follows in this case.

Proof of Theorem 1.1 in Case I As in the beginning of this subsection, consider the circle bundle $S^{1} \xrightarrow{j} Y \xrightarrow{\pi} N$ classified by the primitive element $\alpha \in H^{2}(N ; \mathbb{Z})$. Then by Proposition 4.1, the total space $X$ of the sphere bundle of $\pi^{*}(\xi)$ satisfies $X \cong S^{2} \times Y$. Hence, by (9),

$$
\begin{equation*}
\Omega M \simeq S^{1} \times \Omega X \simeq S^{1} \times \Omega S^{2} \times \Omega Y . \tag{10}
\end{equation*}
$$

If $d=1$, then $Y$ has to be $S^{5}$, and hence $\Omega M \simeq S^{1} \times \Omega S^{2} \times \Omega S^{5}$. If $d \geq 2$, by [7, Example 4.4] or [3] there is a homotopy equivalence

$$
\begin{equation*}
\Omega Y \simeq \Omega\left(S^{2} \times S^{3}\right) \times \Omega\left(J \vee\left(J \wedge \Omega\left(S^{2} \times S^{3}\right)\right)\right) \tag{11}
\end{equation*}
$$

with $J=\bigvee_{i=1}^{d-2}\left(S^{2} \vee S^{3}\right)$. Combining (10) with (11), we obtain the loop decomposition of $M$ in the theorem.

### 4.2 Case II: $\left\langle\beta^{2},[N]\right\rangle$ is even

In this case, the induced bundle $\pi^{*}(\xi)$ defined in (9) may not be trivial, and we need to apply a different method to prove Theorem 1.1. Indeed, in this case we can work with the sphere bundle $S^{2} \xrightarrow{i} M \xrightarrow{p} N$ directly, and show that it splits after looping.

Proposition 4.2 If $\left\langle\beta^{2},[N]\right\rangle$ is even, the sphere bundle $S^{2} \xrightarrow{i} M \xrightarrow{p} N$ of $\xi$ defined in (1) is homotopically trivial after looping, and in particular

$$
\Omega M \simeq \Omega S^{2} \times \Omega N
$$

Proof By Poincaré duality there exists a class $\alpha \in H^{2}(N ; \mathbb{Z})$ such that $\langle\alpha \cup \beta,[N]\rangle=1$. Since by assumption $\left\langle\beta^{2},[N]\right\rangle$ is even, $\alpha \neq \beta$. Hence by [6, proof of proposition 3.2 and Lemma 3.3] there is a Poincaré duality space $Q$ such that $H^{*}(Q ; \mathbb{Z}) \cong H^{*}\left(S^{2} \times S^{2} ; \mathbb{Z}\right)$ as graded rings, $\Omega Q \simeq \Omega S^{2} \times \Omega S^{2}$, and there is a map

$$
h: N \rightarrow Q
$$

such that $\Omega h$ has a right homotopy inverse and $h^{*}(x)=\alpha$ with $x \in H^{2}(Q ; \mathbb{Z})$ a generator. Let us fix a homotopy equivalence $e: \Omega S^{2} \times \Omega S^{2} \rightarrow \Omega Q$ defined in [6, Lemma 2.3] with its inverse denoted by $e^{-1}$.

Recall, $\xi$ is determined by a pair of maps $\left(f^{\prime}, \alpha\right) \in\left[S^{4}, B S O(3)\right] \times\left[N, B S^{1}\right]$. By Lemma 2.1, define a rank 3 vector bundle $\zeta$ over $Q$ by $\left(f^{\prime}, x\right) \in\left[S^{4}, B S O(3)\right] \times\left[Q, B S^{1}\right]$. It follows that $\xi=h^{*}(\zeta)$ and there is a pullback of sphere bundles

where the second row is the sphere bundle of $\zeta$ and $\tilde{h}$ is the induced map. Since $H^{*}(Q ; \mathbb{Z})$ and $H^{*}\left(S^{2} ; \mathbb{Z}\right)$ are concentrated in even degrees, the Serre spectral sequence for the fibration $S^{2} \rightarrow \widetilde{Q} \rightarrow Q$ collapses for degree reasons, and then

$$
H^{*}(\tilde{Q} ; \mathbb{Z}) \cong H^{*}\left(S^{2} ; \mathbb{Z}\right) \otimes H^{*}(Q ; \mathbb{Z})
$$

Apply the loop functor to (12). It is clear that there is a map $i_{1} \times i_{2}: S^{1} \times S^{1} \rightarrow \Omega \widetilde{Q}$ such that the composition

$$
S^{1} \times S^{1} \xrightarrow{i_{1} \times i_{2}} \Omega \tilde{Q} \xrightarrow{\Omega \tilde{p}} \Omega Q \xrightarrow{e^{-1}} \Omega S^{2} \times \Omega S^{2}
$$

is homotopic to $E \times E$ with $E: S^{1} \rightarrow \Omega S^{2}$ the suspension map. By the universal property of $\Omega \Sigma$, there is a unique extension $I: \Omega S^{2} \times \Omega S^{2} \rightarrow \Omega \widetilde{Q}$ of $i_{1} \times i_{2}$ up to homotopy such that

$$
\Omega S^{2} \times \Omega S^{2} \xrightarrow{I} \Omega \tilde{Q} \xrightarrow{\Omega \tilde{p}} \Omega Q \xrightarrow{e^{-1}} \Omega S^{2} \times \Omega S^{2}
$$

is homotopic to the identity. Therefore, the sphere bundle of $\zeta$ splits after looping to give

$$
\Omega \widetilde{Q} \simeq \Omega S^{2} \times \Omega Q \simeq \Omega S^{2} \times \Omega S^{2} \times \Omega S^{2} .
$$

In particular, $\Omega \tilde{i}$ has a left homotopy inverse $\tilde{r}$, which implies that $\tilde{r} \circ \Omega \tilde{h}$ is a left homotopy inverse of $\Omega i$. Then the sphere bundle in the top row of (12) splits after looping, and in particular $\Omega M \simeq \Omega S^{2} \times \Omega N$.

Proof of Theorem 1.1 in Case II Since $\left\langle\beta^{2},[N]\right\rangle$ is even and $\beta$ is primitive, we have $d \geq 2$. By Proposition 4.2, $\Omega M \simeq \Omega S^{2} \times \Omega N$. Further, by [6, Theorem 1.3] there is a homotopy equivalence

$$
\Omega N \simeq S^{1} \times \Omega\left(S^{2} \times S^{3}\right) \times \Omega\left(J \vee\left(J \wedge \Omega\left(S^{2} \times S^{3}\right)\right)\right)
$$

with $J=\bigvee_{i=1}^{d-2}\left(S^{2} \vee S^{3}\right)$. Then in this case the theorem follows by combining the above decompositions.

## 5 The case when $d=0$

In this section, we study the case when $d=0$ and prove Theorem 1.4 as an immediate corollary of Propositions 5.3 and 5.4. Indeed, we work in a slightly more general context, that is, we study the loop decomposition of the closed 6-manifold $M$ with cell structure of the form

$$
\begin{equation*}
M \simeq S^{2} \cup e^{4} \cup e^{6} . \tag{13}
\end{equation*}
$$

Notice that $M$ in Theorem 1.4, as the total space of an $S^{2}$-bundle over $S^{4}$, is an example of (13). Yamaguchi [36] almost determined the homotopy classification of $M$ in (13) with correction by [5;29], and summarized the criterion for whether $M$ has the same homotopy type as an $S^{2}$-bundle over $S^{4}$ in [36, Remark 4.8] based on [30].

By (13) there are generators $x \in H^{2}(M ; \mathbb{Z})$ and $y \in H^{4}(M ; \mathbb{Z})$ such that

$$
\begin{equation*}
x^{2}=k y \tag{14}
\end{equation*}
$$

for some $k \in \mathbb{Z}$. Consider the $S^{1}$-bundle

$$
\begin{equation*}
S^{1} \xrightarrow{\dot{j}} X \rightarrow M \tag{15}
\end{equation*}
$$

classified by $x \in H^{2}(M ; \mathbb{Z}) \cong\left[M, B S^{1}\right]$, which defines the closed 7 -manifold $X$. Let $P^{n}(k)$ be the Moore space such that $\tilde{H}^{*}\left(P^{n}(k) ; \mathbb{Z}\right) \cong \mathbb{Z} / k \mathbb{Z}$ if $*=n$ and 0 otherwise [26].

Lemma 5.1 If $k \neq 0$, there is a homotopy equivalence

$$
X \simeq P^{4}(k) \cup e^{7} .
$$

Proof The lemma can be proved directly by analyzing the Serre spectral sequence of the fibration $X \rightarrow M \xrightarrow{x} B S^{1}$ induced from (15). Here we provide an alternative proof using results in geometric topology. By [22, Theorem 1.3], $X$ is homotopy equivalent to the total space of an $S^{3}$-bundle over $S^{4}$. Then by the homotopy classification of $S^{3}$-bundles over $S^{4}$ [14; 30], $X$ is homotopy equivalent to $P^{4}\left(k^{\prime}\right) \cup e^{7}$ for some $k^{\prime} \in \mathbb{Z}$. Notice that $\pi_{3}(X) \cong \pi_{3}(M) \cong \pi_{3}\left(S^{2} \cup_{k \eta_{2}} e^{4}\right) \cong \mathbb{Z} / k$, where $\eta_{2} \in \pi_{3}\left(S^{2}\right)$ is the Hopf element. Then $k=k^{\prime}$ because $\pi_{3}\left(P^{4}\left(k^{\prime}\right) \cup e^{7}\right) \cong \mathbb{Z} / k^{\prime}$, and the lemma follows.

Lemma 5.1 has an immediate consequence on the rational homotopy of $M$.

Lemma 5.2 Let $M$ be a closed 6-manifold with cell structure of the form (13). Then if $k \neq 0$ there is a rational homotopy equivalence $M \simeq{ }_{\mathbb{Q}} \mathbb{C} P^{3}$, and if $k=0$ then $M \simeq{ }_{\mathbb{Q}} S^{2} \times S^{4}$.

Proof Let $x^{2}=k y$ for some $k \in \mathbb{Q}$, where $x, y \in H^{*}(M ; \mathbb{Q})$ are two generators with $\operatorname{deg}(x)=2$. By Poincaré duality, it is easy to see that the cohomology algebra $H^{*}(M ; \mathbb{Q})$ is determined by $k$, and is isomorphic to $H^{*}\left(\mathbb{C} P^{3} ; \mathbb{Q}\right)$ if $k \neq 0$ and $H^{*}\left(S^{2} \times S^{4} ; \mathbb{Q}\right)$ if $k=0$. Since every simply connected 6 -manifold is formal [27, Proposition 4.6], the rational homotopy type of $M$ is determined by its rational cohomology algebra $H^{*}(M ; \mathbb{Q})$. Hence $M \simeq \mathbb{Q} \mathbb{C} P^{3}$ or $M \simeq{ }_{Q} S^{2} \times S^{4}$.

### 5.1 The subcase when $k$ is odd

When $k$ is odd, the loop decomposition of the Poincaré complex $P^{4}(k) \cup e^{7}$ was determined by Huang and Theriault [20]. For any prime $p$, let $S^{m}\left\{p^{r}\right\}$ be the homotopy fibre of the degree $p^{r}$ map on $S^{m}$. Let $k=p_{1}^{r_{1}} \cdots p_{\ell}^{r_{\ell}}$ be the prime decomposition of $k$. By [20, Theorem 1.1], when $k$ is odd there is a homotopy equivalence

$$
\begin{equation*}
\Omega\left(P^{4}(k) \cup e^{7}\right) \simeq \prod_{j=1}^{\ell} S^{3}\left\{p_{j}^{r_{j}}\right\} \times \Omega S^{7} \tag{16}
\end{equation*}
$$

Proposition 5.3 Let $M$ be a closed 6-manifold with cell structure of the form $S^{2} \cup_{k \eta_{2}} e^{4} \cup e^{6}$. If $k$ is odd, then $M$ has the same homotopy type as an $S^{2}$-bundle over $S^{4}$, and there is a homotopy equivalence

$$
\begin{equation*}
\Omega M \simeq S^{1} \times \prod_{j=1}^{\ell} S^{3}\left\{p_{j}^{r_{j}}\right\} \times \Omega S^{7} \tag{17}
\end{equation*}
$$

Proof The homotopy equivalence (17) follows immediately from Lemma 5.1, (15) and (16). For the first statement, recall that there is the fibre bundle [18, Section 1.1]

$$
S^{2} \rightarrow \mathbb{C} P^{3} \rightarrow S^{4}
$$

classified by a generator of $\pi_{4}(B \mathrm{SO}(3)) \cong \mathbb{Z}$. Pulling back this bundle along a selfmap of $S^{4}$ of degree $k$, we obtain the 6 -manifold $M^{\prime}$ in the following diagram of $S^{2}$-bundles:


It is easy to see that $x^{\prime 2}=k y^{\prime}$, where $x^{\prime} \in H^{2}\left(M^{\prime} ; \mathbb{Z}\right)$ and $y^{\prime} \in H^{4}\left(M^{\prime} ; \mathbb{Z}\right)$ are two generators. By [36, Corollary 4.6], when $k$ is odd the homotopy type of $M$ is uniquely determined by $k$, and hence $M \simeq M^{\prime}$.

### 5.2 The subcase when $k$ is even

In [20, Section 6], Huang and Theriault showed that for $P^{4}\left(2^{r}\right) \cup e^{7}$ with $r \geq 3$, there is an homotopy equivalence

$$
\begin{equation*}
\Omega\left(P^{4}\left(2^{r}\right) \cup e^{7}\right) \simeq S^{3}\left\{2^{r}\right\} \times \Omega S^{7} \tag{18}
\end{equation*}
$$

provided there is a map $P^{4}\left(2^{r}\right) \cup e^{7} \rightarrow S^{4}$ inducing a surjection in mod-2 homology.

Proposition 5.4 Let $M$ be a closed 6-manifold with cell structure of the form $S^{2} \cup_{2}{ }^{r} \eta_{2} e^{4} \cup e^{6}$. If $r \geq 3$, then there is a homotopy equivalence

$$
\Omega M \simeq S^{1} \times S^{3}\left\{2^{r}\right\} \times \Omega S^{7}
$$

Proof Recall by Lemma 5.1 and its proof that $X \simeq P^{4}\left(2^{r}\right) \cup e^{7}$ and $X$ is homotopy equivalent to the total space of an $S^{3}$-bundle over $S^{4}$

$$
S^{3} \rightarrow X \xrightarrow{q} S^{4}
$$

It is clear that $q_{*}: H_{4}(X ; \mathbb{Z} / 2 \mathbb{Z}) \rightarrow H_{4}\left(S^{4} ; \mathbb{Z} / 2 \mathbb{Z}\right)$ is surjective. Hence, by (18), $\Omega X \simeq S^{3}\left\{2^{r}\right\} \times \Omega S^{7}$. The lemma then follows from (15) immediately.

## 6 Coformality of 6-manifolds

In this section, we study the rational homotopy theory of 6-manifolds as an application of our decompositions in Theorem 1.1. We briefly recall some necessary terminology used in this section, and for a detailed account of rational homotopy theory one can refer to the standard literature [17].

Recall, a $C W$ complex $X$ is rationally formal if its rational homotopy type is determined by the graded commutative algebra $H^{*}(X ; \mathbb{Q})$, and is rationally coformal if its rational homotopy type is determined by the graded Lie algebra $\pi_{*}(\Omega X) \otimes \mathbb{Q}$, which is called the homotopy Lie algebra of $X$ and is denoted by $L_{X}$. Suppose $\left(\Lambda V_{X}, d\right)$ is a Sullivan model of $X$. The differential $d$ equals $\sum_{i \geq 0} d_{i}$ with $d_{i}: V_{X} \rightarrow \Lambda^{i+1} V_{X}$, and $\left(\Lambda V_{X}, d\right)$ is minimal if the linear part $d_{0}$ equals 0 . In the latter case, $V_{X}$ is dual to $\pi_{*}(\Omega X) \otimes \mathbb{Q}$.

Moreover, $X$ is coformal if and only if it has a purely quadratic Sullivan model $C^{*}\left(L_{X}, 0\right)=\left(\Lambda\left(s L_{X}\right)^{\#}, d_{1}\right)$, where $C^{*}(-)$ is the commutative cochain algebra functor, $s$ is the suspension, and \# is the dual operation.

Proposition 6.1 Let $M$ be a 6 -manifold as in Theorem 1.1 such that $d \geq 2$. Then $M$ is coformal.

Proof Consider the $S^{2}$-bundle

$$
\begin{equation*}
S^{2} \xrightarrow{i} M \xrightarrow{p} N \tag{19}
\end{equation*}
$$

in (9). By [27, Proposition 4.4] $N$ is coformal since $d \geq 2$, and hence has a minimal Sullivan model of the form $C^{*}\left(L_{N}, 0\right)=\left(\Lambda\left(s L_{N}\right)^{\#}, d_{1}\right)$ as the associated commutative cochain algebra of $\left(L_{N}, 0\right)$ [17, Example 7 in Chapter 24(f)]. Let

$$
\hat{p}: C^{*}\left(L_{N}, 0\right) \rightarrow\left(C^{*}\left(L_{N}\right) \otimes \Lambda(a, b), d\right)
$$

be a relative minimal Sullivan model of $p$ whose quotient $(\Lambda(a, b), \bar{d})$ is a minimal Sullivan model of $S^{2}$ with $d b=a^{2}$ and $\operatorname{deg}(a)=2$. It follows that there is the short exact sequence of the linear part of the model of (19),

$$
\begin{equation*}
0 \rightarrow\left(\left(s L_{N}\right)^{\#}, 0\right) \rightarrow\left(\left(s L_{N}\right)^{\#} \oplus \mathbb{Q}(a, b), d_{0}\right) \rightarrow(\mathbb{Q}(a, b), 0) \rightarrow 0, \tag{20}
\end{equation*}
$$

such that $H^{*}\left(\left(s L_{N}\right)^{\#} \oplus \mathbb{Q}(a, b), d_{0}\right)$ is dual to $\pi_{*}(M) \otimes \mathbb{Q}$. However, since the homotopy groups of (19) split by Theorem 1.1 and its proof, we see from (20) that the linear part $d_{0}$ equals 0 for $\left(s L_{N}\right)^{\#} \oplus \mathbb{Q}(a, b)$, and hence $\left(C^{*}\left(L_{N}\right) \otimes \Lambda(a, b), d\right)$ is a minimal model of $M$.

To show $M$ is coformal, it suffices to show that the differential $d$ is quadratic on $\mathbb{Q}(a, b)$ in $\left(C^{*}\left(L_{N}\right) \otimes \Lambda(a, b), d\right)$. Since $N$ is simply connected, $\left(s L_{N}\right)^{\#}$ concentrates in degrees larger than or equal to 2 . So, by the minimality of $\left(C^{*}\left(L_{N}\right) \otimes \Lambda(a, b), d\right)$ and degree reasons,

$$
d a=0 \quad \text { and } \quad d b=a^{2}+a y+\sum_{i} z_{i} w_{i}
$$

for some degree 2 elements $y, z_{i}, w_{i} \in\left(s L_{N}\right)^{\#}$. So $d=d_{1}$ in $\left(C^{*}\left(L_{N}\right) \otimes \Lambda(a, b), d\right)$. This shows that $M$ is coformal.

Proof of Theorem 1.3 First, it is well known that $\mathbb{C} P^{i}$ is not coformal for $i \geq 2$ by [27, Example 4.7]. If $d=1$, then $M$ is determined by a fibre bundle $S^{2} \rightarrow M \rightarrow \mathbb{C} P^{2}$. It has a model of the form

$$
\left(\Lambda(c, x), d x=c^{3}\right) \rightarrow(\Lambda(c, x, a, b), \tilde{d}) \rightarrow\left(\Lambda(a, b), d b=a^{2}\right)
$$

where $\operatorname{deg}(c)=\operatorname{deg}(a)=2$. By degree reasons $\tilde{d}(a)=0$, and $\tilde{d}(b)=a^{2}+k c^{2}$ for some $k \in \mathbb{Q}$, which implies that $(\Lambda(c, x, a, b), \tilde{d})$ is minimal. However, $\tilde{d}$ is not quadratic as $\tilde{d}(x)=c^{3}$. Hence $M$ is not coformal.

When $d \geq 2$, by Proposition $6.1 M$ is coformal. Moreover, Neisendorfer and Miller [27, Proposition 4.6] showed that every simply connected 6-manifold is formal. Hence, by [9, Theorem 1.2], $M$ is Koszul. By [9, Theorem 1.3], there is an isomorphism of graded Lie algebras

$$
\pi_{*}(\Omega M) \otimes \mathbb{Q} \cong H^{*}(M ; \mathbb{Q})^{!\mathscr{L}^{i e}},
$$

where ( -$)^{!!\text {Sie }}$ is the Koszul dual Lie functor.
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# Infinite families of higher torsion in the homotopy groups of Moore spaces 
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#### Abstract

We give a refinement of the stable Snaith splitting of the double loop space of a Moore space and use it to construct infinite periodic families of elements of order $p^{r+1}$ in the homotopy groups of mod $p^{r}$ Moore spaces. For odd primes $p$, our splitting implies that the homotopy groups of the mod $p^{r+1}$ Moore spectrum are summands of the unstable homotopy groups of each $\bmod p^{r}$ Moore space.
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## 1 Introduction

The purpose of this note is to combine three standard results in homotopy theory:
(1) the construction of elements of order $p^{r+1}$ in the homotopy groups of the mod $p^{r}$ Moore space $P^{n}\left(p^{r}\right)$, as described in [8];
(2) the stable splitting of $\Omega^{2} P^{n}\left(p^{r}\right)$ first proved by Snaith [21]; and
(3) the introduction of $v_{1}$-periodic self-maps by Adams in his work on the image of the $J$-homomorphism.

In their fundamental work on the homotopy theory of Moore spaces, Cohen, Moore and Neisendorfer $[7 ; 8 ; 17 ; 18]$ proved that $P^{n}\left(p^{r}\right)=S^{n-1} \cup_{p^{r}} e^{n}$ has homotopy exponent exactly $p^{r+1}$ when $p$ is a prime number greater than 3 . We will refer to elements of this maximal possible order in $\pi_{*}\left(P^{n}\left(p^{r}\right)\right)$ as higher torsion elements. The main results of this paper give additional infinite families of higher torsion elements in the homotopy groups of odd primary Moore spaces which are different from those constructed via Samelson products in [8]. The main technical ingredient is a slightly finer stable decomposition of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$ which essentially follows from a combination of results (1) and (2) above. The reason that this question arose is because of computations

[^32]of Roman Mikhailov and Jie Wu, who asked about "functorial elements" of order $p^{r+1}$ in the homotopy groups of mod $p^{r}$ Moore spaces not given by those in [8].
By considering the integral homology of the double loop space of a Moore space, it is clear that certain spherical homology classes force the classical Snaith splitting of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$ to stably decompose further than previously described. This new stable splitting allows for the construction of new higher torsion elements which are detected by $K$-theory but not detected in the ordinary homology of any iterated loop space of a Moore space, unlike the elements of order $p^{r+1}$ in [8] which have nontrivial Hurewicz images in the homology of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$ (see Lemma 4.1).

The main results are described next. Recall that the Snaith splitting gives a functorial stable homotopy equivalence

$$
\Sigma^{\infty} \Omega^{2} \Sigma^{2} X \simeq \Sigma^{\infty} \bigvee_{j=1}^{\infty} D_{j}\left(\Omega^{2} \Sigma^{2} X\right)
$$

for any path-connected CW-complex $X$, where the stable summands are given by suspension spectra of the extended powers $D_{j}\left(\Omega^{2} \Sigma^{2} X\right)=\mathcal{C}_{2}(j)_{+} \wedge_{j} X^{\wedge j}$, and $\mathcal{C}_{2}(j)$ denotes the space of $j$ little 2 -cubes disjointly embedded in $\mathbb{R}^{2}$. In the case that $X$ is an odd-dimensional sphere $S^{2 n-1}$, the stable summands $D_{j}\left(\Omega^{2} S^{2 n+1}\right)$ of $\Omega^{2} S^{2 n+1}$ have been well studied; they are $p$-locally contractible unless $j \equiv 0$ or $1 \bmod p$, in which case they can be identified with suitably suspended Brown-Gitler spectra. In particular, after localizing at a prime $p$, they are stably indecomposable. Below we consider the case of an odd-dimensional Moore space and the stable summands $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ which map naturally onto these Brown-Gitler spectra by the map $\Omega^{2} \Sigma^{2} q$ where $q: P^{2 n-1}\left(p^{r}\right) \rightarrow S^{2 n-1}$ is the pinch map.

Theorem 1.1 Suppose $p$ is prime and $n>1$.
(a) If $p \geq 3$ and $r \geq 1$, then $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ is stably homotopy equivalent to

$$
P^{2 n p^{k}-2}\left(p^{r+1}\right) \vee X_{p^{k}}
$$

for some finite $C W$-complex $X_{p^{k}}$ for all $k \geq 1$.
(b) If $p=2$ and $r>1$, then $D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ is homotopy equivalent to

$$
P^{4 n-2}\left(2^{r+1}\right) \vee X_{2}
$$

for some 4-cell complex $X_{2}=P^{4 n-3}\left(2^{r}\right) \cup C P^{4 n-2}(2)$.
(c) If $p=2$ and $r=1$, then $D_{2}\left(\Omega^{2} P^{2 n+1}(2)\right)$ is a stably indecomposable 6-cell complex.

The reason the stable splitting of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$ described by Theorem 1.1 has implications for the unstable homotopy groups of $P^{2 n+1}\left(p^{r}\right)$ is that maps

$$
P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right)
$$

admitting stable retractions exist unstably when $p$ is odd (and in only a few cases when $p=2$; see Section 6).

Theorem 1.2 Let $p$ be an odd prime, $r \geq 1$ and $n>1$. Then for every $k \geq 1$ there exist homotopy commutative diagrams

$$
P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right) \quad P^{(4 n-2) p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n}\left(p^{r}\right)
$$

where $E^{\infty}$ is the stabilization map (ie, unit of the adjunction $\Sigma^{\infty} \dashv \Omega^{\infty}$ ).
The loop space decompositions of odd primary Moore spaces given in [8;9] imply that the stable homotopy groups $\pi_{*}^{s}\left(P^{n}\left(p^{r}\right)\right)$ are in a certain sense retracts of the unstable homotopy groups $\pi_{*}\left(P^{n}\left(p^{r}\right)\right)$. Different loop space decompositions were used by Chen and $\mathrm{Wu}[4]$ to obtain the same result for 2-primary Moore spaces, and other examples of spaces whose stable and unstable homotopy groups share this property are given by Beben and $\mathrm{Wu}[3]$. As a consequence of Theorem 1.2, the stable homotopy groups of the mod $p^{r+1}$ Moore spectrum retract off the unstable homotopy groups of each mod $p^{r}$ Moore space in a similar sense when $p$ is an odd prime (see Corollary 5.1). This observation clearly suggests that $\pi_{*}\left(P^{n}\left(p^{r}\right)\right)$ contains many $\mathbb{Z} / p^{r+1}$ summands when $p$ is odd. To generate explicit examples, in Section 6 we use desuspensions of Adams maps in conjunction with Theorem 1.2 to construct infinite $v_{1}$-periodic families of higher torsion elements and obtain the following. Let $q=2(p-1)$.

Theorem 1.3 Let $p$ be an odd prime, $r \geq 1$ and $n>1$. Then for all sufficiently large $k$,

$$
\pi_{2 n p^{k}-1+t q p^{r}}\left(P^{2 n+1}\left(p^{r}\right)\right) \quad \text { and } \quad \pi_{(4 n-2) p^{k}-1+t q p^{r}}\left(P^{2 n}\left(p^{r}\right)\right)
$$

contain $\mathbb{Z} / p^{r+1}$ summands for every $t \geq 0$.
Remark 1.4 A lower bound on $k$ in Theorem 1.3 is required to ensure the existence of unstable Adams maps $v_{1}: P^{\ell+q p^{r}}\left(p^{r+1}\right) \rightarrow P^{\ell}\left(p^{r+1}\right)$ which induce isomorphisms in $K$-theory. See Section 6 for a more precise statement. In particular, in the most interesting case when $r=1$, we only require $k \geq 1$.

For $p=2$, unstable maps analogous to those in Theorem 1.2 rarely exist for reasons related to the divisibility of the Whitehead square. When $r>1$, the inclusion of the stable summand $P^{4 n-2}\left(2^{r+1}\right)$ of $\Omega^{2} P^{2 n+1}\left(2^{r}\right)$ given by Theorem 1.1 (b) exists unstably if and only if $n=2$ or 4 . As examples in these cases, we describe unstable $v_{1}$-periodic families of higher torsion elements in $\pi_{*}\left(P^{5}\left(2^{r}\right)\right)$ and $\pi_{*}\left(P^{9}\left(2^{r}\right)\right)$ for some small values of $r$ (Theorem 6.6).

Remark 1.5 When $p$ is odd, the $r>1$ case of Theorem 1.1(a) follows quickly from an unstable product decomposition of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$ proved by Neisendorfer. More precisely, [19, Theorem 1] shows that $\Omega S^{2 n p^{k}-1}\left\{p^{r+1}\right\}$ is a retract of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$ for all $k \geq 1$, and it is readily checked that $P^{2 n p^{k}-2}\left(p^{r+1}\right)$ is a stable retract of $\Omega S^{2 n p^{k}-1}\left\{p^{r+1}\right\}$; cf [2, Proposition 4.1]. The $r=1$ case of Theorem 1.1(a) gives some evidence for conjectures surrounding the unstable homotopy type of $\Omega^{2} P^{2 n+1}(p)$ considered by Cohen, Moore and Neisendorfer [7; 19], Gray [14] and Theriault [22].

In Section 2 we describe the homology of the double loop space of $P^{2 n+1}\left(p^{r}\right)$ and establish some basic properties of its Snaith summands. In Section 3 we review Cohen, Moore and Neisendorfer's construction of higher torsion elements and, in particular, their work on the homotopy and homology Bockstein spectral sequences for the single loop space of a Moore space. In Section 4 we compute higher Bocksteins in the homology of the double loop space of a Moore space and prove the splittings of Theorem 1.1. In Section 5 we derive Theorem 1.2 from Theorem 1.1 and discuss implications for the unstable homotopy groups of odd primary Moore spaces. Finally, in Section 6 we construct the infinite families of higher torsion elements discussed above.
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## 2 Homology of the stable summands $D_{j}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$

The homology of $\Omega^{n} \Sigma^{n} X$ taken with field coefficients as a filtered algebra was worked out in [6]. A short summary of that information elucidates the homology of the stable Snaith summands, usually denoted by $D_{n, j} X$. In the applications below where $n=2$,
the $j^{\text {th }}$ stable summand $D_{2, j} X$ of $\Omega^{2} \Sigma^{2} X$ will be denoted by $D_{j}\left(\Omega^{2} \Sigma^{2} X\right)$. All homology groups have $\mathbb{Z} / p$ coefficients unless indicated otherwise.

Start with the connected graded vector space

$$
V=\bar{H}_{*}(X)
$$

given by the reduced $\bmod p$ homology of a path-connected space $X$. Next, consider the reduced homology of the suspension $\Sigma X$, denoted by $\sigma V$. Form the free graded Lie algebra generated by $\sigma V$, denoted by

$$
L[\sigma V] .
$$

In addition, consider the free graded restricted Lie algebra

$$
L^{p}[\sigma V] .
$$

This restricted Lie algebra is isomorphic to the module of primitive elements in the tensor algebra generated by $\sigma V$, so the tensor algebra is a primitively generated Hopf algebra.

A basis for $L^{p}[\sigma V]$ is given by the union of
(1) a basis $\mathcal{B}=\left\{b_{\alpha} \mid \alpha \in I\right\}$ for $L[\sigma(V)]_{\text {odd }}$, the elements of odd degree in $L[\sigma(V)]$;
(2) a basis $\mathcal{C}=\left\{c_{\gamma} \mid \gamma \in J\right\}$ for $L[\sigma(V)]_{\text {even }}$, the elements of even degree in $L[\sigma(V)]$; and
(3) a basis for the $\left(p^{k}\right)^{\text {th }}$ powers of $L[\sigma(V)]_{\text {even }}$, say $\mathcal{P C}=\left\{c_{\gamma}{ }^{p^{k}} \mid \gamma \in J, k \geq 1\right\}$.

It follows from the Bott-Samelson theorem that a basis for the module of primitives in the $\bmod p$ homology of $\Omega \Sigma^{2} X$ is given by

$$
\mathcal{B} \cup \mathcal{C} \cup \mathcal{P C}
$$

The mod $p$ homology of $\Omega^{2} \Sigma^{2} X$ can now be described using the preparations of the previous paragraph. First, for each $\left(p^{k}\right)^{\text {th }}$ power $x=c_{\gamma} p^{k} \in \mathcal{P C}$, let $\sigma^{-1} x$ denote the formal desuspension, lowering the degree of $x$ by one. Let $\beta \sigma^{-1} x$ denote the formal first Bockstein of $\sigma^{-1} c_{\gamma}{ }^{p^{k}}$, with degree $|x|-2$. Let $\Psi$ denote the set of elements given by

$$
\Psi=\left\{\sigma^{-1} x, \beta \sigma^{-1} x \mid x \in \mathcal{P C}\right\} .
$$

Theorem 2.1 [6] If $X$ is a path-connected CW-complex and $p$ is an odd prime, then the mod $p$ homology $H_{*}\left(\Omega^{2} \Sigma^{2} X\right)$ is isomorphic as an algebra to the free graded commutative algebra generated by

$$
\sigma^{-1} \mathcal{B} \cup \sigma^{-1} \mathcal{C} \cup \Psi
$$

Remark 2.2 The result in case $p=2$ is different and mildly simpler (see [6] and the remarks preceding Lemma 2.5 below).

The homology of iterated loop-suspensions are free $E_{n}$-algebras naturally equipped with more algebraic structure than we will need here, but we briefly mention two homology operations which will often be used below to label elements of $H_{*}\left(\Omega^{2} \Sigma^{2} X\right)$ when $X=P^{2 n-1}\left(p^{r}\right)$; namely, the Dyer-Lashof operation

$$
Q_{1}: H_{n}\left(\Omega^{2} \Sigma^{2} X\right) \rightarrow H_{n p+p-1}\left(\Omega^{2} \Sigma^{2} X\right)
$$

and the Browder bracket

$$
\lambda: H_{n}\left(\Omega^{2} \Sigma^{2} X\right) \otimes H_{m}\left(\Omega^{2} \Sigma^{2} X\right) \rightarrow H_{n+m+1}\left(\Omega^{2} \Sigma^{2} X\right)
$$

The images of $Q_{1}$ and $\lambda$ contain the transgressions of $\left(p^{k}\right)^{\text {th }}$ powers and iterated commutators, respectively, of primitive elements in the tensor Hopf algebra $H_{*}\left(\Omega \Sigma^{2} X\right)$. See [6] for a description of the generators in $\sigma^{-1} \mathcal{B} \cup \sigma^{-1} \mathcal{C} \cup \Psi$ in terms of these operations.

We recall that the set of indecomposables $\sigma^{-1} \mathcal{B} \cup \sigma^{-1} \mathcal{C} \cup \Psi$ is also graded by weights as in [6] in such a way that the reduced mod $p$ homology of $D_{j}\left(\Omega^{2} \Sigma^{2} X\right)$ is spanned by the monomials of weight $j$ in the free graded commutative algebra generated by $\sigma^{-1} \mathcal{B} \cup \sigma^{-1} \mathcal{C} \cup \Psi$.

Explicitly, for $X=P^{2 n-1}\left(p^{r}\right)$, let $\{u, v\}$ be a basis for the graded vector space $V=\bar{H}_{*}\left(P^{2 n-1}\left(p^{r}\right)\right)$ with $|u|=2 n-2,|v|=2 n-1$ and $\beta^{(r)} v=u$. Then, if $p$ is odd, Theorem 2.1 implies that $H_{*}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ is a free graded commutative algebra on generators

$$
\left.\begin{array}{l}
u, v, \lambda(u, u), \lambda(u, v), \lambda(u, \lambda(u, v)), \lambda(v, \lambda(u, v)), \ldots \in \sigma^{-1} \mathcal{B} \cup \sigma^{-1} \mathcal{C} \\
\quad Q_{1} v, \beta^{(1)} Q_{1} v, Q_{1}^{2} v, \beta^{(1)} Q_{1}^{2} v, \ldots \\
Q_{1} \lambda(u, u), \beta^{(1)} Q_{1} \lambda(u, u), Q_{1}^{2} \lambda(u, u), \beta^{(1)} Q_{1}^{2} \lambda(u, u), \ldots \\
Q_{1} \lambda(u, \lambda(u, v)), \beta^{(1)} Q_{1} \lambda(u, \lambda(u, v)), \ldots \\
\quad \vdots
\end{array}\right\} \in \Psi
$$

with weights defined by

$$
\begin{aligned}
\mathrm{wt}(u) & =\mathrm{wt}(v)=1 \\
\mathrm{wt}\left(Q_{1}^{k} x\right) & =\mathrm{wt}\left(\beta^{(1)} Q_{1}^{k} x\right)=p^{k} \mathrm{wt}(x) \\
\mathrm{wt}(\lambda(x, y)) & =\mathrm{wt}(x)+\mathrm{wt}(y)
\end{aligned}
$$

and extended to all monomials by $\mathrm{wt}(x y)=\mathrm{wt}(x)+\mathrm{wt}(y)$.

We will often use the same notation, $u$ and $v$, to denote generators of the bottom two $\bmod p$ homology groups of $P^{2 n+1}\left(p^{r}\right), \Omega P^{2 n+1}\left(p^{r}\right)$ and $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$, indicating degrees with subscripts when necessary.

To prove the splittings in Theorem 1.1, we will need to know the top two homology groups of the Snaith summands $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ explicitly. Although the list of generators above is specific to the case of $p$ odd, the following lemma holds for all primes $p$.

Lemma 2.3 For each $k \geq 0, D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ is a $\left(2 n p^{k}-2 p^{k}-1\right)$-connected ( $2 n p^{k}-1$ )-dimensional space with
(a) $H_{2 n p^{k}-1}\left(D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)\right)=\operatorname{span}\left\{Q_{1}^{k} v\right\}$,
(b) $H_{2 n p^{k-2}}\left(D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)\right)=\operatorname{span}\left\{\beta^{(1)} Q_{1}^{k} v, \operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)\right\}$,
where $\operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)$ denotes the $\left(p^{k}-1\right)$-fold iterated Browder bracket

$$
\lambda(v, \lambda(v, \ldots, \lambda(v, u), \ldots)) .
$$

Proof Since the reduced mod $p$ homology of $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ consists of the elements of homogeneous weight $p^{k}$ in $H_{*}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$, the connectivity and dimension of $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ follow from the fact that the weight $p^{k}$ monomials of lowest and highest homological degree are $u^{p^{k}}$ and $Q_{1}^{k} v$, respectively, with $\left|u p^{k}\right|=2 n p^{k}-2 p^{k}$ and $\left|Q_{1}^{k} v\right|=2 n p^{k}-1$.

Observe that any nonzero iterated Browder bracket with arguments in $\{u, v\}$ must involve $u \in H_{2 n-2}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ since $\lambda(v, v)=0$ (being the transgression of the graded commutator of an even degree element with itself in the tensor algebra $H_{*}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)$ ). Parts (a) and (b) now follow easily by inspection of monomials of weight $p^{k}$ in homological degrees $2 n p^{k}-1$ and $2 n p^{k}-2$.

Remark 2.4 For $k=0$, the span in Lemma 2.3(b) is 1-dimensional since $\beta^{(1)} v$ and $\operatorname{ad}_{\lambda}^{0}(v)(u)$ coincide if $r=1$, and $\beta^{(1)} v=0$ if $r>1$. Of course, in this case $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)=D_{1}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ is simply $P^{2 n-1}\left(p^{r}\right)$. For all $k \geq 1$, $\operatorname{dim} H_{2 n p^{k}-2}\left(D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)\right)=2$.

In the $p=2$ case we will need to know the homology of $D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ as a module over the Steenrod algebra. The mod 2 homology generators of weight 2 differ somewhat from those appearing in the list above for odd primes. First, since $H_{*}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ is
a polynomial algebra, we have the quadratic generator $v^{2}$ in addition to $u^{2}$ and $u v$. Second, the Browder bracket $\lambda(u, u)$ is trivial since this class represents the transgression of the commutator $[u, u]=u^{2}+u^{2}=0$ in the tensor algebra $H_{*}\left(\Omega P^{2 n+1}\left(2^{r}\right)\right)=T(u, v)$ over $\mathbb{Z} / 2$. On the other hand, since $u^{2} \in H_{4 n-2}\left(\Omega P^{2 n+1}\left(2^{r}\right)\right)$ is primitive, this class transgresses to a generator $Q_{1} u$ in $H_{4 n-3}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$, unlike in the odd primary case.

It follows that $D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ is a 6-cell complex with

$$
\begin{aligned}
& H_{4 n-1}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)=\operatorname{span}\left\{Q_{1} v\right\}, \\
& H_{4 n-2}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)=\operatorname{span}\left\{v^{2}, \lambda(u, v)\right\}, \\
& H_{4 n-3}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)=\operatorname{span}\left\{u v, Q_{1} u\right\}, \\
& H_{4 n-4}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)=\operatorname{span}\left\{u^{2}\right\} .
\end{aligned}
$$

Lemma 2.5 The action of the Steenrod algebra on $H_{*}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)$ is determined by
(a) $\mathrm{Sq}_{*}^{1} Q_{1} v= \begin{cases}v^{2}+\lambda(u, v) & \text { if } r=1, \\ v^{2} & \text { if } r>1,\end{cases}$
(b) $\mathrm{Sq}_{*}^{2} Q_{1} v= \begin{cases}Q_{1} u & \text { if } r=1, \\ 0 & \text { if } r>1,\end{cases}$
(c) $\mathrm{Sq}_{*}^{2} v^{2}=\mathrm{Sq}_{*}^{1} u v= \begin{cases}u^{2} & \text { if } r=1, \\ 0 & \text { if } r>1 .\end{cases}$

Proof By [6, III.3.10], $\beta^{(1)} Q_{1} x=x^{2}+\lambda\left(x, \beta^{(1)} x\right)$ for $x \in H_{*}\left(\Omega^{2} \Sigma^{2} X ; \mathbb{Z} / 2\right)$ with $|x|$ odd. Part (a) follows since $\beta^{(1)} v=u$ if $r=1$, and $\beta^{(1)} v=0$ if $r>1$.

Part (b) follows from the Nishida relation $\mathrm{Sq}_{*}^{2} Q_{1}=Q_{1} \mathrm{Sq}_{*}^{1}$.
For part (c), the Cartan formula and the fact that $\mathrm{Sq}_{*}^{1}=\beta^{(1)}$ is a derivation on the Pontryagin ring $H_{*}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ imply that $\mathrm{Sq}_{*}^{2} v^{2}$ and $\mathrm{Sq}_{*}^{1} u v$ are as claimed.

Since the Browder bracket satisfies the Cartan formula [6, III.1.2(7)]

$$
\mathrm{Sq}_{*}^{n} \lambda(x, y)=\sum_{i+j=n} \lambda\left(\mathrm{Sq}_{*}^{i} x, \mathrm{Sq}_{*}^{j} y\right),
$$

we have $\operatorname{Sq}_{*}^{2} \lambda(u, v)=\operatorname{Sq}_{*}^{1} \lambda(u, v)=0$. The relations above therefore determine all nontrivial Steenrod operations in $H_{*}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)$.

## 3 Review of the work of Cohen, Moore and Neisendorfer

To prepare for the proofs of Theorems 1.1 and 1.2 in the next sections, we briefly review some of the work of Cohen, Moore and Neisendorfer [8;17] on torsion in the homotopy groups of Moore spaces.

Recall that the mod $p^{r}$ homotopy groups of a space $X$ are defined by

$$
\pi_{n}\left(X ; \mathbb{Z} / p^{r}\right)=\left[P^{n}\left(p^{r}\right), X\right] .
$$

Provided $p^{r}>2$, there are splittings [20, Proposition 6.2.2]

$$
P^{n}\left(p^{r}\right) \wedge P^{m}\left(p^{r}\right) \simeq P^{n+m}\left(p^{r}\right) \vee P^{n+m-1}\left(p^{r}\right)
$$

for $n, m \geq 2$ which allow for the definition of mod $p^{r}$ Samelson products

$$
\pi_{n}\left(\Omega X ; \mathbb{Z} / p^{r}\right) \otimes \pi_{m}\left(\Omega X ; \mathbb{Z} / p^{r}\right) \rightarrow \pi_{n+m}\left(\Omega X ; \mathbb{Z} / p^{r}\right) .
$$

Together with the Bockstein differential, this gives $\pi_{*}\left(\Omega X ; \mathbb{Z} / p^{r}\right)$ the structure of a differential graded Lie algebra when $p \geq 5$ and $r \geq 1$, and a differential graded quasi-Lie algebra when $p=3$ and $r \geq 2$; see [17; 20]. The $\bmod p$ Hurewicz map

$$
h: \pi_{*}(\Omega X ; \mathbb{Z} / p) \rightarrow H_{*}(\Omega X ; \mathbb{Z} / p)
$$

intertwines mod $p$ Samelson products with commutators in the Pontryagin ring and commutes with Bockstein differentials, thereby inducing a morphism of spectral sequences from the $\bmod p$ homotopy Bockstein spectral sequence $\left(E_{\pi}^{s}(\Omega X), \beta^{(s)}\right)$ to the mod $p$ homology Bockstein spectral sequence ( $E_{H}^{s}(\Omega X), \beta^{(s)}$ ).

Consider $\pi_{*}\left(\Omega P^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right)$. In degrees $2 n$ and $2 n-1$, denote the $\bmod p$ reduction of the adjoint of the identity map and its $r^{\text {th }}$ Bockstein by

$$
\nu: P^{2 n}(p) \rightarrow \Omega P^{2 n+1}\left(p^{r}\right) \quad \text { and } \quad \beta^{(r)} v=\mu: P^{2 n-1}(p) \rightarrow \Omega P^{2 n+1}\left(p^{r}\right),
$$

respectively. Then the Hurewicz images $h(v)=v$ and $h(\mu)=u$ generate

$$
H_{2 n}\left(\Omega P^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right) \quad \text { and } \quad H_{2 n-1}\left(\Omega P^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right),
$$

respectively, and by the Bott-Samelson theorem,

$$
\begin{equation*}
H_{*}\left(\Omega P^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right) \cong T(u, v) \cong U L(u, v), \tag{1}
\end{equation*}
$$

where $L(u, v)$ is the free differential graded Lie algebra on two generators $u$ and $v$ with differential $\beta^{(r)} v=u$.

In any graded (quasi-)Lie algebra $L$ (more generally, any graded module with an antisymmetric bracket operation), let $\operatorname{ad}(x)(y)=[x, y]$ for $x, y \in L$. Define $\operatorname{ad}^{0}(x)(y)=y$ and inductively define $\operatorname{ad}^{k}(x)(y)=\operatorname{ad}(x)\left(\operatorname{ad}^{k-1}(x)(y)\right)$ for $k \geq 1$. To detect higher torsion in $\pi_{*}\left(P^{2 n+1}\left(p^{r}\right)\right)$, Cohen, Moore and Neisendorfer [8] consider the mod $p$ Samelson products

$$
\begin{aligned}
\tau_{k}(v) & =\operatorname{ad}^{p^{k}-1}(v)(\mu) \\
\sigma_{k}(v) & =\frac{1}{2 p} \sum_{j=1}^{p^{k}-1}\binom{p^{k}}{j}\left[\operatorname{ad}^{j-1}(v)(\mu), \operatorname{ad}^{p^{k}-j-1}(v)(\mu)\right]
\end{aligned}
$$

in $\pi_{*}\left(\Omega P^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right)$ and their mod $p$ Hurewicz images $\tau_{k}(v)$ and $\sigma_{k}(v)$ defined similarly in terms of graded commutators. Since the tensor algebra (1) is acyclic with respect to the differential $\beta^{(r)}$, the homology Bockstein spectral sequence collapses at the $(r+1)^{\text {st }}$ page and no higher differentials in the homotopy Bockstein spectral sequence can be detected by the Hurewicz map:

$$
\begin{gathered}
E_{H}^{1}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)=\cdots=E_{H}^{r}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)=T(u, v) \\
\bar{E}_{H}^{r+1}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)=0
\end{gathered}
$$

In particular, $\tau_{k}(v) \in H_{2 n p^{k}-1}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)$ is killed by the differential

$$
\beta^{(r)} v^{p^{k}}=\tau_{k}(v)
$$

for all $k \geq 0$. To tease out higher torsion, Cohen, Moore and Neisendorfer instead compute the homology Bockstein spectral sequence of the loops on the fibre $F^{2 n+1}\left(p^{r}\right)$ of the pinch map $q: P^{2 n+1}\left(p^{r}\right) \rightarrow S^{2 n+1}$, where lifts

$$
\tau_{k}^{\prime}(v), \sigma_{k}^{\prime}(v) \in \pi_{*}\left(\Omega F^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right)
$$

of $\tau_{k}(v)$ and $\sigma_{k}(v)$, and their Hurewicz images $\tau_{k}^{\prime}(v)$ and $\sigma_{k}^{\prime}(v)$, are shown to survive to the $(r+1)^{\text {st }}$ page, at least when $p$ is odd.

Theorem 3.1 [8, Theorem 10.3] Let $p$ be an odd prime and $r \geq 1$. Then there is an isomorphism of differential graded Hopf algebras

$$
E_{H}^{r+1}\left(\Omega F^{2 n+1}\left(p^{r}\right)\right) \cong \Lambda\left(\tau_{0}^{\prime}(v), \tau_{1}^{\prime}(v), \tau_{2}^{\prime}(v), \ldots\right) \otimes \mathbb{Z} / p\left[\sigma_{1}^{\prime}(v), \sigma_{2}^{\prime}(v), \ldots\right]
$$

where $\left|\tau_{k}^{\prime}(v)\right|=2 n p^{k}-1,\left|\sigma_{k}^{\prime}(v)\right|=2 n p^{k}-2$ and

$$
\beta^{(r+1)} \tau_{k}^{\prime}(v)=\ell \sigma_{k}^{\prime}(v), \quad \ell \neq 0
$$

for $k \geq 1$.

Since the homology classes $\tau_{k}^{\prime}(v)=h\left(\tau_{k}^{\prime}(\nu)\right)$ support nontrivial Bocksteins $\beta^{(r+1)}$ for $k \geq 1$, the same is true of the $\bmod p$ homotopy classes

$$
\tau_{k}^{\prime}(v) \in \pi_{2 n p^{k}-1}\left(\Omega F^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p\right)
$$

It follows that there exist maps

$$
\begin{equation*}
\delta_{k}^{\prime}: P^{2 n p^{k}-1}\left(p^{r+1}\right) \rightarrow \Omega F^{2 n+1}\left(p^{r}\right) \tag{2}
\end{equation*}
$$

for each $k \geq 1$ which satisfy $\left(\delta_{k}^{\prime}\right)_{*}\left(v_{2 n p^{k}-1}\right)=\tau_{k}^{\prime}(v)$ in $\bmod p$ homology and induce split monomorphisms in integral homology.
To exhibit nontrivial classes in the image of $\beta^{(r+1)}$ in $E_{\pi}^{r+1}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)$, Cohen, Moore and Neisendorfer show that the composition of $\beta^{(r+1)} \tau_{k}^{\prime}(\nu)$ with

$$
\Omega F^{2 n+1}\left(p^{r}\right) \rightarrow \Omega P^{2 n+1}\left(p^{r}\right)
$$

does not represent zero in $E_{\pi}^{r+1}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)$, thereby proving the following.
Theorem 3.2 [8;17] Let $p$ be an odd prime and $r \geq 1$. Then $\pi_{2 n p^{k-1}}\left(P^{2 n+1}\left(p^{r}\right)\right)$ contains a $\mathbb{Z} / p^{r+1}$ summand for every $k \geq 1$.

Remark 3.3 It follows from Theorem 3.2 and the loop space decomposition for even-dimensional odd primary Moore spaces [8, Theorem 1.1],

$$
\begin{equation*}
\Omega P^{2 n+2}\left(p^{r}\right) \simeq S^{2 n+1}\left\{p^{r}\right\} \times \Omega\left(\bigvee_{j=0}^{\infty} P^{4 n+2 n j+3}\left(p^{r}\right)\right) \tag{3}
\end{equation*}
$$

that $\pi_{*}\left(P^{n}\left(p^{r}\right)\right)$ contains $\mathbb{Z} / p^{r+1}$ summands for all $n \geq 3$ when $p$ is odd.

## 4 Splittings of $D_{p^{k}}\left(\Omega^{\mathbf{2}} P^{\mathbf{2 n + 1}}\left(p^{r}\right)\right)$

In this section we prove Theorem 1.1 in a series of lemmas and discuss the stable homotopy type of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$. We assume throughout that $n>1$.

The higher torsion discussed in the previous section is not reflected in the homology of the single loop space of a Moore space since $H_{*}\left(\Omega P^{n}\left(p^{r}\right)\right)$ is acyclic with respect to $\beta^{(r)}$. The next lemma shows that it becomes visible in homology after looping twice.

Lemma 4.1 Let $p$ be an odd prime and $r \geq 1$. Then in the $\bmod p$ homology Bockstein spectral sequence of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$,

$$
\beta^{(r+1)} \operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u) \neq 0
$$

in $E_{H}^{r+1}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ for each $k \geq 1$. Moreover, there exist maps

$$
\delta_{k}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right)
$$

for each $k \geq 1$ which satisfy $\left(\delta_{k}\right)_{*}\left(v_{2 n p^{k}-2}\right)=\operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)$ in mod $p$ homology and induce split monomorphisms in integral homology.

Proof Consider the composite

$$
P^{2 n p^{k}-1}\left(p^{r+1}\right) \xrightarrow{\delta_{k}^{\prime}} \Omega F^{2 n+1}\left(p^{r}\right) \rightarrow \Omega P^{2 n+1}\left(p^{r}\right),
$$

where $\delta_{k}^{\prime}$ is the map from (2) and the second map is the fibre inclusion of the looped pinch $\operatorname{map} \Omega q: \Omega P^{2 n+1}\left(p^{r}\right) \rightarrow \Omega S^{2 n+1}$. In $\bmod p$ homology, $\left(\delta_{k}^{\prime}\right)_{*}\left(v_{2 n p^{k}-1}\right)=\tau_{k}^{\prime}(v)$ and $\left(\delta_{k}^{\prime}\right)_{*}\left(u_{2 n p^{k}-2}\right)=\ell \sigma_{k}^{\prime}(v)$ for $\ell \neq 0$ by Theorem 3.1 and naturality of the Bockstein. Since these classes map to $\tau_{k}(v), \ell \sigma_{k}(v) \in H_{*}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)$, the composite above induces a monomorphism in mod $p$ homology (with Bocksteins acting trivially on the image).
Define $\delta_{k}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right)$ to be the adjoint of the composite above. Let $\tau_{k}^{\lambda}(v)$ denote the iterated Browder bracket

$$
\tau_{k}^{\lambda}(v)=\operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u) \in H_{2 n p^{k}-2}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right),
$$

which is the transgression of the iterated commutator

$$
\tau_{k}(v)=\operatorname{ad}^{p^{k}-1}(v)(u) \in H_{2 n p^{k}-1}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)
$$

It follows that $\left(\delta_{k}\right)_{*}\left(v_{2 n p^{k}-2}\right)=\tau_{k}^{\lambda}(v)$. Similarly, $\left(\delta_{k}\right)_{*}\left(u_{2 n p^{k}-3}\right)=\ell \sigma_{k}^{\lambda}(v) \neq 0$, where $\sigma_{k}^{\lambda}(v)$ denotes the transgression of $\sigma_{k}(v) \in H_{2 n p^{k}-2}\left(\Omega P^{2 n+1}\left(p^{r}\right)\right)$.
We now have a map $\delta_{k}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right)$ inducing

$$
\begin{aligned}
& v_{2 n p^{k}-2} \longmapsto \tau_{k}^{\lambda}(v) \\
& \beta^{(r+1)} \underbrace{}_{u_{2 n p^{k}-3}} \longmapsto l \sigma_{k}^{\lambda}(v)
\end{aligned}
$$

in homology and it remains to show that $\beta^{(r+1)} \tau_{k}^{\lambda}(v) \neq 0$. It suffices by naturality of $\beta^{(r+1)}$ to show that $\sigma_{k}^{\lambda}(v)$ does not represent zero in

$$
E_{H}^{r+1}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)=H_{*}\left(E_{H}^{r}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right), \beta^{(r)}\right)
$$

First note that $\tau_{k}^{\lambda}(v)$ and $\sigma_{k}^{\lambda}(v)$ are $\beta^{(s)}$-cycles for $s \leq r$ since $v_{2 n p^{k}-2}$ and $u_{2 n p^{k}-3}$ are. To see that they are not $\beta^{(s)}$-boundaries for any $s \leq r$, consider the Snaith splitting of $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$. Since all Bocksteins must respect the induced splitting in homology
and $\tau_{k}^{\lambda}(v)$ and $\sigma_{k}^{\lambda}(v)$ lie in the homology of the stable summand $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$, it follows from Lemma 2.3 that for degree reasons the only class $x$ which could potentially satisfy $\beta^{(s)} x=\sigma_{k}^{\lambda}(v)$ is a linear combination of $\beta^{(1)} Q_{1}^{k} v$ and $\tau_{k}^{\lambda}(v)$. But $\beta^{(s)} \beta^{(1)} Q_{1}^{k} v=\beta^{(s)} \tau_{k}^{\lambda}(v)=0$ for all $s \leq r$. Therefore $\tau_{k}^{\lambda}(v)$ and $\sigma_{k}^{\lambda}(v)$ represent nontrivial classes in $E_{H}^{r+1}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$, where the differential $\beta^{(r+1)} \tau_{k}^{\lambda}(v)=\ell \sigma_{k}^{\lambda}(v)$ is forced.

As a partial 2-primary analogue of Lemma 4.1, we show that the class $\operatorname{ad}_{\lambda}^{2^{k}-1}(v)(u)$ supports a higher Bockstein when $k=1$.

Lemma 4.2 Let $p=2$ and $r \geq 1$. Then in the mod 2 homology Bockstein spectral sequence of $\Omega^{2} P^{2 n+1}\left(2^{r}\right)$,

$$
\beta^{(r+1)} \lambda(u, v)=Q_{1} u
$$

in $E_{H}^{r+1}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$.
Proof We give a direct chain level calculation similar to the proof of [6, III.3.10]. Consider the $\Sigma_{2}$-invariant map $\theta: \mathcal{C}_{2}(2) \times X \times X \rightarrow X$ given by the action of the little 2-cubes operad on $X=\Omega^{2} P^{2 n+1}\left(2^{r}\right)$. Let $e_{k}$ and $\alpha$ be as defined in [16, Section 6] and let $a$ and $b$ be chains representing $v$ and $u$, respectively, with $d(a)=2^{r} b$. Then

$$
\begin{aligned}
d\left((\alpha+1) e_{1} \otimes a \otimes b\right) & =\left(\alpha^{2}-1\right) e_{0} \otimes a \otimes b-2^{r}(\alpha+1) e_{1} \otimes b \otimes b \\
& =-2^{r+1} e_{1} \otimes b \otimes b
\end{aligned}
$$

Since $\theta_{*}$ commutes with $d$, it follows from the definitions of $\lambda$ and $Q_{1}(c f[6 ; 16])$ that $\beta^{(s)} \lambda(u, v)=0$ for $s \leq r$ and $\beta^{(r+1)} \lambda(u, v)=Q_{1} u$.

Let $i: S^{n-1} \rightarrow P^{n}\left(p^{r}\right)$ denote the inclusion of the bottom cell and $\eta: S^{n} \rightarrow S^{n-1}$ the Hopf map.

Lemma 4.3 Let $n \geq 4$ and $r \geq 1$. Then:
(a) $\pi_{n-1}\left(P^{n}\left(p^{r}\right)\right)=\mathbb{Z} / p^{r}\langle i\rangle$.
(b) $\pi_{n}\left(P^{n}\left(p^{r}\right)\right)= \begin{cases}\mathbb{Z} / 2\langle i \eta\rangle & \text { if } p=2, \\ 0 & \text { if } p \text { is odd. }\end{cases}$

Proof Both parts follow immediately from the sequence

$$
\pi_{j}\left(S^{n-1}\right) \rightarrow \pi_{j}\left(S^{n-1}\right) \rightarrow \pi_{j}\left(P^{n}\left(p^{r}\right)\right) \rightarrow \pi_{j}\left(S^{n}\right) \rightarrow \pi_{j}\left(S^{n}\right)
$$

induced by the cofibration defining $P^{n}\left(p^{r}\right)$, which is exact for $j=n-1, n$ by the Blakers-Massey theorem. Note that the degree $p^{r}$ map on $S^{n-1}$ induces multiplication
by $p^{r}$ on $\pi_{n}\left(S^{n-1}\right)=\mathbb{Z} / 2\langle\eta\rangle$ since $\eta$ is a suspension for $n \geq 4$ (whereas $S^{2} \xrightarrow{2} S^{2}$ induces multiplication by 4 on $\pi_{3}\left(S^{2}\right)$, implying $\pi_{3}\left(P^{3}(2)\right)=\mathbb{Z} / 4$, eg $)$.

We are now ready to prove the splittings of Theorem 1.1, parts (a) and (b) of which are restated below as Lemmas 4.4 and 4.5, respectively.

Lemma 4.4 If $p$ is an odd prime and $r \geq 1$, then $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ is stably homotopy equivalent to

$$
P^{2 n p^{k}-2}\left(p^{r+1}\right) \vee X_{p^{k}}
$$

for some finite $C W$-complex $X_{p^{k}}$ for all $k \geq 1$.
Proof Suppose $p$ is an odd prime, $r \geq 1$ and let $k \geq 1$. By Lemma 4.1, the map

$$
\delta_{k}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right)
$$

induces a monomorphism in $\bmod p$ homology with

$$
\left(\delta_{k}\right)_{*}\left(v_{2 n p^{k}-2}\right)=\operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u), \quad\left(\delta_{k}\right)_{*}\left(u_{2 n p^{k}-3}\right)=\beta^{(r+1)} \operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)
$$

Since these elements have weight $p^{k}$ in $H_{*}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$, by stabilizing $\delta_{k}$ and composing with the Snaith splitting, we obtain a stable map

$$
P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)
$$

with the same image in homology.
It therefore suffices to produce a map $f_{k}: D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right) \rightarrow P^{2 n p^{k}-2}\left(p^{r+1}\right)$ with

$$
\begin{equation*}
\left(f_{k}\right)_{*}\left(\operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)\right)=v_{2 n p^{k}-2} . \tag{4}
\end{equation*}
$$

By collapsing the $\left(2 n p^{k}-4\right)$-skeleton of $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)$ to a point, we are left with a complex with cells only in dimensions $2 n p^{k}-3,2 n p^{k}-2$ and $2 n p^{k}-1$ (by Lemma 2.3) of the form

$$
\begin{equation*}
\left(\bigvee_{i=1}^{d} S^{2 n p^{k}-3}\right) \cup e^{2 n p^{k}-2} \cup e^{2 n p^{k}-2} \cup e^{2 n p^{k}-1} \tag{5}
\end{equation*}
$$

where $d=\operatorname{dim} H_{2 n p^{k-3}}\left(D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)\right)$ and the top three cells carry the homology classes $Q_{1}^{k} v, \beta^{(1)} Q_{1}^{k} v \operatorname{and~ad}_{\lambda}^{p^{k}-1}(v)(u)$. Since

$$
\operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u) \in H_{2 n p^{k}-2}\left(D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)\right)
$$

supports a nontrivial $(r+1)^{\text {st }}$ Bockstein by Lemma 4.1, we may assume (altering by a self-homotopy equivalence if necessary) that the inclusion of one of the bottom cells
in (5) has Hurewicz image $\beta^{(r+1)} \operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)$. Then by further collapsing a wedge $\bigvee_{i=1}^{d-1} S^{2 n p^{k}-3}$ of the other bottom cells to a point, we obtain a 4-cell complex $C$ with $\bmod p$ homology Bockstein spectral sequence given by

$$
\begin{array}{ccc}
2 n p^{k}-1 & Q_{1}^{k} v & \\
2 n p^{k}-2 & \beta^{(1)} \downarrow \\
& \beta^{(1)} Q_{1}^{k} v & \operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u) \\
2 n p^{k}-3 & & \beta^{(r+1)} \operatorname{ad}_{\lambda}^{p^{k}-1}(v)(u)
\end{array}
$$

and a map $D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right) \rightarrow C$ inducing an epimorphism in homology.
It follows from the description of $H_{*}(C)$ above that

$$
C \simeq P^{2 n p^{k}-2}\left(p^{r+1}\right) \cup_{\alpha} e^{2 n p^{k}-2} \cup_{\gamma} e^{2 n p^{k}-1}
$$

for some attaching maps $\alpha$ and $\gamma$. Since $\beta^{(1)} Q_{1}^{k} v \in H_{2 n p^{k}-2}(C)$ does not support any differential in the Bockstein spectral sequence and every nonzero element $\alpha \in \pi_{2 n p^{k}-3}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)=\mathbb{Z} / p^{r+1}$ is detected by a Bockstein, we conclude that $\alpha$ is trivial. Next we consider

$$
\begin{aligned}
\gamma \in \pi_{2 n p^{k}-2}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right. & \left.\vee S^{2 n p^{k}-2}\right) \\
& =\pi_{2 n p^{k}-2}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right) \oplus \pi_{2 n p^{k}-2}\left(S^{2 n p^{k}-2}\right) .
\end{aligned}
$$

By Lemma 4.3, $\pi_{2 n p^{k}-2}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)=0$ since $p$ is odd, and since the top homology class $Q_{1}^{k} v \in H_{2 n p^{k}-1}(C)$ supports a nontrivial first Bockstein differential, it follows that the second component of $\gamma$ is of degree $\pm p$. Therefore,

$$
C \simeq P^{2 n p^{k}-2}\left(p^{r+1}\right) \vee P^{2 n p^{k}-1}(p) .
$$

Finally, using this splitting we define the map $f_{k}$ by the composite $f_{k}: D_{p^{k}}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right) \rightarrow C \simeq P^{2 n p^{k}-2}\left(p^{r+1}\right) \vee P^{2 n p^{k}-1}(p) \xrightarrow{\pi_{1}} P^{2 n p^{k}-2}\left(p^{r+1}\right)$, where the first map is the quotient map described in the previous paragraph and $\pi_{1}$ is the projection onto the first wedge summand. By construction, $f_{k}$ satisfies (4) so the assertion follows.

Lemma 4.5 If $r>1$, then there is a homotopy equivalence

$$
D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right) \simeq P^{4 n-2}\left(2^{r+1}\right) \vee X_{2}
$$

for some 4-cell complex $X_{2}=P^{4 n-3}\left(2^{r}\right) \cup C P^{4 n-2}(2)$.

Proof Let $r>1$ and note that the mod 2 homology generators $u, v \in H_{*}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ in respective degrees $2 n-2,2 n-1$ give a basis for the homology of the first stable summand $D_{1}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)=P^{2 n-1}\left(2^{r}\right)$ of $\Omega^{2} P^{2 n+1}\left(2^{r}\right)$. Next, a basis for the quadratic part of $H_{*}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ is given by the classes

with Bockstein differentials acting as indicated by Lemmas 2.5 and 4.2 and the fact that $\beta^{(r)} v=u$. It follows that $D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ has the homotopy type of a 6-cell complex

$$
D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right) \simeq P^{4 n-3}\left(2^{r}\right) \cup_{\alpha} e^{4 n-3} \cup_{\gamma} e^{4 n-2} \cup_{\delta} e^{4 n-2} \cup_{\epsilon} e^{4 n-1}
$$

with homology as above, where the bottom Moore space carries the homology classes $u v$ and $u^{2}$. As in the proof of Lemma 4.4, the attaching map $\alpha$ is null homotopic since every nonzero element of $\pi_{4 n-4}\left(P^{4 n-3}\left(2^{r}\right)\right)=\mathbb{Z} / 2^{r}$ is detected by a Bockstein and $Q_{1} u$ supports no differential in the homology Bockstein spectral sequence. The next attaching maps $\gamma$ and $\delta$ may therefore be regarded as elements of

$$
\pi_{4 n-3}\left(P^{4 n-3}\left(2^{r}\right) \vee S^{4 n-3}\right)=\mathbb{Z} / 2 \oplus \mathbb{Z}
$$

where the first summand is generated by $i \eta$ by Lemma 4.3. Naturality and the morphism of cofibrations

imply that $i \eta$ is detected by $\mathrm{Sq}_{*}^{2}$ since $\eta$ is. Since $\mathrm{Sq}_{*}^{2}$ acts trivially on

$$
H_{*}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)
$$

when $r>1$ by Lemma 2.5, the first components of $\gamma$ and $\delta$ must therefore be trivial. Without loss of generality, we may assume the second components of $\gamma$ and $\delta$ are trivial and degree $\pm 2^{r+1}$, respectively, since we have a basis $\left\{v^{2}, \lambda(v, u)\right\}$ of
$H_{4 n-2}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)$ where $v^{2}$ is a permanent cycle and $\lambda(v, u)$ supports a nontrivial $\beta^{(r+1)}$.

We now have a homotopy equivalence

$$
D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right) \simeq\left(P^{4 n-3}\left(2^{r}\right) \vee P^{4 n-2}\left(2^{r+1}\right) \vee S^{4 n-2}\right) \cup_{\epsilon} e^{4 n-1},
$$

where $v^{2} \in H_{4 n-2}\left(D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)\right)$ corresponds to the fundamental class of the (4n-2)-sphere on the right. Denote the components of the attaching map $\epsilon$ by

$$
\epsilon=\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right) \in \pi_{4 n-2}\left(P^{4 n-3}\left(2^{r}\right)\right) \oplus \pi_{4 n-2}\left(P^{4 n-2}\left(2^{r+1}\right)\right) \oplus \pi_{4 n-2}\left(S^{4 n-2}\right) .
$$

It suffices to show that $\epsilon_{2}$ and $\epsilon_{3}$ are trivial and degree $\pm 2$, respectively. Clearly the first Bockstein $\beta^{(1)} Q_{1} v=v^{2}$ on the top class of $D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ implies $\epsilon_{3}$ is of degree $\pm 2$. To see that $\epsilon_{2}$ is trivial, collapse the bottom Moore space $P^{4 n-3}\left(2^{r}\right)$ to a point and repeat the argument above analyzing the attaching map $\gamma$.

To conclude the proof of Theorem 1.1, it remains to show that $D_{2}\left(\Omega^{2} P^{2 n+1}(2)\right)$ is a stably indecomposable 6 -cell complex. This follows immediately from homological considerations: by Lemmas 2.5 and $4.2, H_{*}\left(D_{2}\left(\Omega^{2} P^{2 n+1}(2)\right)\right)$ clearly does not admit any nontrivial decomposition respecting Steenrod and higher Bockstein operations.

## 5 Proof of Theorem 1.2

In this section we derive Theorem 1.2 from Theorem 1.1 and discuss some implications for the unstable homotopy groups of odd primary Moore spaces.

Proof of Theorem 1.2 Suppose $p$ is an odd prime and $r \geq 1$. Then for each $k \geq 1$, the map $\delta_{k}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(p^{r}\right)$ from Lemma 4.1 admits a stable retraction by Lemma 4.4. Taking adjoints in the resulting homotopy commutative diagram

yields the desired factorization of the unstable map

$$
E^{\infty}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow Q P^{2 n p^{k}-2}\left(p^{r+1}\right)
$$

through $\Omega^{2} P^{2 n+1}\left(p^{r}\right)$.

In order to similarly factor the stabilization map of a mod $p^{r+1}$ Moore space through $\Omega^{2} P^{2 n}\left(p^{r}\right)$, we reduce to the odd-dimensional case using the fact that $\Omega^{2} P^{4 n-1}\left(p^{r}\right)$ is an unstable retract of $\Omega^{2} P^{2 n}\left(p^{r}\right)$ by the loop space decomposition (3). Explicitly, there is a map

$$
P^{(4 n-2) p^{k}-2}\left(p^{r+1}\right) \xrightarrow{\delta_{k}} \Omega^{2} P^{4 n-1}\left(p^{r}\right) \rightarrow \Omega^{2} P^{2 n}\left(p^{r}\right)
$$

admitting a stable retraction, so the argument above implies that the stabilization map of $P^{(4 n-2) p^{k}-2}\left(p^{r+1}\right)$ factors through $\Omega^{2} P^{2 n}\left(p^{r}\right)$.
Note that if $p$ is prime and $\pi_{j}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)$ is in the stable range such that the map $E^{\infty}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow Q P^{2 n p^{k}-2}\left(p^{r+1}\right)$ is an isomorphism on $\pi_{j}(\cdot)$, then Theorem 1.2 implies that $\pi_{j}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)$ is a summand of $\pi_{j+2}\left(P^{2 n+1}\left(p^{r}\right)\right)$. Since for any given $j \in \mathbb{Z}$ we have $\pi_{j}^{S}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)=\pi_{j}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)$ for $k$ sufficiently large, it follows that every stable homotopy group of a mod $p^{r+1}$ Moore space is a summand of $\pi_{*}\left(P^{2 n+1}\left(p^{r}\right)\right)$.
Rephrasing a little, we have the following consequence of Theorem 1.2. Let $\mathbb{S} / p^{r}$ denote the mod $p^{r}$ Moore spectrum; that is, the cofibre of $\mathbb{S} \xrightarrow{p^{r}} \mathbb{S}$ where $\mathbb{S}$ is the sphere spectrum.

Corollary 5.1 Let $p$ be an odd prime and $r \geq 1$. Then for each $j \in \mathbb{Z}, \pi_{j}\left(\mathbb{S} / p^{r+1}\right)$ is a summand of $\pi_{2 n p^{k}+j-1}\left(P^{2 n+1}\left(p^{r}\right)\right)$ for every sufficiently large $k$.

Proof For each $j \in \mathbb{Z}$,

$$
\pi_{j}\left(\mathbb{S} / p^{r+1}\right)=\pi_{j+2 n p^{k}-3}^{S}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)=\pi_{j+2 n p^{k}-3}\left(P^{2 n p^{k}-2}\left(p^{r+1}\right)\right)
$$

for all sufficiently large $k$. Therefore the first commutative diagram in Theorem 1.2 implies that $\pi_{j}\left(\mathbb{S} / p^{r+1}\right)$ retracts off

$$
\pi_{j+2 n p^{k}-3}\left(\Omega^{2} P^{2 n+1}\left(p^{r}\right)\right)=\pi_{j+2 n p^{k}-1}\left(P^{2 n+1}\left(p^{r}\right)\right) .
$$

Remark 5.2 The second commutative diagram in Theorem 1.2 implies that similar results hold for the unstable homotopy groups of even-dimensional odd primary Moore spaces.

## $6 \quad v_{1}$-periodic families

In this section we construct new infinite families of higher torsion elements in the unstable homotopy groups of Moore spaces using Theorem 1.2 and periodic self-maps

$$
v_{1}: P^{n+q_{r}}\left(p^{r}\right) \rightarrow P^{n}\left(p^{r}\right),
$$

as introduced by Adams [1] in his study of the image of the $J$-homomorphism. Here,

$$
q_{r}= \begin{cases}q p^{r-1} & \text { if } p \text { is odd, } \\ \max \left(8,2^{r-1}\right) & \text { if } p=2,\end{cases}
$$

where $q=2(p-1)$ and $v_{1}$ induces an isomorphism in $K$-theory. Such maps exist unstably provided $n \geq 2 r+3$ by [12] and desuspend further to $P^{3}(p)$ in case $p$ is odd and $r=1$ by [10].

Restricting each iterate $v_{1}^{t}=v_{1} \circ \Sigma^{q_{r}} v_{1} \circ \cdots \circ \Sigma^{t q_{r}} v_{1}$ of $v_{1}$ to the bottom cell gives an infinite family of maps

$$
S^{n+t q_{r}-1} \rightarrow P^{n+t q_{r}}\left(p^{r}\right) \xrightarrow{v_{1}^{t}} P^{n}\left(p^{r}\right)
$$

which generate $\mathbb{Z} / p^{r}$ summands in $\pi_{n+t q_{r}-1}\left(P^{n}\left(p^{r}\right)\right)$ for $t \geq 0$, and composing with the pinch map $q: P^{n}\left(p^{r}\right) \rightarrow S^{n}$ gives rise to the first studied infinite families in the stable homotopy groups of spheres. For example, if $p$ is odd, these composites form the $\alpha$-family and generate the $p$-component of the image of $J$ in $\pi_{t q_{r}-1}(\mathbb{S})$; see [11, Proposition 1.1]. To generate $\mathbb{Z} / p^{r+1}$ summands in $\pi_{*}\left(P^{n}\left(p^{r}\right)\right)$ when $p$ is odd, we apply the same procedure to $\bmod p^{r+1}$ Moore spaces and compose into $P^{n}\left(p^{r}\right)$ along the maps in the diagrams of Theorem 1.2.

When $p=2$, analogous unstable maps $\delta_{1}: P^{4 n-2}\left(2^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(2^{r}\right)$ realizing the stable splittings of Theorem 1.1 only exist when $n=2$ or 4 , as we show below. In the $n=2$ case, no Adams self-map of the $\bmod 2^{r+1}$ Moore spectrum desuspends far enough to precompose $\delta_{1}$ with. Instead, we show that an infinite family of elements of order 8 in the homotopy groups of spheres constructed in [15] factors through $P^{6}(8)$ and injects along $\delta_{1}: P^{6}(8) \rightarrow \Omega^{2} P^{5}(4)$; see Theorem 6.6 below.

### 6.1 The odd primary case

Let $n>1$. As usual, for an odd prime $p$ we let $q=2(p-1)$. The following is a more precise statement of Theorem 1.3.

Theorem 6.1 Let $p$ be an odd prime and $r \geq 1$.
(a) If $k \geq \log _{p}((r+4) / n)$, then $\pi_{2 n p^{k}-1+t q p^{r}}\left(P^{2 n+1}\left(p^{r}\right)\right)$ contains a $\mathbb{Z} / p^{r+1}$ summand for every $t \geq 0$.
(b) If $k \geq \log _{p}((r+3) /(2 n-1))$, then $\pi_{(4 n-2) p^{k}-1+t q p^{r}}\left(P^{2 n}\left(p^{r}\right)\right)$ contains a $\mathbb{Z} / p^{r+1}$ summand for every $t \geq 0$.

Proof By Theorem 1.2, $E^{\infty}: P^{2 n p^{k}-2}\left(p^{r+1}\right) \rightarrow Q P^{2 n p^{k}-2}\left(p^{r+1}\right)$ factors as a composite

$$
P^{2 n p^{k}-2}\left(p^{r+1}\right) \xrightarrow{\delta_{k}} \Omega^{2} P^{2 n+1}\left(p^{r}\right) \rightarrow Q P^{2 n p^{k}-2}\left(p^{r+1}\right) .
$$

Note, the restriction of $\delta_{k}$ to the bottom cell defines an element of $\pi_{2 n p^{k-1}}\left(P^{2 n+1}\left(p^{r}\right)\right)$ of order $p^{r+1}$. The bound on $k$ ensures that $2 n p^{k}-2 \geq 2(r+1)+4$, which implies that an unstable representative $v_{1}: P^{2 n p^{k}-2+q p^{r}}\left(p^{r+1}\right) \rightarrow P^{2 n p^{k}-2}\left(p^{r+1}\right)$ of the Adams map exists by [12, Proposition 2.11]. That the restriction of any iterate $v_{1}^{t}$ to the bottom cell has order $p^{r+1}$ follows from the fact that $v_{1}^{t}$ induces an isomorphism in $K$-theory. Therefore the composite

$$
S^{2 n p^{k}-3+t q p^{r}} \rightarrow P^{2 n p^{k}-2+t q p^{r}}\left(p^{r+1}\right) \xrightarrow{v_{1}^{t}} P^{2 n p^{k}-2}\left(p^{r+1}\right) \xrightarrow{\delta_{k}} \Omega^{2} P^{2 n+1}\left(p^{r}\right)
$$

also has order $p^{r+1}$ for all $t \geq 0$ since composing further into $Q P^{2 n p^{k}-2}\left(p^{r+1}\right)$ gives the adjoint of the restriction of $\Sigma^{\infty} v_{1}^{t}$ to the bottom cell. Part (b) is proved similarly.

Remark 6.2 The proof above shows that each $\delta_{k}$ generates an infinite $v_{1}$-periodic family in $\pi_{*}\left(P^{2 n+1}\left(p^{r}\right) ; \mathbb{Z} / p^{r+1}\right)$ giving rise to an infinite family of higher torsion elements in $\pi_{*}\left(P^{2 n+1}\left(p^{r}\right)\right)$. We point out that in the loop space decomposition [9]

$$
\Omega P^{2 n+1}\left(p^{r}\right) \simeq T^{2 n+1}\left\{p^{r}\right\} \times \Omega\left(\bigvee_{\alpha} P^{n_{\alpha}}\left(p^{r}\right)\right)
$$

each of these elements lands in the homotopy of the bottom indecomposable factor $T^{2 n+1}\left\{p^{r}\right\}$, and many more infinite families than are indicated here can be obtained by applying the Hilton-Milnor theorem to the second factor and iterating our construction above.

### 6.2 The 2-primary case

We consider next the problem of desuspending the inclusion of the stable summand $P^{4 n-2}\left(2^{r+1}\right)$ of $\Omega^{2} P^{2 n+1}\left(2^{r}\right)$ given by Theorem 1.1(b) and mimicking the construction above of unstable $v_{1}$-periodic families of higher odd primary torsion elements.

Note that a homotopy commutative diagram

cannot exist unless $r>1$ since $D_{2}\left(\Omega^{2} P^{2 n+1}(2)\right)$ is stably indecomposable by Theorem 1.1(c). Furthermore, such a factorization implies $Q_{1} u \in H_{4 n-3}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ is spherical since only this class lies in the image of the $(r+1)^{\text {st }}$ Bockstein in degree $4 n-3$. For $r=1$, it follows from the proposition below that this class is spherical only in Kervaire invariant dimensions.

Proposition 6.3 [23, Proposition 2.21] The class $u^{2} \in H_{4 n-2}\left(\Omega P^{2 n+1}(2)\right)$ is spherical if and only if the Whitehead square $w_{2 n-1} \in \pi_{4 n-3}\left(S^{2 n-1}\right)$ is divisible by 2 .

For $r>1$, the same argument leads to the following.
Proposition 6.4 Let $r>1$. The following conditions are equivalent:
(a) $Q_{1} u \in H_{4 n-3}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right)$ is spherical;
(b) $u^{2} \in H_{4 n-2}\left(\Omega P^{2 n+1}\left(2^{r}\right)\right)$ is spherical;
(c) $n=1,2$ or 4 .

Proof If a map $f: S^{4 n-3} \rightarrow \Omega^{2} P^{2 n+1}\left(2^{r}\right)$ has mod 2 reduced Hurewicz image $Q_{1} u$, then the adjoint of $f$ factors as

$$
f^{\prime}: S^{4 n-2} \xrightarrow{\Sigma f} \Sigma \Omega^{2} P^{2 n+1}\left(2^{r}\right) \xrightarrow{\sigma} \Omega P^{2 n+1}\left(2^{r}\right),
$$

where $\sigma$ induces the homology suspension

$$
\sigma_{*}: H_{*}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right) \rightarrow H_{*+1}\left(\Omega P^{2 n+1}\left(2^{r}\right)\right) .
$$

Thus $\sigma_{*}\left(Q_{1} u\right)=u^{2}$ is the Hurewicz image of $f^{\prime}$.
Conversely, given $g^{\prime}: S^{4 n-2} \rightarrow \Omega P^{2 n+1}\left(2^{r}\right)$ with $g_{*}^{\prime}\left(\iota_{4 n-2}\right)=u^{2}$, the adjoint of $g^{\prime}$ factors as

$$
g: S^{4 n-3} \xrightarrow{E} \Omega S^{4 n-2} \xrightarrow{\Omega g^{\prime}} \Omega^{2} P^{2 n+1}\left(2^{r}\right) .
$$

Consider the morphism of path-loop fibrations induced by $g^{\prime}$. Since $u^{2}$ transgresses to $Q_{1} u$ in the Serre spectral sequence associated to the path-loop fibration over $\Omega P^{2 n+1}\left(2^{r}\right)$, it follows by naturality that $g_{*}\left(\iota_{4 n-3}\right)=Q_{1} u$. Therefore conditions (a) and (b) are equivalent.

If $n=1,2$ or 4 , then the adjoint of the Hopf invariant one map $S^{4 n-1} \rightarrow S^{2 n}$ has Hurewicz image $\iota_{2 n-1}^{2} \in H_{4 n-2}\left(\Omega S^{2 n}\right)$, so the composite

$$
S^{4 n-2} \rightarrow \Omega S^{2 n} \xrightarrow{\Omega i} \Omega P^{2 n+1}\left(2^{r}\right)
$$

has Hurewicz image $u^{2}$.

Conversely, if $u^{2} \in H_{4 n-2}\left(\Omega P^{2 n+1}\left(2^{r}\right)\right)$ is spherical, then the proof given in [23] of Proposition 6.3 above shows that $i \circ w_{2 n-1}$ is null homotopic in the diagram
where the top row is a fibration sequence. By [5, Lemma 21.1],

$$
[u, v] \in H_{4 n-3}\left(\Omega P^{2 n}\left(2^{r}\right)\right)
$$

is spherical and so is its image in $H_{4 n-3}(E)$. As in [23], it follows that the (4n-3)skeleton of $E$ is homotopy equivalent to $S^{2 n-1} \vee S^{4 n-3}$ and $\left.f\right|_{S^{4 n-3}}$ is null homotopic. Therefore a lift $\ell$ may be chosen to factor through $\left.f\right|_{S^{2 n-1}}$, which is of degree $2^{r}$. Since the degree 2 map induces multiplication by 2 on $\pi_{4 n-3}\left(S^{2 n-1}\right)$ by Barratt's distributivity formula [5, Proposition 4.3], the Whitehead square $w_{2 n-1}$ is divisible by $2^{r}$, which implies $n \in\{1,2,4\}$ since $r>1$.

By Proposition 6.4, diagrams of the form (6) inducing the stable splittings of Theorem 1.1(b) (where $n>1$ is assumed) cannot exist if $n \neq 2$ or 4 . We verify that such diagrams do exist in these two exceptional dimensions.

Theorem 6.5 Let $r>1$. Then there exist homotopy commutative diagrams


Proof Let $n=2$ or 4 and let $f: S^{4 n-3} \rightarrow \Omega^{2} P^{2 n+1}\left(2^{r}\right)$ be a map with $\bmod 2$ reduced Hurewicz image $Q_{1} u$. Then by Lemma 4.2, the integral Hurewicz image of $f$ is a generator of $H_{4 n-3}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right) ; \mathbb{Z}\right) \cong \mathbb{Z} / 2^{r+1}$, so $f$ has order at least $2^{r+1}$. That $f$ has order at most $2^{r+1}$ follows from [5, Proposition 13.3], so $f$ extends to a map $\bar{f}: P^{4 n-2}\left(2^{r+1}\right) \rightarrow \Omega^{2} P^{2 n+1}\left(2^{r}\right)$ with $\beta^{(r+1)} \bar{f}_{*}\left(v_{4 n-2}\right)=Q_{1} u$. Since $r>1$, the Snaith splitting and Theorem 1.1(b) give a composite

$$
\Omega^{2} P^{2 n+1}\left(2^{r}\right) \rightarrow Q D_{2}\left(\Omega^{2} P^{2 n+1}\left(2^{r}\right)\right) \rightarrow Q P^{4 n-2}\left(2^{r+1}\right)
$$

which is an epimorphism on $H_{4 n-2}(\cdot)$ and $H_{4 n-3}(\cdot)$. It follows that the composition of $\bar{f}$ with the composite above is $(4 n-2)$-connected and hence homotopic to the stabilization map $E^{\infty}: P^{4 n-2}\left(2^{r+1}\right) \rightarrow Q P^{4 n-2}\left(2^{r+1}\right)$ up to a self-equivalence.

Theorem 6.6 Let $r=2$ or 3. Then
(a) $\pi_{3+8 t}\left(P^{5}(4)\right)$ contains a $\mathbb{Z} / 8$ summand for every $t \geq 1$;
(b) $\pi_{7+8 t}\left(P^{9}\left(2^{r}\right)\right)$ contains a $\mathbb{Z} / 2^{r+1}$ summand for every $t \geq 1$.

Proof We begin with part (b). Consider the second diagram in Theorem 6.5 and let $r=2$ or 3. Then for stability reasons, an unstable Adams map

$$
v_{1}: P^{n+8}\left(2^{r+1}\right) \rightarrow P^{n}\left(2^{r+1}\right)
$$

exists for $n=14$. As in the odd primary case, restricting any iterate

$$
v_{1}^{t-1}: P^{6+8 t}\left(2^{r+1}\right) \rightarrow P^{14}\left(2^{r+1}\right)
$$

to the bottom cell yields a homotopy class of order $2^{r+1}$ and stable order $2^{r+1}$. The resulting composition with the map $P^{14}\left(2^{r+1}\right) \rightarrow \Omega^{2} P^{9}\left(2^{r}\right)$ therefore generates a $\mathbb{Z} / 2^{r+1}$ summand in $\pi_{5+8 t}\left(\Omega^{2} P^{9}\left(2^{r}\right)\right)=\pi_{7+8 t}\left(P^{9}\left(2^{r}\right)\right)$ by Theorem 6.5.

For part (a), we use the fact that an unstable Adams map $v_{1}: P^{n+8}(8) \rightarrow P^{n}(8)$ exists for $n \geq 9$ with the property that the composite

$$
N_{t}: S^{8 t} \xrightarrow{i} P^{1+8 t}(8) \xrightarrow{v_{1}^{t-1}} P^{9}(8) \xrightarrow{v^{\#}} S^{5}
$$

has order 8 in $\pi_{8 t}\left(S^{5}\right)$ for all $t \geq 1$ by [15, Theorem E]. Here $\nu^{\sharp}$ denotes an extension of $v: S^{8} \rightarrow S^{5}$. Suspending once, an extension $\nu^{\sharp}: P^{10}(8) \rightarrow S^{6}$ of $v: S^{9} \rightarrow S^{6}$ can be chosen to factor through the pinch map $q: P^{6}(8) \rightarrow S^{6}$ (we postpone a proof of this claim to Lemma 6.7 below). Combining this with the first diagram in Theorem 6.5, we obtain a homotopy commutative diagram


The composite $E^{\infty} \circ \Sigma N_{t}$ is adjoint to $\Sigma^{\infty} N_{t} \in \pi_{8 t-5}(\mathbb{S})$ and therefore has order 8 since the proof of [15, Theorem E] shows $N_{t}$ has real $e$-invariant $b / 8$ where $b$ is odd. Hence the composite $S^{1+8 t} \rightarrow \Omega^{2} P^{5}(4)$ has order at least 8 . Since $8 i=0$, the theorem follows.

It remains to prove the following factorization of $v \in \pi_{9}\left(S^{6}\right)$ used in the proof above.

Lemma 6.7 There is a homotopy commutative diagram


Proof Since $8 \circ v=v \circ 8=0$ in $\pi_{9}\left(S^{6}\right)$, $v$ lifts to the fibre $S^{6}\{8\}$ of the degree 8 map, and since $\operatorname{sk}_{9}\left(S^{6}\{8\}\right) \simeq P^{6}(8)$, it follows that $v$ factors as $S^{9} \xrightarrow{\ell} P^{6}(8) \xrightarrow{q} S^{6}$. It suffices to show that $\ell$ has order 8 . The fibre $F$ of the pinch map $q$ has the homotopy type of a CW-complex $S^{5} \cup e^{10} \cup e^{15} \cup \cdots$ where the first attaching map is $8 w_{5}=0$ by [13, Corollary 5.8]. It follows that $\pi_{9}(F)=\mathbb{Z} / 2$. The short exact sequence

$$
0=\pi_{10}\left(S^{6}\right) \rightarrow \pi_{9}(F) \rightarrow \pi_{9}\left(P^{6}(8)\right) \xrightarrow{q_{*}} \pi_{9}\left(S^{6}\right) \xrightarrow{0} \pi_{8}(F)
$$

therefore implies $\pi_{9}\left(P^{6}(8)\right)=\mathbb{Z} / 2 \oplus \mathbb{Z} / 8$. In particular, $\ell$ has order 8 .
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[^2]:    ${ }^{1}$ In [4] this is said to be the colimit. The use of the word colimit can be justified by the fact that this is actually the colimit on the level of underlying point set at each $n$ if one considers spectrum $X$ as a collection of spaces $X_{n}$ and structure maps $\Sigma X_{n} \rightarrow X_{n+1}$. However, this is clearly not the colimit in the category of spectra, so we avoid the use of this term.

[^3]:    ${ }^{2}$ As a matter of fact, it was assumed implicitly that the sequence $I$ was nonzero, due to the obvious relation $\mu_{0,0}=0$ with the "old" definition. This relation holds no longer. One can easily adapt the proof of [6, Theorem 1.9] to the "new" definition.

[^4]:    ${ }^{3}$ The claim we made in earlier versions available online on arXiv is erroneous: one of the errors is the fact that the fiber of $j_{-2}$ has positive-dimensional cells if $n>1$.

[^5]:    ${ }^{4}$ The notation is voluntarily reminiscent of what we used in earlier versions. $W$ here corresponds to $W_{1}$, $F$ to $F_{2}$.
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[^9]:    ${ }^{1} \mathrm{~A}(\mathrm{dg})$ Hopf collection $\mathcal{C}$ for us is a sequence $\mathcal{C}(r)$ of dg commutative algebras, with actions of the symmetric groups $S_{r}$. A (dg) Hopf cooperad is a cooperad in dg commutative algebras.

[^10]:    ${ }^{2}$ We call the naive real homotopy type the quasi-isomorphism type of the dg commutative algebra of (PL or smooth) forms. Note that in the nonsimply connected case this definition is not the correct one; one should rather consider the real homotopy type of the universal cover with the action of the fundamental group. We do not consider this better notion here, and in this paper "real homotopy type" shall always refer to the naive real homotopy type.

[^11]:    ${ }^{3}$ We work with the unital version of the Fulton-MacPherson operad.
    ${ }^{4}$ Recall that due to our cohomological conventions these spaces live in nonpositive degree. In particular, the generator $\mu_{n} \in L_{\infty}$ has degree $2-n$.

[^12]:    ${ }^{5}$ Notice that on the second summand $\phi_{12}$ refers to the volume form of $S^{D-1}=\mathrm{FM}_{D}(2)$. We are using Remark 9 to ensure that this term is indeed of that form.

[^13]:    ${ }^{6}$ Notice that here we make use of the fact that $f(\Gamma)$ is actually in $\Omega_{\text {triv }}\left(\mathrm{FM}_{M}(n+k)\right)$.

[^14]:    ${ }^{7} \mathrm{On} \mathrm{GC}{ }_{H}^{\geq 3}{ }^{\bullet}(M)$ this filtration is quite trivial.

[^15]:    ${ }^{8}$ In Proposition 8 the propagator has been denoted $\phi_{12}$. Here we choose to drop the subscript 12 for brevity.

[^16]:    ${ }^{9}$ We note that in the original sketch of the construction of PA forms by Kontsevich and Soibelman [29], the pushforward was (claimed to be) defined for all PA forms, for a slightly laxer definition of PA forms compared to [24].

[^17]:    ${ }^{10}$ The star of a vertex $v$ is the union of the interiors of faces that contain $v$.
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    ${ }^{1}$ The initiality and semantics of higher inductive types still need to be fully worked out.
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[^21]:    ${ }^{1}$ For given relatively prime integers $p$ and $q, \mathrm{a}(p, q)$-curve is a torus knot that winds $p$ times around the meridian of the torus and $q$ times around its longitude.
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[^24]:    ${ }^{1}$ When $b(K)=2,3$, a similar inequality holds but the coefficient $2 b(K)-5$ is 1 or $\frac{5}{3}$, respectively.
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[^27]:    ${ }^{1}$ The transition $S \rightarrow S^{\prime}$ in this case is called a single cycle bifurcation.
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