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This paper studies the Fourier–Jacobi expansions of Eisenstein series on U(3, 1).
I relate the Fourier–Jacobi coefficients of the Eisenstein series with special values
of L-functions. This relationship can be applied to verify the existence of certain
Eisenstein series on U(3, 1) that do not vanish modulo p. This is a crucial step
towards one divisibility of the main conjecture for GL2× K× using the method
of Eisenstein congruences.
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1. Introduction

Eisenstein congruence and Iwasawa main conjecture. Eisenstein series have been
intensively used in constructions of p-adic L-functions and in the Iwasawa main
conjectures. Ribet [1976] used the congruences between Eisenstein series and cusp
forms to prove the converse of the Herbrand theorem. This idea was extended to
congruences between p-adic families of modular forms, which was successfully
used, first by Mazur and Wiles [1984] to prove the main conjecture for real abelian
fields, then by Wiles [1990] for all totally real fields. Subsequently, Skinner and
Urban used this technique to study the main conjectures for the motives attached to
modular forms; see [Urban 2001; Urban 2006; Skinner and Urban 2012].
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In the ongoing joint project with Hsieh, we want to apply Eisenstein congruences
to the following main conjecture for elliptic curves. Take an imaginary quadratic
field K in which p splits. Fix an embedding i∞ : Q→ C and an isomorphism
i : C∼= Cp. Let

ρE : Gal(Q/Q)→ GL(H 1
et(E,Qp))

be the p-adic Galois representation associated to an elliptic curve E over Q with
good ordinary reduction at p. Let η : A×K /K×→ C× be a Hecke character with the
infinity type (k, 0), where k is an integer and k > 1. Put O= Zp[Im η], the ring of
values of η. Let Kmax be the unique Z2

p-extension of K , and let 0 =Gal(Kmax/K ).
Define 3 = O[[0]] the Iwasawa algebra of 0. Given 9 a 3-valued character of
Gal(Q/K ) that interpolates η, there exists a unique element L p(ρE ⊗9) in 3
interpolating ((2π i)2k/�2k

K )L K (0, E ⊗ η), where �K is the CM-period associated
to K . (About the precise normalization of L K (E ⊗ η, 0), one may check [Hsieh
2011b, Definition 1]. Especially, since the weight of the CM form associated to
η is greater than 2, the period appearing in the denominator of the normalization
of L K (E ⊗ η, 0) is not the period of E , but the CM period attached to η and K .)
Let p and p̄ be the two primes in K above p. Let KS be the maximal unramified
extension of K outside S, where

S = {p, p̄} ∪ {v finite | ηv is ramified, or E has a bad reduction at v} ∪ {∞}.

Use M∗ to denote the Pontryagin dual of a 3-module M . Define the nonprimitive
3-adic Selmer group to ρE ⊗9 by

SelK (ρE ⊗9)= ker{H 1(Gal(KS/K ), T ⊗3∗)→ H 1(Ip̄, Tp̄⊗3∗)},

where T =H 1
et(E,Zp), Ip̄ is the inertia group at p̄; see [Hsieh 2011b]. The following

conjecture is formulated in [Greenberg 1994]:

Conjecture 1.1. SelK (ρE ⊗9) is cotorsion over 3, and for any height 1 prime P ,

ordP L p(ρE ⊗9)= lP(SelK (ρE ⊗9)),

where lP(SelK (ρE ⊗9))= length3P
(SelK (ρE ⊗9)

∗
⊗33P).

Remark 1.2. Though they have similar formulations, the conjecture above is differ-
ent from the main conjecture of elliptic curves studied in [Skinner and Urban 2012],
because the specializations of 9 are different. Our 9 interpolates Hecke characters
over K with the infinity type (k, 0) for an integer k > 1; the infinity types in [ibid.]
are different. In addition, we consider different L p(ρE ⊗9) and SelK (ρE ⊗9).
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Nonvanishing modulo p of Eisenstein series. Both for Ribet’s original argument
and for various cases of Iwasawa main conjectures, we crucially need to guarantee
the Eisenstein series (or the p-adic Eisenstein series) used in the proofs does not
vanish modulo p, for the naive reason that this is sufficient to deduce that the
congruent cusp form is nontrivial. A more technical reason is that it is necessary to
show that the constant term of this Eisenstein series divides the Eisenstein ideal,
which is the first step towards one divisibility of the main conjecture.

For main conjectures of different cuspidal representations, Eisenstein series on
different reductive groups are constructed so that the p-adic L-functions in the
main conjectures interpolate the constant terms of the Eisenstein series. There is no
consistent way to argue nonvanishing modulo p of an Eisenstein series on a general
reductive group. This question has been one of the obstacles of Iwasawa theory for
L-functions of higher degrees. Urban [2006] argued that an Eisenstein–Klingen
series on GSp(4) is nontrivial modulo p in the following way: Find an algebraic
linear combination of its Fourier coefficients (this is essentially a period integral of
the Eisenstein series) that turns out to be a special L-value, and use Vatsal’s result
[2003] that this L-value does not vanish modulo p. A similar argument is used as
well by Skinner and Urban [2012] to show an Eisenstein series on U(2, 2) does not
vanish modulo p.

To solve the main conjecture in our ongoing project, we need to construct an
Eisenstein series on U(3, 1). To attack the question about nonvanishing modulo p
of this Eisenstein series, the method is a bit different from other cases. Because
U(3, 1) is nonquasisplit, the Eisenstein series has a Fourier–Jacobi expansion where
the coefficients are theta functions.

Results on Fourier–Jacobi coefficients. From now on, let K be an imaginary qua-
dratic extension of a totally real field F . Assume the degree of F over Q is r . Let P
be the minimal parabolic subgroup of U(3, 1) with U(2)×K× as the Levi part. Let
5 be an automorphic representation of U(2)(F) \U (2)(AF ), which corresponds to
a holomorphic weight 2 cuspidal eigenform on GL2(F). Take a Hecke character η
of K× such that η∞(z∞)= |z∞|k/z∞k . The desirable Eisenstein series Ek( · ,5, η)

of weight k on U(3, 1) is defined by pulling back a Siegel–Eisenstein series on
U(3, 3). This pullback idea was due to Shimura and was applied in the constructions
of Eisenstein series in many cases; see [Urban 2006; Skinner and Urban 2012;
Hsieh 2011b].

Let Mk(U (3, 1)) be the space of weight k automorphic forms on U(3, 1). A
linear functional associated to a Bruhat–Schwartz function φ on A2 (where A is the
adèle of F) can be defined by

lφ :Mk(U(3, 1))→ C, F 7→
〈Fψ , θφ〉 · θ5φ (1)
〈θφ, θφ〉

, (1)
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where θ5φ is the theta lifting from the cuspidal representation 5 on U(2) to U(1)
defined by θφ , and Fψ is the Fourier–Jacobi coefficient of F attached to the additive
character ψ . When defining the theta lifting, a Hecke character χ will be introduced.
So in the following Theorem 1.3, χ is implicit in the left side of the equation, but
appears in the right. For the precise definition of the Fourier–Jacobi coefficient of
F, one can refer to (25), and change E( · , f, s) in that equation to F. Let TA(ψ)

be the space of adelic theta functions on N (F)U (2)(F) \ N (A)U (2)(A) with a
well-defined inner product 〈 · , · 〉. Then Fψ and θφ are both elements inside.

In the following theorem, S denotes the set of ramified places (the ramified
places include places where any data used in the computation is ramified, for
example, the characters η and χ are ramified, the field extension K/F is ramified,
the representation 5 is ramified, and so on). We use L S to denote the partial
L-function omitting the local L-factors at primes in S.

Theorem 1.3. For Ek( · ,5, η),

lφ(Ek( · ,5, η))

= C ·
(2π i)(2k−4)r L S(ηχ−1, 1

2(k− 2))L S(η−1χ, 1
2(k− 4))L S(5, χ, 1)

�2k
K

,

where C is a nonzero constant which can be explicitly calculated, r = [F :Q] and
�K is the CM-period associated to K .

The nature of lφ(Ek( · ,5, η)) depends on the normalization of Ek( · ,5, η).
However, when we choose Ek( · ,5, η) to be rational, we can then show that
lφ(Ek( · ,5, η)) ∈Q. So C must be an algebraic number.

In the paper, the value of lφ(Ek( · ,5, η)) can simply be obtained by detailed
computations of 〈Ek( · ,5, η), θφ〉, from which one can prove Theorem 4.12. The
proof uses computations of Fourier–Jacobi coefficients of the Siegel–Eisenstein
series on U(3, 3), whose definition can be found in (21); pullback formulas; the theta
liftings for unitary groups; and the Siegel–Weil formula. By unfolding integrals
step by step, the questions are translated to computations of Rallis inner product
type. Then by studying the integral structure of the space of theta functions TA(ψ),
we can prove:

Proposition 1.4. For the p-integral holomorphic Eisenstein series Ek , lφ(Ek) is a
p-integer.

Conjecture 1.5. Ek( · ,5, η) does not vanish modulo p.

By the nonvanishing modulo p of Hecke L-values (see [Hida 2004a]), we see
that this conjecture is reduced to the question “Does there exist a Hecke character χ
such that L S(5, χ, 1) does not vanish modulo p?” There have been many results



Fourier–Jacobi coefficients of Eisenstein series on unitary groups 287

of this flavor by Vatsal, Hida, Sun and Brakočević. I will consider this question in
the near future.

The method introduced in this paper for calculating Fourier–Jacobi coefficients
of Eisenstein series on U(3, 1) can be generalized well to other nonquasisplit unitary
groups. I will briefly explain the generalizations in Remark 5.7 at the end of this
paper. For example, this method gives an alternative way to calculate the Fourier–
Jacobi coefficients of the Eisenstein series on U(2, 1) other than the one given in
[Murase and Sugano 2002], and recovers the proof of nonvanishing modulo p of
this Eisenstein series (compare to the discussion in [Mainardi 2004], which uses
results in [Murase and Sugano 2002]).

The generalized computational results for Fourier–Jacobi coefficients of certain
Eisenstein series on arbitrary unitary groups might inspire a new argument on the
nonvanishing modulo p of the Eisenstein series Ek( · ,5, η) on U(3, 1). Briefly, one
can construct an Eisenstein series on U(4, 2) of the type explained in Remark 5.7.
Thus the linear functional on this Eisenstein series will be the product of central
special L-values, whose p-adic properties are much easier to study. Especially, we
can first obtain nonvanishing modulo p of this Eisenstein series. Then by studying
the relations between Fourier–Jacobi coefficients of Ek( · ,5, η) on U(3, 1) and this
Eisenstein series on U(4, 2), we can furthermore argue the nonvanishing modulo p
of Ek( · ,5, η). I hope to address this question soon in another paper.

Structure of the paper and some notation. Section 2 is about the theory of Eisenstein
series on unitary groups. Two types of Eisenstein series are defined: one is on
U(3, 1) (U(Iζ )), and the other is the Siegel type on U(3, 3). Section 2C discusses
the pullback formula. Theorem 2.6 gives the precise form, which is actually an
adelic counterpart of “pullback of Eisenstein series” in [Shimura 1997].

Section 3 recalls the theory of Weil representations and theta functions. First,
Section 3A introduces the Schrödinger representation ρψ of the Heisenberg group
and the Weil representation ωψ of the metaplectic group. For this paper, we mainly
need the Weil representation restricted to the dual reductive pair of unitary groups.
The needed results are summarized in Section 3B, which also explains the relation
between ωψ |U (2) and ωψ |U (2,2). Section 3C briefly recalls the theta lifting that
appears in (1) and the Siegel–Weil formula, which is used to calculate the theta
lifting.

Section 4 is about computations of Fourier–Jacobi coefficients of the two types
of Eisenstein series used in the paper. The very important result that helps give a
nice expression of the Fourier–Jacobi coefficients of Ek( · ,5, η) is summarized
in Theorem 4.9.

Section 5, gives a strategic answer to the question of how to apply the results in
Section 4 to show Ek( · ,5, η)) on U(3, 1) does not vanish modulo p.
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Unfortunately, the Siegel–Weil formula for the reductive pair (U(2),U(1)) that I
use in this paper is not to be found in the literature — I give a proof in Appendix A.
Appendix B gives a very brief discussion about integral theta functions, which is
used in Section 5.

Let G be an algebraic group defined over the totally real number field F . In this
paper, we use G(A) and G(F) to denote the groups of adelic points and F-points of
G, respectively. We use [G] to denote the quotient G(F)\G(A). Given an arbitrary
number field L (for example, Q, F, K ), for each place v, we choose the additive
Haar measure on Lv so that, if Lv ' R, the measure is the usual Lebesgue measure,
if Lv ' C, the measure is 2 dx dy (z = x + iy ∈ C), and if v is a finite place, the
measure gives the volume of the integer ring of Lv to be D−1/2

Lv (DLv is the absolute
discriminant of Lv). The product of these local measures gives a measure on AL ,
and thus induces a measure on L \AL . At each finite place v, the multiplicative
measure on L×v is taken such that vol(O×Lv )= 1, from which we obtain the measure
on A×L . Notice that this multiplicative measure and the measure chosen in [Skinner
and Urban 2012, 8.2.1] differ by a constant. The Haar measures on local and adelic
points of algebraic groups should be clear from the definitions above and from the
context.

2. Eisenstein series on U(3, 1)

2A. Unitary groups. Let K be a totally imaginary quadratic extension of a to-
tally real number field F . Consider an n-dimensional K -vector space V with an
ε-Hermitian form σ for ε = ±1. Without loss of generality, from now on we fix
ε =−1. The unitary group associated to (V, σ ) can be defined as follows:

U(σ )= {g ∈ GL(V ) | σ(xg, yg)= (x, y) for all x, y ∈ V }.

To obtain a good matrix representation of U(σ ), let us fix a Witt decomposition of V ,
with V = J + Z + J ′, where J and J ′ are maximal totally σ -isotropic subspaces,
and Z is anisotropic or empty, so that dim J = dim J ′ = r and dim Z = t = n− 2r .
Under a suitable basis of V consistent with the Witt decomposition, σ can be
expressed by the matrix

Iζ =

 0 0 Ir

0 ζ 0
−Ir 0 0


with ζ =−ζ ∗ ∈ GLt(K ). (From now on, we use x∗ to denote x t for a matrix x .)
Then:

U (σ )=U (Iζ )= {g ∈ GLn(K ) | gIζ g∗ = Iζ }.
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Accordingly, the adelic unitary group U(Iζ )(A) and local groups U(Iζ )v can be
defined. Given a totally σ -isotropic subspace J (which may not be maximal), put
PJ = {g ∈U (Iζ ) | Jg = J }. Then PJ is the parabolic subgroup of U(Iζ ) associated
to J .

The Hermitian domain associated to U(Iζ ) is defined as

Z= Z(r, ζ )=
{(

x
y

)
∈ Cr+t

r

∣∣∣∣ x ∈ Cr
r , y ∈ Ct

r , i(x∗− x) > iy∗ζ−1 y
}

(2)

Let

g∞ =

a b c
d e f
h l p

 ∈U (Iζ )∞,

with a, p ∈ Cr
r and e ∈ Ct

t . The action of g∞ on Z(r, ζ ) is

g∞

(
x
y

)
=

(
(ax + by+ c)(hx + ly+ p)−1

(dx + ey+ f )(hx + ly+ p)−1

)
.

The automorphy factor is

j
(

g∞,
(

x
y

))
= det(hx + ly+ p). (3)

Proposition 2.1. (1) Pick the origin i of Z and put C = {g∞ ∈U (Iζ )∞ | g∞ i = i}.
Then C is a maximal compact subgroup of U(Iζ )∞.

(2) Let P = PJ , where J is a maximal totally isotropic subspace of V . Then
U(Iζ )∞ = P∞C.

Assume dim V = 4 so that J and J ′ are two isotropic lines, and Z is a 2-
dimensional anisotropic space; then U(Iζ )⊂ GL4(K ) is a degree 4 unitary group.
From now on, whenever we write U(Iζ ), I mean particularly this unitary group. To
U(Iζ ), there is only one nontrivial parabolic subgroup up to conjugation that is PJ .
We can simply denote it by P . It consists of such elements

p =

a ∗ ∗

u ∗

(a∗)−1

 ,
where a ∈ K× and

u ∈U (ζ )= {u | uζu∗ = ζ }. (4)
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2B. Eisenstein series. Following the notation above, P is the parabolic subgroup
of U(Iζ ). It has the Levi decomposition P = M · N , where M is the Levi part
which is isomorphic to U(ζ )×Gm/K , and N is the unipotent radical, consisting of
elements like 1 ∗ ∗

I2 ∗

1

 .
Given a cuspidal representation 5 of U(ζ ) and a Hecke character η of K , we

get a cuspidal representation 5⊗ η on the Levi part M . Then one has the induced
representation

I U (Iζ )
P (5⊗ η, s) := IndU (Iζ )(A)

P(A) δP
1
2+s
·5⊗ η,

where δP is the modulus character on P . If we denote by V5 the representation
space of 5, then the representation space for I U (Iζ )

P (5⊗ η, s) is the set of smooth
functions f̃s :U (Iζ )(A)→ V5 such that

(1) f̃s(pg)= δP(p)
1
2+s
·5⊗ η(p)( f̃s(g)), p ∈ P(A),

(2) f̃s is right K-finite with K a maximal open compact subgroup of U(Iζ )(A).

The action of U(Iζ )(A) on I U (3,1)
P (5⊗ η, s) is by right translation.

If we further assume that 5 is an irreducible submodule of A(M), where A(M)
denotes the set of automorphic forms on M , we can realize I U (Iζ )

P (5⊗ η, s) as
C-valued functions rather than functions valued in V5. For f̃s ∈ I U (Iζ )

P (5⊗ η, s),
let fs(g) = ( f̃s(g))(1). Then fs(g) satisfies fs(nmg) = f̃s(g)(m). Define the
Eisenstein series

E(g, f, s)=
∑

γ∈P(F)\U (Iζ )(F)

fs(γ g). (5)

It can be proved that the sum converges absolutely when Re(s)� 0, and can be
continued to a meromorphic function on C.

Aside from the Eisenstein series on U(Iζ ), we also want to define an Eisenstein
series on U(3, 3), which we are going to use in next section. Following definitions
of unitary groups in the previous section,

U (3, 3)=
{

g ∈ GL6(K )
∣∣∣∣ g
(

0 I3

−I3 0

)
g∗ =

(
0 I3

−I3 0

)}
. (6)

The Siegel parabolic subgroup P of U(3, 3) is the one that fixes the maximal totally
isotropic space of dimension 3 in a 6-dimensional Hermitian vector space. The
Levi part of P is isomorphic to GL3(K ). Take the one-dimensional representation
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η(det · ) on the Levi part. Then it induces the representation on U(3, 3) as

I U (3,3)
P (η, s) := IndU (3,3)(A)

P(A) δ
1
2+s
P · η(det · ).

Pick a section fs in the induced representation. The Siegel–Eisenstein series is
defined by

E(g, f, s)=
∑

γ∈P(F)\U (3,3)(F)

fs(γ g) for g ∈U (3, 3)(A). (7)

It satisfies analytic properties similar to E( · , f, s).

2C. Pullback formulas. In this section, the Eisenstein series E(g, f, s) on U(Iζ )
is constructed using the pullback of a Siegel Eisenstein series on U(3, 3).

The unitary group U(ζ ) is closely related to the quaternion algebra, about which,
let me quote two lemmas from [Shimura 1997].

Lemma 2.2. V is a 2-dimensional K -vector space with a nondegenerate Hermitian
pairing described by ζ . Then V is anisotropic if and only if det ζ is represented by
−1 in K×/NK/F (K×).

Lemma 2.3. Let (V, ζ ) be anisotropic.

(1) D := {α ∈ End(V ) | σ(αιx, y) = σ(x, αy) for all x, y ∈ V }, where ι is the
main involution of End(V ) such that

(
a b
c d

)ι
=
(

d −b
−c a

)
. Then D is a definite

quaternion algebra over F.

(2) U(ζ )= {sα | s ∈ K×, α ∈ D×, ssρ detα = 1}.

So, locally:

(1) When Kv splits, namely Kv = Fv × Fv, we have U(ζ )v ' GL2(Fv).

(2) When Kv is a field and d(σv) is represented by 1, we have U(ζ )v =U (1, 1)v .

(3) When Kv is a field and d(σv) is represented by −1 (including archimedean
places), we have U(ζ )v ⊂ K×v · D

×
v , and Dv is a quaternion algebra. In this

case, U(ζ )v is compact.

The following theorem about the Jacquet–Langlands correspondence relates
automorphic forms on D× to automorphic forms on GL2(F).

Theorem 2.4 [Gelbart 1975]. S is the set of places of F where D is ramified. To
each irreducible unitary admissible representation π =⊗vπv of D×A , let π ′ denote
the representation of GL2(A) whose v-th component is equivalent to πv if v /∈ S,
and special or supercuspidal if v ∈ S.

(1) The map π→ π ′ restricted to the collection of (greater than one-dimensional)
cusp forms on D× is one-to-one onto the collection of all (equivalence classes
of ) cusp forms on GL2(F) such that π ′v is square-integrable for each v ∈ S.
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(2) If we require further that π ⊂ L2(D×(F) \ D×(A)), then it implies that π ′v is
one-dimensional for v ∈ S.

For an irreducible representation π on the definite quaternion algebra D, π∞ as
a finite-dimensional representation of D×

∞
is equivalent to |det|r ⊗ ρn , where ρn is

the n-th symmetric tensor product. It corresponds to the discrete series

σ(µ1, µ2) of GL2(R) with µ1(x)= |x |r+n+ 1
2 and µ2(x)= |x |r−

1
2 sgn(x)n.

Globally, π corresponds to a cuspidal newform f that is also a Hecke eigenform of
weight k = n+ 2.

Take a representation 5 of U(ζ ) in this way: First pick an irreducible represen-
tation λ ·π on A×K · D

×

A satisfying λ|A× = χπ , where χπ is the central character of
π . Then 5= (λ ·π)|U (ζ )(A) gives an irreducible representation on U(ζ ). For our
later application, the cusp form f that π corresponds to comes from an elliptic
curve. So f has weight k = 2. Then 5∞ must be one-dimensional. In this case,
the pullback formula will have a simple form. So in this paper, we always assume
5 satisfies this condition.

Define an embedding

e :U (Iζ )×U (ζ )→U (3, 3), (g, u) 7→ e(g, u)= Aζ
( g

u
)

A−1
ζ , (8)

where

Aζ =


1
ζ−1

−ζ−1

1
1
2

1
2

 .
Pay attention that U(ζ ) has no nontrivial parabolic subgroup. If P is the Siegel
parabolic subgroup of U(3, 3) and P is the only nontrivial parabolic subgroup of
U(Iζ ), we have the following lemma:

Lemma 2.5 [Shimura 1997]. P(F)\U (3, 3)(F)= e(P(F)\U (Iζ )(F),U (ζ )(F)).

Take fs ∈ I U (3,3)
P (η, s). Define the Eisenstein series E(g, f, s) on U(3, 3) by (7).

Theorem 2.6. Take β ∈ V5 ⊂ L2(U (ζ )(F) \U (ζ )(A)). Then the integral∫
U (ζ )(F)\U (ζ )(A)

E(e(g, u), f, s)β(u)η−1(det u) du

gives an Eisenstein series E(g, f, s) on U(Iζ ) associated to fs ∈ I U (Iζ )
P (5⊗ η, s),

and

fs(g)=
∫

U (ζ )(A)
fs(e(g, u))β(u)η−1(det u) du.

Here we understand β(u) as (5(u)β)(1).
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Proof. General results about the pullback formula at infinity are essentially discussed
in [Shimura 1997]. Here I give a proof using the adelic language. Using Lemma 2.5,

E(e(g, u), f, s)=
∑

γ∈P(F)\U (3,3)(F)

fs(γ e(g, u))

=

∑
γ1∈P(F)\U (Iζ )(F)

∑
γ2∈U (ζ )(F)

fs(e(γ1g, γ2u)),

unfold the integral:∫
U (ζ )(F)\U (ζ )(A)

E(e(g, u), f, s)β(u)η−1(det u)du

=

∫
U (ζ )(F)\U (ζ )(A)

∑
γ1∈P(F)\U (Iζ )(F)

∑
γ2∈U (ζ )(F)

fs(e(γ1g, γ2u))du

=

∫
U (ζ )(A)

∑
γ1∈P(F)\U (Iζ )(F)

fs(e(γ1g, u))β(u)η−1(det u)du

=

∑
γ1∈P(F)\U (3,1)(F)

∫
U (ζ )(A)

fs(e(γ1g, u))β(u)η−1(det u)du. (∗)

In the last step, we suppose s is in a proper range so that there are no conver-
gence problems. Then we can change the order of the integral and the summation.
Formally, (∗) looks like the Eisenstein series E(g, f, s) on U(Iζ ) defined by (5)
with

fs =

∫
U (ζ )(A)

fs(e(g, u))β(u)η−1(det u) du.

We are left to show that fs ∈ I U (Iζ )
P (5⊗ η, s). Take

p =

a ∗ ∗

v ∗

(a∗)−1

 ∈ P(A),

and also note that

e

a ∗ ∗

v ∗

(a∗)−1

 , v
=


a ∗ ∗ ∗

ζ−1vζ ∗ ∗

(a∗)−1
∗

v

 ∈ P(A)
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by the embedding formula (8). So

fs(pg)=
∫

U (ζ )(A)
fs(e(pg, u))β(u)η−1(det u) du

=

∫
U (ζ )(A)

fs(e(pg, vu))β(vu)η−1(det vu) du

=

∫
U (ζ )(A)

fs

e

a ∗ ∗

v ∗

(a∗)−1

 , v
 · e(g, u)

β(vu)η−1(det vu) du

=

∫
U (ζ )(A)

η(a det v)|a det v|
1
2+sfs(e(g, u))β(vu)η−1(det vu) du

=5⊗ η(p) fs(g)|a|
1
2+s .

This means that fs ∈ I U (Iζ )
P (5⊗ η, s). �

3. Theta functions

3A. Weil representations. Suppose V is a finite-dimensional vector space over a
field F. When F is a nonarchimedean local field, use S(V ) to denote the space of
Bruhat–Schwartz functions (locally constant compactly supported functions) on V .
If F = R or C, we first take S(V ) to be L2(V ) (but later, we may add holomorphic
conditions when needed).

Following the notation in previous sections, F is a totally real number field. Let
W be a finite-dimensional symplectic vector space over Fv with a nondegenerate
alternating form 〈 · , · 〉. The Heisenberg group H(W ) associated to W is a nontrivial
central extension of W by Fv and is defined to be a group of pairs {(w, t) | w ∈
W, t ∈ Fv} with the law of multiplication

(w1, t1)(w2, t2)=
(
w1+w2, t1+ t2+ 1

2〈w1, w2〉
)
.

Fix an additive character ψ of Fv and a complete polarization of W as W = X ⊕Y
where X and Y are maximal totally isotropic subspaces of W . Define the Schrödinger
representation ρψ of H(W ) on S(X) as follows:

ρψ(x) f (z)= f (x + z) for x ∈ X,

ρψ(y) f (z)= ψ(〈z, y〉) f (z) for y ∈ Y,

ρψ(t) f (z)= ψ(t) f (z) for t ∈ Fv.

Theorem 3.1 (Stone, von Neumann). H(W ) has a unique irreducible smooth
representation on which Fv operates via the character ψ .
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One may have seen other constructions of smooth irreducible representations
of H(W ) on which the center acts by the character ψ . However, by Theorem 3.1,
they are isomorphic to one another. In this paper, I only use (ρψ , S(X)) defined
above, which is so-called the Schrödinger model.

The symplectic group Sp(W ) has an action on H(W ) as g · (w, t)= (gw, t). By
the uniqueness theorem of Stone and von Neumann, there is an operator ωψ(g) on
S(X) that it is unique up to scalar and satisfies

ρψ(gw, t)ωψ(g)= ωψ(g)ρψ(w, t) for all (w, t) ∈ H(W ). (10)

Define the metaplectic group

S̃pψ(W )= {(g, ωψ(g)) such that (10) holds},

which fits in the following exact sequence:

1→ C×→ S̃pψ(W )
proj
−−→ Sp(W )→ 1.

The Weil representation of S̃pψ(W ) is the one obtained by projecting to the second
factor (g, ωψ(g))→ ωψ(g). Under the Schrödinger model (ρψ , S(X)), the Weil
representation can be explicitly written down:

ωψ

(
A
(At)−1

)
φ(x)= |det A|

1
2φ(x A),

ωψ

(
I B

I

)
φ(x)= ψ

( x Bx t

2

)
φ(x),

ωψ

(
I

−I

)
φ(x)= γ φ̂(x),

where φ ∈ S(X), φ̂ is the Fourier transform

φ̂(x)=
∫

Fn
v

φ(y)ψ
( n∑

i=1

xi yi

)
dy,

the Haar measure dy is chosen so that ˆ̂φ = φ(−x), and γ is an 8-th root of unity
determined by ψ .

The discussion above in the local case can mostly be generalized to the global
case. The global Schrödinger representation ρψ of H(W )(A) on S(X (A)) can be
defined, where

S(X (A))= {⊗vφv | φ∞ ∈ L2(X∞), φv ∈ S(Xv), and for a.a. v, φ̂v = φv}.
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Also we have the global Weil representation ωψ of S̃p(W )(A) on S(X (A)), and for
each place v of F , one has the following commutative diagram:

1 // C×

��

// S̃p(W )(Fv)
proj // Sp(W )(Fv) //

��

1

1 // C× // S̃p(W )(A)
proj // Sp(W )(A) // 1

3B. Dual reductive pair.

Definition. A dual reductive pair is a pair of subgroups (G,G ′) of the symplectic
group Sp(W ) such that

(1) G is the centralizer of G ′ in Sp(W ) and vice versa, and

(2) the actions of G and G ′ are completely reducible on W . (An action is called
completely reducible if every invariant subspace has an invariant complement.)

Obviously this definition can be applied locally or globally.
In this paper, the types of reductive pairs used are the following: K is again an

imaginary quadratic extension of F , (V1, ( · , · )1) is a skew-Hermitian space over
K , and (V2, ( · , · )2) is a Hermitian space over K . Take W = V1⊗ V2, and on W
define an alternating form 1

2 trK/F ( · , · )1⊗ ( · , · )2. Then the unitary groups U(V1)

and U(V2) form a dual reductive pair in Sp(W ). We have the embedding

e :U (V1)×U (V2)→ Sp(W ), (g1, g2) · (v1⊗ v2) 7→= v1g1⊗ g−1
2 v2. (11)

In this paper, we use e to denote the embeddings of unitary groups into symplectic
groups, and use e to denote the embeddings of the same type of groups, such as the
embedding of one unitary group into another unitary group, or the embedding of
one symplectic group into another symplectic group.

Splittings. For a fixed Weil representation g→ ω(g) (for example, the Weil repre-
sentation ωψ defined through the Schrödinger model), we can define c(g1, g2) so
that

ω(g1)ω(g2)= c(g1, g2)ω(g1g2).

Then c : Sp(W )× Sp(W )→ C× is a 2-cocycle whose class is in the cohomology
group H 2(Sp(W ),C×). When the additive character ψ of F and one maximal
isotropic subspace of W are fixed, c is determined using the Leray invariant. The
following proposition claims that under certain condition, c could be a coboundary.
Returning to the dual reductive pair (U (V1),U (V2))) of Sp(W ), we have this:

Proposition 3.2 [Harris et al. 1996]. S̃p(W ) splits over U(Vi ) compatibly with re-
spect to rational points for i = 1, 2. In particular, there is a splitting homomorphism
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si :U (Vi )(A)→ S̃p(W )(A) such that we have the commutative diagram

S̃p(W )

proj
��

U (Vi )

si
::

ei // Sp(W ),

where ei is the embedding of U(Vi ) into Sp(W ), which is the restriction of e defined
in (11). Further, si (U (Vi )(F))⊂ S̃p(W )(F).

If dimK V2 = m, we choose a character χV2 of K× such that χV2 |F× = ε
m
K/F ,

where εK/F is the quadratic character associated to the extension K/F . This choice
determines a lifting s1 : U (V1) → S̃p(W ), which can be explicitly formulated.
Notice that two choices χ and χ ′ of χV2 differ by a character µ of K×, namely
χ = µχ ′ and µ|F× = 1. Then µ defines a character µ′ on K 1 by µ′(x/x)= µ(x),
with x ∈ K×, and we have:

Lemma 3.3 [Harris et al. 1996]. s1,χ = (µ
′
◦ det) · s1,χ ′

Doubling method. From the symplectic space W = V1⊗ V2, we can create a new
symplectic space W, which is essentially two copies of W , in this way: Take
W− = V−1 ⊗ V2. As a vector space, V−1 is the same as V1, but the skew-Hermitian
form defined on it is −( · , · )1. To W=W ⊕W−, we have one dual reductive paier
(U (V1⊕ V−1 ),U (V2)). We have the following commutative diagram:

U (V1⊕ V−1 )
e1 // Sp(W ⊕W−)= Sp(W)

U (V1)×U (V1)

e

OO

e1×e1 // Sp(W )×Sp(W )

e

OO

U (V1)

4

OO

e1 // Sp(W )

4

OO

By Proposition 3.2, S̃p(W) splits over each of the unitary groups in the diagram
above. We want to determine the compatibility among the splittings. The Weil
representation of S̃p(W) determines an isomorphism

S̃p(W)' Sp(W)×C×.

Group multiplications on the right hand side are described by the cocycle c(g1, g2):

(g1, c1)(g2, c2)= (g1g2, c(g1, g2)c1c2).
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The inverse image of e(Sp(W )× 1) in S̃p(W ⊕W−) is isomorphic to S̃p(W ). We
choose a lift ẽ of e so that

ẽ : S̃p(W )× S̃p(W )→ S̃p(W ⊕W−)

restricted to the C×-component is

C××C×→ C×, (c1, c2) 7→ c1c2.

Since (U (V1⊕ V−1 ),U (V2)) is a dual reductive pair of Sp(W), and dimK V2 = m,
choose χ such that χ |A× = εm

K/F . We can obtain an explicit homomorphism

sχ :U (V1⊕ V−1 )→ S̃p(W),

so that

U (V1⊕ V−1 )
sχ // S̃p(W)

U (V1)×U (V1)

e

OO

s1,χ×s1,χ,− // S̃p(W )× S̃p(W )

ẽ

OO

Lemma 3.4 [Harris et al. 1996]. In the commutative diagram above,

sχ |U (V1)×1 = s1,χ and s1,χ,− = (χ
−1
◦ det) · s1,χ .

Weil representations on dual reductive pairs. Let W = X ⊕ Y be the complete
polarization. Then W naturally has the polarization W = (X ⊕ X)⊕ (Y ⊕ Y ).
Now take the Weil representation ωψ of S̃p(W) constructed from the standard
Schrödinger model associated to this polarization. Fix a pair of characters χn

and χm of K× with χn|A× = ε
n
K/F and χm |A× = ε

m
K/F , where n = dimK V1 and

m = dimK V2. These characters determine the splitting homomorphisms

sχm :U (V1⊕ V−1 )→ S̃p(W),

s1,χm :U (V1)→ S̃p(W ),

s2,χm :U (V2)→ S̃p(W ).

Define the representation of U(V1⊕V−1 ) to be ωχm = ωψ ◦ sχm ; the representations
ω1,χm and ω2,χn of U(V1) and U(V2) can be defined similarly.

There is another polarization of W that we are also interested in. The skew-
Hermitian space V1 ⊕ V−1 has the decomposition V1 ⊕ V−1 = Vd ⊕ V d where
Vd = {(x, x) | x ∈ V1} and V d

= {(x,−x) | x ∈ V1}. They are maximal isotropic
subspaces. Thus W = Vd ⊗ V2⊕ V d

⊗ V2 =Wd ⊕Wd is a complete polarization.
We abuse the notation and still use ωψ to denote the Weil representation defined
from this polarization, since one can easily distinguish representations attached to
two polarizations from the context. First, let us write down the Weil representation
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ωχm of U(V1 ⊕ V−1 ) on S(Wd), which we are going to use in later calculations.
By the Witt decomposition V1 ⊕ V−1 = Vd ⊕ V d ,

( A
(A∗)−1

)
∈ U (V1 ⊕ V−1 ) for

A ∈ GL(Vd), and
(

1 B
1

)
∈U (V1⊕ V−1 ) if B = B∗. Given φ(x) ∈ S(Vd ⊗ V2), we

have

ωχm

(
A
(A∗)−1

)
φ(x)= χm(det A)|det A|m/2K φ(At x),

ωχm

(
1 B

1

)
φ(x)= ψ(x∗Bx)φ(x),

ωχm

(
1

−1

)
φ(x)= φ̂(x).

(12)

Proposition 3.5. (1) Under the homomorphism ẽ : S̃p(W )× S̃p(W )→ S̃p(W),
we have ωψ ◦ ẽ= ωψ ⊗ ω̌ψ , where ω̌ψ is the contragredient of ωψ .

(2) As the representation of U(V1)×U (V1), we have ωχm ◦e'ω1,χm⊗(χm◦ω̌1,χm ).

(3) The representation ωχm ◦ e ◦4 of U(V1) is isomorphic to the twist by χm of the
linear action of U(V1) on S(Wd), that is, for φ ∈ S(Wd) and x ∈Wd ,

ωχm (e(g, g))φ(x)= χm(det g) ·φ(xg).

Using two polarizations of W, two Weil representations of U(V1 ⊕ V−1 ) are
defined above. An isometry between the two representation spaces S((X ⊕ X)(A))
and S(Wd(A)) can be given so that it intertwines the two representations on the
spaces. Let

δψ : S((X ⊕ X)(A))→ S(Wd(A))

be the intertwining isometry. Identify Wd with W via the map (w,−w)→ w and
write w ∈W as w = (x, y) with respect to the polarization W = X ⊕ Y . Then for
φ ∈ S((X ⊕ X)(A)), one has

δψ(φ)(w)=

∫
X (A)

ψ(2〈u, y〉)φ(u+ x, u− x) du, (13)

where 〈 · , · 〉 is the alternating pair on W . The map δψ intertwines the action of
S̃p(W) on those two spaces. In particular, if φ = φ1⊗φ2 for φ1, φ2 ∈ S(X (A)),

δψ(φ1⊗φ2)(0)= (φ1, φ2),

where ( · , · ) is the Hermitian inner product in the Hilbert space L2(X (A)), and

ωχm (i(g1, g2))δψ(φ1⊗φ2)= δψ(ω1,χm (g1)φ1⊗χm(det g2)ω̌1,χm (g2)φ2).
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3C. Theta functions and applications. In this section, I will recall some facts
about theta functions that are used in calculations of Fourier–Jacobi coefficients of
Eisenstein series. More discussions about arithmetic properties of theta functions
will be left to Appendix B.

Introduction. Recall W has a complete polarization W = X ⊕ Y . On S(X (A)),
there is a distribution θ defined by

θ(φ)=
∑

l∈X (F)

φ(l).

It can be proved that for each φ∈ S(X (A)), the sum on the right converges absolutely.
Let the Jacobi group J (W ) be the semidirect product of H(W ) and Sp(W ). Put
J̃ (W )(A)= H(W )(A) · S̃p(W )(A). Use g̃ ·φ to represent the Weil representation of
g̃ ∈ S̃p(W )(A) on φ. So for each φ ∈ S(X (A)), the theta function θφ on J̃ (W )(A)

is defined as
θφ((w, t)g̃)=

∑
l∈X (F)

ρψ(w, t)(g̃ ·φ)(l).

It is J (W )(F)-invariant.
When χm is chosen, the splitting s1,χm : U (V1)→ S̃p(W ) is fixed as stated in

Proposition 3.2. Let

ω(g1, g2)φ(x)= ω1,χm (g1)φ(g−1
2 x) (14)

for g1 ∈U (V1) and g2 ∈U (V2). Thus θφ can also be regarded as a function on the
dual reductive pair (U (V1),U (V2)), and

θφ(g1, g2)= θ(ω(g1, g2)φ). (15)

Theta liftings. From now on, assume that dimK V1 = 2, dimK V2 = 1 and assume
(V1, ( · , · )1) is an anisotropic skew-Hermitian space. This is exactly the situation
that one will see in next sections.

Let 5 be a cuspidal representation contained in L2(U (V1)(F) \U (V1)(A)). For
convenience, given a reductive group G over F , we use [G] to denote the quotient
G(F)\G(A). For each smooth β ∈ V5, where V5 is the representation space of 5,
the function

θ
β
φ (g2)=

∫
[U (V1)]

θφ(g1, g2)β(g1) dg1

is well-defined, where θφ(g1, g2) is given in (15). Actually, θβφ determines a slowly
increasing function on [U (V2)]. It is expected that θβφ (g2) is nonzero and generates
an irreducible automorphic representation on U(V2). So θβφ defines a theta lifting
from U(V1) to U(V2).
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By (11), e(g1, g2) · (v1⊗ v2)= v1g1⊗ g−1
2 v2. So

θ
β
φ (g2)= χ5(g2)

∫
[U (V1)]

θφ(g1, 1)β(g1) dg1, (16)

where χ5 is the central character of 5. Whether θβφ is zero or not only depends on
the scalar

∫
[U (V1)]

θφ(g1, 1)β(g1) dg1. In fact, |
∫
[U (V1)]

θφ(g1, 1)β(g1) dg1|
2 can be

transformed into the Rallis inner product using the Siegel–Weil formula. I am going
to introduce the Siegel–Weil formula in the following and show its application in
the calculation of |

∫
[U (V1)]

θφ(g1, 1)β(g1)dg1|
2.

The Siegel–Weil formula. The Siegel–Weil formula on unitary groups relates the
value of a Siegel–Eisenstein series to the integral of a theta function. We temporar-
ily return to the general case. Consider the reductive pair (U (n, n),U (V )) with
dimK V = m. Use S(V n(A)) to denote the space of the Weil representation ωψ .
Here we take S(V n

∞
) to be the subspace of L2(V n

∞
) called the Fock space, that is,

S(V n
∞
)=

{
φ : V n

∞
→ C

∣∣∣∣ φ(v1, . . . , vn)ψ

(
i

n∑
i=1

|vi |
2
)

is antiholomorphic as

a function of vi for vi ∈ V∞

}
.

Fix χm and χ2n such that the Weil representation on the reductive pair can be
defined. For φ ∈ S(V n(A)), g ∈U (n, n)(A) and u ∈U (V )(A), define such a theta
integral:

I (g, φ)=
∫
[U (V )]

θφ(g, u) du.

On the other hand, let P′ be the Siegel parabolic subgroup of U(n, n) and
K′ be the maximal open compact subgroup. So U(n, n)(A) = P′(A)K′(A). For
g= pk with p=

( A ∗

(A∗)−1

)
∈P′(A) and k ∈K′(A), put |a(g)|K = |det A|K . Given

φ ∈ S(V n(A)), let
fφ,s(g)= |a(g)|

s−s0
K ω(g, 1)φ(0), (17)

where s0 = (m − n)/2. Then fφ,s ∈ I U (n,n)
P′ (χm, s). The Siegel–Eisenstein series

can be defined as

E(g, fφ,s)=
∑

γ∈P′(F)\U (n,n)(F)

fφ,s(γ g).

It has been proved in many cases that E(g, fφ,s0)= I (g, φ) if E(g, fφ,s) is holo-
morphic at s = s0 and I (g, φ) is absolutely convergent. The case we are interested
in is when n = 2 and m = 1. By a result of Weil [1965], I (g, φ) is absolutely
convergent if V is anisotropic. So it is automatically satisfied if dimK V = 1.
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Theorem 3.6. When n = 2 and m = 1, E(g, fφ,s) is holomorphic at s =− 1
2 for all

φ ∈ S(V n(A)), and

E(g, fφ,s)|s=− 1
2
= 2I (g, φ).

For the reductive pair (Spn,O(V )) when V is an anisotropic F-vector space, the
Siegel–Weil formula has been proved by Kudla and Rallis [1988]. The proof of
Theorem 3.6 is very similar to theirs, and is found in Appendix A. Let us return to
the theta lifting question. With the Siegel–Weil formula, we are ready to calculate
|
∫
[U (V1)]

θφ(g, 1)β(g) dg|2. According to (16), we have

∣∣∣∫
[U (V1)]

θφ(g, 1)β(g) dg
∣∣∣2 = (θβφ , θβφ ), (18)

where (θβφ , θ
β
φ )=

∫
[U (1)] θ

β
φ (u)θ

β
φ (u) du.

Proposition 3.7. We have

(θ
β
φ , θ

β
φ )=

1
2

∫
U (V1)(A)

fδψ (φ⊗φ),s(e(g, 1))〈5(g)β, β〉 dg|s=− 1
2
,

where 〈5(g)β, β〉 =
∫
[U (V1)]

β(g′g)β(g′) dg′ is the matrix coefficient of the repre-
sentation 5.

Proof. First,

(θ
β
φ , θ

β
φ )=

∫
[U (1)]

∫
[U (V1)]

θφ(g, u)β(g)
∫
[U (V1)]

θφ(g′, u)β(g′) dg dg′ du

=

∫
[U (V1)×U (V1)]

β(g)β(g′)
(∫
[U (1)]

θφ(g, u)θφ(g′, u) du
)

dg dg′.

Notice that

θφ(g, u)θφ(g′, u)= χ−1
1 (det g′)θδψ (φ⊗φ)(e(g, g′), u),

where δψ is defined by (13), and e(g, g′) ∈ U (V1 ⊕ V−1 )(A) ' U (2, 2)(A). So
θδψ (φ×φ) is a theta function of the reductive pair (U (2, 2),U (1)). Applying Theo-
rem 3.6, we have∫

[U (1)]
θφ(g, u)θφ(g′, u) du = χ−1

1 (det g′)
∫
[U (1)]

θδψ (φ⊗φ)(e(g, g′), u) du

=
1
2χ
−1
1 (det g′)E(e(g, g′), fδψ (φ⊗φ),s)|s=− 1

2
.
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Unfolding the Eisenstein series, we have∫
[U (V1)×U (V1)]

β(g)β(g′)χ−1
1 (det g′)E(e(g, g′), fδψ (φ×φ),s) dg dg′

=

∫
U (V1(A))

fδψ (φ×φ),s(i(g, 1))〈5(g)β, β〉 dg. �

4. Fourier–Jacobi coefficients of Eisenstein series

In Sections 2A and 2B, we first define the unitary group U(Iζ ) for

Iζ =

 0 0 1
0 ζ 0
−1 0 0


with ζ ∈ GL2(K ) such that ζ = −ζ ∗ and det ζ /∈ NK/F (K×), and then define an
Eisenstein series E(g, f, s) on U(Iζ ). In this section, we are going to use the
pullback formula introduced in Section 2C (refer to Theorem 2.6) to calculate the
Fourier–Jacobi coefficients of E(g, f, s).

4A. Fourier–Jacobi coefficients of Siegel–Eisenstein series on U(3, 3). Recall
that

U(3, 3)=
{

g ∈ GL6(K )
∣∣∣∣ g
(

I3

−I3

)
g∗ =

(
I3

−I3

)}
.

In Section 2B, we define a Siegel–Eisenstein series as follows: Take f∈ I U (3,3)
P (η, s)

and define
E(g, f, s)=

∑
γ∈P(F)\U (3,3)(F)

fs(γ g).

In this section, we will define the Fourier–Jacobi coefficients of this Eisenstein
series, and show that if the holomorphic section f is chosen properly, the Fourier–
Jacobi coefficient is a product of a theta function and a Siegel–Eisenstein series on
U(2, 2).

Let H = {(x, y, t) | x, y ∈ K 2, t ∈ F} ⊂U (3, 3), where

(x, y, t)=


1 x t + 1

2(xy∗− yx∗) y
I2 y∗ 02

1
−x∗ I2

 .
Notice that

(x1, y1, t1)·(x2, y2, t2)=
(
x1+x2, y1+y2, t1+t2+ 1

2(x1 y∗2+y2x∗1 )−
1
2(x2 y∗1−y1x∗2 )

)
.



304 Bei Zhang

So if we take Wd = {(x, 0, 0)} and Wd
= {(0, y, 0)}, then W = Wd ⊕Wd is a

symplectic space with the alternating pair

〈(x1, y1), (x2, y2)〉 = x1 y∗2 + y2x∗1 − x2 y∗1 − y1x∗2 ,

and Wd and Wd are two isotropic subspaces. By the definition of Heisenberg groups
in Section 3A, H is a Heisenberg group associated to W, and

T = {(0, 0, t), t ∈ F}

is the center of H . There is another subgroup of U(3, 3):

U (Wd ⊕Wd)=

{(
1

A B
1

C D

) ∣∣∣∣ (A B
C D

)
∈U (2, 2)

}
'U (2, 2). (19)

The action of U(Wd ⊕Wd) on H is(
A B
C D

)
· (x, y, t)=

(
A B
C D

)−1

(x, y, t)
(

A B
C D

)
= (x A+ yC, x B+ y D, t).

Denote by ψQ the additive character of Q \AQ with

ψQ(x∞)= exp(2π
√
−1x∞) for x∞ ∈ R.

For m ∈ F , define an additive character ψm (later in this paper, we may simply
denote it by ψ) of F \A by

ψm(x)= ψA(TrF/Q(mx)) for x ∈ A. (20)

Define the Fourier–Jacobi coefficient of the Eisenstein series E( · , f, s) associated
to ψ as follows:

Eψ(g, f, s)=
∫
[T ]

E(tg, f, s)ψ(−t) dt for g ∈U (3, 3)(A). (21)

So E admits the Fourier–Jacobi expansion

E(g, f, s)=
∑
m∈F

Eψm (g, f, s).

We can regard Eψ as a function on the semidirect product of H and U(2, 2), denoted
by JH . Thus Eψ(hg, f, s) ∈ C∞ψ ([JH ]), where the subindex ψ means that the left
action of T on the functions is given by ψ .

Lemma 4.1. (1) Let

ξ0 =

( 0 1
I2

−1 0
I2

)
.

Then U(3, 3) = PJH t Pξ0 JH , where P is the Siegel parabolic subgroup
of U(3, 3).
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(2) P\Pξ0 JH = ξ0 ·W
d
\H ·P′ \U (2, 2)=w3 ·Wd \H ·w2 ·P

′
\U (2, 2), where

P′ is the Siegel parabolic subgroup of U(2, 2) and wn =
( In
−In

)
∈U (n, n).

Applying this lemma to Eψ(hg, f, s), we have

Eψ(hg, f, s)=
∫
[T ]
ψ(−t)

∑
γ∈P(F)\U (3,3)(F)

fs(γ thg) dt

=

∫
[T ]
ψ(−t)

( ∑
γ∈P(F)\P(F)JH (F)

+

∑
γ∈P\P(F)ξ0 JH (F)

fs(γ thg)
)

dt

=

∫
[T ]
ψ(−t)

∑
γ∈w3·Wd (F)\H(F)·w2·P′(F)\U (2,2)(F)

fs(γ thg) dt,

(22)
because

∫
[T ] ψ(−t)

∑
γ∈P(F)\P(F)JH (F) fs(γ thg) dt = 0.

Pick a character χ of K× such that χ |A× = εK/F and χ∞(z)= |z|/z for z ∈ K×
∞

.
We defined a Weil representation ωχ of U(2, 2) on S(Wd) by (12). Here what we
actually use is a bit different from the conventional one. The difference is that
instead of taking ωχ (w2)φ(x)= φ̂(x) we take

ωχ

((
1
−1

−1
1

))
φ(x)= φ̂(x).

Fix such an ωχ ; we are going to prove that if fs is chosen properly, then∫
T (A)

fs(w3t (0, y, 0)w2g′)ψ(−t) dt = cf,ψωχ (g′)φf(y)Rs(g′), (23)

where Rs(g′) ∈ I U (2,2)
P′ (ηχ−1, s), cf,ψ is a nonzero constant and φf ∈ S(Wd(A)).

Since the integral (23) can be decomposed into the product of local integrals, we
can do the calculations place by place. The results are stated in Theorem 4.9 at the
end of this section. Take a subgroup K(A) =

∏
Kv of U(3, 3)(A), such that K∞

is a maximal compact subgroup of U(3, 3)∞, and Kv is a maximal open compact
subgroup of U(3, 3)v. Let f = ⊗′fv, with f∞ being right K∞-finite and fv being
spherical for almost all finite places v. By spherical, I mean that fv is Kv-invariant.
In the following, the computations are purely local, so we omit the subindex v.

Case: fs is spherical and χ is unramified. In this case, we make these assumptions:

Assumption 4.2. (1). Assume f is normalized, so f(1)= 1.

(2). Assume Wd ∩K= O2
K . The dual of Wd ∩K with respect to ψ(xy∗+ yx∗) is

defined as

(Wd ∩K)∨ = {(0, y, 0) ∈Wd
| ψ(xy∗+ yx∗)= 1 for all (x, 0, 0) ∈Wd ∩K}.

We assume (Wd ∩K)∨ is also O2
K and (Wd ∩K)∨ =Wd

∩K.
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Lemma 4.3.
∫

T fs(w3(0, y, t)w2)ψ(−t) dt = 8O2
K
(y), where 8O2

K
is the charac-

teristic function supported on O2
K .

Proof. Take

x =
( 1
−x∗ I2

1 x
I2

)
∈ P

and notice that xw3 = w3(x, 0, 0). So,

xw3t (0, y, 0)w2 = w3(0, y, t + xy∗+ yx∗)(x, 0, 0)w2.

Then∫
T

fs(w3(0, y, t)w2)ψ(−t) dt

=

∫
T

fs(xw3(0, y, t)w2)ψ(−t) dt

=

∫
T

fs(w3(0, y, t + xy∗+ yx∗)(x, 0, 0)w2)ψ(−t) dt

= ψ(xy∗+ yx∗)
∫

T
fs(w3(0, y, t)(x, 0, 0)w2)ψ(−t) dt.

For (0, y, 0) ∈Wd
∩K,∫

T
fs(w3(0, y, t)w2)ψ(−t) dt =

∫
T

fs(w3t)ψ(−t) dt = 1.

If (0, y, 0) /∈Wd
∩K, there must exist (x, 0, 0)∈Wd∩K, such thatψ(xy∗+yx∗) 6=1.

So,∫
T

fs(w3(0, y, t)w2)ψ(−t) dt

=

∫
T

fs

((
1
−x∗ I2

1 x
I2

)
w3(0, y, t)w2

)
ψ(−t) dt

= ψ(xy∗+ yx∗)
∫

T
fs(w3(0, y, t)(x, 0, 0)w2)ψ(−t) dt

= ψ(xy∗+ yx∗)
∫

T
fs(w3(0, y, t))ψ(−t) dt.

Then
∫

T fs(w3(0, y, t)w2)ψ(−t)dt = 0, if (0, y, 0) /∈Wd
∩K. �

We have the Iwasawa decomposition U(2, 2) = P′K′, where P′ is the Siegel
parabolic subgroup of U(2, 2), K′ is the maximal open compact subgroup and
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K′ = K∩U (2, 2). Take g′ = p′k ′ =
( a b

(a∗)−1

)
k ′ ∈U (2, 2), where k ′ ∈ K′. Then∫

T
fs

(
w3(0, y, t)w2

(
a b
(a∗)−1

)
k ′
)
ψ(−t) dt

=

∫
T

fs

(
w3(0, y, t)

(
(a∗)−1

−b a

))
ψ(−t) dt

=

∫
T

fs

((
a b
(a∗)−1

)
w3(−yb, ya, t)

)
ψ(−t) dt

= η(det a)|det a|s+
3
2

∫
T

fs(w3(0, ya, t + yba∗y∗))ψ(−t) dt

= η(det a)|det a|s+
3
2ψ(yba∗y∗)8O2

K
(ya)

= χ(det a)|det a|
1
28O2

K
(ya)ψ(yba∗y∗)ηχ−1(det a)|det a|s+1

= ωχ (p′)8O2
K
(y)Rs(g′).

Notice that ωχ (k ′)8O2
K
=8O2

K
. So∫

T
fs(w3(0, y, t)w2g′)ψ(−t) dt = ωχ (g′)8O2

K
(y)Rs(g′)

with normalized spherical Rs ∈ I U (2,2)
P′ (ηχ−1, s).

Archimedean places. Let U(n)= {u ∈ GLn(C) | uu∗ = In} be the unitary group of
degree n at an archimedean place. Take such an embedding:

e :U (3)×U (3) ↪→U (3, 3),

(u, v) 7→ e(u, v)=

(
−

i
2 I3

i
2 I3

1
2 I3

1
2 I3

)(
u
v

)(
i I3 I3

−i I3 I3

)
.

The Hermitian domain of a unitary group is defined in (2). Choose an initial point
in the Hermitian domain of U(3, 3) to be i = i I3, where we fix i =

√
−1 once and

for all. From Proposition 2.1, one choice of a maximal compact subgroup at an
archimedean place for U(3, 3) is K= {g ∈U (3, 3) | gi = i}. Notice that the image
of the embedding e defined above is exactly K. So K

e
'U (3)×U (3). Recall that

U(2, 2), which is isomorphic to U(Wd ⊕Wd), is naturally embedded into U(3, 3)
(refer to (19)). So we can choose compatibly the maximal compact subgroup K′ of
U(2, 2) by K′ = K∩U (2, 2), and obviously K′ 'U (2)×U (2). The initial point
i ′= i I2 of the Hermitian domain of U(2, 2) is invariant under the action of elements
in K′.

At archimedean places, take a weight (0, k) section fk such that

fk(g)= j (g, i)−k,
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where j is the automorphy factor defined in (3). Assume η satisfies η(z)= zl ′/zl ;
then l ′ + l = k, and fk ∈ I (η, l − 3/2). Recall that [F : Q] = r . Then for
m ∈ F , let m∞ = (m1,m2, . . . ,mr ) ∈ F∞ ' Rr . Given z = (z1, z2, . . . , zr ) ∈ F∞,
ψ(z)= exp(2π im1z1) exp(2π im2z2) · · · exp(2π imr zr ).

Proposition 4.4. Take fk and ψ as above. We have∫
T
ψ(−t)fk(w3(0, y, t)w2g′) dt = cψωχ (g′)φfk (y)Rk−1(g′), (24)

where g′ ∈U (2, 2), φfk (y)= ψ(iyy∗), χ satisfies χ(z)= |z|/z for z ∈ K×
∞

, and

cψ =
(−2π i)kr (m1m2 · · ·mr )

k−1e−2π(m1+m2+···+mr )

[(k− 1)!]r
.

The function Rk−1 satisfies Rk−1(g′)= j (g′, i ′)−k+1. As an induced representation
on U(2, 2), it is in I (ηχ−1, l − 3

2) and is a weight (0, k− 1) section.

Proof. For simplicity, we prove this proposition under the assumption that r = 1,
from which the general result should be easily derived. So regard m as a real number
first.

Step 1. Let g′ = I4. We have∫
R

ψ(−t)fk(w3(0, y, t)w2) dt = (−1)k
∫

R

ψ(−t)(t + i + iyy∗)−k dt

= (−1)kψ(iyy∗+ i)
∫

R+i+iyy∗
ψ(−t)t−k dt

=
(−2π i)kmk−1e−2πm

(k− 1)!
ψ(iyy∗).

This calculation hints that we should take φfk to be ψ(iyy∗).

Step 2. Replace g′ by

p′g′ =
(

a
(a∗)−1

)(
I2 b

I2

)
g′.

If we assume that∫
R

ψ(−t)fk(w3(0, y, t)w2g′) dt =
(−2π i)kmk−1e−2πm

(k− 1)!
ψ(iyy∗)Rk−1(g′),
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then∫
R

ψ(−t)fk(w3(0, y, t)w2 p′g′) dt

= (det a)kψ(yaba∗y∗)
∫

R

ψ(−t)fk(w3(0, ya, t)w2g′) dt

=
(−2π i)kmk−1e−2πm

(k− 1)!
(det a)kψ(yaba∗y∗)ψ(iyaa∗y∗)Rk−1(g′)

=
(−2π i)kmk−1e−2πm

(k− 1)!
ωχ (p′g′)φfk (y)Rk−1(p′g′).

Step 3. Take g′ = w2n′ = w2
( I2 b

I2

)
. Note that we take

ωχ

(( 1
−1

−1
1

))
φ(x)= φ̂(x),

so one easily checks that at archimedean places, ωχ (w2)φ(x)=−φ̂(x). Then,∫
R

ψ(−t)fk(w3(0, y, t)w2w2n′ dt

= (−1)k
∫

R

ψ(−t) det
(

t + i −y
−y∗ b+ i

)−k

dt

= (−1)k
∫

R

ψ(−t) det(b+ i)−k(t + i − y(b+ i)−1 y∗)−k dt

=
(−2π i)kmk−1e−2πm

(k− 1)!
det(b+ i)−kψ(−y(b+ i)−1 y∗)

=
(−2π i)kmk−1e−2πm

(k− 1)!
ωχ (w2n′)φfk (y)Rk−1(w2n′).

Here we use that the Fourier transform of ψ(y(i + b)y∗) is det(1− ib)−1ψ(y(−i−
b)−1 y∗).

Step 4. Let g′ = w2n′1w2n′2, where n′1 =
( I2 b1

I2

)
and n′2 =

( I2 b2
I2

)
. Both b1 and b2

are 2× 2 Hermitian matrices. We have a decomposition

w2n′1w2n′2 = w2

(
I2 b1

I2

) 1√
b2

2+1
−b2√
b2

2+1
√

b2
2+ 1

 e

(
−b2+ i
√

b2
2+ 1

,
−b2− i
√

b2
2+ 1

)

=

(√
b2

2+ 1
1/
√

b2
2+ 1

)
w2

(
I2 −b2+

√

b2
2+ 1b1

√

b2
2+ 1

I2

)

· e

(
−b2+ i
√

b2
2+ 1

,
−b2− i
√

b2
2+ 1

)
.
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From Steps 2 and 3, one can see that when g′ ∈P′w2N′ ⊂U (2, 2), where N′ is the
unipotent radical of P′, the equality (24) holds. Then let us prove that when taking
g′ = w2n′1w2n′2, the equality still holds. We have

fk(w3(0, y, t)w2w2n1w2n2)= fk(w3(0, y, t)w2 p′w2n′) det

(
b2+ i
√

b2
2+ 1

)−k

,

where

p′ =

(√
b2

2+ 1
1/
√

b2
2+ 1

)
and n′ =

(
I2 −b2+

√

b2
2+ 1b1

√

b2
2+ 1

I2

)
.

So∫
R

ψ(−t)fk(w3(0, y, t)w2w2n1w2n2) dt

= det

(
b2+ i
√

b2
2+ 1

)−k ∫
R

ψ(−t)fk(w3(0, y, t)w2 p′w2n′) dt

=
(−2π i)kmk−1e−2πm

(k− 1)!
det
(

b2+ i
√

b2
2+ 1

)−k

ωχ (p′w2n′)φfk (y)Rk−1(p′w2n′)

=
(−2π i)kmk−1e−2πm

(k− 1)!
det
(

b2+ i
√

b2
2+ 1

)−1

ωχ (p′w2n′)φfk (y)Rk−1(w2n1w2n2).

Note that

ωχ (p′w2n′)φfk (y)=−
1

det
(√

b2
2+ 1

) 1

det
( b2i+1

b2
2+1
− b1i

)ψ(y
( b2−i

b2
2+1
− b1

)−1
y∗
)
.

Also,

ωχ (w2n′1w2n′2)φfk (y)

=
1

det(1− b2i)
1

det((1− b2i)−1− b1i)
ψ(y((b2+ i)−1

− b1)
−1 y∗).

By comparison,∫
R

ψ(−t)fk(w3(0, y, t)w2g′) dt =
(−2π i)kmk−1e−2πm

(k− 1)!
ωχ (g′)φfk (y)Rk−1(g′)

for g′ = w2n′1w2n′2.

Step 5. It is known that elements in U(2, 2) can be generated by w2 and p′ ∈ P′,
where P′ is the Siegel parabolic subgroup of U(2, 2). The following lemma shows
how these elements generate U(2, 2).

Lemma 4.5. U(2, 2)= P′ ∪P′w2N′ ∪P′w2N′w2N′.
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The proof is straightforward, so let me skip it. In Steps 1 to 4, we have verified
that∫

R

ψ(−t)fk(w3(0, y, t)w2g′) dt = (−2π i)kmk−1e−2πm

(k−1)!
ωχ (g′)φfk (y)Rk−1(g′)

for g′ in each of the subsets of U(2, 2).
For each archimedean place, the computations are exactly as above as long as

we change m to the corresponding mi . Putting them together, we can prove the
proposition. �

fs is not spherical. Denote the set of places where fs is not the spherical element
in the induced representation space by S. When fs is not spherical, we make such a
choice: fs ∈ I (η, s) and fs is supported in the big cell Pw3P such that fs(w3n(b))=
8(b), where n(b) =

( I3 b
I3

)
, and b is a 3× 3 Hermitian matrix. Let b =

( t y
y∗ b′

)
,

where t ∈ F and b′ is a 2× 2 Hermitian matrix. Assume 8(b)= φ′(t)φ(y)8′(b′)
such that φ, φ′,8′ are all Bruhat–Schwartz functions. Further we make these
assumptions concerning fs and the additive character ψ :

Assumption 4.6. (1) The set S includes all the places where η or χ is ramified.
In another words, when χ or η is ramified, we should take fs supported on
the big cell, and as long as such an fs satisfies the following two assumptions,
Theorem 4.9 can be derived. However, for the sake of later computations in
Remark 4.14, we need to further assume (28).

(2) For b′ ∈ supp8′ and y ∈ suppφ, we have ψ(yb′y∗)= 1.

(3) When t ∈ suppφ′, we have ψ(t)= 1.

Remark 4.7. The assumptions above are in general quite weak. In practice, we
may first determine 8′ and φ. Because they are both compactly supported, as a
set of F , {yb′y∗ | y ∈ supp8′, b′ ∈ suppφ} must be compact. So there exists an
additive character ψ (in fact, infinitely many such characters) that is constant of
value 1 on this set. Moreover, we can even choose a universal ψ that is independent
of the conductors of η and χ . Then based on Assumption 4.6(3), one can determine
the function φ′. Then in this way, we can determine 8, and in turn fs .

Lemma 4.8. Suppose Rs is in I U (2,2)
P′ (ηχ−1, s) and is supported on the big cell

P′w2P′, such that

Rs

(
w2

(
I2 b′

I2

))
=8′(b′).

Let φfs (y)= φ̂(−y). Then∫
T
ψ(−t)fs(w3(0, y, t)w2g′) dt =

(∫
T
ψ(−t)φ′(t) dt

)
ωχ (g′)φfs (y)Rs(g′).
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Proof. In order that w3(0, y, t)w2g′ ∈ Pw3P, it must be that g′ is in P′w2P′,
which implies that Rs is supported on P′w2P′. Let g′ = w2n′(b′)= w2

( I2 b′
I2

)
for

n′(b′) ∈ N′; then∫
T
ψ(−t)fk(w3(0, y, t)w2w2n′(b′)) dt

=

∫
T
ψ(−t)8

((
t y
y∗ b′

))
dt

=

(∫
T
ψ(−t)φ′(t) dt

)
φ(y)8′(b′)

=

(∫
T
ψ(−t)φ′(t) dt

)
ωχ (w2n′(b′))φfs (y)Rs(w2n′(b′)). �

Let me summarize the local computations of the three cases above in the following
theorem. Let S be a finite set of local places, such that fk,v is not spherical if and
only if v ∈ S.

Theorem 4.9. For a Hecke character η of K and η∞(z)= z k−l/zl , take

fk ∈ I U (3,3)(A)
P(A)

(
η, l − 3

2

)
.

Assume that fk,∞(g)= j (g, i)−k , and fk,v is supported on the big cell when v ∈ S.
Choose a Hecke character χ of K so that χ∞(z)= |z|/z. Fix an additive character
ψ of F as in (20). When fk , χ and ψ satisfy Assumptions 4.2 and 4.6, we have

Eψ(hg′)= cfk ,ψθφfk
(hw−1

2 g′)E(g′, Rk−1) for h ∈ H(A), g′ ∈U (2, 2)(A),

where
cfk ,ψ = cψ

∏
v∈S

vol(suppφ′v),

cψ is given in Proposition 4.4, φfk ∈ S(Wd(A)), and Rk−1 ∈ I U (2,2)(A)
P′(A) (ηχ−1, l− 3

2).
Specifically, Rk−1,∞(g′) = j (g′, i ′)−k+1 and Rk−1,v is normalized and spherical
when v 6∈ S. Otherwise, Rk−1,v is supported on the big cell. The Siegel–Eisenstein
series E is associated to Rk−1.

Proof. Recall (22):

Eψ(hg′, fk)=

∫
[T ]
ψ(−t ′)

∑
γ∈w3·Wd (F)\H(F)·w2
·P′(F)\U (2,2)(F)

fk(γ t ′hg′) dt ′.

Let h = (x, y, t) ∈ H(A); then

fk(w3hw2g′))= fk
(
w3(x, 0, 0)(0, y, t − 1

2(xy∗+ yx∗))w2g′
)

= fk
(
w3(0, y, t − 1

2(xy∗+ yx∗))w2g′
)
.
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So we get

Eψ(hg′, fk)

=

∫
T (A)

ψ(−t ′)
∑

y0∈Wd (F)
g0∈P′(F)\U (2,2)(F)

fk(w3(0, y0, t ′)w2g0hg′) dt ′

=

∫
T (A)

ψ(−t ′)
∑

y0∈Wd (F)
g0∈P′(F)\U (2,2)(F)

fk(w3(0, y0, t ′)((x, y)g−1
0 w−1

2 , t)w2g0g′) dt ′

= cψ
∏
v∈S

∫
Tv
ψv(−t ′)fk,v(w3(0, 0, t ′)) dt ′

·

∑
y0∈Wd (F)

g0∈P′(F)\U (2,2)(F)

ωχ (((x, y)g−1
0 w−1

2 , t)g0g) φfk (y0)Rk−1(g0g′).

Notice that
∫

Tv
ψv(−t ′)fk,v(w3(0, 0, t ′)) dt ′ = vol(suppφ′v) for v ∈ S. So

Eψ(hg′, fk)= cfk ,ψθφfk
(((x, y)w−1

2 , t)g′)E(g′, Rk−1)

= cfk ,ψθφfk
(hw−1

2 g′)E(g′, Rk−1). �

4B. Fourier–Jacobi coefficients of Eisenstein series on U(3, 1). In this section,
I will define the Fourier–Jacobi coefficients of the Eisenstein series E(g, f, s)
on U(Iζ ). If this E(g, f, s) is from the pullback of a Siegel–Eisenstein series
E( · , f, s), then by applying the pullback formula (Theorem 2.6) and results about
the Fourier–Jacobi coefficients of E( · , f, s) (Theorem 4.9), we will get formulas
for the Fourier–Jacobi coefficients of E(g, f, s).

Definitions. Let P be the only nontrivial parabolic subgroup P of U(Iζ ); then the
unipotent radical of P is

N =


1 x t + xζ x∗/2

I2 ζ x∗

1

 ∣∣∣∣∣∣ t ∈ F

.
From another point of view, N can be regarded as a Heisenberg group attached to a
4-dimensional symplectic space W of F . Using conventional notation, denote1 x t + xζ x∗/2

I2 ζ x∗

1

 by (x, t);

then
(x1, t1)(x2, t2)= (x1+ x2, t1+ t2+〈x1, x2〉/2),
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where 〈 · , · 〉 represents the alternating pair on W , and

〈x1, x2〉 = x1ζ x∗2 − x2ζ x∗1 .

The degree two unitary group U(ζ )= {u | uζu∗ = ζ } is a subgroup of U(Iζ ), and
has an action on N by u · (x, t)= u−1(x, t)u = (xu, t).

Given the additive character ψ as in (20), define the Fourier–Jacobi coefficient
of E(g, f, s) as

Eψ(nu, f, s)=
∫
[T ]
ψ(−t)E(tnu, f, s) dt (25)

for u ∈U (ζ )(A) and n ∈ N (A), where T is the center of N . So Eψ ∈C∞ψ ([NU (ζ )]).

Pullback of Eψ . Recall in (8), we define an embedding e :U (Iζ )×U (ζ ) ↪→U (3, 3).
See that

e|U (ζ )×U (ζ ) :U (ζ )×U (ζ ) ↪→U (2, 2)=U (Wd ⊕Wd)⊂U (3, 3).

Also for (x, t)∈ N , we have e((x, t), I2)= (xζ/2, x, t). This implies e(N , I2)⊂ H .
Specifically, the center of N is mapped to the center of H under e, which explains
why I use T to denote both centers of H and N .

From Theorem 2.6, we know that

E(g, f, s)=
∫
[U (ζ )]

E(e(g, u), f, s)β(u)η−1(det u) du (26)

for fs(g)=
∫

U (ζ )(A) fs(e(g, u))β(u)η−1(det u) du ∈ I U (Iζ )
P (5⊗η, s), where β ∈V5.

So it is reasonable to infer that Eψ is also the pullback of Eψ . The following
proposition is easy to verify.

Proposition 4.10. If E(g, f, s) is defined by (26), then

Eψ(nu, f, s)=
∫
[U (ζ )]

Eψ(e(nu, u′), f, s)β(u′)η−1(det u′) du′.

Let us study the relation between N · U (ζ ) and H · U (2, 2) induced by the
embedding e. N is the Heisenberg group associated to the symplectic group W ,
and U(W ) = U (ζ ), while H ⊂ U (3, 3) is the Heisenberg group associated to
W =Wd +Wd , and U(W)=U (2, 2). Notice that

W
e
↪→W, x 7→

( xζ
z
, x
)
.

At the same time, we can define another embedding of W−:

W− ↪→W, x 7→
(
−

xζ
z
, x
)
.
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So, the two embeddings combine to give

W +W− −→∼ W =Wd +Wd ,

(x,−x) 7→ (xζ, 0),

(x, x) 7→ (0, x).

Since W has the polarization W = X+Y , the Weil representation of U(2, 2) can be
realized on S(X + X) or on S(Wd). Recall that we define an intertwining isometry
operator δψ between the two representations by (13) . It can be applied here with
a little revision. Take φ ∈ S(X + X), and let δψ ′(φ)(w) = δψ(φ)(wζ−1) be the
corresponding function in S(Wd). If we take φ = φ1⊗φ2 for φ1, φ2 ∈ S(X), then

ωχ (e(u1, u2))δ
′

ψ(φ1⊗φ2)= δ
′

ψ(ωχ (u1)φ1⊗χ(det u2)ω̌χ (u2)φ2).

It is straightforward to verify that

θδ′ψ (φ1⊗φ2)
(e(nu1, u2))= χ(det u2)θφ1(nu1)θφ2(u2),

where θφ2(u2)=
∑

x∈X (F) ω̌χ (u2)φ2(x). Then Proposition 4.10 and Theorem 4.9
give this:

Corollary 4.11. Assume that φfk = δ
′

ψ(φ1 ⊗ φ2), and E(g, fk) is defined as the
pullback of E( · , fk), where fk satisfies the conditions of Theorem 4.9. Then

Eψ(nu, fk)= cfk ,ψθφ1(nu)
∫
[U (ζ )]

β(u′)χη−1(det u′)E(e(u, u′), Rk−1)θφ2(u
′) du′.

Inner product of Eψ with θϕ . As we mentioned, both Eψ and θϕ for ϕ ∈ S(X) are
functions in C∞ψ ([NU (ζ )]). Let L2

ψ([NU (ζ )]) be the completion of C∞ψ ([NU (ζ )])
with respect to the inner product

〈θ, θ ′〉 =

∫
[NU (ζ )]

θ(r)θ ′(r) dr.

Treat Eψ and θϕ as elements in L2
ψ([NU (ζ )]). Let us calculate 〈Eψ , θϕ〉.

Theorem 4.12. In the setting above, we have

〈Eψ(nu, fk), θϕ(nu)〉

= cfk ,ψ(φ1, ϕ)

∫
U (ζ )(A)

Rk−1(e(u, 1)) du
∫
[U (ζ )]

β(u)θφ2(u) du,

∏
v /∈S

∫
U (ζ )v

Rk−1,v(e(u, 1)) du =
L S(ηχ−1, l − 1

2)L
S(ηχ−1, l − 3

2)

L S(ηFεK/F , 2l − 1)L S(ηF , 2l − 2)
,

where S is the set of places introduced in Theorem 4.9, and L S is the partial
L-function skipping the factors at v ∈ S.
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(I will discuss the case v ∈ S in Remark 4.14.)

Proof. We prove the theorem in three steps:

Step 1. 〈Eψ(nu, fk), θϕ(nu)〉 = cfk ,ψ(φ1, ϕ)I (Eψ), where

I (Eψ)=
∫
[U (ζ )×U (ζ )]

β(u′)χη−1(det u′)E(e(u, u′), Rk−1) θφ2(u
′) du du′.

Step 2. I (Eψ)=
∫

U (ζ )(A) Rk−1(e(u, 1)) du ·
∫
[U (ζ )] β(u)θφ2(u) du.

Step 3. We show∫
U (ζ )v

Rk−1,v(e(u, 1)) du =
Lv(ηχ−1, l − 1

2)Lv(ηχ
−1, l − 3

2)

Lv(ηFεK/F , 2l − 1)Lv(ηF , 2l − 2)

for a finite place v /∈ S.
The equation in Step 1 is straightforward from Corollary 4.11, because first for

θφ1, θϕ ∈ L2
ψ([NU (ζ )]), we have 〈θφ1, θϕ〉 = (φ1, ϕ); then

〈Eψ(nu, fk), θϕ(nu)〉

=

∫
[NU (ζ )]

cfk ,ψ

(∫
[U (ζ )]

β(u′)χη−1(det u′)

E(e(u, u′))θφ2(u
′) du′

)
θφ1(nu)θϕ(nu) dn du

= cfk ,ψ(φ1, ϕ)

∫
[U (ζ )×U (ζ )]

β(u′)χη−1(det u′)E(e(u, u′), Rk−1)θφ2(u
′) du du′

= cfk ,ψ(φ1, ϕ)I (Eψ).

To get the expression of I (Eψ) in Step 2, let us unfold E( · , Rk−1):

E(e(u, u′), Rk−1)=
∑

γ∈P′(F)\U (2,2)(F)

Rk−1(γ e(u, u′))

=

∑
γ=e(u1,u2)∈1(U (ζ ))(F)\U (ζ )(F)×U (ζ )(F)

Rk−1(γ e(u, u′)),

where 1(U (ζ )) is the image of the diagonal embedding of U(ζ ) to U(ζ )×U (ζ ).
Then,

I (Eψ)

=

∫
1(U (ζ ))(F)\U (ζ )(A)×U (ζ )(A)

β(u′)χη−1(det u′)θφ2(u
′)Rk−1(e(u, u′)) du du′

u=u′v
=

∫
U (ζ )(A)×[U (ζ )]

β(u′)χη−1(det u′)θφ2(u
′)Rk−1(e(u′v, u′)) dv du′

=

∫
U (ζ )(A)

Rk−1(e(u, 1)) du ·
∫
[U (ζ )]

β(u)θφ2(u) du.
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Now we are left with the calculation of
∫

U (ζ )(A) Rk−1(e(u, 1)) du. It can be
written as the product of local integrals:∫

U (ζ )(A)
Rk−1(e(u, 1)) du =

∏
v

∫
U (ζ )(Fv)

Rk−1,v(e(u, 1)) du.

In the following computations, we drop the subscript v if this does not cause
confusion.

First, v = ∞. Now Rk−1,∞ is defined by the automorphy factor, namely
Rk−1,∞(g′)= j (g′, i ′)−k+1, and U(ζ )(F∞) is isomorphic to copies of the compact
group U(2)(R). By Proposition 4.4, Rk−1(e(u, 1))= 1. So,∫

U (ζ )(F∞)
Rk−1,∞(e(u, 1)) du = vol(U (ζ )(F∞)).

Second, v splits in F . Then U(ζ )(Fv)'GL2(Fv). Assume Rk−1,v is normalized
and spherical. Now, K = F+F , η(a, b)= η1(a)η2(b) for (a, b)∈ K , and similarly
for χ . Since χ |A× = εK/F , we have χ1χ2 = 1. Let us take the Godement section
representation of Rk−1:

L(ηF , 2l − 1)L(ηF , 2l − 2)Rk−1(g)

= η1χ
−1
1 (det g)|det g|l−

1
2

∫
GL2(F)

8M2×4(OF )((0, X)g)η1η2(det X)|det X |2l−1 d X,

where 8M2×4(OF ) is the characteristic function of M2×4(OF ). Then

L(ηF , 2l − 1)L(ηF , 2l − 2)Rk−1(e(u, 1))

= η1χ
−1
1 (det u)|det u|l−

1
2

∫
GL2(F)

8M2×4(OF )(X, Xu)η1η2(det X)|det X |2l−1 d X.

So,

L(ηF , 2l − 1)L(ηF , 2l − 2)
∫

U (ζ )
Rk−1(e(u, 1)) du

= L(ηF , 2l − 1)L(ηF , 2l − 2)
∫

GL2(F)
Rk−1(e(u, 1)) du

=

∫
GL2(F)×GL2(F)

η1χ
−1
1 (det u)|det u|l−

1
2

8M2×4(OF )(X, Xu)η1η2(det X)|det X |2l−1 d X du

Y=Xu
=

∫
GL2

η1χ
−1
1 (det Y )|det Y |l−

1
28O2

F
(Y ) dY

·

∫
GL2

η2χ1(det X)|det X |l−
1
28O2

F
(X) d X
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which is equal to
L
(
ηχ−1, l − 1

2

)
L
(
ηχ−1, l − 3

2

)
.

Then we have∫
GL2(F)

Rk−1(e(u, 1)) du =
L(ηχ−1, l − 1

2)L(ηχ
−1, l − 3

2)

L(ηF , 2l − 1)L(ηF , 2l − 2)
.

First, Rk−1,v is normalized and spherical, and U(ζ )(Fv) is quasisplit over Fv.
So U(ζ )'U (1, 1). The embedding e of U(1, 1)×U (1, 1) to U(2, 2) is inherited
from the global definition of e|U (ζ )×U (ζ ).

Take the local Iwasawa decomposition U(1, 1) = P K = N M K , where N , M
and K are the unipotent radical, Levi part and maximal open compact subgroup,
respectively. Then K = U (1, 1)(OF ), and e(K , K ) ⊂ K′, which is the maximal
compact subgroup of U(2, 2). Let u = nmk; then du = δ−1

P (m) dn dm dk, where
δP is the modular character on P . If m =

(
α−1

α

)
, then δP(m)−1

= |α|K . Let

w13 =

( 1
1

−1
1

)
,

then∫
U (ζ )

Rk−1(e(u, 1)) du =
∫

N M
Rk−1(e(nm, 1))δ−1

P (m) dn dm

=

∫
M

∫
F

Rk−1

(
w13

( 1 x
1

1
1

)
w−1

13 e(m, 1)
)
δ−1

P (m) dx dm.

Consider such a function on U(2, 2):

R′k−1(g)=
∫

F
Rk−1

(
w13

( 1 x
1

1
1

)
g
)

dx .

We have ∫
U (ζ )

Rk−1(e(u, 1)) du =
∫

M
R′k−1(w

−1
13 e(m, 1))δ−1

P (m) dm. (27)

Recall that U(2, 2)=U (W)=U (Wd +Wd). If we have

Wd +Wd
= K e1+ K e2+ K f1+ K f2,

then a parabolic subgroup P ′ fixing both Wd and K e2 can be defined. An element
p′ ∈ P ′ looks like 

a d
b c e f

a′ b′

c′

 .
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Lemma 4.13. R′k−1 is in the space of the induced representations from P ′, so that

R′k−1(p
′gk ′)= ηχ−1(a′c)|a′|

l− 3
2

K |c|
l− 1

2
K R′k−1(g)

for p′ ∈ P ′, k ′ ∈ K′ and g ∈U (2, 2).

This lemma can be proved by direct calculations, which I will skip here. Applying
the lemma, we see R′k−1 has a Godement section representation as follows:

L(ηFεK/F , 2l − 1)
L(ηFεK/F , 2l − 2)

R′k−1(g)

= c
∫

GL2(K )
8M2×4(OK )((0, X)g)η−1χ(det X)|det X |

−l+ 3
2

K d X ·

·

∫
K×
8O4

K
((0, 0, 0, Z)g)ηχ−1(|Z |K )|Z |2l−2

K d Z ,

where the normalizing constant c satisfies

1= c
∫

GL2(K )
8M2×2(OK )(X)η

−1χ(det X)|det X |
−l+ 3

2
K d X

·

∫
K×
8OK (Z)ηχ

−1(|Z |K )|Z |2l−2
K d Z ,

R′k−1(1)=
∫

F
Rk−1

(
w13

( 1 x
1

1
1

))
dx =

L(ηFεK/F , 2l − 2)
L(ηFεK/F , 2l − 1)

.

Let g = w−1
13 e(m, 1)= w−1

13 e
((
α−1

α

)
, 1
)
. It can be verified that

R′k−1(w
−1
13 e(m, 1))

=
ηχ−1(α)|α|

l− 3
2

K

L(ηFεK/F , 2l − 1)L(ηF , 2l − 2)

∫
K×
8OK (Z)8OK (Zα)ηχ

−1(|Z |K )|Z |2l−2
K d Z .

Substituting the expression of R′k−1(w13e(m, 1)) in (27), we have∫
U (ζ )

Rk−1(e(u, 1)) du

=

∫
M

R′k−1(w
−1
13 e(m, 1))δ−1

P (m) dm

=
1

L(ηFεK/F , 2l−1)L(ηF , 2l−2)

·

∫
K××K×

ηχ−1(α)|α|
l− 1

2
K 8OK (Z)8OK (Zα)ηχ

−1(|Z |K )|Z |2l−2
K d Z dα

=
L
(
ηχ−1, l − 1

2

)
L
(
ηχ−1, l − 3

2

)
L(ηFεK/F , 2l − 1)L(ηF , 2l − 2)

. �
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Remark 4.14. In Theorem 4.12,
∫

U (ζ )(Fv)
Rk−1,v(e(u, 1)) du was not explicitly

calculated when v ∈ S, because we need more assumptions and things become
more technical. Let me put it here. When v ∈ S, Rk−1,v is supported in the big
cell associated to a characteristic function 8′ on Her2(Fv). (One can refer to the
section about nonspherical fk , especially Lemma 4.8.)

Skip the subindex v now. Fix an integral ideal c of OK so that ηχ−1(1+ c)= 1.
Then pick a totally imaginary element δ ∈ OK satisfying 1+ δ ∈ O×K . Assume that

supp8′ = Her2(F)∩ δζ−1(2I2+ 2cGL2(OK )). (28)

Define D1(c), a subset of U(ζ ), by

D1(c)=

{
u ∈U (ζ )

∣∣∣∣ u =
(

a b
c d

)
, a, d ∈ −1+δ

1−δ
+ δc, b, c ∈ δc

}
.

Lemma 4.15. Let u ∈U (ζ ). Then

e(u, 1) ∈ supp Rk−1⇐⇒ u ∈ D1(c).

Proof. First notice that for a matrix in U(2, 2),(
a b
c d

)
∈ supp Rk−1⇐⇒ c−1d ∈ supp8′.

By the definition of the embedding e in (8),

e(u, 1)=
(
(ζ−1(u+ I2)ζ )/2 ζ−1(u− I2)

((u− I2)ζ )/4 (u+ I2)/2

)
.

So
e(u, 1) ∈ supp Rk−1⇐⇒ 2ζ−1(u− I2)

−1(u+ I2) ∈ supp8′

⇐⇒ u ∈ D1(c). �

Then we get

Rk−1(e(u, 1))=
{
ηχ−1(δ) if u ∈ D1(c),

0 otherwise.

The integral ∫
U (ζ )

Rk−1(e(u, 1)) du = ηχ−1(δ) vol(D1(c)).

As we see from Theorem 4.12, 〈Eψ , θϕ〉 equals the product of an explicit constant
and the integral

∫
[U (ζ )] β(u)θφ2(u) du. Using the discussion of Section 3C, I will

show that this integral can be interpreted by the theta lifting from U(ζ ) to U(1).
Recall that N is the unipotent radical of the parabolic subgroup P of U(Iζ ). We

take N as the Heisenberg group associated to the 4-dimensional symplectic space
W over F . On W , the alternating pairing is defined as 〈x1, x2〉 = x1ζ x∗2 − x2ζ x∗1 ,
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while, as a K -vector space, W = V1⊗ V2, where V1 and V2 are Hermitian vector
spaces with dimensions 2 and 1 over K , respectively. The skew-Hermitian form on
V1 is (x, y)1 = xζ y∗. The Hermitian form on V2 is defined as (x, y)2 = x y. So, we
immediately have the reductive pair (U (V1),U (V2)) in Sp(W ) with U(V1)'U (ζ ),
and U(V2)'U (1).

Consider the theta lifting

θ
β
φ2
(u)=

∫
U (ζ )

θφ2(g, u)β(g) dg

from U(ζ ) to U(1). In Section 3C, I give the definition of a theta lifting and explain
the way to compute |θβφ2

(1)|2 using the Siegel–Weil formula. If we assume that the
representation 5 on U(ζ ) is self-dual, then V5 ' V5̌, and∣∣∣∫

[U (ζ )]
β(u)θφ2(u) du

∣∣∣2 = ∣∣θβφ2
(1)
∣∣2

Proposition 3.7 and (18) together imply:

Corollary 4.16. |θβφ2
(1)|2 = 1

2

∫
U (ζ )(A)

fδψ (φ2⊗φ2),s(e(g, 1))〈5(g)β, β〉 dg|s=− 1
2
.

Remark 4.17. The integral in the corollary above should be nonzero if φ2 is chosen
properly, because the theta lifting of5 should define a nonzero representation space
of U(1). This is a special case in [Li 1992]. The nonzero result is crucial for our
application.

Remark 4.18. If φ2,v is a standard characteristic function, then δψ(φ2⊗φ2) is also
a standard characteristic function, and fδψ (φ2⊗φ2),s,v is normalized spherical.

Proposition 4.19. If 5v is an unramified representation with a spherical vector β,
fs,v is the unique U(2, 2)(OFv )-invariant section in I U (2,2)

P′ (χ, s)v and fs,v(1) = 1,
then ∫

U (ζ )v
fs,v(e(u, 1))〈5(u)β, β〉v du =

L
(
5v, χv, s+ 1

2

)
Lv(εK/F , 2s+ 2)Lv(1, 2s+ 1),

where Lv(1, · ) is the Zeta function of the local field Fv.

Remark 4.20. This type of integral was considered by Piatetski-Shapiro and Rallis
in many cases. Similar calculations have been done in [Li 1992]. In the (U (1),U (1))
case, Yang [1997] had explicit formulas.

Proof. Let me calculate the integral above in the case when U(ζ )v 'GL2(Fv). The
computations at other types of unramified places are skipped here. Now we omit
the subindex v.
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Denote the matrix coefficient of 5 by w5. Let χ |F×F = (χ1, χ2). Using the
Godement section of fs , we have

1
L(εK/F , 2s+ 2)L(εK/F , 2s+ 1)

∫
U (ζ )

fs(e(u, 1))〈5(u)β, β〉 du

=

∫
GL2(F)

χ1(det u)|det u|s+1

·

∫
GL2(F)

8M2×4(OF )((0, Z)e(u, 1))εK/F (det Z)|det Z |2s+2w5(u) du d Z

=

∫
GL2(F)×GL2(F)

8M2×4(OF )(Z , Zu)χ1(det u)|det u|s+1

· εK/F (det Z)|det Z |2s+2w5(u) du d Z

Y=Zu
=

∫
GL2(F)×GL2(F)

8M2×4(OF )(Y, Z)χ1(det Y )|det Y |s+1

·χ2(det Z)|det Z |s+1w5(Z−1Y ) dY d Z . (29)

Let GL2(F)= BK , where B consists of upper triangular matrices and K =GL2(OF ).
The matrix coefficient w5 is a zonal spherical function and satisfies

∫
K
w5(XkY ) dk = w5(X)w5(Y ) for X, Y ∈ GL2(F).

Lemma 4.21. The expression in (29) equals the product of

∫
GL2(F)

8M2(OF )(Y )χ1(Y )|det Y |s+1w5(Y ) dY

and ∫
GL2(F)

8M2(OF )(X)χ2(X)|det X |s+1w5(X) d X.

Proof. First, it is obvious that

(29)=
∫

GL2(F)×GL2(F)×K
8M2×4(OF )(kY, Z)χ1(det kY )|det kY |s+1

·χ2(det Z)|det Z |s+1w5(Z−1Y ) dY d Z dk. (30)
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Then, substitute kY by Y ′:

(30)=
∫

GL2(F)×GL2(F)
8M2×4(OF )(Y

′, Z)χ1(det Y ′)|det Y ′|s+1χ2(det Z)|det Z |s+1

·

∫
K
w5(Z−1k−1Y ′) dk dY ′ d Z

=

∫
GL2(F)

8M2(OF )(Y )χ1(Y )|det Y |s+1w5(Y ) dY

·

∫
GL2(F)

8M2(OF )(Z)χ2(Z)|det Z |s+1w5(Z−1) d Z .

So this proves Lemma 4.21. �

Let

Z(8M2(OF ), χ1⊗w5, s+ 1)=
∫

GL2(F)
8M2(OF )(Y )χ1(Y )|det Y |s+1w5(Y ) dY.

Zeta integrals such as this are discussed in [Godement and Jacquet 1972].

Lemma 4.22. If 5= π(µ1, µ2), then

Z(8M2(OF ), χ1⊗w5, s+ 1)= L
(
χ1µ1, s+ 1

2

)
L
(
χ2µ2, s+ 1

2

)
.

Proof. Let Y = pk, for p=
(

a1 b
a2

)
∈ B and k ∈ K . Then dY = (1/|a1|) db da1 da2.

w5(Y )= w5(p)= µ1(a1)µ2(a2)(|a1|/|a2|)
1
2 . So,

Z(8M2(OF ), χ1⊗w5, s+ 1)=
∫

OF×OF

χ1µ1(a1)|a1|
s+ 1

2χ1µ2(a2)|a2|
s+ 1

2 da1 da2

= L
(
χ1µ1, s+ 1

2

)
L
(
χ2µ2, s+ 1

2

)
.

�

By Lemmas 4.21 and 4.22, we have∫
U (ζ )

fs(e(u, 1))〈5(u)β, β〉 du =
L
(
5,χ, s+ 1

2

)
L(εK/F , 2s+ 2)L(εK/F , 2s+ 1)

.

And notice that in this case, εK/F ($) = 1 for the prime element $ in F . This
proves Proposition 4.19 when U(ζ )' GL2(F). �

Next, let me explain the local integrals of |θβφ2
(1)|2 at archimedean places and

ramified finite places. At archimedean places, fδψ (φ2⊗φ2),s,∞ is U(ζ )∞×U (ζ )∞-
invariant, and 5∞ is one-dimensional. Apparently,∫

U (ζ )∞
fδψ (φ2⊗φ2),s,∞(e(g, 1))〈5(g)β, β〉∞ dg = vol(U (ζ )∞) 6= 0.
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As for finite places, first we are always allowed to take the standard characteristic
function φ2,v when 5v is unramified. This means if 5v is unramified, we can
guarantee fδψ (φ2⊗φ2),s,v is spherical.

If 5v is ramified at a finite place v, let Dv ⊂U (ζ )v be a compact open subgroup
fixing5v . Especially, when5v= I (µ1, µ2) is a ramified principal series associated
to the local charactersµ1 andµ2, we assume thatµ1 is ramified andµ2 is unramified.
Then Dv =

{
g ∈ U (ζ )v

∣∣ g =
(

a b
c d

)
, a ∈ 1+m, b, d ∈ OKv

, c ∈ m
}
, where m is

the conductor of µ1. We can choose φ2,v so that fδψ (φ2⊗φ2),s,v(e(g, 1))=8Dv
(g),

where 8Dv
is the characteristic function with the support in Dv. For instance, if v

splits, U(ζ )v ' GL2(Fv). Then µ1 and µ2 are both characters of Fv. We can take
φ2 such that

φ2(x)=
{

1 if x ∈
(

1
0

)
+mO2

Fv ,

0 otherwise.

In this way,∫
U (ζ )v

fδψ (φ2⊗φ2),s,v(e(g, 1))〈5(g)β, β〉v dg = vol(Dv) 6= 0.

5. Applications to Eisenstein series nonvanishing modulo p

Section 4 calculated the Fourier–Jacobi coefficients of two Eisenstein series. One
is the holomorphic Siegel–Eisenstein series Ek( · , η) on U(3, 3). The other is the
holomorphic Eisenstein series Ek( · ,5, η) on U(Iζ ) that is from the pullback of
Ek( · , η). From now on, we fix a prime p, so that every prime in F above p is
unramified for both Eisenstein series. In this section, we will briefly discuss how to
apply the computations of Section 4 to look for an Eisenstein series on U(3, 1) that
does not vanish modulo p.

Remark 5.1. (1) Recall that Ek( · , η) is defined from the section fk that is spherical
outside S (for the definition of S, one may refer to Theorem 4.9). In the
application, S is usually taken to be the set of places where the given data (for
instance the number fields F and K , the characters η and χ , the representation
5 and so on) are ramified. Notice that we can assume that all the data at p are
unramified. So p 6∈ S. In other words, fk is spherical at p.

(2) Ek( · , η) can be normalized to become a p-integral Eisenstein series Eint. About
this claim, one can refer to (3.3.5.3) and Remark (3.3.5.5) in [Harris et al.
2006]. The normalizing factor is given in (3.3.5.1). In fact, the situation here
is simpler than [ibid.], because Ek( · , η) is unramified at p.
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(3) The pullback of Eint denoted by Eint
pb is an Eisenstein series on U(Iζ ). It only

differs by a constant with E( · ,5, η). Define

E int
=

Eint
pb

�k
K
, (31)

where �K is the CM-period of K and it is well-defined up to Z×p .

Lemma 5.2. E int is a p-integral holomorphic Eisenstein series.

About �K and this lemma, one can refer to [Hsieh 2011b, Section 7.2].

As mentioned in the introduction, one of the motivations of this paper is to
provide a possible way to argue nonvanishing modulo p of the Eisenstein series on
the unitary group U(3, 1) used in the Iwasawa theory through the calculation of its
Fourier–Jacobi coefficients. For the discussion on this topic, let me assume that
F =Q and that the imaginary quadratic extension K/Q splits at p.

Following the idea of Skinner and Urban [Skinner and Urban 2012; Urban 2006]
to show one divisibility of the main conjecture for GL2×K× by the method of
Eisenstein congruence on U(3, 1), a Hida family of holomorphic Eisenstein series
Eord on U(3, 1) is constructed so that its constant terms at all cusps are divisible by
the p-adic L-function of GL2×K×. Suppose Eord is defined over a two-variable
Iwasawa algebra 3 (refer to Conjecture 1.1), and denote by m3 the maximal ideal
of 3. It is required that Eord

6≡ 0 (mod m3). Since Eord is obtained by interpolating
a p-ordinary holomorphic Eisenstein series Eord, we have:

Lemma 5.3. If Eord
6≡ 0 (mod mp), then Eord

6≡ 0 (mod m3), where mp is the
maximal ideal of Z(p) induced by i : C→ Cp.

So it is enough to show Eord does not vanish modulo mp. For the strict definition
and construction of Eord, see [Hsieh 2011b]. Although Eord and E int are both
p-integral holomorphic Eisenstein series, they are not the same, because we assume
E int is unramified at p, but Eord is ramified at p. So in order to apply the computation
of Fourier–Jacobi coefficients of E int in Section 4, two points will be addressed in
this section. The first is to relate Eord used in the proof of the main conjecture to
E int. The second is to give a strategy of showing nonvanishing modulo p of E int.

At p, U(ζ )(Qp)' GL2(Qp). In [Hsieh 2011b], the representation 5 of U(ζ ) is
chosen so that the local representation 5p of GL2(Qp) is ordinary; then 5p must
be of the type π(µ1, µ2). Assume that the characters µi of Qp are unramified.
Then an Eisenstein series E0 is defined with the data of 5 and η, so that Eord is
exactly the ordinary projection of E0 (Eord

= eE0, where e is the map of ordinary
projection). The only difference between E0 considered in [ibid.] and E int in (31)
is that local sections at p are different. A special section at p is taken to make
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sure the corresponding E0 leads to the ordinary p-adic Eisenstein series with the
optimal constant terms at cusps. But, for E int, the local section at p is spherical.

Define normalized actions of Up and Tp operators (‖Up and ‖ Tp) to a modular
form on U(Iζ ); refer to [Hsieh 2011a; 2011b].

Lemma 5.4. Let E be a p-adic modular form of weight (0, k), k > 2. Suppose that
E is unramified at p. Then we have

E ‖Up(αi )≡ E ‖ Tp(αi ) (mod p),

for αi =

(
I6−i 0

0 pIi

)
∈ GL6(Qp)'U (Iζ )(Qp), i = 1, 2, . . . , 6.

The analogous result for modular forms on U(2, 1) was due to Hida’s observation.
Hsieh summarized it in [2011a, Lemma 7.3], whose proof is essentially the same as
that of Lemma 5.4. I want to emphasize that the formulas of the normalized Hecke
operators at p used in the proof are especially for holomorphic forms. So, we can
safely apply this lemma to E int and Eord.

Lemma 5.5. Eord
= eE0 = C · eE int, where C is a p-adic unit.

Roughly speaking, the proof is as follows. Suppose the local sections at p for the
Eisenstein series Eord and E int are, respectively, f ord

p and f int
p . There is a unique

normalized ordinary local section at p, denoted by f ord,N
p (for the uniqueness, see

[Hida 2004b; Hsieh 2011b, Remark 6.3]). Then

f ord
p = C1 f ord,N

p and e f int
p = C2 f ord,N

p .

Moreover it can be shown that C = C1C−1
2 is a p-adic unit. Combining the two

lemmas above, we get

Eord
6≡ 0 (mod mp)⇐⇒ E int

6≡ 0 (mod mp).

We are left to show that E int
6≡ 0 (mod mp).

From the calculation of Section 4, we can construct a linear functional on the
space of holomorphic modular forms on U(3, 1), such that

lθ (E int)=
〈E int

ψ , θ〉

〈θ, θ〉
· θβ(1).

And notice that E int
ψ and θ are both in the space of holomorphic theta functions,

and 〈 · , · 〉 is defined to be the inner product in this space. When θ is θϕ , we
have lθϕ (E

int) ∼ Lalg(ηχ−1, l − 1
2)L

alg(ηχ−1, l − 3
2)L

alg(5, χ, 1). Notice that χ
is from the Weil representation and we can vary χ with only the restrictions that
χ∞(z)= |z|/z and χ |A× = εK/Q. Lalg(ηχ−1, l− 1

2) and Lalg(ηχ−1, l− 3
2) are both

p-units for almost all χ . These facts are due to Hida [2004a]. The question of
whether Lalg(5, χ, 1) is a p-unit or not for infinitely many χ remains an open
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problem. Many results are known about nonvanishing modulo p of special values
of L-functions (refer to [Hida 2004a; Vatsal 2003] for results on GL1 and GL2 L-
functions). These facts suggest Lalg(5, χ, 1) may share the same property. Recent
work of M. Brakočević on anticyclotomic p-adic L-functions of central critical
Rankin–Selberg L-value may help prove the conjecture. I will address this question
in my next paper.

From Appendix B, we see by choosing proper ϕ that θϕ is a p-integral theta
function, and can serve as one element of the basis that spans the space of p-integral
holomorphic theta functions T (m, L ,U f ). So lθϕ maps a p-integral modular form
in U(3, 1) to a p-adic integer.

From the discussion above, we have this:

Conjecture 5.6. E int
6≡ 0 (mod m3).

Remark 5.7. As mentioned in the introduction, the computations explained in
this paper can be generalized to an arbitrary nonquasisplit unitary group U(m, n)
for m > n. Let P = M N be the minimal parabolic subgroup of U(m, n), and
M=GLn(K )×U (m−n). Given8∈ I U (m,n)

P (5⊗η(det · ), s), define the Eisenstein
series E(8) and consider the Fourier–Jacobi coefficients Eψ(8) as a theta function
on the Jacobi group U(m− n) · N . Because E(8) can be written as the pullback
of a Siegel–Eisenstein series E(η) on U(m,m), we can study Eψ(8) using certain
Fourier–Jacobi coefficients of E(η). So Eψ(8) will have similar expressions as
in Corollary 4.11. Again using the inner product of the space of theta functions
on U(m− n) · N , we can define a linear functional on E(8) that leads to special
L-values.

Appendix A: Proof of the Siegel–Weil formula for (U(2, 2), U(1))

The Siegel–Weil formula for the dual reductive pair (U (2, 2),U (1)) is formulated
in Theorem 3.6. Let us first fix necessary notation and then give the proof.

Consider the dual reductive pair (U (2, 2),U (V )), where V is a Hermitian vector
space of dimension 1 over K . Now U(2, 2)×U (V ) acts on S(V 2(A)) via the Weil
representation ωχ determined by an additive character ψ of A and a character χ of
A×K /K× such that χ |A× = εK/F . For φ ∈ S(V 2(A)), we have fφ,s ∈ I U (2,2)

P′ (χ, s),
where P′ is the Siegel parabolic subgroup of U(2, 2) (refer to (17)). Theorem 3.6
states that the Eisenstein series E(g, fφ,s) on U(2, 2) is holomorphic at s =−1

2 and

E(g, fφ,s)|s=− 1
2
= 2

∫
[U (V )]

θφ(g, u) du.

I give the proof of this theorem following the idea of Kudla and Rallis [1988], who
proved the Siegel–Weil formula for (Spn,O(V )) when V is anisotropic. First, we
prove that E(g, fφ,s) is holomorphic at s =−1

2 by studying the analytic properties
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of the constant term. Denote
∫
[U (V )] θφ(g, u) du by I (g, φ). Notice that I (g, φ) is

orthogonal to all cusp forms on U(2, 2)(A) and is moreover concentrated on the
Borel subgroup B in the sense that the constant term of I (g, φ) along any parabolic
subgroup P strictly containing B is orthogonal to all cusp forms on the Levi factor
of P . Since the same is true for E(g, fφ,s), it suffices to show that the constant
term of E(g, fφ,s) along the Siegel parabolic subgroup at s =−1

2 is equal to that
of I (g, φ).

Denote the constant term of E(g, fφ,s) with respect to P′ by EP′(g, fφ,s). Then
we have this:

Lemma A.1. For any K′-finite section f , E(g, fs) and EP′(g, fs) have the same
set of poles.

If φ is K′-finite, so is fφ . We can apply the lemma above to find the poles of
E(g, fφ,s). There are three terms in EP′(g, fφ,s), that is

EP′(g, fφ,s)= E0
P′(g, fφ,s)+ E1

P′(g, fφ,s)+ E2
P′(g, fφ,s), (32)

corresponding to the Bruhat decomposition

U(2, 2)(F)= P′ tP′w13P′ tP′w2P′,

where

w13 =

( 1
1

−1
1

)
and w2 =

(
I2

−I2

)
.

We have E0
P′(g, fφ,s) = fφ,s(g). So E0

P′(g, fφ,s)|s=− 1
2
= ωχ (g)φ(0). The third

term has

E2
P′(g, fφ,s)=

∫
N′(A)

fφ,s(w2ng) dn = M(s) fφ,s(g),

where M(s) is the intertwining operator. The second term has

E1
P′(g, fφ,s)=

∑
γ∈B1\GL2(K )

f 1
φ,s(γ g), (33)

where B1 is the Borel subgroup of GL2(K ) and

f 1
φ,s(γ g)=

∫
N′′(A)

fφ,s(w13ng) dn,

where N′′ is a subgroup of N′ such that for n ∈ N′′,

n =
( 1 x

1
1

1

)
.
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Since the Levi part of P′(F) is isomorphic to GL2(K ), we see E1
P′(g, fφ,s)|GL2(AK )

is an Eisenstein series on GL2(AK ) associated to the section

f 1
φ,s ∈ I GL2

B1

(
χ | · |

−s− 1
2

K , χ | · |
s+ 3

2
K

)
,

that is,

f 1
φ,s

((
a b

d

)
g
)
= χ(a)|a|

−s− 1
2

K χ(b)|b|
s+ 3

2
K

∣∣∣ab ∣∣∣ 1
2

K
f 1
φ,s(g). (34)

Let us consider the analytic property of M(s) fφ,s(g). It is well known that M(s) is
well-defined for s if Re s is big enough and it has the meromorphic continuation to
the complex plane. Let S be a finite set of places of F such that fφ,s,v = f0,s,v is
spherical for all v /∈ S. Then we have

M(s) fφ,s =
a(s)
b(s)

∏
v∈S

b(s)v
a(s)v

M(s)v fφ,s,v
∏
v /∈S

f0,−s,v,

where
a(s)
b(s)
=

ξ(2s− 1, 1)ξ(2s, εK/F )

ξ(2s+ 2, 1)ξ(2s+ 1, εK/F )
;

specifically,
a(s)v
b(s)v

=
Lv(2s− 1, 1)Lv(2s, εK/F )

Lv(2s+ 2, 1)Lv(2s+ 1, εK/F )

for v 6= ∞, and
a(s)∞
b(s)∞

= c(s)
0(2s− 1)0(2s+ 1)
0(2s+ 2)0(2s+ 2)

, (35)

where c(s) is some exponential, which will not affect the analytic property of
M(s) fφ,s .

Theorem A.2. M(s) fφ,s |s=− 1
2
= 0

Proof. Notice that
a(s)
b(s)

∣∣∣
s=− 1

2

= 0.

So we only need to show that

b(s)v
a(s)v

M(s)v fφ,s,v

for v ∈ S at s =− 1
2 is holomorphic.

When v ∈ S and v is a finite place, we always have this:

Lemma A.3. 1
a(s)v

M(s)v fs,v is holomorphic at s =− 1
2 for any fs .
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The general form of the lemma is stated in [Kudla and Rallis 1988]. If v ∈ S is
an inert place, b(s)v is obviously holomorphic at s =− 1

2 . So

b(s)v
a(s)v

M(s)v fφ,s,v

is holomorphic at s =− 1
2 .

If v ∈ S is a splitting place, pay attention that now b(s)v has a simple pole. We
need a refinement of Lemma A.3 as follows:

Lemma A.4. If v is a splitting place,

1
a(s)v

M(s)v fφ,s,v

vanishes at s =− 1
2 .

I have to emphasize that this lemma is only right for the Siegel–Weil section.
Then in this case, we still have

b(s)v
a(s)v

M(s)v fφ,s,v

is holomorphic at s =−1
2 . I omit the proof of Lemma A.4. It is a direct corollary

of [Kudla and Sweet 1997, Theorem 1.3].
For v =∞, for convenience, we take φ0

∞
(x)= ψ(i xx∗) as it is what we use in

the paper. For general functions in S(V 2)∞ in the space of the Fock representation,
the holomorphic result still holds. We have that φ0

∞
is an eigenfunction under the

action of an element k in the maximal open compact subgroup of U(2, 2)∞. Then,

Lemma A.5. M(s)∞ fφ0
∞,s = c

0(2s)0(2s− 1)

0(s+ 3
2)0(s+

1
2)

20(s− 1
2)

fφ0
∞,−s .

From (35) and Lemma A.5, we can see that

b(s)∞
a(s)∞

M(s)∞ fφ0
∞,s

is holomorphic at s = − 1
2 . Combining the discussions above at each place, we

prove Theorem A.2. �

Now let us consider (33), which is the second term of the constant term of
E(g, fφ,s). As we see, restricted to the Levi part of U(2, 2), it is an Eisenstein series
associated to the (34). In [Kudla and Rallis 1988, Proposition 6.4], the Eisenstein
series like this was discussed and the holomorphic property was confirmed. The
idea is to obtain a relation of the form

E1
P′(g, fφ,s)=

∑
j

α j (s)E1(g, F j (s)), (36)
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where α j (s) is a meromorphic function holomorphic at s =−1
2 , and E1(g, F j (s))

is an Eisenstein series on GL2(AK ) and

F j (g, s)= µ1(det g)|det g|
1
2
K

∫
A×K

φ j ((0, x)g)µ1µ
−1
2 (det g)|det g|K dx

for φ j ∈ S(M12(AK )), and µ1= χ | · |
−s− 1

2
K , µ2= χ | · |

s+ 3
2

K . The analytic property of
this type of Eisenstein series is explicitly worked out. In our case, each E1( · , F j (s))
is holomorphic at s = − 1

2 . Furthermore, because the sum in (36) is a finite sum,
E1

P′(g, fφ,s) is also holomorphic at s =− 1
2 .

Theorem A.6. E(g, fφ,s) is holomorphic at s =− 1
2 .

It is not hard to verify that I (g, φ) as an automorphic form on U(2, 2) is orthog-
onal to all cusp forms on U(2, 2) and is concentrated on the Borel subgroup B.
Since the constant term of I (g, φ) with respect to the Siegel parabolic subgroup
P′ is ωχ (g)φ(0), the only thing remaining to prove the Siegel–Weil formula is to
confirm the constant term of E(g, fφ,s) at s =− 1

2 is 2ωχ (g)φ(0).
Let us first calculate the constant term EP′1

(g, fφ,s) of E(g, fφ,s) with respect to
the parabolic subgroup P′1 whose Levi factor is isomorphic to K××U (1, 1). Let

i :U (1, 1)→U (2, 2),
((

a b
c d

))
7→

( 1
a b

1
c d

)
.

Then:

Proposition A.7. For g ∈U (1, 1),

EP′1
(g, fφ,s)= E0

P′1

(
g, s+ 1

2 , i∗ fφ,s
)
+ E1

P′1

(
g, 1

2 − s, i∗M(s) fφ,s
)
, (37)

where E0
P′1

and E1
P′1

are both Eisenstein series on U(1, 1).

Notice that E0
P′1

is an Eisenstein series associated to the Siegel–Weil section
i∗ fφ,s . Applying the result about the Siegel–Weil formula for the dual reductive
pair (U (1, 1),U (1)) [Ichino 2004], we see that the constant term of

E0
P′1
(g, s+ 1

2 , i∗ fφ,s)

with respect to the Siegel parabolic subgroup of U(1, 1) has two terms and they are
both equal to ωχ (i(g))φ(0) for g ∈U (1, 1) when s =− 1

2 .
First, E1

P′1

(
g, 1

2− s, i∗M(s) fφ,s
)

is holomorphic at s =− 1
2 by arguments similar

to those in [Kudla and Rallis 1988, Section 8]. Then applying Theorem A.2, we
have this Eisenstein series is zero at s =− 1

2 .
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It seems that too many constant terms are involved. The relation can be described
by the following diamond graph used in [ibid.]:

U (2, 2)
uu ''

GL1×U (1, 1)
))

GL2

ww
GL1×GL1

From the line

U(2, 2)→ GL1×U (1, 1)→ GL1×GL1,

we get E00
P′1

, E01
P′1

, E10
P′1

, and E11
P′1

. They are constant terms of E0
P′1

and E1
P′1

. From
the line

U(2, 2)→ GL2→ GL1×GL1,

we get E0
P′ , E10

P′ , E11
P′ , and E2

P′ (refer to (32)), where E10
P′ and E11

P′ are the constant
terms of E1

P′ . Restricting all these to GL1×GL1, we have the following match up
relation:

E00
P′1

E01
P′1

E10
P′1

E11
P′1

E0
P′ E10

P′ E11
P′ E2

P′

The top terms match up with the bottom terms. Because E1
P′1

is zero at s = −1
2 ,

then we have that E11
P′ is zero at s =− 1

2 .

Proposition A.8. E1
P′(g, fφ,s)|s=− 1

2
= ωχ (g)φ(0).

Thus, we obtain that EP′(g, fφ,s)|s=− 1
2
= 2ωχ (g)φ(0). Then Theorem 3.6 is

proved.

Appendix B: Integral theta functions

First recall classical definitions of theta functions. For applications, let us restrict
to the 2-dimensional case here. Most of the results can be generalized to arbitrary
dimensions without difficulty. Fix the embeddings

Q
i∞
−→ C and Q

i p
−→ Cp.

Let V be a 2-dimensional Hermitian vector space over K . Choose an OK -lattice L
so that it fixes an abelian variety AL with complex multiplication defined over a
number field M , where K ⊂ M ⊂Q. Under the embedding i∞, L can be regarded
as a Z-module of rank 4, and so a lattice of C2. Then there exists an analytic
parametrization over C such that

AL ⊗i∞ C' C2/L .
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For a Riemann form H on C2/L , and a map ε : L→U , where U is the unit circle
of C, define an analytic line bundle Lan

H,ε 'C×C2/L with the action of L given by

l · (w, x)=
(
w+ l, ε(l)e

( 1
2i

H
(

l, w+ l
2

))
x
)

for l ∈ L , (w, x) ∈ C2
×C,

where e(x) = e2π i x . Then the space of global sections 0(C2/L ,Lan
H,ε) can be

identified with the space of holomorphic theta functions T (H, ε, L) such that
for f ∈ T (H, ε, L),

f (w+ l)= f (w)ε(l)e
( 1

2i
H
(

l, w+ l
2

))
for w ∈ C2, l ∈ L .

To study arithmetic theta functions and furthermore integral theta functions inside
T (H, ε, L), let us consider the line bundle LH,ε on AL defined over M , and give
LH,ε a rigidification at the origin. At∞, fix an isomorphism

LH,ε ⊗i∞ C' Lan
H,ε,

such that it is consistent with the analytic parametrization of AL , and carries the
rigidification of LH,ε into the canonical one of Lan

H,ε . For a prime p, when AL⊗i p Cp

has a good reduction, we can assume it is defined over the ring of integers O=O(Cp).
Then we require that the rigidification of LH,ε satisfies that the p-integral elements
of the stalk of LH,ε over the origin correspond to the p-integral points on the affine
line.

Within the context above, we see that i∞(0(AL ,LH,ε)) is an i∞(M)-vector
space of theta functions inside 0(C2/L ,Lan

H,ε) = T (H, ε, L). Let us denote this
space by T ar(H, ε, L); each element inside is an arithmetic theta function. Inside
the Cp-vector space 0(AL ⊗i p Cp,LH,ε⊗i p Cp), we have the O-module of integral
sections. It is in turn the i∞(i−1

p (O)∩M)-module of p-integral theta functions in
i∞(0(AL ,LH,ε)) = T ar(H, ε, L). We give it a notation T int(H, ε, L). Thus we
have

T int(H, ε, L)⊂ T ar(H, ε, L)⊂ T (H, ε, L).

For f ∈ T (H, ε, L), define

f∗(w)= e
( i

4
H(w,w)

)
f (w).

The following lemma gives simple characterizations of arithmetic theta functions
and integral theta functions.

Lemma B.1. T ar(H, ε, L) consists of all functions f ∈ T (H, ε, L) such that f∗(w)
is an algebraic number in C for anyw∈K L. The module T int(H, ε, L) of p-integral
theta functions consists of f ∈ T (H, ε, L) such that i p · i−1

∞
( f∗(w)) is integral in

Cp for w ∈ K L.
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For the proof, see the proof [Finis 2006, Lemma 3.1]. Even though, there, only
the case of one-dimensional Hermitian space was considered, the idea can be easily
generalized here.

Shimura [1976] studied the arithmetic properties of theta functions with complex
multiplication, and gave a basis for T ar(H, ε, L). Let me mainly discuss the case
when V/K is a 2-dimensional anisotropic Hermitian space. Also, V can be regarded
as a symplectic vector space with the alternating form

〈v1, v2〉 = v1ζv
∗

2 − v2ζv
∗

1 ,

with v1ζv
∗

2 the anti-Hermitian pairing on V . There exist w1, w2 ∈ M2(K ), such
that z = w−1

2 w1 is a point in the Siegel upper half plane H2, and

L =
{
(a b)

(
w1

w2

) ∣∣∣∣ a ∈ Z2, b ∈ Z2
(

1 0
0 α

)
for a fixed α ∈ Z

}
.

Then the Riemann form on V can be written as

H(uw2, vw2)= 2im · u(z− z)−1v∗ for u, v ∈ K 2, (38)

and ε is of the form

ε(aw1+ bw2)= e
(m

2
· abt
+ br t

+ ast
)

for a ∈ Z2, b ∈ Z2
(

1 0
0 α

)
,

with a choice of r and s in Q2. For u ∈ C2, z ∈ H2, r, s ∈ R2, and a positive
integer µ, define

θr,s(u, z)= e
( 1

2 u(z− z)−1ut) ∑
x∈Z2

e
( 1

2(x + r)z(x + r)t + (x + r)(u+ s)t
)
.

Put fm,r,s(u)= θr,s(muw−1
2 ,mw−1

2 w1).

Theorem B.2. (1) For r, s ∈Q2, we have fm,r,s(u) ∈ T ar(H, ε, L) for H defined
in (38) and ε defined by

ε(aw1+ bw2)= e
(

1
2 m · abt

+mbr t
− ast

)
.

Moreover, the functions

fm,r+ j,s for j ∈ m−1
(

1 0
0 α−1

)
Z2/Z2

give a basis of T ar(H, ε, L) over the field of algebraic numbers in C.

(2) Let p be an unramified prime number for T (H, ε, L). When z is diagonal,
fm,r,s is a p-integral element in T int(H, ε, L). Thus T int(H, ε, L) is spanned
by the functions fm,r+ j,s over i∞(i−1

p (O)).
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Proof. See [Shimura 1976, Proposition 2.5] for the proof of (1). For (2), though it is
possible to remove the condition that z is diagonal, I will skip the discussion of the
more general results because the proof would be more technical. When z =

( z1 0
0 z2

)
is diagonal,

θr,s(u, z)=
2∏

i=1

θri ,si (ui , zi ),

where

θri ,si (ui , zi )= e
( 1

2 ui (zi − zi )
−1ui

)∑
x∈Z

e
( 1

2(x + ri )zi (x + ri )+ (x + ri )(ui + si )
)
,

for r = (r1, r2) and so on. Notice that these θri ,si (ui , zi ) are essentially theta
functions in the one-dimensional case. The p-integrality of them is confirmed by
[Finis 2006, Lemma 3.3]. Thus, the p-integrality of the fm,r+ j,s follows. �

Remark B.3. When L corresponds to a diagonal element in H2, AL is isomor-
phic to the product of two elliptic curves. In this case, the i∞(i−1

p (O))-basis of
T int(H, ε, L) is given in Theorem B.2(2), and the number of elements inside is
exactly equal to the dimension of T ar(H, ε, L). In general, when AL is an abelian
variety with CM, it is always isogenous to E1× E2, where E1 and E2 are elliptic
curves with CM. Such isogeny induces the isomorphism between modules of integral
theta functions of AL and E1 × E2 with appropriate choices of Riemann forms
accordingly.

Then let me briefly explain the relation between classical theta functions and
adelic theta functions. One can find the discussion of one-dimensional case in [Finis
2006]. Define TA(m, L ,U f ) to be the space of all smooth functions

2 : N (Q)U (ζ )(Q)�N (A)U (ζ )(A)�U (ζ )∞U f N (L) f → C,

where U f is a certain open compact subgroup of U(ζ ) at finite places such that the
level is prime to p, and

N (L) f =
{
(w, t)

∣∣ w ∈ L̂, t + 1
2wζw

∗
∈ µ(L)ÔK

}
,

where µ(L) is the ideal generated by wζw∗ for all w ∈ L . The function 2 satisfies

2((0, t)r)= e(mt)2(r) for r ∈ N (A)U (ζ )(A).

Because U(ζ ) is anisotropic, U(ζ )(Q)�U (ζ )(A)�U (ζ )∞U f consists of a finite
set of points {u1, . . . , us} ⊂U (ζ )(A f ). So we have

TA(m, L ,U f )=
⊕s

i=1 T (m, ui L), 2 7→ (2i )
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such that 2i (n)=2(nui )for n ∈ N (A). Then one may check for each i ,

θi (w∞)= e
(
−m

wζw∗

2

)
2i ((w∞, 0))

is a classical theta function in T (H, ε, ui L), where H and ε are defined according
to the lattice ui L , and

〈2,2′〉 =
∑

i

〈θi , θ
′

i 〉 for 2,2′ ∈ TA(m, L ,U f ),

where
〈2,2′〉 =

∫
N (Q)U (ζ )(Q)�N (A)U (ζ )(A)

2(r)2′(r) dr

and
〈θi , θ

′

i 〉 =
1

µ(L)

∫
C/L

θi (w)θ
′

i (w) dw.
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