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The p-adic monodromy theorem
in the imperfect residue field case

Shun Ohkubo

Let K be a complete discrete valuation field of mixed characteristic (0, p) and Gg
the absolute Galois group of K. In this paper, we will prove the p-adic mon-
odromy theorem for p-adic representations of Gg without any assumption on
the residue field of K, for example the finiteness of a p-basis of the residue field
of K. The main point of the proof is a construction of (¢, Gg)-module NX;(V)
for a de Rham representation V', which is a generalization of Pierre Colmez’s
N:{g(V). In particular, our proof is essentially different from Kazuma Morita’s
proof in the case when the residue field admits a finite p-basis.

We also give a few applications of the p-adic monodromy theorem, which are
not mentioned in the literature. First, we prove a horizontal analogue of the p-adic
monodromy theorem. Secondly, we prove an equivalence of categories between
the category of horizontal de Rham representations of Gx and the category of
de Rham representations of an absolute Galois group of the canonical subfield
of K. Finally, we compute H' of some p-adic representations of G, which is a
generalization of Osamu Hyodo’s results.
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Introduction

Let p be a prime and K a complete discrete valuation field of mixed characteris-
tic (0, p) with residue field kg. Let Gg be the absolute Galois group of K. When
kg is perfect, Jean-Marc Fontaine defined the notions of crystalline, semistable,
de Rham, Hodge-Tate representations for p-adic representations of Gg (see [Fon-
taine 1994a; 1994b] for example). The p-adic monodromy conjecture, which
asserts that de Rham representations are potentially semistable, was first proved
by Laurent Berger [2002, Théoréme 0.7] by using the theory of p-adic differential
equations. Precisely speaking, Berger used the p-adic local monodromy theorem
for p-adic differential equations with Frobenius structure due to Yves André,
Zoghman Mebkhout, and Kiran Kedlaya.

The notions of the above categories of representations were defined by Olivier
Brinon [2006] when kg admits a finite p-basis. In this case, the p-adic monodromy
theorem was proved by Kazuma Morita [2011, Corollary 1.2]. Roughly speaking,
he proved the p-adic monodromy theorem by studying some differential equations,
which are defined by Sen’s theory of Bgr due to Fabrizio Andreatta and Olivier
Brinon [2010]. In that reference, Tate—Sen formalism for a quotient 'y of Gg
is applied to establish Sen’s theory of Bgr, where I'g is isomorphic to an open
subgroup of Z; X Zp(l)JK with Jg 1= dimy,. Qlch/Z < 00. To prove Tate—Sen
formalism, we iteratively use analogues of the normalized trace map due to John
Tate. Hence, we can not use Morita’s approach in the case Jx = oc.

Our main theorem in this paper is the p-adic monodromy theorem without any
assumption on the residue field kx. We also give the following applications of
the p-adic monodromy theorem, which are not mentioned in the literature: First, we
will prove a horizontal analogue of the p-adic monodromy theorem (Theorem 7.4).
Secondly, we will prove that the category of horizontal de Rham representations
of G is canonically equivalent to the category of de Rham representations of Gk,
(Theorem 7.6), where K., is the canonical subfield of K. Finally, we will calcu-
late H! of horizontal de Rham representations under a certain condition on Hodge—
Tate weights (Theorem 7.8). This calculation is a generalization of calculations
done by Hyodo for Z ,(n) with n € Z (Theorem 1.16).

Statement of Main Theorem. Let K and Gk be as above. We do not put any
assumption on the residue field kg of K, in particular, we may consider the case
that kg is imperfect with [kg : kllé] = oo. In this setup, the notions of crystalline,
semistable, de Rham, Hodge—Tate representations are also defined (see Section 3).
Then, our main theorem is the following:

Main Theorem (p-adic monodromy theorem). Let V' be a de Rham representation
of Gk. Then, there exists a finite extension L/ K such that the restriction V| is
semistable.
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Note that the converse can be easily proved by using Hilbert 90.

Strategy of proof. As is mentioned above, Kazuma Morita’s proof can not be
generalized directly. When the residue field kg is perfect, an alternative proof of
the p-adic monodromy theorem due to Pierre Colmez is available, which does not
need the theory of p-adic differential equations. We will prove the Main Theorem
by generalizing Colmez’s method. In the following, we will explain our strategy
after recalling Colmez’s proof in the case that V is a 2-dimensional de Rham
representation. (We can prove the higher-dimensional case in a similar way.) After
replacing K by the maximal unramified extension of K and taking a Tate twist
of V, we may also assume that we have Dgr(V) = (Bjx ®a, V)9 and kg is
separably closed.

In this paragraph, assume that the residue field of K is perfect, that is, kg is
algebraically closed. We first fix notatlon Let Brlg ﬂn ry ® h(Bcns) For h e N5
and a € N, denote Uy, , : (ch)‘/’ =P and U, , = (B e =P“_ Note that we
have Uy o = U}, , = Qpn, where Q,n denotes the unramrﬁed extension of Q,
with [Q,n : @ p] h We will recall Colmez s proof: His proof has the following
two key ingredients. One is Dieudonné—Manin classification theorem over BTg'
Then, he applies this theorem to construct a rank 2 free B -submodule NT (V)

rig rig

of le'g ®q,, V with basis e, e,. Moreover, N:lrg(V) is stable by ¢ and G -actions

and the following properties are satisfied:

(i) We have an isomorphism of Bj[Gx ]-modules
B(—j’i{ ®@n_§ N:g(V) =~ (B(—ﬁ{)z'

(i1) There exist 7 € N5 and a 1-cocycle

Q% Una x1(g) ¢
C:Gx—| ? A g = (K18 o )
o (0 @) £ ( 0 x2()

such that we have g(e,,e,) = (e;,¢,)Cg for all g € Gk .

The second key ingredient is the H, ! = Hy !_theorem for UJ’ with /,a € N5 g:
Let L/ K be a finite extension. If a 1- cocycle G L — U gis2 1 coboundary in By,
then it is a 1-coboundary in U . By using these facts Colmez proved the Main
Theorem as follows. When /i = 0, we may regard C as a p-adic representation of G,
which is Hodge-Tate of weights 0 by (i). By Sen’s theorem on C ,-representations,
C has a finite image, which implies the assertion. Therefore, we may assume 4 > 0.
By the cocycle condition of C, x; for i = 1, 2 is a character. By (i), x; fori = 1,2
is Hodge—Tate with weights 0 as a p-adic representation. By Sen’s theorem again,
there exists a finite extension L/ K such that x;(Gr)=1fori =1, 2. By the cocycle
condition of C again, ¢ : G, — Uy, 4 is a 1-cocycle, which is a 1-coboundary in B
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by (i). By the H; = H]-theorem, there exists x € [U;Z’a such that cg = (g — 1)(x)
for all g € Gr. Therefore,

e;.—xey +e, €BY ®6s, NE(V) CBY ®a, V

form a basis of Dy (V' |r), which implies that V|, is semistable.

We will outline our proof of the Main Theorem in the following: For simplicity,
we omit some details. We first fix notation: In the imperfect residue field case, we
can construct rings of p-adic periods B, Bi and By, on which connections V
act. Let BY:X and BY ™ be the rings of the horizontal sections of B} and B
respectlvely Let BV+ = ﬂneN ® ([EBZ;SL) For h € Nog and a € N, let Uy 4 :=
(ch )“’h_l’ nd [U’ : ([B )“’ =P Even when kg may not be perfect, we
can easily prove a geﬁerallzatlon of Sen’s theorem (Theorem 2.1) and an analogue
of Colmez’s Dieudonné—Manin classification theorem in an appropriate setting (see
Section 5). By using Dieudonné—Manin theorem, we can also give a functorial
construction NV+(V) for a de Rham representation V. Our object erg (V) isa
rank 2 free BrYg“'—submodule of BX;’ ®q,, V with basis e, e,. Moreover, Nng V)
is stable by ¢ and G -actions and the following propertles are satisfied:

(i) We have an isomorphism of B [Gx ]-modules

BdR ®BV+ Nng (V) = (B )2-

(i1) There exist &7 € N> and a 1-cocycle

Qi Una xi1(g) ¢ )
C:G P : — C &
"*(0 @;h) e ( 0 xa(e)

such that we have g(e,,e,) = (e;,e,)Cg for all g € Gk .

By using Nng’L(V) we prove the Main Theorem as follows. In the case i = 0, the
same proof as above is valid, hence we assume /4 > 0. By the cocycle condition
of C, x; fori = 1,2 is a character, which is Hodge—Tate with weights 0 by (i). By
a generalization of Sen’s theorem, we may assume that y;(Gg) =1 fori =1,2
after replacing K by some finite extension. Then, by the cocycle condition of C,
c:Gg —>Upgisal- cocycle which is a 1-coboundary in BJ;. Unfortunately, an
analogue of the above Hy = H, !_theorem does not hold in the 1mperfect res1due field
case. Instead, we will prove that there exists x € (B, )Pk and y € BY;" such that
cg = (g—1)(x +y) for g € Gk (a special case of Lemma 6.6). Here Kpt denotes a
“perfection” of K, which is a complete discrete valuation field of mixed characteris-
tic (0, p) with residue field k%f and we can regard an absolute Galois group G
of KP' as a closed subgroup of Gg. Since we have a canonical isomorphism
T\JX,‘%‘F(VHGKpf ~ N:g(V|GKpf) by functoriality, we can apply Colmez’s H; = H}-
theorem to the 1-cocycle c|GK o+ AAs a consequence, there exists z € [U;Z’a such that
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cg = (g —1)(2) for all g € Ggye. Since we have ¢g = (g — 1)(p) for all g € Gk,
we have z — y € (BYg")“x*, which is included in BY: by a calculation. Hence,
e, —ix+(y—z)+zie +e, € B ®BV+ Nng (V) C Bf ® V forms a basis
of Dg(V |k ), which implies that V| g is semistable.

Structure of paper. In Section 1, we will recall the preliminary facts used in the
paper. In Section 2, we will generalize Sen’s theorem on C ,-admissible representa-
tions, which is a special case of the Main Theorem and will be used in the following.
The next two sections are devoted to review rings of p-adic periods in the imperfect
residue field case. Although most of the results seem to be well-known, we will
give proofs for the convenience of the reader. In Section 3, we will recall basic
constructions and algebraic properties of rings of p-adic periods used in p-adic
Hodge theory in the imperfect residue field case. In Section 4, we will recall
Galois-theoretic properties of rings of p-adic periods constructed in the previous
section. In Section 5, we will construct the (¢, Gg)-modules Nng (V) for de Rham
representations V' after Tate twist. In Section 6, we will prove the Main Theorem
combining the results proved in the previous sections. In Section 7, we will give
applications of the Main Theorem.

Conventions

Throughout this paper, let p be a prime and K a complete discrete valuation field of
mixed characteristic (0, p). Denote the integer ring of K by Ok and a uniformizer
of Og by g . Put UI((") =1+ nI”(@K for n € N~ ¢. Denote by kg the residue field
of K. We denote by K" the p-adic completion of the maximal unramified extension
of K. Denote by e the absolute ramification index of K. For an extension L/K
of complete discrete valuation fields, we define the relative ramification index e, /K
of L/K by er k= ey /e

For a field F, fix an algebraic closure (resp. a separable closure) of F, denote
it by F¥ or F (resp. F*?) and let G be the absolute Galois group of F. For
a field k of characteristic p, let ka = kP be the perfect closure in a fixed
algebraic closure of k. Let kP := (,,cn kP be the maximal perfect subfield of
k. Denote by Cj and Oc,, the p- adlc completion of K and its integer ring. Let vp
be the p-adic valuation of C, normalized by v,(p) = 1.

We fix a system of p-power roots of unity {{pn}nen., in K, that is, {pisa
primitive p-th root of unity and ¢ w1 = Cpn forall m € Nsg. Let x: G — ZX be
the cyclotomic character defined by g({pn) = § X&) for n e Nso.

For a set S, denote by |S | the cardmahty of S Let Jx be an index set such that
we have an isomorphism Q! k)7 = k@ as kg -vector spaces. In this paper, we
do not assume |Jg | < oo. Unless a partlcular mention is stated, we always fix a
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lift _{Zj }jeJi of a p-basis 95—1?1( and sequences of p-power roots {lf - YneN,jedx
in K, that is, we have (tjp )P = tf for n € Ny .

For a ring R, denote the Witt ring with coefficients in R by W(R). If R has
characteristic p, then we denote the absolute Frobenius on R by ¢ : R — R
and also denote the ring homomorphism W(g) : W(R) — W(R) by ¢. Denote
by [x] € W(R) the Teichmiiller lift of x € R.

For a p-adically Hausdorff abelian group M in which p is not a nonzero divisor,
we define the p-adic semivaluation of M as the map v : M — Z U {oo} such
that v(0) = oo and v(x) = n if x € p" M \ p"+! M. We have the properties

v(px)=1+v(x), v(x+yp)=>inf(v(x),v(y)), v(x)=00 < x =0,

for x, y € M. We can extend v to v: M[p~!] — ZU{oo}, which we call the p-adic
semivaluation defined by the lattice M. We also call the topology induced by v
the p-adic topology defined by the lattice M .

Let F be a nontrivial nonarchimedean complete valuation field with valuation v .
Assume that an F'-vector space V' is endowed with a countable decreasing sequence
of valuations {v®™ : V — R U {oo}}nen over F, that is, we have

VO @)= v (x) =, v®0x) =vr(h) +v®(x),
v® (x + p) > inf (0™ (x), v (1))

forA e Fand x, ye V. Weregard V as atopological F-vector space whose topology
is generated by V,(") ={x eV |v™(x)>r}fornreN. Then, wecall V a
Fréchet space (over F) if V' is complete with respect to this topology (see [Schneider
2002, Section 8]). For Fréchet spaces V and W, we define the completed tensor
product V& g W as the inverse limit l(iLnn’reN v/ V,(n) QFW/ W,(n) (see [Schneider
2002, Section 17]).

For a multiset {a;};c; of elements in R U {oo0}, we denote {a;}ic; — o0 if
the set {i € I,a; < n} is finite for all n € N5 y. Note that if |/| < oo, then the
condition {a; };e; — 00 is always satisfied.

In this paper, we refer to the continuous cohomology group as the group
cohomology. For a profinite group G and a topological G-module M, denote
by H"(G, M) the n-th continuous group cohomology with coefficients in M. We
also denote H°(G, M) by M Y. We also consider H4(G, M) for ¢ =0, 1 if M is
a (noncommutative) topological G-group M .

We denote by e; € N®7 the element whose i-th component is equal to 1 and
zero otherwise. We will use the following multi-index notation: Let M be a monoid.
For a subset {x;}ie; of M and n = (nj);cy € N®! we define x" := [ier x;'i

and x["] .= _]_[Iu:.”'/n,-! when it has a meaning. We denote by |r| the sum gni for
IAS IAS]
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(ni)ier € N®! . If no particular mention is stated, for an index set /, we denote by
u, or v; the formal variables {u;};es or {v;};es respectively.

For group homomorphisms f,g : M — N of abelian groups, we denote
by M /=% the kernel of themap f —g: M — N.

1. Preliminaries

This preliminary section is a miscellany of basic definitions, facts, conventions, and
remarks used in the paper. Although we will give some proofs for convenience, the
reader may skip the proofs by admitting the facts.

1A. Cohen ring. Let k be a field of characteristic p. Let C(k) be a Cohen ring
of k, that is, a complete discrete valuation ring with maximal ideal generated
by p and residue field k. This is unique up to a canonical isomorphism if k is
perfect (in fact, C(k) = W(k)) and unique up to noncanonical isomorphisms in
general. Denote J¢)p-17 by J for a while. For a lift {z}je; C C(k) of a p-
basis of k, we regard C(k) as a Z[Tj]je-algebra by T + t;. This morphism
is formally étale for the p-adic topologies. In fact, we may replace Z[Tj]jcs
by R:=(Z[T}jljes)(p)- Since C(k)/Risflatand k /F,(T});e is formally étale for
the discrete topologies, C(k)/ R is formally étale by [Grothendieck 1964, 0.19.7.1
and 0.20.7.5].

By the lifting property, we have C(kg) — Ok, an injective algebra homomor-
phism which is totally ramified of degree e . We will denote by K the fraction
field of the image of C(k) in K. We also note that Ok, is unique if kg is perfect and
nonunique otherwise. By the lifting property again, we have a lift ¢ : Og, — Ok, of
the absolute Frobenius of kg : Tt is unique if kg is perfect and nonunique otherwise.
An example of such a ¢ is ¢(tj) = tjp for all j € Jg,. Moreover, when kg is
imperfect, the construction of K cannot be functorial in the following sense: For
a finite extension L /K, we cannot always choose Ko C K and Ly C L such
that Ko C Ly.

Finally, note that for a given lift {#;};cs, C Ok of a p-basis of kg, we can
choose O, such that {#;};cs, C Og,. In fact, we regard Ok as a Z[T}]je .-
algebra by sending 7; to t;. We choose a lift {tj’. Viesrw C C(kg) of the p-
basis {7;}jes, C kx and we regard C(kg) as a Z[Tj]je s, -algebra by T; t]f.
Then, we lift the projection C(kg) — kg to a Z[T}]jc s, -algebra homomorphism
C(kg) — Ok by the lifting property, whose image satisfies the condition. Thus, if
we choose a lift {#;}jc s, of a p-basis of kg, we may always assume that we have

{tj }jEJK - KO'

1B. Canonical subfield. We first recall the following two lemmas, which are
proved in [Epp 1973, 0.4]. We give proofs for the reader.
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Lemma 1.1. Let k be a field of characteristic p.

() The field kP is algebraically closed in k. In particular, the fields (kP )P
and k are linearly disjoint over kP~ .

(ii) For a finite extension k'/ kP, we have k' = (kk')P" .
Proof.

(i) The assertion follows from the fact that any algebraic extension over a perfect
field is perfect.

(ii) As is mentioned in the above proof, k’ is perfect. We have kk’ = k ®; poo k'
by (i). Hence, we have (kk’)?" = k?" ®; yo k’ and

(kk/)poo — m (kp" ®kp00 k/) — prO ®kp00 k/ — k/. I:I
n

Lemma 1.2. Let [/ k be an algebraic extension of fields of characteristic p.

() If1/k is a (possibly infinite) Galois extension, then 1P~ | kP is also a (possi-
ble infinite) Galois extension. Moreover, the canonical map

Gl/k — Glpoo/kpoo

is surjective.

(i) If1/k is finite, then 17" | kP is also a finite extension. Moreover, we have
[P kP <[l : k].

Proof. (i) We may easily reduce to the case that //k is finite Galois. Obviously
any k-algebra endomorphism on / induces a k?" -algebra endomorphism on /7"
In particular, /?" and /?*° are G, /k-stable. Since the Frobenius commutes with the
action of Gy, we have (1P"YO1/k = (1G1/k)P" = kP" . By taking the intersection,
we have (/77°)C1/k = [P™  For x € IP™, let f(X) € k[X] be the monic irreducible
separable polynomial such that f(x) = 0. Then all the solutions of / belong to /7™
and we have f(X) € (I?7)C1/k[X] = kP”[X]. This implies that /7~ / kP is a
Galois extension. The latter assertion follows from the equality (/?”)%1/k = kP™ .

(i) We may assume that // k is purely inseparable or separable. If // k is purely
inseparable, then / is generated by finitely many elements of the form x?
with n € N and x € k as a k-algebra. Hence we have /?" C k for some , that is,
kP =[P Assume that [/ k is separable. The first assertion is reduced to the
case that // k is a Galois extension, which follows from (i). Since the canonical
k-algebra homomorphism /7~ ® xvoe k — [ is injective by Lemma 1.1(i), we have
177 kP < [l : k]. O

Defintion 1.3. (i) (Compare [Hyodo 1986, Theorem 2].) We define the canonical
subfield Kcan of K as the algebraic closure of W(k% )[p~']in K.
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(i1) (Compare [Hyodo 1986, (0-5)].) We define condition (H) as follows:

K contains a primitive p2-th root of unity and we have e K/ Ky = 1.

Note that K,y is a complete discrete valuation field of mixed characteristic (0, p)
with perfect residue field k% . If kg is perfect, then we have Kcan = K. We also
note that the restriction Gg — G is surjective since K,y is algebraically closed

can

in K. We will regard Gk, as a quotient of Gk in the rest of the paper.

Remark 1.4. (i) In [Brinon 2006, Notation 2.29], K4, is denoted by K V since
K an coincides with the kernel of the canonical derivation d : K — Q}(
(Proposition 1.13 below).

(i) The canonical morphism
Kcan ®Kcan.0 KO - K

is injective since we have e Ko/ Koo = 1 and Kcan/ Kcan,o is totally ramified.
Note that we have e, [ K = 1 if and only if the above morphism is surjective.

The following are the basic properties of the canonical subfields used in this paper.
Lemma 1.5. Let L/ K be a finite extension.

(1) The fields (Kcam)alg and K are linearly disjoint over K q.
(i) If L/ K is Galois, then Lcan/ Kcan is also a finite Galois extension. Moreover,
the canonical map G x — G ,./K.., 1S surjective.
(iii) The field extension Lcan/ Kcan is finite with [Lean @ Kean] < [L : K].
(iv) If K'/ K an is a finite extension, then we have (KK')can = K'.

Proof. (i) Since K.,, is algebraically closed in K, we have (Kcan)leg NK = Kean,
which implies the assertion.

(ii) Since kP k2™ is finite by Lemma 1.2(ii), we have Legn = L N (Kean) ™.
Hence we have Ly N K = Kean. Since Lean/ Kean 1S algebraic, Ley, and K are
linearly disjoint over Kqyy by (i). Let x € Lean and f(X) € Kean[X] be the monic
irreducible polynomial such that f(x) = 0. By the linearly disjointness, f(X) is
irreducible in K[X]. Since L/ K is Galois, all the solutions of f(X) = 0 belong
to LN (Kcan)"llg = Lcan. This implies that L.,/ Kcan is Galois. Since we have
(Lcan)GL/ K = Lean N K = Kcan, we have the rest of the assertion.

(iii) The finiteness of Lcan/ Kcan is reduced to the case that L/ K is Galois, which
follows from (ii). Since the canonical K-algebra homomorphism L¢,, ®g,, K — L
is injective by (i), we have [Lcan : Kean] <[L : K].

(iv) The assertion follows from the inequalities

[K/ : Kcan] =< [(KK/)can . Kcan] = [KK, : K] = [K/ . KC&H]?
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where the second inequality follows from (iii) and the last equality follows from
the linear disjointness of K and K’ over K.y, by (i). O

Theorem 1.6 (the complete case of Epp’s theorem [1973]). There exists a finite
Galois extension of K' | K., such that KK’ satisfies condition (H).

Proof. By the original Epp’s theorem, we have a finite extension K’/ K¢a, such that
we have e KK'/K' = 1. We have only to prove that we have e KK"/K" = 1 for any
finite extension K”/K’. In fact, if we choose K" as the Galois closure of K'(1,2)
over K., then K” satisfies the condition by Lemma 1.5(iv). Since we have
KK" = (KK') g K" by Lemma 1.5(i) and (iv), we have exKr KK = CKn K-
By multiplying with e g ., = e, we have e g, < e, implying the assertion. [

Example 1.7 (the higher-dimensional local fields case). We say that K has a
structure of a higher-dimensional local field if K is isomorphic to a finite extension
over the fractional field of a Cohen ring of the field

Fq(X1))(X2)) ... (X))

with ¢ = pf (see [Zhukov 2000] about higher-dimensional local fields). In this
case, Keun coincides with the algebraic closure of @ in K. In fact, we have
only to prove that kp is a finite field. By Lemma 1.2(ii), we may reduce to the
case kx = Fg (X, )) . ((X2)). Then, the assertion follows from an iterative use of
the following fact: If k is a field of characteristic p, then we have k((X))?” = kP~
Obviously, the RHS is contained in the LHS. Let /=), a, X" € k((X))? =
with a, € k. Since f € k((X))?, we have a, = 0if p } n and a, € k? otherwise.
By repeating this argument, we have a, = 0 for n # 0 and f = ag € kP~

1C. Canonical derivation.

Defintion 1.8 (Compare [Hyodo 1986, Section 4].). Let ¢ € N. For a complete
discrete valuation ring R with mixed characteristic (0, p), let

o9 ._1; q q
Q% .—hm QR/Z/anR/Z

andletd : R — Ql be the canonical derivation. Let Q4 Rp—'1°= =Q1 P ] forgeZ
and let d : R[p‘l] — Q RIp—1] be the canonical derivation and d Q Rp—1]
Qq'H, . the morphism induced by the exterior derivation, which satisfies the usual
formula dg(Aw) = Adgw + (—1)9w AdA for L € K and o € Qq We endow
Q?e[p—l] with the p-adic topology defined by the lattice Im(Qq fan, &
Obviously, the derivation d, is continuous.

For g € Z -, we put Q%[p_l] := 0 as a matter of convention.

Urrp1p):

The following are the basic properties of the canonical derivations used in the
sequel.
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Lemma 1.9. Let R be a discrete valuation ring with uniformizer mg and o :
M — M’ a morphism of R-modules whose kernel and cokernel are killed by TR
for ¢ € N. Then, for any R-module M, the kernel and cokernel of the morphism
ida: M"@r M — M" Qg M’ are killed by n2°. In particular, the kernel
and cokernel of a®4 : M®1 — M'®4 gre killed by anc

Proof. We prove the first assertion. If « is injective or surjective, then the cokernel
and kernel are killed by 7% by the calculation of Tor%. The general case follows
easily from these cases by writing o as a composition of an injection and a surjection.

The last assertion follows from the following decomposition and induction on g:

id®a®

MOE+D =M Qg M ®4 ; M Qg M'®1 = a®id

M @g M'®1 = pM/®atD
d
Lemma 1.10 [Hyodo 1986]. Let g € N.
(i) We have the Ok, -linear isomorphism

S ~ i JK\.
Qf . =lim (Ok,/p"0ky) ®2 NG ZDK): dijyn---Adij, > 1@ e Ao Nej,.

In particular, QgKO /(p") is a free Ok, /(p™)-module.
(i) We have a canonical isomorphism
49051V, 04
(NkQg) — Q%
(iii) Let L be a finite extension over the completion of an unramified extension of K.
Then, we have a canonical isomorphism
Lok Q% — Q.

Proof. The assertions (i) and (ii) follow from [Hyodo 1986, Lemma (4.4), Remark 3]
respectively. The canonical exact sequence

0= 0L ®ax R, /7 = R, 12 = Ry jo = 0
(from [Scholl 1998, Section 3.4, footnote]) induces the exact sequence

@L/@K[p ] — 0L Qo @K/z/(pn) _> Q@L/z/(pn) - Q@L/@K/(pn) — 0,

where Q@ 0k [p"] denotes the kernel of the multiplication by p” on Q@ Jog"

L/VYK
Fix ¢ € N such that pCQI = 0. Then, the kernel and cokernel of o, are killed
by p¢. Denote by 2, and Q,, the kernel of the canonical maps

®%L (©L ®@K QIK/Z/(pn)) g /\q (©L ®@K QéK/Z/(p”)),
®gL L/z/(pn) - Q /Z/(pn)
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We consider the commutative diagram

1 1
0 Qbx Rz en g OL®k Ly o R,
L®x —0m = Ya T (o e )
i can. i can. i can.
(¢ Qg‘K/Z can- q O ®ox QéK/Z Nan QgL/Z
L®x om = N () ")

We have only to prove that the kernel and cokernel of A\« are killed by p37¢
Indeed, if this is true, then we decompose the canonical map

af 0L ®ex QF 7/ (P") = QF 7/(P")

into the following exact sequences:

inc. 2 77)
0 — kerad ——= 07 @y Qf ,/(p") —> Imaf — 0.

q inc. q n pr. q
0 —— Imoay; —— QOL/Z/(p ) —— cokay, —— 0.
By passing to limits, we obtain the following exact sequences:
. g inc. ~g can. q 8 .1 q
0 — l(lnn keray — Of Qo Q(@,K — l(lnn Ima,; — l(innkeran,

. q inc. ~g pr. . q
0 —— lim Imay, Qg lim cokay.
<—n L <—n

Since ker o)} and cok ay are killed by p3qc lim kere) and hrn ker o)l lim cok o
are also killed by p39¢ [Neukirch et al. 2002<3_Pr0p031t10n 2.7. 4] Hence, Ee kernel
and cokernel of the canonical map Oz, ®¢ Q@K — Q%L are killed by p39¢ and p%4¢
respectively. By inverting p, we obtain the assertion.

Note that the kernel and cokernel of «2? are killed by p29¢ by Lemma 1.9. By
the snake lemma, it suffices to prove that the cokernel of the map a®1:9, > On
is killed by p4¢. The Or-module Q, is generated by the elements of the form
X:=x1® - -®xq withx; € Q@ /Z/(p”) such that x; = x; for somel Z# j. Since the
cokernel of «,, is killed by p¢, there exist yi,...,yq € 0L ®ox 2 @ Z/(p”) such
that p°x; = a,(y;) and y; = yj. Hence we have p?°x = (p°x1) ®-- - ® (p°xq) =
a2 ()1 ®--® yg) and y; ® -+ ® g € 9y, which implies the assertion. O

Remark 111, If [kg : k7] = p? < oo, then dimg Q% = (¥) < oo for g € N
by Lemma 1.10. In particular, the canonical derivation d is K a,-linear since the
restriction d| g factors through SZI = 0 by functoriality.

can
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Defintion 1.12. Fix a lift {7 };c s, C Ok, of a p-basis of kx. By Lemma 1.10(),
dx for x € Ok, can be uniquely written in the form ) ;¢ ; dt; ® d;(x), where
10 (x)}jese C Ok, is such that {v,(9;(x))}jes — oo. Note that {9;};e s, are
mutually commutative derivations of Ok, by the formula d; od = 0. We also note
that d; is continuous since we have the inequality v,(9;(x)) > vp(x) for x € Ok,
which we can check by taking modulo p.

The following is another characterization of the canonical subfields.

Proposition 1.13 [Brinon 2006, Proposition 2.28]. We have the exact sequence

inc.

d o1
0 Kean K QK.

Proof. We first reduce to the case K = K. In the case that K satisfies condi-
tion (H), we obtain the exact sequence by applying Kcan®k,,, , to the exact sequence
for K = K by Remark 1.4(ii) and Lemma 1.10(iii). In the general case, we choose
a finite Galois extension K’/ K_,, such that KK’ satisfies condition (H) by Epp’s
Theorem 1.6. Since we have (KK')can = K’ by Lemma 1.5(iv), K’ ®k,,, K = KK’
by Lemma 1.5(i) and (Q e K,)GK’/ Kean = Q}( by Lemma 1.10(iii), the assertion
follows from Galois descent.

We will prove the assertion in the case K = K,. We may replace K an, K
and Ql by Og,,..0Ok and Ql respectively. Notation is as above. Let ¢ be the
Frobenlus on Ok given by (p(tj) = tp for j € Jx. Let ¢4 : Ql — Ql be the
Frobenius induced by ¢. Since we have dop=¢xod,bya s1mple calculatlon
we have dj op = plf_l(poa-, that is, (¢j0j) o = pgo(t;0;) for j € Jg.

The ring ¢(Ok) is a complete discrete valuation ring of mixed characteris-
tic (0, p) and we may regard its residue field as kllé. Let A:={0,...,p—1}®/x,
Since the image of {t"},ca in kg forms a k};—basis of kg, by approximation,
every element x € Ok can be uniquely written in the form x = ), o ¢(an)t",
where a, € Ok is such that {v,(an)}nea — 00. We claim that if ¢"(x) € kerd
with n € N and x € Og, we have x € ¢(Og). Since the Frobenius ¢, on Ql is
injective by Lemma 1.10(i) and the commutativity d o ¢ = @« o d, we may assume

n = 0. By definition, we have d;(x) = 0 for all j € Jx. We have
105 ()= (1j000)@m)t" + > pan)tjd;j ") =" ¢(pt;;(an)+njan)t".

neA nel neA
Hence, we have a, = —nj_1 ptjdj(an)if nj # 0. Therefore, for n € A\ {0}, we have
Vp(an) = vp(an) + 1, that is, ap = 0, which implies the claim. By using the claim,
if we have x € ker d, then we have x € [),,cn ¢" (Ok). Since the complete dlscrete
valuation ring (1),,cn ¢ (O k) is absolutely unramified with residue field kP , the
inclusion Ok, C [),en " (Ok) is an equality by approximation, which implies
the assertion. O
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1D. A spectral sequence of continuous group cohomology. The following lemma
is a basic fact when we calculate continuous Galois cohomology whose coefficient
is an inverse limit of p-adic Banach spaces with surjective transition maps. For
example, we need it later when we calculate cohomology of Bjz-modules.

Lemma 1.14 (Compare [Neukirch et al. 2008, Theorem 2.7.5].). Let G be a profi-
nite group and { My }nen be an inverse system of continuous G-modules (each My,
may not be discrete) such that the transition map M, +1 — My admits a continuous
section (as topological spaces) for alln € N. Let M, be the continuous G-module
1(i£1 M,, with the inverse limit topology. Then, we have a canonical exact sequence

—1i 1 q—1 —_ q —— 1i q —_
0 lim! H9=1(G, My) HY(G, Ms) lim HY(G, My) 0

for all g € N, where lim® is the derived functor of l(ln in the category of inverse
systems of abelian groups indexed by N.

Proof. Let €% := €2, (G, M) (resp. €;, := €2, (G, My)) be the continuous
cochain complex of G with coefficients in M, (resp. My). Then, {€;,},en forms
an inverse system of cochain complexes and we have €3, = l(lnn €,,- Moreover,
the transition maps of the inverse system {6, },en are surjective by the existence of
continuous sections, in particular, {€;,},en satisfies the Mittag—Leffler condition.
Then, the assertion follows from [Weibel 1994, Variant in pp.84]. O

1E. Hyodo’s calculations of Galois cohomology. We will recall Hyodo’s calcula-
tions of Galois cohomology. For n € Z, denote by Z,(n) the n-th Tate twist of Z .
For a Zy[Gk]-module V, let V(n) :=V ®z, Z(n).

Theorem 1.15 [Hyodo 1986, Theorem 1]. Forn € N and q € Z, we have canonical
isomorphisms

0 qF#nn—1,
H"(Gg,C ~ A
Gk Cp(@) {Q(;( otherwise.

We will generalize the following theorem as an application of the Main Theorem
in Section 7.

Theorem 1.16. (i) [Hyodo 1986, Theorem 2] We have the exact sequence

0 —= H'(Gx,.Zp(1) —— H'(Gg.Zp(1) ——= H'(Gg.Cp(1)).

can’

(ii) [Hyodo 1987, Theorem (0-2)] If kg is separably closed, then

Inf: H'(Gg

can’

Zp(n)) — H'(Gk.Z,(n))

is an isomorphism for n # 1.
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1F. Closed subgroups of Gk. Let L be an algebraic extension of K in C,. Let
L2 be the algebraic closure of L in C p- Let M be a finite extension of L and choose
a polynomial f(X) € Z[X] such that M =~ i[X]/(f(X)). Let fo(X) € L[X]be
a polynomial such that the p-adic valuations of the coefficients of f — fq are large
enough. Then, we have M =~ i[X 1/ (fo(X)) by Krasner’s lemma. In particular,
the algebraic extension (M N L*¢)/L is dense in M . Hence, we have a canonical
morphism of profinite groups G, — G, which is an isomorphism whose inverse
G; — G maps g to g|pae. In the sequel, we will identify Gz with G; and we
also regard G as a closed subgroup of Gk .

1G. Perfection. For a subset J of Jg, we denote the p-adic completion of the
field |, en K ({z” - }jes) by Kj. Then, K is a complete discrete valuation field
of mixed characterlstlc (0, p) with e K, /K= = 1 and its residue field is isomorphic
to U,en kK ({t }jej) We also denote K, by KP', which is referred as a
perfection of K since the residue field k gpr = kp of KPis perfect. Since we may
assume that {; } ;e s, is contained in Kg (Sectlon 1A), we may assume (Kg)y =
(K s)o, which is denoted by Ky o for simplicity.

Let (Jg) be the subsets of Jg consisting of subsets J € Jg such that Jg \ J
is finite. Note that we have [kg, : klléj] = plE\V < o for J € P(Jg) since
{tj}jes\s forms of a p-basis of kg ,. We regard (Jx) as an inverse system with
respect to the reverse inclusion. Then, we have

K= lim K;= (\ K.
Je?(Jk) Je?(Jk)
that is, K is represented by an inverse limit of complete discrete valuation fields,

whose residue fields admit a finite p-basis. In fact, if we endow Jg with a well-
order X by the axiom of choice, then for J € P(Jg), the subset

Jm

o —{1}U{ (P amp T

J153FJmeJ,0<aj, < p™i €Nsy
(p’aji)zlforlfiSMEN>0

of Ky forms a basis of K; as a K-Banach space. If J; C J; are in (Jg), then
we have €7, C €, and the assertion follows from the fact {1} =) Tepy) €7-

1H. G -regular ring. We will recall basic facts about G-regular rings. For details,
see [Fontaine 1994b, Section 1].

Let E be a topological field and G a topological group. A finite-dimensional
E-vector space V is an E-representation of G if V' has a continuous E-linear action
of G. We denote the category of E-representations of G by RepyG. We call B
an (£, G)-ring if B is a commutative E-algebra and G acts on B by E-algebra auto-
morphisms. Let B be an (E, G)-ring. For V € RepgG,let Dp(V) := (B QFE V)¢
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and we will call the following canonical homomorphism the comparison map:
ag(V): B ®pG Dp(V)—> BQ®gV.
We say that an (E, G)-ring B is G-regular if the following is satisfied:

(G-Ry) The ring B is reduced.
(G-Ry) For all V e Repg G, ap(V) is injective.
(G-R3) Every G-stable E-line in B is generated by an invertible element of B.

Here, a G-stable E-line in B means one-dimensional G-stable E-vector space
in B. The condition (G- R3) implies that BY is a field. We say that V € RepgG is
B-admissible if ag (1) is an isomorphism. We denote the category of B-admissible
E-representations of G by Repp,/gG, which is a Tannakian full subcategory
of Rep G [Fontaine 1994b, Proposition 1.5.2].

Notation. We will call an object of Repg , Gk a p-adic representation of Gk . For

a (Qp, Gg)-ring B, we denote Repp /0, 0K by Repzl‘gmGK if no confusion arises.

We recall the basic facts about G-regular rings.

Lemma 1.17. Let B be a field and G a group acting on B by ring automorphisms.
Let M be a finite-dimensional B-vector space with semilinear G-action. Then, the
canonical map

BQpe MG > M
is injective. In particular, we have dimge M G <dimg M.

Proof. Suppose that the assertion does not hold. Let n € N be the smallest integer
such that there exist n elements vy, ..., v, € MY which are linearly independent
over BY but not over B. Let leiSn Aiv; = 0 be a nontrivial relation with A; € B.
Since B is a field, we may assume that A; = 1. Then, we have

0=(g- 1)( ) Aivi) = Y (s0)— A
1<i<n 1<i<n
Hence, we have A; € B® by assumption, which is a contradiction. O

Example 1.18 [Fontaine 1994b, Proposition 1.6.1]. All (E, G)-rings which are
fields are G-regular. In fact, we have only to verify (G-R,), which follows by
applying the above lemmato M := BQEg V.

Lemma 1.19 [Fontaine 1994b, Proposition 1.4.2]. Let B be a G-regular (E, G)-
ring and V an E-representation of G. Then, we have dimgc Dp(V') < dimpg V.
Moreover, the equality holds if and only if V is B-admissible.
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Lemma 1.20 [Fontaine 1994b, Proposition 1.6.5]. Let B be a G-regular (E, G)-
ring and B’ an E-subalgebra of B stable by G. Assume that B’ satisfies (G-R3)
and that the canonical map BC¢ ® B/G B’ — B is injective. Then, B’ is a G-
regular (E, G)-ring. Moreover, if V € RepgG is B'-admissible, then V is B-
admissible and the canonical map

BS ® pc Dp/(V) — Dp(V)
is an isomorphism.

Lemma 1.21 [Fontaine 1994b, Corollaire 1.6.6]. Let B’ be an integral domain
which is an (E, G)-ring, and B the fraction field of B'. If B’ satisfies (G-R3)
and B'® = BY then B’ is Gg -regular:

Remark 1.22 (restriction). Let B be a G-regular (£, G)-ring and H a subgroup
of G such that B is H-regular as an (E, H)-ring. If V' € Repg G is B-admissible,
then V|g is also B-admissible in Rep; H. Moreover, we have a canonical iso-
morphism B ® gg Dp(V) = D(V|g). Indeed, the admissibility of V implies
that we have the comparison isomorphism B ® gc Dp(V) = BQE V as B[Gk]-
modules. By taking H-invariants, we have B ®pc Dp(V) = Dp(V|g). In
particular, we have dimgn Dp(V|g) = dimge Dp(V) = dimg V, which implies
the B-admissibility of V| by Lemma 1.19.

2. A generalization of Sen’s theorem

The aim of this section is to prove the following generalization of Sen’s theorem
on Cp-admissible representations [Sen 1980, Corollary in (3.2)].

Theorem 2.1. Let V € Repg Gk The following are equivalent:

(1) There exists a finite extension L over the maximal unramified extension of K
such that G, acts trivially on V.

(i1) V is Cp-admissible.

(iii) V| gt is Cp-admissible as an object of Repg , Gkor.

Lemma 2.2. Let E be a field of characteristic 0 and p : UQS ) i Hze] Pz, —
GL, (E) a group homomorphism with n,r € Ns¢ and (n,),el e N/ where the

action of Uq:g n on [Licr P"Zp is given by scalar multiplication. If ker,o contains
an open subgroup of U (”) , then the image of p is finite.

Proof. By shrinking Ug (”) , we may assume that ker p contains Uy (”) Also, we may
assume that E is algebralcally closed. Let xo :=1+4 p" € U(") x €lics P"Zp.
By the fact that ker p is a normal subgroup of U := U ) X ]_[161 ptiZ, and a
simple calculation, we have

(1, %)™ (0, 0) (1, x) (x5 ', 0) = (1, (xo — 1)x) = (1, p"x) € ker p.
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In particular, ker p contains U ) [licr prth Z p as anormal subgroup. By taking
the quotient of U by this subgroup, p factors through a group homomorphism
p:(Z/p"D)! — GL,(E).

To prove the assertion, it suffices to prove that for any finite subset .S' of Im p,
we have |S| < p"”". Any g € Im p is conjugate to a diagonal matrix whose diagonal
entries are in upn (E) since the order of g divides p”. Since the elements of S
commute, S is simultaneously diagonalizable. Hence, up to conjugation, S is
contained in the set {diag(ay,...,a,) | a; € upn(E)}, whose order is p"”. O

Proof of Theorem 2.1. The implication (i) = (ii) follows from Hilbert 90 and
(ii) = (iii) follows from Remark 1.22. We will prove (iii) = (i). Note that if kg is
perfect, then the assertion is a theorem of Sen ([1980, Corollary in (3.2)]).

By replacing K by a finite extension of K", we may assume that kg is separably
closed and K satisfies condition (H). In this case, the assertion to prove is that Gg
acts on V' via a finite quotient. Since the residue field kpt of KP' is algebraically
closed, Ggpr = GKgco acts on V' via a finite quotient by Sen’s theorem, where
K& =, en K ({t } jeJx)- Hence, there exists a finite extension L/ K such that
G [ geo acts tr1v1a11y on V. In particular, if we put Koo := K& (pupoo), then Grg
acts trivially on V. In the following, we regard V' as a p-adic representation of
Grk./L- Take abasis of V andlet p’: Gk, /1 — GL,(Q)) be the corresponding
matrix presentation of V' with r := dimg, V. We have only to prove that the image
of p’ is finite.

Since K satisfies condition (H), we have an isomorphism Gk, x = Uy ”0) KZJK ,
where 1y € N satisfies GK([,L o)/ K = UQS”O) via the cyclotomic character and
U (”0) acts on Z, K by scalar mul‘uphca‘uon (see [Hyodo 1986, Section 1] for
detalls) We have Grk./Lk= =< kerp’ <Jc Grk. /- By using the restriction
map Res LKoo and the above isomorphism, we may regard these groups as subgroups
of U(”O) X Z IK Since G Lk, /L 1s an open subgroup of Gg__ /g, there exists n € N
and (n])]EJK e N’k such that G LK. /L contains U := U(”) X ]_[161 Pz,
as an open subgroup. Since Gk /LKso iS an open subgroup of Gk /Ko =
Gk (upoo)/ K = Qﬁgo) >~ 7 p, ker p’ contains an open subgroup of U(L%Z). Therefore,
the group homomorphism p := p'|yy : U — GL,(Q)) satisfies the assumption of
Lemma 2.2, hence, the image of p is finite. Since U is open in G g_ /1, We obtain
the assertion. d

3. Basic construction of rings of p-adic periods

Throughout this section, let J be a closed subfield of C, whose value group v, (#>)
is discrete. We will recall the construction of rings of p-adic periods

Aint,cp/as Beris,cp/ats Bscp/os Bare,/xs  Burc,/x
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due to Fontaine [1994a], which is functorial with respect to C, and J. We also
recall abstract algebraic properties of these rings as in [Brinon 2006]. Although we
do not assume ¥ = K, standard techniques of proofs in the case 3 = K, which are
developed in [Fontaine 1994a; Brinon 2006], can be applied to our situation.

3A. Universal pro-infinitesimal thickenings.

Defintion 3.1 [Fontaine 1994a, Section 1]. A p-adically formal pro-infinitesimal
Oy;-thickening of O¢,, is a pair (D, 6p), where

e D is an Oy-algebra,

« p : D — O, is a surjective Oy-algebra homomorphism such that D is
(p, ker Op)-adic Hausdorff complete.

Obviously, p-adically formal Og-thickenings of Oc, form a category.

Theorem 3.2 [Fontaine 1994a, Théoreme 1.2.1]. The category of p-adically formal
pro-infinitesimal Oy-thickenings of Oc, admits a universal object, that is, an initial
object.

Such an object is unique up to a canonical isomorphism and we denote it by
(Aint,c, > O, 730)- Note that Ajpe ¢ /g is functorial with respect to Cp and J{. We
rf:call the construction. Let R¢, :z. 1(i£1x'_)xp Oc » / pOc,, be the perfection of the
ring Oc,,/ pOc,,. We have the canonical isomorphism

lim Oc, > Rc,;  (x")nen > (x mod pOc, nen,

xX>xP

where the addition and the multiplication of the LHS are given by
() o () = Timy () o Orem) P () (5 00) = (60 0),

Let 0c,/q, : W(Rc,) — Oc, be defined by }_, . p"[xn] = X ,en p”x,go). This
is a surjective Z p-algebra homomorphism. Let ¢,y : Oy ®z W(Rc,) — Oc,
be the linear extension of ¢ ,/q,. Then, Ay c, /g is the Hausdorff completion
of Oy ®z W(Rc,) with respect to the (p, ker O, /5)-adic topology. We will give
an explicit description of Ay ¢, /3 later: Note that the description, together with
the isomorphism W(Rc,) = Aiugc,/0, (Remark 3.5), immediately implies that
Aint,c, /2 1s an integral d_olmain (at least) when we have X = ¥.

We define 7; := (t}, tjp ....)€Rc, anduj :=tj—[tj] €ker Oc , /5,. Let ving,c /5
be the p-adic semivaluation of Ay, ¢, /9. We put

Aint,c,/a, g, ) =

n
Y. anu" |an € Ay, /0, {Vinf,cp/, (@n) }inj=n — oo foralln € N }
neN®Jy
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If Jy is finite, Ajr e, /0, {ujﬂ(} is a ring of formal power series with coefficients
in Ayyr.c,/a,- Weextend Oc, /g, to a surjective Ajyp ¢, /0, -algebra homomorphism
U, /3 Aint,c,p /0, 10y, + = Oc, by Uc, /5 (uj) = 0. Then, (Aintc,/a,{uy, J, U, /)
is a p-adically formal Z ,-pro-infinitesimal thickening of O¢c,. We have a canoni-
cal Ay c,/0,-algebra homomorphism

. . n n
Linf,Cp /% * Aint,Cp/Qp UL, } = Ainte, /o U > u”.

Lemma 3.3. If we assume X = Ko, then tins,c, /5 is an isomorphism. In particular,
we have

v; X) = iInf vy a
inf,C /3 (X) ot inf,Cp/Qp (dn)

i n ;
forx = ZIIGN@J% dpl with dp € Ainf,@,,/@,;'

Proof: Denote A = Ay c, /0, {ujg (} and ¥ = ¢, /5. We regard Oy as a Z[Tjlje -
algebra as in Section 1A. We recall that since X = J{, the map Z[Tj]jc s, — Ox
is formally étale for the p-adic topology. We also regard o as a Z[Tj]jey,-
algebra by T > [{j] + uj. Then, by the lifting property, we can lift the canonical
O-algebra structure on s4/(p,ker) = Oc,/(p) to an Oy-algebra structure on
A l(inn A/(p,ker )"

can.

Oy —— Og,

N
~ 3
str. N N 9
N
Str

str. A
L[Tjljes, — o

By this structure map, we may regard & as a pro-infinitesimal Og-thickening
of Oc,. By universality, we have only to prove that tiy,c, /3 is an Oy-algebra
homomorphism. Let « : Oy — Ayyc, /% be the composition of the structure
map Oy — o and e, % Since tgc,/y commutes with the projections ¢
and 6c, /5, we have the commutative diagram

can.
Oy —— > Og,

o
Str. Ocp /a1

str.
LTjljer, — At/

where the horizontal structure map is given by 7; +— ¢;. By this diagram and
the lifting property, o coincides with the structure map Oy — Ajup e, /% mod-
ulo (p, ker ¢, /)" for all n € N. Since Ajyr ¢, /3 is (p, ker O, /5 )-adically Haus-
dorff complete, o coincides with the structure map Oy — Ayyg,c, /9, Which implies
the assertion. d
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For general J{, we have:

Lemma 3.4. (i) The canonical map

Aint,cpp /3 = Aint,C, /9000
is an isomorphism.

(ii) If /X is a finite extension with [kg : ky]sep = 1, then the canonical map

Oy ®0y Aint,Cpp /3t = Ainf,C /2
is an isomorphism.

(iii) Let & be a finite extension of the p-adic completion of an unramified extension
of K. Then, the canonical map

Aintc, /5l p "1/ (ker O, j50)" = Aing.c,s2lp "1/ (ker b, )"
is an isomorphism for all n € N.

Proof. (i) The assertion is equivalent to saying that the category of p-adically formal
Og-pro-infinitesimal thickening of Oc,, is equivalent to the category of p-adically
formal Oyur-pro-infinitesimal thickening of Oc,. Let (D, fp) be a p-adically formal
Og-pro-infinitesimal thickening of O¢c,. Then, we have only to prove that there
exists a unique Oy-algebra homomorphism Oyur — D such that fp is an Ogypr-
algebra homomorphism. By dévissage, we may replace D by D/(p, ker 6p)" with
n € N. Since 6p induces an isomorphism D/(p,ker6p) = Oc,/(p) and Oyur /Oy
is p-adically formally étale, the assertion follows from the commutative diagram

can.
Ogpr ——— O¢,/(p)

-
~_ 3
can. { N T (Op)«

A

Oy — D/(p,kerbp)",

where (6p)« is the ring homomorphism induced by 6p.

(i1) By assumption, the canonical map Oy ®g 4 Ogor — Ogur is an isomorphism. By us-
ing this fact and (i), we may assume that ¥ = X" and £ = £"". In particular, we may
consider the case that ky is separably closed, where the condition [Kg : kylsep = 1
is always satisfied. By faithfully flat descent, the assertion is reduced to the case
that £/ is Galois. Since &£ /¥ is a solvable extension [Fesenko and Vostokov 2002,
Exercise 2, Section 2, Chapter II], we may assume that /¥ has prime degree.
By universality, we have only to prove that the LHS is a p-adically formal O«-pro-
infinitesimal thickening of Oc,. Hence, it suffices to verify that Oy ®q;, Aint,c,, /3
is (p, I)-adically Hausdorff complete, where / denotes the kernel of the canon-
ical map 1 ® 9@,, i - O Roy Amf’@p s — Oc,. Since we have an isomorphism
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of Ajyr,c,j5c-modules Oy ®cy Aunt,c, /5t = (Aint,c, /501", we have only to prove
that the topologies on Og ®q,, Ains,c, /% defined by the ideals (p, ) and (p, I')
are equivalent where I’ denotes the ideal of O¢ ®¢,, Ajy .c,/% generated by
ker (Oc, /% : Aint,c, /% — Oc,). By definition, we have (p, ") C (p,1). We have
only to prove that we have 1" C (w3 ® 1, I”) for some n € N since p divides m]{

In the following, for x € Oc,, we denote by X any element X € Rc, such
that (@ = x. Since we have 75 ® 1 — 1 ® [w9] € I’, we have (3 ® 1,1 ® [y]) C
(e ® 1, I’). Note that if x € Oy is primitive, that is, 1, x, . L xlE %] 1 is an Oy-
basis of O, then we have I C (x® 1 —1®[x], I’). Hence, we have only to prove the
existence of a primitive element x € O satisfying (x ® | =1 Q[X])" € (n%x R 1, I')
for some n € N. In the case [¥ : J] = e, J90 L is a primitive element of O¢
and we have (19 ® 1 — 1 ® [7¢])%¢%* € (m% ® 1,1 @ [7%]). Otherwise, we
have [£ : K] = [k : kylinsep = p. If we choose x € O¢ whose image in O /750
does not belong to kg, then x is primitive by Nakayama’s lemma. Moreover, if we
choose a € Oy such that x? =a mod 730, then we have

xR1-1Q[X])’=a®1—-1®[a] mod (% ® 1, 1 ®[7y%])

anda ® 1 — 1 ®[a] € I, which implies the assertion.

(iii) We denote the map by i and we will construct the inverse. By replacing ¥ and &
by K" and £, we may assume (kg : kyliep = 1. By (i), we identify Ajyrc, /e
with O ®o,, Aint,c, /5. Since £/ is étale, by a similar argument as in the proof
of (i), we have a unique ¥-algebra homomorphism

J &= Aiic,ulp ™/ (ker b, )"

such that O, /5 : Aint,c,, jal p~ 1/ (ker Oc,/a)" — Cp is an $-algebra homomor-
phism. Hence, we have the Ay, ¢, /5-algebra homomorphism

J®id: Ayee, selp "1/ (ker g, 9)" = Augc, s/ (ker B¢, )"

By construction, we have (j ® id) oi = id. To prove i o (j ® id) = id, we have
only to prove that i o (j ® id) is an ¥-algebra homomorphism, which follows from
the uniqueness of j. O

Remark 3.5. We may identify A, ¢ »/Qp with W(Rq;p) [Fontaine 1994a, 1.2.4(e)]
and the kernel of O¢,/q, is principal by [Fontaine 1994a, 2.3.3]. Moreover,
if 3 = Ho and ky is perfect, then the canonical map Ajyic,/a, = Ainic,/u
is an isomorphism [Fontaine 1994a, 1.2.4(e)]. Note that we have no canonical
choice of an embedding W(kalg)[ p~1]— C, when kg is imperfect, since different
perfections of K induce different embeddlngs Thus, we can not endow Ayt c, /0,
with a canonical W(k g) -algebra structure induced by that of A.

inf,Cp/ W (k) p~]
via the above isomorphism as in the perfect residue field case.



The p-adic monodromy theorem in the imperfect residue field case 1999
3B. Bggr and Byr. We define BcJﬁQ,CP Jo = 1<i£1n Aint,c, /3l p~ 1/ (ker Oc, /)" and

—tog()= Y 1y EED emg

neNs o

with ¢ := (1,¢p.{,2,...) € Rc,. We also define Bag,c,/y = [BdR eyl ™'
We denote the projection BdR cp/u — Cp by Oc, /% again. Then, BdR Cp/% 182
Hausdorff complete local ring Wlth maximal ideal ker ¢ , /5. Moreover, [EBdR’Cp %
is an integral domain. In fact, by the following explicit description of Byg ¢, /%, it
follows from the fact that BdR,C,, /0, is a field (Remark 3.6(ii) below).

We define the canonical topology on B&,Cp /o as follows. We regard

Aunt,c, /5l "1/ (ker Be, 50"

as a p-adic Banach space whose lattice is given by the image of Ay ¢, /5. Then,
we endow BCJ{R’QP /% With the inverse limit topology, which is a Fréchet complete
K-algebra. We also endow Bgg, ¢, /5 With a limit of Fréchet topology by regard-
ing Byr,c, /2 as the direct limit of BCTR ¢,/ With respect to the multiplication by 1L

Let ng)C ,/ be the semivaluation of By ¢ /5 induced by the p-adic semivaluation
of BdR Cp /(ker 6c, /3;)" defined by the lattlce

Im(Aing, e, /2 = B3k, c,/o/ (ker O, j)").
Obviously, the semivaluations {véR c /CJ{}HEN are decreasing.
We will give an explicit descrlptlon of [E{%dR ¢,/ Let
B&,Cp/@p {u-]ﬂ{} =

> apu” |ay € B(—iii%@p/@p’ {v((er)’Cp/@p(a,,)}|n|:n — oo forall n,r e N }
neN®/k

This is a By ¢ ,/a,-algebra. Then, the canonical B
phism

dR,Cp/Q)p -algebra homomor-

. Rt + . n n
LdR’(Dp/ﬂ( . BdR,Cp/@p {qu} — BdR,Cp/fj{’ u —u

is an isomorphism. To prove this, by Remark 3.6(ii) below, we may reduce to
the case K = K. In this case, the assertion follows from the explicit description
of Ayt ,Cp/%-

For n € N, let Fil"Bg; ¢ ,/% be the closed ideal of Bix.c ,/% generated by the
ideal (ker O¢ /g{)” We endow Bar,c,/# with the decreasmg filtration defined
by Fil"Bagr,c,/% = D_i+ j=nt' 'Fil/ [BdR c, /- Denote the graded Cp-algebra as-
sociated to the filtration by Byr,c, /5. We also denote by v; the image of u; /1
in Byr,c,/k,0 for j € Jg. Since the filtration is compatible with the multiplica-
tion by 7, that is, "Fil"Bag ¢, /% = Fil"tm Bar,c, /%> We have an isomorphism
Bur,c,/x = @D Bur,c,/a.0"

nez
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Forn e N, let

Cotvpdni=] ¥ anV"|an€Cp.tvplan)tn — oof

neN®Ju:|n|=n
and C,, {VJ%} =@PC, {VJ%},,. We have a C -algebra homomorphism
neN

tiT,c, /9.0 - Cplvy,} = Burc, a0 V" 0",
which is an isomorphism. One reduces to the case X = ¥y by Remark 3.6(ii)
below. Then, the assertion follows from the above explicit description of Bfﬁz,cp J%
and the formula of the semivaluation vé’ﬁ)’@p /% (Remark 3.6(iii) below). By this
description, Byr,c, /3 is an integral domain.

Remark 3.6. (i) (The perfect residue field case) Assume that kg is perfect. Then,
we have a canonical isomorphism Bo, ¢, /0, — Bo,c, /% for © € {dR, HT}. More-
over, Bar,c, /0, 1s @ complete discrete valuation field of equal characteristic 0 with
valuation ring B&’CP /0, ! is a uniformizer and the residue field is C,. We also
have an isomorphism Byr,c,/q, = @,z Cpt". In fact, the first assertion follows
from Remark 3.5 and the latter assertion reduces to the case where kg is perfect by
regarding C, as the p-adic completion of (K22 [Fontaine 1994a, 1.5.1].

(i1) (Invariance) The above structures on [B(TR,CP /% (ring structure, filtration, topol-
ogy) are invariant under finite or unramified extensions. As a consequence, we
may regard B(}’k’@p /% as a %22_algebra and a similar invariance for Bur,c, /% as
a graded Cp-algebra also holds. As for a filtered ring, the invariance follows
from Lemma 3.4(iii). To prove the rest of the assertion, we have only to prove
that for an unramified extension or a finite extension &/, the p-adic semivalu-
ations véﬁ),ﬁp /o and v(gﬁ),@p /¢ are equivalent for all n € N. The unramified case
follows from Lemma 3.4(i). In the other case, let A§§’) (resp. Ag’)) be the im-
age of Ajyr e, /9 (resp. Aipgc,/e) in BjR,C,, soc/ (ker B¢, j5)" . Replacing Ji by the
maximal unramified extension of ¥ in &, we may assume that £/¥ satisfies the
assumption in Lemma 3.4(ii). Since Ajsc,/¢ is a finite Ay ¢, /¢-module by
Lemma 3.4(ii), there exists m € N such that p™ AP c A{) by Lemma 3.4(ii).
Since we have Ag%’) C Agg’) by definition, the two p-adic topologies induced by the
lattices A{" and AV respectively are equivalent, which implies the assertion.

(iii) Assume I = K. Then, we have the formula

. (]
Uc(lrﬁ),cp/%(x) = |,ﬁl<fn vd'l;,Cp/@p (@n).

where we have x =), .\ @y anu" € B(Jﬁz,c,,/?/c with a, € B(Jﬁz,c,,/@,,- This follows
from the explicit description of Ajuf ¢, /5.
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3C. Connecttons on Bgr and Byt. We denote by Q%(X)%BdR ¢,/ the direct limit
h_n)182%®37{BdR ¢, /%> Where the transition maps are the multiplication by 1 ® ¢~ L
Then, the canomcal derivation d : X — Qf;{ uniquely extends to a Byr,c, /0, -linear
continuous derivation

. Ol &
V. BdR,Cp/‘JC — Qj{@?{BdR,CI,/?f{'

Indeed, the canonical derivation d : Oy — Q extends to an Ayufc,/0,-linear
derivation d : Ay c, /5 — Q@N®@7Amf Cp/% by the construction of Aj,r. After
inverting p, then taking the ker 0, /5-adic Hausdorff completion, we obtain a
desired derivation. Since the image of ¥ ®z Byr,c,/0, 18 dense in Byr ¢,/ by
construction, the uniqueness follows. More precisely, if we denote by {9;};e, the
derivations on Byr c, /3 given by V(x) = Z,e]x dtj ® 0j(x), then {0; };e, are
mutually commutative continuous Byr c,/a, —denvat10ns+and we have 0; = 9/0u;.
More generally, the exterior derivation dy Qg{ Qq for ¢ € N5 uniquely
extends to a Byr c,/0,-linear continuous homomorph1sm

. O 5 Hd+15
Vg 1 Q5Q%Bar,c,/a = Qg @uBar,c, /5

such that we have Vg(0 ® x) = Vg(0) ® x + (—1)?w A V(x) for x € Bar,c, /%
and w € Qg{ Obviously, the connection V satisfies Griffith transversality

V(Fil"Bag,c, /) C QL &y Fil" ! Bar,c, /%

for n € Z. These connections are invariant under finite or unramified extensions by
Lemma 1.10(ii) and Remark 3.6(i1).

Notation. We will use the following notation:

% . V=0 mV . V=
BdRJ,ra:,,/af = (B, Cp/) %, Bk /= Bar,c, /) 0
can.
Byyr, ¢,/ = ImBur,c,/a, — Bur,c,/%)-

We endow the first two rings with induced filtrations and the last one with
an induced graded structure. Note that these rings are invariant under finite or
unramified extensions of J{ and that BdR c,/% and BdR cp/% (1esp. BHT c,p/%) have
a canonical (Hcq,)€-algebra (resp. C p algebra) structure. By the above descrlptlon
of the connection and the explicit descriptions of Byr ¢, /% and Byr,c, /%, we have:

Lemma 3.7. The canonical maps

+ v+ v v
BdR,Gp/@p - BdR,Cp/TJ{’ Bar,c,/a, = BdR,@p/% Bur,c,/0, = BHT,cp/ﬁf

are isomorphisms. These maps are compatible with filtrations and gradings.
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Remark 3.8. Assume that [ky : k%] < co. Since 52;{ is a finite-dimensional J{-
vector space (Remark 1.11), the connection V : By ¢, /5 — Q?;{ ®u Bar,c, /%
induces a Byr,c, /0, -linear derivation

. A1
V : Bur,c, /% = 25 ®x Bur,c,/%-

More precisely, if we denote by {9;}je, the derivations on Byr c, /5 defined
as above, then, by the explicit description of Byr,c, /%, {9j}jes, are commut-
ing Byr,c, /0, -linear derivations and we have d; = 79/dv;. In particular, BXT,CP /%
coincides with (Byr,c,, /g;{)vzo. In the general case, we must handle complicated
topologies to define such a connection. To avoid it, we define BXT’CP /3 in an ad-hoc
way as above.

We also have an analogue of Poincaré lemma.

Lemma 3.9. The complex

inc \Y A~

. ~ Vi 4as A~
V+ + 1 + 2 +
0 — Barlc, /% — Barc,/x — 29®uBdr,c,/n — 25®%Bar,c,/x
is exact.

Proof. By the invariance of the above complex under a finite extension, we may
assume K = J{o. Recall the explicit description of Bé’k,@,, /% 1n Section 3B. Since
we have v, (n!) < |n| for n € NP x e Bjk’q:p /5 1s written uniquely in the form
X =D en®x apu™ with a, € B(jk,@p/@p such that {vé’R),@p/@p (@n)}in|=n —> 00
for all r,n € N. Moreover, we have the inequality

inf Uc(er),@,,/@,, (an)+r>

i (r) _ ()
n|<r r:n<fr ViR,c, /@, (1! an) = ViR e, /5(X) ey

|n]
by Remark 3.6(iii). We have only to prove that there exists x € B(TR,C,, /% such
that V(x) = o for w € ker Vi. Write ® =} ;¢ dij ® Aj with 4; € [Ba’kﬁp/%
such that {UérR),Cp/j{()\j)}jehC — oo for all € N. The assumption @ € ker V;
implies that we have d;/(A;) = dj(Aj/) for j, j' € Jy. As above, we can write
i =2 pen®Ju )\j’,,u["], where Aj , € B(—ﬁz,@p/@p satisfies the convergence condi-
tion as above. We have the relation )\j,n+ej, = )»j/,,,+ej for n e N®Jx and j,Jj'eJy.
We will define a sequence {ap }, @ sy 1IN lek,cp /0, as follows: Put ag equal to 0.
For n # 0, choose any j € Jy such that n; # 0 and define a, := )»j,,,_ej. By the
above relation, this is independent of the choice of j. To prove the assertion, it
suffices to prove that we have {vé’R)’Cp/@p (@n)}in|=n —> oo for all r,n € N. Indeed, if
this is proved, we see that the element x 1=, .\ @J dn ul”] belongs to B&liz,qu %
and we have V(x) = w. We have only to prove that, for fixed r,n, N € N, we
have véﬁ),cp /Q,p (ap) = N for all but finitely many n € NP such that |n| =n. We
may assume r > n. Choose a finite subset J of Jo such that vé’R),Cp ju(Aj)=r+N
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for j € Jy \ J. Let n € N®7K guch that |n| = n. If there exists j € Jy \ J such
that n; # 0, then we have

viRe, /0, @n) = vRc, /0, (i) > Ve, () —r = r + N —r = N,
where the first inequality follows from inequality (1). This implies the assertion
since our exceptional set {n € N’ | |n| = n} is finite. d
3D. Universal PD-thickenings.
Defintion 3.10. A p-adically formal Oy-PD-thickening of Oc,, is a triple

(D? 9D? )/D)a

where
e D is a p-adically Hausdorff complete Oy-algebra,
e Op:D— Oc, is a surjective Oy-algebra homomorphism,

e yp is a PD-structure on ker 8p, compatible with the canonical PD-structure
on the ideal (p).

Obviously, p-adically formal Og-thickenings of Oc, form a category.

Theorem 3.11 [Fontaine 1994b, Théoreme 2.2.1]. The category of p-adically
Jformal Oy-thickenings of Oc,, admits a universal object, that is, an initial object.

Such an object is unique up to a canonical isomorphism and we denote it
by (Ams,cp /905 Oc o/ y). Let’s recall the construction. Let (O ®7 W(R¢ p))PD be
the PD-envelope of Oy ®z W(R¢,) with respect to the ideal

ker (9@1,/3{ 10y ®7 W(Rq;p) — @@p),

compatible with the canonical PD-structure on the ideal (p). Then, A ¢, /5 18
the p-adic Hausdorff completion of (O3 ®z W(Rc,))"™.

Remark 3.12. (i) By [Fontaine 1994a, Remarques 2.2.3], if we have 3% = ¥
and kg is perfect, then the canonical map A c,/q, — Acris,c,/% 1S an
isomorphism.

(ii) By a similar proof as Lemma 3.4(i), the canonical map

Acris,(Dp/f7{ g Acris,(ﬁp/%”r

is an isomorphism. In general, we have no invariance for A ¢,/ as in
Remark 3.6(ii) even after inverting p.

If 3 = Jlo and ky is perfect, then we have an explicit description of A ¢, /3

Acris,cp /ot = { Y an

neN

a)n
T | dn € Aing,c,, /3 WVint,C, /% (An) nen — 00}7
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where @ denotes a generator of ker (8¢, /5 : Ainr,c, /% — Oc,). Note that the se-
quence {dn}nen is not uniquely determined. Moreover, we have ¢ € A Cp/
and A c, /9 1s an integral domain of characteristic 0 whose PD-structure is given
by ¥u(x) = x" = x" /! for x € ker 6¢ /- In fact, the assertions follow from the
case X = Kp by Remark 3.5 and Remark 3.12(i), and the assertion in this case
follows from [Fontaine 1994a, 2.3.3].

We define B ¢ 5 1= Acris.c,/ulp™"] and Begis e, /50 1= B ¢, alt '] We
also define Ag ¢,/ ‘= Acrs,c,/[X], where x is a formal variable, and we set
[E’B;'{’Cp/% 1= Agc,/x[p "] and By ¢,y := Bst@p/%[t_l]. We define a monodromy
operator N on By ¢,/ as the Begs,c,/9-derivation N := —d/dx. We denote
by Veris,c, /3 the p-adic semivaluation on B:%s,a:p /3 (0r Agis ¢, /%) defined by the
lattice Ais,c /9t

In the following, we will give an explicit description of A ¢, /5. Let

Acris,03p/<132p <qutc)

be the p-adic Hausdorff completion of the PD-polynomial A ¢, /0, -algebra on
the indeterminates {u;};cs,. Note that the PD-structure is given by y,(u;) =
”/n' = u[ " for n e N and j € Jy. We also have

Acris,(E,,/G;Dp (qu ) =

n
{ Z Clnll[ ] an € Acris,Cp/@p’ {vcris,Cp/@p(an)}neN@J% - OO}
neN®Jx%

We regard Acsc, /o as an Acs c,/0,-algebra by functoriality. Then, by the
universal property of PD-polynomial algebras, we have the A c,/0,-algebra
homomorphism

. . n n
Leris,Cp /3 * Aeris,Cp/@p Wy, ) = Acris,C,p /30 ul"l s gln],

Lemma 3.13. If % = Jo, then teis,c, /5 is an isomorphism. Moreover, we have

vcris,Cp/fJC(x) = neanng% Veris,Cp/Qp (an)

— + ; +
forx = ZneN@Jﬁf an”[n] € Bcris,(ﬁp/% with an € Bcris,Cp/@p‘
We use the following lemma in the proof:

Lemma 3.14. We also assume that X = Ky and we use the notation in Section 1A.

() If R is a p-adically Hausdorff complete Z[T})jc s, -algebra, then the canonical
map

Homg(r,);.,, (O3, R) — Homg 7, (k. R/(p))
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is bijective, where the Fp[T}]; e, -algebra structure on ky; (resp. R/(p)) is given
by Tj — tj (resp. is induced by Z[T}ljej, — R). Moreover, the restriction map

lkp : Homg, 7y, (Ko, R/(p)) — Homg i7ry, (ky. R/(p))

is bijective, where the IFp[T |j e, -algebra structure on kﬁlz (resp. R/(p)) is given
by Tp — tp (resp. the composition of the inclusion [FP[T lies, = FplTjljes, and
the above structure map Fp[Tjlies, — R/(p)).

(ii) Let ¥ : S — R be a surjective homomorphism of p-adically Hausdorff com-
plete Z[Tj|j e, -algebras, whose kernel admits a PD-structure, compatible with the
canonical PD-structure on the ideal (p). Then, the canonical map

D HomZ[Tj]jeJ% (Oy, S) — Homy[7,); ., ©O%,R); frHvof
is bijective.

Proof. (i) The first claim follows from the p-adic formal étaleness of Oy /Z[T}];e s,
The latter assertion follows by using the isomorphism of kglz—algebras

k[ Tiljer /(T =17} jer) =kas  Tj> 1.

(ii) We denote by 1 : S/(p) = R/(p) the ring homomorphism induced by . By
the first assertion of (i), we have only to prove that the canonical map

Homﬂ:p[Tj]jer{ (k-%’ S/(p)) g Hom[Fp[T:,']jeJ%(kﬁf’ R/(p))’ f = 191 o f?

which is denoted by ¥ again, is bijective.

We first note the following: We regard R/(p) as a quotient of S/(p) by 9.
Let x € R/(p) and let X1, X, € S/(p) be lifts of x. Then, we have X1 —X, € ker 9.
Since a? = p')/p (a) € pS for a € ker ¥, where y denotes a PD-structure on ker ¢,
we have X7 = 2. In particular, if we denote by £ € S/(p) alift of x € R/(p),
then X? depends only on x.

We prove the injectivity. Let f : ky — R/( p) be an Fp[T}];e ,-algebra homo-
morphism and f, f': kg — S/(p) lifts of f, that is, 9«(f) = 9«(f') = f.
For X € kg, f(¥) and f/(X) € S/(p) are lifts of f(X) € R/(p), hence we
have f(X?) = f(X)? = f/(X)? = f/(XP) by the above remark. Hence, we
have f| K = 1 ks that is, /= f’ by the latter assertion of (i).

We prove the surjectivity. Let f : kg — R / (p) be an Fp[T}];e s, -algebra
homomorphism. We have only to construct an F [T lje Ty~ algebra homomor-
phism f : kf,lz — S/(p) such that (f)|kn c01nc1des with f|kn where we en-
dow kffz and S/(p) with [Fp[T Pliet algebra structures by a similar way as in the
statement of (i). In fact, we can uniquely extend f to a Z[T}];e ,-algebra homo-
morphism f : ky — S/(p) by the latter assertion of (i). Moreover, (% (/)| kP =
U (f] kp) coincides with f| k2 which implies 94( f) = f by the latter assertion
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of (i) again. The set-theoretic map f : k;g — S/(p) taking y to X¥, where
X € S/(p) is any lift of f(f"_l) € R/(p), is well-defined by the above remark.
Moreover, [ is a Z[T}];e ,-algebra homomorphism by a simple calculation and
()] k2 coincides with f| k2 by construction, which implies the assertion. [

Proof of Lemma 3.13. Obviously, we have only to prove the first assertion. Put { =
Acsis,Cp/Qp (qu). Extend 0c, /0, : Adis,c,/a, = Oc, to a surjective Acsg c,/0,-
algebra homomorphism ¢ : s¢ — O¢,, by ¥(u nl)y = (. We first prove that s4 has an
Oy;-algebra structure such that ¥ is an Og-algebra homomorphism.

Denote by w a generator of the kernel of ¢, /q, : Ayis,c,/a, — Oc,- Then,
the PD-structure on the ideal ker 9@,, /@, of Auis,c,/0, canonically extends to a
PD-structure 67 on the ideal (@) of o, compatible with the canonical PD-structure
on the ideal (p). By construction, the kernel of the map & : A — Aiic,/0,
taking ul™l to 0 is endowed with a PD-structure §,, compatible with the canonical
PD-structure on the ideal (p). Since o is an integral domain of characteristic 0,
81 and §; induce the same PD-structure on (w) Nker £. Hence, by [Berthelot and
Ogus 1978, Proposition 3.12], the ideal ker ¥ = (@) + ker £ admits a PD-structure,
compatible with the canonical PD-structure on the ideal (p). Then, the assertion
follows by applying Lemma 3.14(ii) to 9:

can.

Oy —— Oc,

N
~ 3
str.T SO Tﬁ
N
N

Z[Tj]je-]f){ Str_) A,
where the horizontal structure map is given by 7 > uj + [fj] € sd.

By the above Oy-structure, we may regard o as a p-adically formal Oy-PD-
thickening of Oc,,. By universality, we have only to prove that (e ¢, /9 1s an Og-
algebra homomorphism. Let & : Oy — Acyis ¢, /5 be the composition of the structure
map Oy — o and (es,c, /9 Since tes c, /% commutes with the projections ¢
and 6c , %, we have the commutative diagram

can.
Oy —— > Og,

o
Str. Ocp /e

str.
Z[Tj]jEJm - Acris,(ﬁp/?(’

where the horizontal structure map is given by 7; +— ¢;. By Lemma 3.14(ii), o
coincides with the structure map Oy — A ¢, /9, Which implies the assertion. [

Finally, we remark that if & = o, then By ¢,/ and By ¢,/ are integral
domains by the above explicit description of A ¢, /5-



The p-adic monodromy theorem in the imperfect residue field case 2007

3E. Connections and Frobenius on B and Bg. In this section, assume 3 = .
We endow [ch Cp/% with the p-adic topology defined by the lattice Acis ¢, /5. We
regard By c, /5 as the direct limit of ch Cp/H under the multiplication by ¢!
and we set

/\q ~ T /\q A~ +
§25 @3 Beris,c, /o0 = 1 Qg @B ¢, -

Then, the canonical derivation d : % — lef uniquely extends to a By ¢, /-linear
continuous derivation V : Begs ¢, /ot — Q%(be;{[ch c,/% by the explicit description
of Beyis,c, /5 Note that V(x[”]) =V (x)-x"=1 for x e ker O o/ As in Section 3C,
if we denote by {0} }j  ,, the derivations on By ¢, /3 givenby V(x) =} jer, dtj®
dj (x), then {0} }; e s,, are commuting continuous B ¢, /0, -derivations and we have
dj = d/0duj. We also have a canonical extension V, of exterior derivations dg. Also,
we can uniquely extend Vy to the map Vq :Q {®3{Bgt Cp/¥ Q% ®3{Bqt Cp/3
by putting V(x) = 0, where we define Q%(X)%[B%st Cp/it 1= (Q%(X)%BCHS c,p /30X
Let ¢ : Oy — Oy be a lift of the absolute Frobenius on k3. The ring homomor-
phism ¢ ® ¢ : O3 ® W(R¢,) — Oy ® W(R¢,) induces a ring homomorphism
on Acs,c,/%- Although the resulting map depends on the choice of a Frobenius
lift of Oy in general, we denote it by ¢ again. By defining ¢(x) := px, we also
have a Frobenius on By ¢, /. By construction, the connection and the Frobenius
on Bes,c,/% commute and we have the relation N o ¢ = pp o N by a simple
calculation.

Notation. We define BX’CP /5= Bo,c, /fj{)v:() for < € {cris, st}.

By the commutativity of V and ¢, these rings are endowed with @-actions.
Obviously, BZ,C,, /o 1s endowed with the monodromy operator N. By the explicit
description of By ¢, /3, we have:

Lemma 3.15. For < € {cris, st}, the canonical map

\%
Bec,/a, = Bo.cprat

is an isomorphism. Since this map is compatible with Frobenius, Frobenius
on B<> Cp/% is mdependent of the choice of a Frobenius lift of Oy. In particular, the
Frobenms on BQ c, /o 18 injective.

3F. Compatibility with limit. When a p-basis of kg is not finite, some technical
difficulties occur. In this case, we will reduce to the finite p-basis case by using the
results of Section 1G and the following inverse limits.

Let the notation be as in Section 1G. By functoriality, we have canonical maps

B — lim B — lim
O,Cp/Ho (1_J€@)(J) <>q:,,/%,,0, Q,Cp/% ALY g Ocp/afj,

where < € {cris, st}, O € {dR, HT}. Since these morphisms are compatible with
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the above explicit descriptions of these rings, it is easy to see that these maps are
injective.

3G. Embeddings of B..is and By into Bgr. Let
Je, a0 :=ker (O, /% : Aimf,@,,/?}f[l?_l] —Cp).

We endow the ideal J¢,, 5/ J]gp /5 of the Q-algebra Ayye e, /o[ 1/ J]gp /5 With the
unique PD-structure. This is compatible with the canonical PD-structure of O3 on
the ideal (p). Hence, the canonical map Oy ®z W(Rc,) = Aint,c,, /al 1/ J]ﬁép /%
factors through (0% ®z W(Rq;p))PD — Ainf,cp/%[p_l]/\ﬂ%p/%. If we endow the
LHS and the RHS with the p-adic topology and the p-adic Banach space topol-
ogy respectively (see Section 3B), then the above morphism is continuous. In
fact, the canonical map times n! factors through the image of Ayzc, /. By
passing to limit, the map extends to A5 c, /5 — Béi,@p s%- Thus, we have a
canonical H-algebra homomorphism B ¢ /5 — Bk ¢,/ Fixing jp € Re,
such that 5(® = p, we extend this map to [Bjt’ Cp/h > B(Jﬁz,c,, /% by sending x
tolog ([P1/P) =X nen., (=1)"=1([p]/ p — 1)"/n. Note that these morphisms are
compatible with connections.

Proposition 3.16. Assume that the algebraic closure of ¥ in Cj is dense in Cp.
Then, the canonical maps

v v v %
Hean B un0 Beris,c /500 = Bar,cp/ar Hean deno Bic,p /500 = Bar,cp /o0
H o Beris,cp /300 = Bar,c,p /3 H B Bst,cp /50 = Bar,cpp /ot
are injective.

Proof. By identifying C , with the p-adic completion of ¢, we may assume % = K.
Note that if kg is perfect, then this is due to [Fontaine 1994a, 4.2.4]. We consider
the general case. We first prove the first two cases. We have only to prove the
semistable case. The canonical map Kcan ®k,,, o Kgf — KPfis injective since
Kcan/ Kcan,o 1s totally ramified and Kgf is absolutely unramified. Hence, we have
the commutative diagram

can.

v v
Kcan ®I(can.O BSt,Cp/K() BdR,Cp/K

~ ~

can. can.
C pf C
Kean ® Keano By ¢, k10 KP® g By it Bar,c,/ Kot

where the vertical arrows are induced by base changes and the injectivity of the
bottom second arrow follows from the perfect residue field case. Then, the assertion
follows from the above diagram. We consider the latter two cases. By passing
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to limit (Section 3F), we may assume [kg : kfé] < 00. Then, the crystalline case
follows from [Brinon 2006, Proposition 2.47], where Bcris,Cp /K, 18 denoted by Beys.
We will prove the semistable case. By regarding K ® g, Beris,c,,/k,, as a subring
of Frac(Bgr,c,/x ) the assertion is equivalent to saying that x is transcendental
over Frac(Bes,c,/k,)- Suppose that it is not the case. To deduce a contradiction,
we have only to construct a nonzero polynomial in B_ cris,Cp/ Kpf[X ] which has x

as a zero. By assumption, we have a nonzero polynomial f (X )= ;aiX =
B, @p/K [X] such that f(x) = 0. For m € N®7& we denote by 3™ the product

jesx 0; > where {9;}je, are the derivations defined in Section 3C. Denote by
Flm(xy e ch c /Kpf[ ] the image of the polynomial 1) (X):= =Y 0™m(a;) X’
under the canonical homomorphlsm BdR c,/k —> Bdrc, ke Then, f Fm) (X)
has x as a zero since we have x € BdRC /K- Write a; = ZneN@JK aj, pull
with a; , € ch c,/0, by using the exphcr[ description of [ch cp/ Ko glven in
Section 3D. We have 8’" (@;) =) pen®r i ,,+mu[ "] and j('”)(X) >oiai mXE.
Hence, we obtain the desired polynomial f ('”)(X ) by choosing m € N@J X such
that we have a; , 7 0 for some i. O

4. Basic properties of rings of p-adic periods

We will apply the preceding construction to the cases 3 = Q,, K, KPf, among
others. The resulting rings of p-adic periods will have an appropriate Galois action
by the functoriality of the construction: For example, Gk acts on Byr ¢, /0, and
Bar,c,/ k> Gkt acts on Byg ¢,/ gor. In this section, we will review Galois theoretic
properties of these rings. The proofs of the properties are somewhat technical and the
reader may skip this section by admitting the results including the G -regularities
just below. We keep the notation of the previous section.

4A. Calculations of H® and verification of Gk -regularity. In this subsection,
we will prove the Gk -regularity of the (Q,, G )-rings
Beris,cp/Ko»  Bsucp/kor  Barc,/ks Burc,/k>
\Y% \Y v v
Bcris,Cp/KO’ Bst,Cp/KO’ BdR,Cp/K’ BHT,CP/K’

which are used later in the paper, and calculate their H°. Note that these rings are
integral domains by their explicit description.

Lemma 4.1. Ler Q € {dR,HT}.

(i) H°(Gk.Frac(Boc,/x)) = K

(ii) The (Qp, Gk )-ring Bo ¢,/ k satisfies condition (G-R3) of Section 1H.
(iii) The (Qp, Gk)-ring Boc,/k is Gk -regular.
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Proof. Assertion (iii) follows from (i), (ii) and Lemma 1.21. We will prove (i)
and (ii) separately in the Hodge—Tate case and the de Rham case.

(a) The Hodge—Tate case: We first verify (i). By Theorem 1.15, we have only
to prove that if we have nonzero x,y € Byr,c,/x such that g(x)y = xg()
for all g € Gk, then we have x/y € C,. We first consider the case |Jg| < oo.
Note that Byr,c,/x = Cplt, t_l,{vj }jeJi] is a uniquely factorization domain.
Hence we may assume that x and y are relatively prime by dividing x and y by
their greatest common divisor. Then we have g(x) = cgx and g(y) = cgy for
cg € Bur,c,/x)* = Uyez Cpt" by assumption. By the explicit description of
Bur,c,/ k> We can choose n € Nk such that

0"(x) € By, x \ {0} 2 Cplr. 7]\ {0}

where d; = 1d/dv; and 9" :=[]; 8}” (Remark 3.8). Write 0" (x) =),z ant”
with a, € Cp. Then, we have g(0" (x)) = cg0d" (x) by the commutativity of d; and
the G -action. Since cg is homogeneous with respect to 7, we have c¢g € C), by
comparing degrees. By comparing the leading terms, we have cg = g(an)/anx"(g)
for all g € Gk, where n is the degree of 9" (x) with respect to . Hence, we
have x/a,t" € (BHT,CP/K)GK. Note that we have (BHT,CP/K)GK = K. This
follows from the facts that we have Byr,c,/ x = U, en? ™" Cplt, {1v)}jesy ] and

HO(GK’ 17 Cplt Atvj}jer]) = K

by [Brinon 2006, Lemme 2.15], where Cp[t, {v} }je . ] is written B, <y g’ (BJr)
in the reference. Thus, we have x € C;t”. By the same argument, we have y € (C;tm
for some m € Z. Write x = at", y = bt™ with a, b € C},. Then, we have

g(a/b) = x"""(g)(a/b)

for g € Gg. Since H°(Gk,Cp(n — m)) is nonzero if and only if n =m by
Theorem 1.15, we must have n = m. In particular, we have x/y = a/b € C,,.

We consider the general case. Recall the notation in Section 1G. Let J € P (Jg)
and denote by x, ys the image of x, y in Byt c,/k,- By applying the above
result to Jx = J, if xy and yy are nonzero, then there exists Ay € C; such
that xy = Ay yy. Since this Ay is uniquely determined, A = Ay is independent
of the choice of J. Since Sy, :={J € P(Jx) | x;j # 0 and y; # 0} is a cofinal
subset of 2(Jg) by the explicit description of Byr,c,/x, we have x = Ay by the
injection in Section 1G.

We will verify (ii). Let x € Byt c,/x be a generator of a Gk -stable Qp-line
in Byr,c,/ k- Write g(x) = cgx with ¢g € @;. We use the same notation as above.
By a similar argument as above, if xy # 0, then we have xy = ayt"’ foray € C;
and ny € N. Moreover, ay and ny are unique. In particular, {a s} and {ns} are
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constant on the cofinal subset Sy, x of ?(Jg) and we have x € C;1" C (Bur,c,/k)”
by the injection in Section 1G.

(b) The de Rham case: To prove assertion (i), we have only to prove that if we
have nonzero x, y € Bqr,c,/k such that g(x)y = xg(y) for all g € Gk, then we
have x/y € K. Let J € P(Jk) and denote by x s, yy € Bar ¢,/ k, the image of x, y.
Ifxy#0and yy #0,thenwehave xy/ys € HO(GKJ,FraC(BdR!Cp/KJ)) =Ky by
[Brinon 2006, Proposition 2.18], where Frac(Bgg,c,/k ) is denoted by Cgr. Since
the set {J € P(Jg)|xs #0 and yy # 0} is a cofinal subset of (Jg ) by the explicit
description of Bz ¢ /x» we have x/y € () yep(s) K7 = K by the injection in
Section 1G. We will verify (ii). By Remark 3.5(i), we may assume K = K", Let
V be a Gg-stable Qp-line in Byr c,/x generated by x. By Lemma 4.2 below
and Theorem 2.1, there exist n € Z and a finite extension L /K such that V" C
(BdR,CP/K)GL = (BdR,@p/L)GL = L; in particular, we have x € (Bgr,c,/x)™. O

Lemma 4.2. Let V be a Gk -stable Q p-line in Bar,c,/ k- Then, up to a Tate twist,
V is Cp-admissible as a p-adic representation.

Proof. We assume K = K" by Hilbert 90 and Remark 3.6(ii). Let x € By c,/k be
a generator of V. By multiplying by a power of 7, we may assume x € B;ﬁz,@p /K-
Let p: Gk — Q7 be the character defined by p(g) = g(x)/x. By the explicit
description of B(—ﬁz,@p /K (Section 3B), we have

X = E apu”
neN®Jk

with a, € B&,Cp/@p. Choose n € N®JK such that a, # 0 and write a, = t"A
withn € N and A € (BSFR,G:I,/@I,)X~ Since we have g(an) = p(g)an for g € G,
we have (px™")(g) = g(A)/A for g € Gk By taking the Q p-linear map ¢, /g,

we have (px™")(g) = g(0c,/a,(1))/bc,/a,(}) for g € Gk, that is, px™" | gor
is Cp-admissible. Hence, px~" is Cp-admissible by Theorem 2.1. O

Corollary 4.3. We have
(BZis,Cp/KO)GK = (stt,Cp/Ko)GK = Acan,0>
(Beris.cp/ ko) °¥ = Byc,/k,) K = Ko,
(BCYRTGP/K)GK = (BdVR,Cp/K)GK = Kean,
Br.c %)% = (BdR,Cp/K)GK =K,
»/
(BXT,C,,/K)GK = (Burc, x)°% =

Proof. Since we have trivial inclusions (such as Ko C (Beyis ¢,/ KO)GK ), we have
only to show the converse inclusions. By passing to limit (Section 1G and 3F),
we may assume [kg : k}é] < 00. We prove the Hodge-Tate case first. Since we
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have BZT,CP /k = Dpez Cp(n) (Section 3B), the assertion for BZT,CP /i follows
from Theorem 1.15. The assertion for BHT,C,, sk follows from [Brinon 2006,
Lemme 2.15].

We will prove the rest of the assertion. Since we have K¢y o0 = (Ko)can by
comparing the residue fields, the assertions in the horizontal case follow from those
in the V-less case by taking horizontal sections. The de Rham case follows from
Lemma 4.1(i) and the crystalline and semistable cases follow from de Rham case
and Proposition 3.16. O

Lemma 4.4. The (Qp, Gk)-ring B ¢,/ k, satisfies (G-R3) for & € {cris, st}. In
particular, Bo, ¢/, is Gk -regular.

Proof. Note that the last assertion is obtained by applying Lemma 1.20, whose
assumptions are satisfied by Proposition 3.16, Lemma 4.1(iii) and Corollary 4.3.
By Remark 3.12(ii), we may assume K = K". Let V' be a Gg-stable Q-line
in By c,/k, With generator x. By Lemma 4.2, there exists n € Z such that V"
is Cp-admissible as a p-adic representation of Gx. By Theorem 2.1, the image of
the map p : Gx — Q7 that takes g to g(x¢")/(x¢") is included in (@7 )mm, which
is killed by 2(p — 1) Therefore, we have (x")2(P~1 ¢ Bo.c, /Ko) K = K,
which implies x € BQ’CP /Ko O

Lemma 4.5. The (Q,, Gk )-rings

\Y% \Y% \Y \Y
Bcris,Cp/KO’ Bst,Cp/Ko’ BdR,Cp/K’ BHT,CP/K
are Gg -regular.

Proof. The Gg-regularity of the field BdR c,/k follows from Example 1.18.
Since we have a G pr-equivariant canonical 1som0rphlsm B<> cp/ko =Boc,/ K
for & € {cris, st}, the verification of (G - R3) for BQ /Ko 18 reduced to that
for By, Cp/K2 which follows from [Fontaine 1994b, Propos1t10n 5.1.2(i1)]. By
a smnlar reason, (G-R3) for [E’BdR ¢,/ K 1s reduced to [Fontaine 1994b, Proposi-
tion 3.6]. The (Q, GK) -ring C p((t)) is a field containing the fractional field
of BHT Cp/K = Cp[l t~!]. By Theorem 1.15 and dévissage, we have C, (1) %k =

(BHT Cp/ k)%, where the last equality follows from Corollary 4.3. By apply-
ing Lemma 1.21, BHT Cp/K is Gk -regular. By Corollary 4.3, the Gg -regularity for
BY. .Cp/ K, and [B%st ¢,/ K, follows from Lemma 1.20 and Proposition 3.16. g

Remark 4.6. For . € {cris, st, dR, HT}, the (Q,, Gg )-rings B-,C,,/@p and B.,C,,/@,,
are G -regular We also have
(BJe,/0,)% = Buc,/0,)% = B, k)

In fact, the assertion follows from canonical isomorphisms BY Cp/Qp =Bac,/a, =
BY Cp/ Ko 35 (Qp, Gk )-rings.
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Notation. (i) We define the category of crystalline (resp. horizontal crystalline)
representations of Gg as Rep‘ﬁIdm . KGK (resp. Repadm ok Gg), and we denote
it by RepcmGK (resp. RepmsGK) The conespondlnngunctor Dp is denoted by
Deris (resp. Crls) and the comparison map ap by tis,c,/k, (resp. acm Col Ko)
We define the category of semistable representations similarly, with “cris” in place
of “st”.
(i1) We define the category of de Rham (resp. horizontal de Rham) representations
of Gk as Rep%‘ilr;‘C e Gy (resp. Rep“dm Gk), and we denote it by Repyr Gk
(resp. RedeGK) The corresponding functor Dp is denoted by Dgr (resp. IDdVR)
and the comparison map ag (loc. cit.) by agr,c,/k (resp. ay dR.C,/ x)- We define

the category of Hodge—Tate representations similarly, with “dR” in place of “HT”.

(iii)) We define rings with G -actions and automorphisms ¢ by

\% . \% oV
BrigTCp/Ko = m (pn(Bcrii_,Cp/KO)’ BIO;CP/KO ﬂ % (Bst (Dp/Ko

neN neN
Note that we have [EBXE Ky = [@X‘E sk for & € {rig, log}.

(iv) In the rest of the paper, when kg is perfect we omit hyperscrlpts V to be
consistent with the usual notation; e.g., we write Bng Cp/ KDY instead of [Bng Cp/KD-

Remark 4.7. As is explained in Section 1A, there is no canonical choice of a Cohen
ring of kg nor a Frobenius lift when kg is not perfect. Since some definitions,
such as the definition of crystalline representations, involve these choices, we make
some remarks on the independence of definitions.

(i) Since we have a canonical isomorphism Bo ¢, /a0, = [EBQ c,p/k forQe {dR,HT}
(Lemma 3.7), B@ Cp/K depend only on C, as an abstract ring.

(i) Since we have a canonical 1somorph1sm B<> Cp/Qyp B<> Cp/ Ko for < € {cris, st}
(Lemma 3.15), the category Rep<> Gk depends only onC, but not on the choice
of Ky. It also follows that Bo /Ko for & € {rig,log} is independent of the
choices of K¢ and ¢ as a Q- algebra with g-action. Moreover, for a finite exten-
sion L/ K, [@X:EH/KO coincides with BX:EH/LO in BcYRJ,GC/L-

(iii) By definition, the category Rep, Gk for < € {cris, st} may depend on the
choice of Ky. In the case [kg : k};] < oo with & = cris, the independence is
proved by Brinon [2006, Proposition 3.42]: He proves the assertion by introducing
a ring Anax, k, Which is independent of the choice of Kg and is slightly bigger
than Og Qok, Acris,c,/ Ko+ Although a similar idea seems to work in the general
case, we do not treat this problem in this paper. Instead, we will state a precise
version of the Main Theorem later (see Section 6).

Remark 4.8 (Hilbert 90). Let V €Repg , Gk . Then, V' is crystalline or semistable if
and only if sois V| gur. In fact, we have Berg, ¢,/ ko = Beris,c ./ kur by Remark 3.12(1),
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whose Ggu-invariant is Kg' by Corollary 4.3. Hence, the assertion in the crystalline
case follows from Hilbert 90 and the same proof works also in the semistable case.
We can also prove that V' is de Rham or Hodge-Tate if and only if so is V|
for a finite extension L of the completion of an unramified extension of K. This
follows from the cases when L /K is finite or unramified and in these cases the
claim follows from Remark 3.6(ii) and Hilbert 90.

Algebraic structures of rings of p-adic period, which are compatible with the
action of G, induce additional structures on the corresponding . We do not
review these structures here since we do not need all of them to prove the Main
Theorem. For the reader interested in these structures, see [Brinon 2006, 3.5]
for example. We need only the connection on Dgr for the proof of the Main
Theorem: For V' € Repyr Gk, the finite-dimensional K-vector space Dgr (V') has a
connection V : Dgr (V) — SAZ}( ® g Dgr(V), which is compatible with the canonical
derivation on K.

4B. Restriction to perfection. If we have V € Rep,Gg with « € {cris, st, dR, HT},
then we have V| g € Rep, Ggor. Moreover, we have canonical isomorphisms

K @k, Do (V) — Do (Vlgm). K" @k Do(V) = Do(V |gm).

induced by the canonical map Be c,/x, = B &.Cp/ KD and Boc,/x = Bo,c,/ k"
for & € {cris, st} and © € {dR, HT}. We first prove the de Rham case. By applying
Bar,c,/ k7 ®Byr.c,/x © the comparison isomorphism agr,c,/x (V), we have a
G pe-equivariant isomorphism

Bar,c,/ kv ®k Dar(V) = Bar,c,/ kv ®a, V.

By taking G -invariant, we have an isomorphism KP'® g Dgr (V') = Dar (V| gor).
The other cases follow similarly.

S. Construction of Nng )

In this section, we construct a (¢, Gg)-module Nng V) over B
Rham representation V' of G, possibly after a Tate twist. Our NY
Colmez’s N:g when the residue field kg is perfect.

We first recall Colmez’s Dieudonné—Manin theorem, which is a key ingredient of
the construction. Let M be a finite free [BdR ¢,/ k -module of rank r > 0. We call N
a BdR ¢,/ Kk -lattice of M if N'isa BdR Cp/K" submodaule of finite type of M such that
N[t 1] = M[t™!]. Note that a [BdR C /K-lattlce of M is finite free of rank r over
BdR c,/K Since BdR cp,/K 1sa dlscrete valuation ring.

For n € Z, denote the composition

C /K, forade
coincides with

“i

rig

~v " inc.

+
Brlg Cp/Ko - Brlg Cp/Ko - BdR ,Cp/K
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by ¢" again. By the commutative diagram

~ Q"
V+ v+
Briec,/ ko = Bdk'c,/k

can. l = can. j =
n

B+ . Bt
Brig,c,/ K’ Bar.c,/ K"

the proof of the following theorem is reduced to the perfect residue field case
[Colmez 2008, Proposition 0.3] (see also the remark below).

Theorem 5.1 (Colmez’s Dieudonné—Manin classification theorem). Let r € N+
and M be a BXRTCF/K-lattice of (BXRT@,,/KY- Let

My, = {x € B, /k,) | 9" (x) € M foralln € Z}.

Then, Mg is a finite free [E{%ng Cp/ Ko-Mmodule of rank r with semilinear ¢-action and
there exists a basis e, ... e, Of Mie over [Bng Cp/ Ko Such that:

(1) There exist h € Nog and a1 < --- < a, € N such that goh(ei) = pYe,
for1<i=<vr;

(i) ey,...,e, is a basis of M over BcYRTa:p/K

Remark 5.2. Though our condition (ii) is weaker than that in [Colmez 2008], the
conclusions of the theorem are the same for the following reason: By definition, ¢
acts on M,j,. Since <p is an automorphism on M, by (1), @i is also an automorphism
on M, Hence, (ii) implies that ¢"(e,), ..., ¢"(e,) isa Brlg Cp/ Ko -basis of Mg
for all n € Z. In particular, 9" (e,),...,¢"(e,) is a BdR Ch /K—ba51s of M.

In the rest of this section, let V' be a de Rham representation of Gg of dimension r
such that Dar (V) = (B ¢ /K ®Q, V)CK . Note that the last assumption is satisfied
for any de Rham representation after some Tate twist. Let

NG (V) =Bk ¢,/ x ®k Dar(V).

It is a finite free B(‘l’k ¢,/ k -module of rank r with Gk -action and V-action which
are commuting. By the comparison isomorphism agg ¢,/ x» We have a canonical
isomorphism N R~ 1~ Bar,c,/x ®a, V. in particular, we have

"Bir.c,/x ®a, V C NEL (V) C Bik.c,/x ®a, V

for sufficiently large n € N. Taking horizontal sections, we see that N (V)
N (V)V=0is a G -stable BdR ¢,/ Kk -lattice of BdR c,/ kK ®a, V. By applymg

Theorem 51toM = N <" (V), we have the following proposition: (In the following,

a (¢, Gg )-module over Brig—!_(ﬁp /K, (of rank r) means a finite free module (of rank r)
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over [ng"'q:p /K, With a semilinear ¢-action and a semilinear Gk -action, which are
commuting.)

Proposition 5.3. The BY ;Y.  x -module

Ny (V) = {x e BY e/ x, ®a, V1 ¢" ®id(x) € NigH (V) for alln € 7}

is a (¢, Gk )-module over Brlg Cp/ Ko Of rank . Moreover, we have a basise,, ... , e,

fNrYg+(V) over Bng Cp/ Ko such that:

(i) There exist h € Nsg and a; < --- < a, € N such that (ph(ei) = plie;
forl1 <i<r;

(i) ey,...,e, is a basis of N(YR+(V) over BdVRTa:p/K‘

Note that NV+(V) is independent of the choice of Ky by Remark 4.7(ii). We

rig
will use the following property of NY (V) in the proof of the Main Theorem.

rig
Proposition 5.4. The canonical map

Y
Bz Cp/K OBYH, e N aw (V)= NL(V)

is a Gk -equivariant isomorphism. In particular, [E’BdR Cp/K ®BV+ Ko NrYgJF(V) is

isomorphic to (B ¢ ,/k) asa Bix.c ,/klOk]- _module by Proposmon 5.3(ii).

Proof. Since V| g is de Rham and we have the canonical isomorphism Byr ¢, /a0, —
Bar,c,/ k> We have the comparison isomorphism

Bar,c,/0, ®(BdR.Cp/@p)GKpf Bar,c,/0, ®a, V) kv — Bar,c,/0, ®a, V.

By taking the base change of this isomorphism by Bar c,/0, = Bar,c,/x, We
obtain a canonical isomorphism of Bag ¢,/ x [Grr]-modules

o:Bare,/ k <§§>([B;OIRM/@p)cm,f (Bar,c,/0, ®a, V)Cxrt Bar,c,/x ®a, V. (2)
We also have the comparison isomorphism
agr,c,/k (V) :Bar,c,/k ®k Dar(V) = Bar,c,/x ®a, V-
Note that we have (Béik,c,, /Qyp YOkt = Bar,c, /@p)GKPf since we have
("Bir.c,/a,/t " ' Bikc,/a, )OK? = (Cp(—n)) & =0

for n € N5 9. We have only to prove that there exists an isomorphism of BSE{,C,, /K"
modules

(Ngr(V) =) Bk ¢,/ x ©k Dar(V) =
G -
Bik.c,/ Kk ®(B&‘ﬁ.cp/@p)GKpf (Bar,c,/0, ®a, V)&

which is compatible with the injections aggr,c,/x (V') and . Indeed, by taking the
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horizontal sections of both sides, we have

V+ _ mV+ G
Nir (V)= BdR,C,,/K ®(B‘}E,Cp/@p)GKpf (BdR:‘Dp/@p ®a, V)TK,

which implies the assertion.
We have

Dar (V) = Bar,c,/kx ®a, V) =

(Bar,c,/ k)K" ® yoxor (Bar.c,/a, ®a, V)%,

(BdR,Cp/Qp

where the equality follows by taking G pr-invariant of (2). Note that we have

(BEIIIQ,CP/K)GKPf = (Bar,c,/ k)"

Indeed, if we write x € LHS as x = t7" ) _@sx anu” with a, € B&,@p/@p,
since {u; }je, are invariant by the action of G, we have

bp:=an/t" € ([55<112,c,,/4;1>,,)G’“’f = (B$z,@p/@p)GKpf-

— n + Gept
Therefore, we have x =} \@sx bnt" € (Big c,/x) k. Hence we have a
canonical map

+ G
DdR(V) — BdR,C,,/K ®(Ba§’cp/@p)GKpf (BdR,Cp/@p ®@p V) KPf
This induces a canonical homomorphism of [E’B(‘ﬁz’@p /x -modules

i: BE},CP 1k @k Dar(V) — Bgiz,@p /K B yexor Barc,/a, ®a, V) Cxnt

(—lil_{.Cp/@p
which is compatible with the injections agr c,/x (V') and « by construction. We
have only to prove the surjectivity of i. By Nakayama’s lemma, we have only
to prove the‘ asserti'on .after applying B(Jﬁz,@p / Kpf®|3(]§,c ,« (note that B(Jﬁz’cp /K~
B:ﬁz,cp /Kt 18 a surjective homomorphism of local rlngss. We have the commutative
diagram
N aar.cp/K V)
Bir,c,/ xr @k Dar(V) Bar,c,/ k0 ®a, V

i

O
Bik,c,/ k7 ® o Bare, /0, ®a, V)" — Barc,/xn ®a, V

®.cp/ap
can. =
+ adR,Cp/KPf(VlKPf)
Bir,c,/ kv @ ket Dar (V| gor) Bar,c,/ kv ®a, V.

where the left lower arrow is induced by Bur,c,/a, = Bar,c, k. the Gge-
equivariant isomorphism. Denote the composition of the left vertical arrows
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by i’. Since the canonical map Bar,c,/k — Bar,c, ke 1s Ggpr-equivariant,
by the diagram, the restriction of i’ to Dgr(V) coincides with the canonical
map Dgr(V) — Dar(V|get), which is an isomorphism after tensoring KP' (see
Section 4B). Therefore, i’ is an isomorphism and we obtain the assertion. O

6. Proof of the Main Theorem

We will restate our main theorem in the point of view of Remark 4.7(iii):

Main Theorem. Let V be a de Rham representation of Gg. Then, there exists a

finite extension L/ K such that the restriction V|1, is By ¢,/ L,-admissible for any
choice of Ly.

In this section, we give a proof of the Main Theorem in this form. Before the
proof, we prepare technical lemmas used in the proof. The reader may go to the
proof of the Main Theorem and back to the lemmas if necessary.

We first recall a slightly modified version of [Colmez 2008, Proposition 0.6]. In
the rest of this section, denote the unramified extension of @, of degree 4 € N5

by @ph .
Proposition 6.1. Assume that kg is perfect. Let [U;lﬂ = ([@fgg,(@p / KO)‘ph=pa for h,

a € N. Let M be a (¢, Gg)-module over [@:irg,cp/Ko of rank r € Nso with basis

€,...,e,. Assume that there exists an isomorphism of B(‘&,Cp / x|Gk-modules
B(—ji_R,Cp/K ®@n4.g£1)/1( M = (B&,CP/KY and thate,, ..., e, satisfies the following
conditions:

(i) There exists h € Nog and a; < --- < a, € N such that (ph(el.) = ple;
for1 <i=<r.

(ii) Forall g € Gk, there exists cg € GL, (B&’CP/K), a (unique) upper triangular

matrix whose diagonal entries are 1, such that g(e,,...,e,) = (e,...,e,)cq.
Then there exists a Bngg,Cp/Ko -basis f1,.... fr Of[Bl_gg,C,,/KO R+ M satis-

. . 5 ng,Cp/KO
fying the following conditions:

(a) fi is fixed by Gk

(b) fi=e;+ 2 1<j<i—1jie; withaj; € [U;z,ai—aj (hence " (f3) = p® f;).
Proof. Note that we add the extra assumption (ii) and the slightly stronger con-
clusion (a) to the original proposition. Let U be the subgroup of GL, (Bjk’@p /K)
consisting of upper triangular matrices whose diagonal entries are 1 and whose (i, j)-
component belongs to [U;l ai—q, Tori < j. We endow U with the subspace
»dj i
topology of GL, (B(‘ﬁ(’@p /x)- Then, U is a topological Gg-group and the map
g+ ¢g; Gg — U is a continuous 1-cocycle. By [Colmez 2008, Proposition 0.6],
there exists a finite Galois extension L /K such that [c] is mapped to the trivial
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class in H'(Gpw, U) by the composite Resfur o Resé, where [c¢] denotes the class
represented by c¢. Note that for all a € N+ ¢, we have

ur wolt=pa h_ pa
([U;’l,a)GL C ((Bst,Cp/LO)GL )‘ﬂ Pt = (Ll(l)r)(p P — 0,

where the first equality follows from Remark 3.12(ii) and Corollary 4.3 and the
last equality follows from [Colmez 2008, Lemme 10.9]. Hence U 9L = {1} and
[c] is mapped to the trivial class in H' (G, U) by the inflation-restriction exact
sequence. Hence, we have only to prove that the inverse image of the trivial element
by ResIL( : HY(Gg,U) — H' (G, U) consists of the trivial element.

We endow U with a Gk -stable decreasing filtration {F },en by Fp 1= {(x;j) €
U |xjj =0for0< j—i =<n}. Then, we have Fo =U, F, = {1}, F,41 I Fy,
and %, /%, 41 is isomorphic to a direct sum of copies of [U;l,a with @ € N. We have
only to prove that the inverse image of the trivial element under the restriction map
Resé : HY(Gg,%p) — H' (G, %) for n € N consists of the trivial element. Since
there exists a Gg -equivariant set-theoretic section of the canonical projection ¥, —
Fn/Fn+1 (for example, we can identify

1+ in,i+n+1Ei,i+n+1 € Fn
i

with its image in %,/%,41), the canonical maps 9?,?’( — (Fn/Fni1)9 and
%,?L — (Fn/ 9?,,+1)GL are surjective. By using long exact sequences, we have the
commutative diagram

can. can.
0 —= HY Gk, Fn+1) —= HY Gk, Fp) — HY(Gk,Fn/Fni1)

l Res]f( l Res]f( l Resk

0 —= H'(GL.Fnt1) —> HYGL.Fn) —> HYGL.Fn/Fns1),

whose rows are exact as pointed sets. To prove the assertion, it suffices to prove
the injectivity of the restriction map H!(Gg, [U;l’a) — H'(Gy, [U;l’a) for h,a € N.
Indeed, it implies the injectivity of the right arrow in the diagram and we obtain the
assertion by dévissage and diagram chasing. We first consider the case a = 0, that
is, [U;z,o = Q,n (Lemma 6.2 below). Since HY (G k. @g,f‘) is killed by the multi-
plication by [L : K] (using the corestriction) which induces an isomorphism on the
coefficients, we have H' (G, /K> @p '©) = 0. By the inflation-restriction sequence,
we obtain the assertion. Consider the case a > 0. We denote by x : Gx — Z; the
cyclotomic character. Then, we obtain the assertion by the following commutative
diagram:
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| H(NI‘O(p_”)*
H (Gk.U, ) ——— [lpken H'(Gg.Bf Cp/K) = [l ken Klog x

l Resf‘( JAHRSS%

HIG, U, ) e HY(G,.B+ Ll
(GL.U, ) [lnken H (GL.Birc,/x) = [1nren L10g X,

where two isomorphisms follow by dévissage and Lemma 1.14, Theorem 1.15 (a
theorem of J. Tate) and the injectivity of the horizontal arrows follow from [Colmez
2008, Proposition 0.4(ii)]. O

Lemma 6.2. We have

—a

h_ ,—a ~V h—
(Brlg Cp/KO)(p P = (Blog,_ﬁp/l(o)(o P =0 for ac N>0’

h=1_ @»V+ h=1 _
)97 = Boge, k)" T = Qi

(Brig,Cp/Ko
Proof. We first prove the first assertion. Suppose that we have a nonzero element x
in ([@lz; Cp/ KO)¢h= P~ Since [@lzg' /Ko 18 an integral domain, we may assume
that we have x € Ay c,/k, by multlplylng by some power of p. By assump-
tion and the p-stability of Ay c,/k,» X = p" apnh(x) e p"Ay .Cp/Ko- Hence
X €y P"Acris,c,,/ Ko [X] = {0} since A ¢,/ Kk, is p-adically separated. Thus
x = 0, which is a contradiction.

We prove the latter assertion. By a simple calculation, we have

)=t = )=t

>V
(BIOQCP/KO (Brlg Cp/Ko

By the canonical isomorphism BY;7c /g, = B, ¢ k2> we may reduce to the

perfect residue field case, which follows from [Colmez 2002, Proposition 9.2]. [J

Lemma 6.3. Let D be a finite free [BdR c / x -module with semilinear Gk -action.
Then, the canonical map [BdR c,/K ®K D Ok — D is injective. In particular, we
have dimg DOk < rankmIi D <00

Proof. Suppose that we have linearly independent elements fi, ..., f, € DO
over K, which have a nontrivial relation ) ; A; f; =0 with A; € B:ﬁz,cp /K- Choose
the minimum 7 among such n’s. Then for 1 <i <n, we have g(X; /A1) = Xi/Aq
in Frac(Bgr,c,/x)- Hence we have both 4;/A; € H%(Gg, Frac(Ber,c,/kx)) = K
and ) ;(A;/A1) fi =0, a contradiction. O

Lemma 6.4. Let W be an r-dimensional Qpn-vector space with semilinear Gk -
action. For 0 <1 < h, we define the Q,-vector space p, W with semilinear Gk -
action by ¢’ ‘W =W as Gg-module wzth scalar multiplication

QunxW —>W; (A, x) @' (M)x.
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If we have an isomorphism of B&"R,@p ,k[Gk ]-modules

Bik.c,/kx ©a,, ¢xW = Bk c,/x)"
for0 <i <h,then W is Cp-admissible as a p-adic representation of Gk .

Proof. By assumption, we have isomorphisms

~ ) ~ h
Bik.c,/x ®0, W= P Bie,/x ®a,, W = Bre, k)"
0<i<h
of B(—ﬁz,q:p /k[Gk]-modules, which implies the assertion by tensoring with Cp
over B(‘ﬁz’@p”{. 0

Lemma 6.5. Assume that e [ K = 1. Then, the complex

+ G Y,
K ®Ky Beis,c,/ ko) 5"
\%
A N G 1 2 A + G
Qg Ko Beris,c,/ k)K" — Lk Ok Berise, k) K™

which is inducedhby the inclusion K ® g, Bj;is,cp /Ko _)GB:E{’C’-’ /K (Propoh?ition 3.16)
and Lemma 3.9, is exact. Here, we endow (Bétis,a:p / K,) K" with the p-adic topology
induced by the p-adic semivaluation Vs c /K-

Proof. Note that the connections are K uy-linear by Proposition 1.13. We may
reduce to the case K = Ky by Remark 1.4(ii) and Lemma 1.10(iii). Let w € ker V.
We can write =} ;¢ s, di; ® Aj with A; € B;tis,q:p/l( such that

{vcris,C,,/K()\j)}jGJK — Q.

We can also write Aj = Y @k Aj nu™ with Aj, € B;is,q:p/@,, such that
{Veris,Cp /@, (Aj )} pen@Ix — 0O. Since uj is invariant under the action of Gy,
we have Aj , € (B:;is’@p /QP)GKPf. Recall the proof of Lemma 3.9: We define ag =0
and a, = )\j,,,_ej if nj # 0. Then, we have

X = Z a,,u[”] € BdR,CI,/K

neN®/k

and V(x) = w. Note that we have x € (B&’iz,cp / K)GKPf. Hence, we have only
to prove x € [EB;';is,Cp/K' Fix N € N: we have to show that vsc,/x (@n) = N
for all but finitely many n € N®7x . Choose a finite subset J of Jx such that
we have vegc,/k (Aj) = N for j € Jg \ J. We also choose n € N such that
we have Veigc,/0,(Ajn) = N for j € J and |n| = n. Letn € NSk \ N/
Then, we have veis,c, /0, (@n) = Vuis,c, /0, (Aj,n—e;) = N for some j € Jg \ J.
Let n € N/ with |r| > n. Then, we have Veris,Cp/Qp (dn) = Veris,c /0, (Aj,n—e;) = N
for some j € J. Since the set {n € N’ | [n| < n} is finite, these inequalities imply
the assertion. O
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Proof of Main Theorem. Obviously, we may assume r := dimg, V' > 0. By
Hilbert 90, we may replace K by K. Hence, we may assume that kg is separably
closed. After some Tate twist, we may also assume that V' satisfies the assumption
of Section 5, that is, we have Dgr (V) = (B ¢ /K 9, V)Ok,

We divide the rest of the proof into two steps: We will construct a finite exten-
sion L/K in Step 1 and after replacing K by L, we will prove the semistability
of V in Step 2. Note that only Step 2 involves the choice of K.

Step 1. Set M := Nng (V) and let e, ..., e, be as in Proposition 5.3. Also let
{a| <---<a,,} be the set of distinct elements in the multiset {aq, .. . a,} and
m; the multlphclty of a; in the multlset for 1 < l <r'. Let {e(') . )} be the
subset of ¢, € {e,,...,e,} satisfying ¢ (el) = zel We define an exhaustlve and
separated increasing filtration of Jl by
0 ifn <0,
My, = @1<l<n(Bng kol @ ®BYY gem) if1<n<r,
otherwise.

The filtration is stable under ¢ and G -actions. In fact, for 1 <i <n <r’ and g € Gy,
we have

. . h_
pe)... o). ge).... gl e " =r" My,

where the last inclusion follows from Lemma 6.2. We also define
h_ pal,
Wiy = (My/ My 1)? =P
for 1 <n <r’. Since we have W,, = @ph ei") ®b-- @@1)}1 em) by Lemma 6.2 (where
( ) denotes the image of e( O in My, /My—1), Wy is an my,-dimensional @ n-vector
space with continuous semlhnear Gg-action. Let

Dy = BdRC /K ® BY. ko My
Then, we have the left exact sequence of finite K-vector spaces
inc. pr.

0 —= DJK —= DJE —= (Dy/Dy-1)%. 3)

Hence, we have the inequalities
dimg DZX <dimg DX, +dimg (Dy/ Dy—1)%% <dimg DX, +my,
for n € Z by Lemma 6.3. By Proposition 5.4, we have an isomorphism of Bj;[Gx |-
modules
+ ~ (B+
Bar ,Cp/K ®B”g oKy (BdR,@p/K)r’ “)

which implies dimg D, Ok — 1 for n > r’. Hence, the summation of the above
inequalities are equalities. Therefore, the above inequalities are equalities, in
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particular, the map pr. : D,,G K 5 (Dy/Dp—1)9 in (3) is surjective. Thus, we have
the commutative diagram

G, G
0 — B(TR,CP/K(@KDHE; - Bt—iii{,Cp/K(gKD”K - BJR,CP/K®K(DH/DH—1)GK -0

| | |

0 ——— Dy D, Dn/Dn—l —— 0

with exact rows and injective vertical arrows by Lemma 6.3. Since the middle
vertical arrow is an isomorphism for n > r’ by (4), all vertical arrows are isomor-
phisms. In particular, for 1 < n < r/, we have isomorphisms of [E{%dR Co/ xlGkl-
modules B ¢ o/ K B0y Wan = Dy/Dpy = ~ (B} Cp/K) n. Since W, is stable
under the action of ¢, the map W, — ¢L W, taking x to ¢’ (x) is an isomorphism
of Q,n[Gk]-modules. In particular, we have isomorphisms of BdR,C,, /klGk -
modules

Bik.c,/ Kk ®q,, PuWn = Bir.c,/ Kk ®a,, Wn = Bir.c,/ x)™"

for 1 <n <r’and 0 <i <h, which implies the C ,-admissibility of W}, by Lemma 6.4.
Hence, Gx acts on W, factoring through a finite quotient by Theorem 2.1. We
choose a finite extension L/ K such that G, acts on Wy, trivially forall 1 <n <’
and such that L satisfies condition (H).

Step 2: By replacing V by V|1, we will prove that V' is semistable by calculating
Galois cohomology associated to NX;(V). In the following, we fix Ky and a
lift {7 }je s, of a p-basis of kg in Ko. We regard {7} };c s, as alift of a p-basis
of kg in K. We also fix notation: For a commutative ring R, let U, (R) C GL,(R)
be the group of unipotent upper triangular matrices. Let N, (R) C M, (R) be the
Lie algebra of U, (R), that is, the group of nilpotent upper triangular matrices. We
denote U Y := Ur Bk ¢,/ k) Uyak = Ur (BYi'e, &) for simplicity.
By assumption, we have g(e,,...,e,) = (e,,...,e,)cg with I-cocycle

¢:Gx — Ur(BY e, k)

Since we have Nng (V) c Bng cp/ Ko ®0, V and

(K ®k, B st,Cp/KO ®q, V) = K ®k, (B;ta:p/Ko ®a, V),

we have only to prove that ¢ is a 1-coboundary in U, (K ® g, Bst Cp/ K,)- We have
the exact sequence of pointed sets

S inC. 4
U R/ UK — HY(Gk.UY) —= H'(Gg.Ufp), (9
where U R / U,Vdﬁ denotes the left coset of U,‘ER by Urvdi{", that is, X ~ Y if
X7y e U ar - The class [c] € H NGk, U, e ) represented by ¢ is mapped to
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the trivial class in H'(Gg, U, dR) In fact, since we have e(”) € (Dy/Dy— I)GK
for 1 <n <r"and 1 <i <my, by assumption, there exists an element e( " e D, Ox

such that e(") (”) € D, by the exactness of (3). Then,
@M,...eD e e

is a B[ﬁ{’@p/[(—basis of Dy, for 1 <n <y’ and we have a unique matrix U € UrerR
such that
1 ’ ’ 1 ~(r’ ~
(eg),...,e,(,}l),...,egr),. (’)) (eg) ,(nll),...,egr),. (’))U

By a simple calculation, we have ¢ = U ~lg(U) for all g € Gx. Hence, the
class [c] is represented by an element of the image of (U:’rdR / UXH;)GK under § by
the exact sequence (5). We regard K Qk, B:?is,a:p /K, s a subring of B[ﬁzﬁp /K bY
Proposition 3.16. Then, we have the following lemma:

Lemma 6.6. Every element of (U dR / Urvd—E)GK is represented by an element in

Ur(K Qk, (Bcris,Cp/KO) K.

We leave the proof of Lemma 6.6 to the end of the proof Thanks to the lemma,
there exist X7 € U, (K ®Qk, (BCtis,CD/KO)GKPf) and X, € U "R * such that

cg =X; ' X[ 1g(X1)g(X2) (6)

for all g € Gg.

Since the canonical isomorphism i : [@Xg'f'cp /Ko B:g,cc,, /KD is compatible
with the actions of ¢ and Gg,r, we may regard M :=i* M as a (¢, Ggpr)-module
over Bji—g,q:p/Kgf- Then, the triple (M, {el, ...,€,},i%c) satisfies the assumptions of
Proposition 6.1. Indeed, assumption (i) follows from Proposition 5.3, Proposition 5.4
and the functoriality. The image of c is in U, ([EBrlg Cp/ K,)» Which implies assump-
tion (ii). Applying Propos1t10n 6.1 to the above triple, we have X7 € U, ([BSt Cp/ Kpf)
such that l(cg) (X3~ g(X ). Hence, X3 := z_l(X ) e U, ([B%st Cp/ Ko ) satlsﬁes

g(X3) for g € Ggyr. Since we have ¢g = X5 lg(X5) for g € Ggpt by
(6) we have

X X5 e (U R = U,((BCYRTCD /x)%K).
Note that the canonical map

V+ G rpf V+ Gpopf
Kcan ®Kcan.0 (Bcris,Cp/K()) Kv _>(BdR,C /K) KP

is an 1som0rph1srn In fact, by using the canonical isomorphisms [ch Cp/Ko
B . ,/ kg and BdR Cp/K > Bik.c L/ Kot it follows from the isomorphisms

f f f
Kcan ®Kcan'0 Kg = K®K0 Kg ~ KV,
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where the first isomorphism easily follows from Remark 1.4(ii) and the second one
is trivial. Thus, we have

e =X - Xo X7 X)) le (X - XXt X3)

for all g € Gg with X7, X2X3_1, X; e Uy (K ®k, BSJECP/KO)’ which implies the
assertion.

Now, we return to the proof of Lemma 6.6. We endow Mr(B:ﬁz,@p /K) =
(B(&Cp k) ® with the product topology. Let

d:M,Bic, k)~ Q}(@@KM,(B;,CD/K); (xij) — (V(xij)),

dy: Qg ®x My Bk ¢, k)~ Le®xk My Bl e, /x):  (@if) = (Vi(wi)))
be the derivations. For i € {1, 2}, we endow SAZ’K Qkx M, ([EB&RCD/K) with the left

(resp. right) action of M, (B(‘ﬁ{,@p /) induced by the left (resp. right) multiplication
on M, (B&’k,c,,/l()- We also have the wedge product

A Qp®k Ny (K) x Qg &k Nr(Blac, k) = Lk ®x Nr B,/ k)
(a),-j)x(a)lfj)l—>( Z Wik /\a),/cj).
1<k=r

Then, we have the formulas dyod =0, d(XX')=dX - X'+ X -dX’, di(w-X) =
dio-X—oAdX,and (WA®')- X =oA(0-X),for X, X' € QL Qg N, Bir.c,/ k)
® € Q&g Ny(K), and ' € Qg Ok Ny B ¢, x)- We define a log differential

dlog: Uty — Qp®k Ny B c,/x): X dX X1,

which is G -equivariant. (Note that it does not preserve the group laws in general.)
Since we have dlog(XA4) = dlog(X) for 4 € UrVdJlg and X € U:’rdR by the above
formulas, dlog induces a morphism of G -sets

dlog* : Ur—,tiR/ UrYd—il; - Q}((@K Nr (B&’CP/K)'

Moreover, dlog, is injective. Indeed, let X, Y e U ;de such that dlog X =dlogY . By
dE =d(Y~'Y) = 0 and the above formulas, we have d(Y ") = —-Y 14y .Y 1.
Hence, we have

dlog(Y ' X) =@ - X +vldx). X"y
=-Y @y .y l—dx.x 1.y =o.

Since the inverse image of {0} by dlog is UXd"E, we have X ~ Y. By tak-

ing H%(Gk ., —) of dlog,,, we have an injection of sets

dlog, : (U;li/ UV < Qi &k Ny (K).
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We define a decreasing filtration on N, (Bgﬁ,c,, /x) by
F11"N,(BdRC k) =1{(aij) € N, (B k) |aij =0if j—i <n}.
Then, we have Fil° N"(BdRC /K) = N’(BdRC /K) and Fil" Nr(BdR@ /K) =0.
Let X e U, »dr such that we have [X] e (U dR/Ur dR)GK Let w := dlog(X) €
Ql QK Ny (K) We will construct X ™ e U, (K ® ko (Beris @p/KO)GKP‘) forneN

satlsfylng

w- X" =dx™ mod Qk ®kFil"N, (B ¢,/ x)-
Set X :=1. Suppose that we have constructed X ) Since we have w- X = dX,
we have djw - X = w A dX by taking d;. Hence, we have djw = (wAdX)- X! =
wAw. Letw' = (a)lfj) =w- XM —dx®™ ¢ SAZ}(@KFH”N,(B&E’%/K). Then, by
a simple calculation using the above formulas, we have

do' =0 A0 X" —dX™)=wre' =0 mod Q} ®xFil"™' N, (B ¢, /x)-

which implies Vi ()] ) = 0. Since we have

i,i+n+1
w}; € Qx®k (K ®k, By ¢, /x,) ™).

by Lemma 6.5, there exists x| € K®g, (B 5.Cp/ KO)GKPf such that

i,i+n+1
V(xi,i+n+1) = w;,i+n+1'
Let X"+ .= X(n)+zi xl{’i+n+1Ei,i+n+l eU, (K®Ko (Bcris,Cp/Ko)GKpf)- Then,

by a simple calculation, we have

w - X(n+1) _dX(n+1)

=w- X®_gx®_gq (Z X} ient1 Ei,i+n+1)
i
=o' - Z V(i itnt 1) Eii+nt1 =0 mod Qx ®kFil"t! N, (Br,c,/K)-
i

Hence, we have dlog(X ) = w, which implies the assertion. O

7. Applications

We will give applications of the Main Theorem. In Section 7A, we will recall linear
algebraic structures, which appear in the following. In Section 7B, we will prove
a horizontal analogue of the p-adic monodromy theorem. The results of the next
two subsections are applications of this theorem. In Section 7C, we will prove an
equivalence between the category of horizontal de Rham representations of Gx and
the category of de Rham representation of Gg_ . In Section 7D, we will prove a
generalization of Hyodo’s Theorem 1.16.
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In this section, unless particular mention is stated, we will denote [BQ Cp/ Ko
(resp. B@ cp/K) DY BV (resp. BV) for & € {cris, st} (resp. ©Q € {dR, HT}): This nota-
tion is Justlﬁed by the facts that BO cp/ Ko and B@ ¢,/ K areisomorphic to Be ¢, /a,
and Bo,c,/0, as (Qp, Gk)-rings respectlvely

7A. Additional structures. In the following, let V' € Repg, Gg . The vector space
DY (V) has additional structures for « € {cris, st, dR, HT}, which we will recall
following [Fontaine 1994b].

« The Hodge-Tate case

We define a graded K-vector space as a finite-dimensional K-vector space D
endowed with a decomposition D = P, D,. Denote by M Gk the category of
graded K-vector spaces. The graded ring structure on BZT induces a graded K-
vector space structure on IDZT(V). Hence, we have a ®-functor

Dyr : RepyrGx — MGy

Assume that we have V' € RerTGK. We define the Hodge—Tate weights of V' as
the multiset consisting of n € Z with multiplicity m, := dimg (Cp(—n) ®q, V)9k.
Since the comparison isomorphism chT is compatible with G -actions and gradings,
by taking the degree zero part, we have an isomorphism of C,[Gg ]-modules

nez
which is referred to as the Hodge—Tate decomposition of V. Note that if V €
Repg, Gk admits such a decomposition, then it is horizontal Hodge—Tate.

« The de Rham case

We define a filtered K ;,-module as a finite-dimensional K,,-vector space
endowed with a decreasing filtration {Fil” D},c7 of K a,-subspaces such that
Fil"D = D for n <« 0 and Fil"D = 0 for n > 0. Denote by M Fk_, the cate-
gory of filtered Kcun-modules. The filtration Fil"BY, = t"BY," on B}, induces a
filtered K.,,-module structure on IDdVR(V). Hence, we have a ®-functor

DY: : Repy Gk — M Fx

can*

« The crystalline and semistable cases
We first define filtered (¢, N, G, g )-modules for our later use.

Defintion 7.1. (i) Let L/K be a finite Galois extension. A filtered (¢, N, G/ g )-
module is a finite-dimensional L,y o-vector space D endowed with

« the Frobenius endomorphism: a bijective ¢-semilinear map ¢ : D — D;

« the monodromy operator: an Ly, o-linear map N : D — D such that N¢ =
PPN



2028 Shun Ohkubo

« the Galois action: an Ly, o-semilinear action of Gk, which commutes
with ¢ and N;

« the filtration: a decreasing filtration {Fil” Dy
subspaces of Dy,

tnez of G g-stable Ly,-

can

= Lcan ®L,, , D satisfying

Fil"Dy =Dy, forn<0 and Fil"Dp =0 forn> 0.

If L = K, then we call D a filtered (¢, N)-module relative to K.,,. Moreover,
if N =0, then we call D a filtered ¢-module relative to K y;.

A morphism Dy — D of filtered (¢, N, G,k )-modules is an L,y o-linear
map f : Dy — D such that /' commutes with ¢ and N, G, g-actions and we
have f(Fil"Dy 1, ) CFil"D, 1 foralln e Z.

Denote by M F(p, N, G k) (resp. MFg, (¢, N), MFg_ (¢)) the category

can can

of filtered (¢, N, G,/ g )-modules (resp. filtered (¢, N )-modules relative to Kcan,
filtered ¢-modules relative to Kcap).

(i) Let D € MFg_, (¢, N) and r := dimg, , D. We define /(D) and 15 (D)
in the following way: First, we consider the case r = 1. If we have v € D \ {0}
and ¢(v) = Av, then v, (X) € Z is independent of the choice of v. We denote it
by 15 (D). We denote by 77 (D) the maximum number # € Z such that Fil” Dk 0.

In the general case, we define
tn(D) = l‘N(/\rD), tg(D) = ZH(/\rD).

We say that D is weakly admissible if we have ¢y (D) =ty (D) and ¢ty (D’) >
tg (D’) for any K,y 0-subspace D’ of D which is stable by ¢ and N, with D’KCan
endowed with the induced filtration of Dg_ .

Denote by M F*(¢, N, G, k) the full subcategory of M F(¢, N, G k) whose
objects are weakly admissible as object of M Fy__ (¢, N). We define M Flvgjan (o, N)
and M FI"(V.;“ (¢) similarly.

can

Let < € {cris, st}. By Proposition 3.16, we have a K ,,-linear injection
Kcan ®Kcan,0 DX(V) g D(YR(V)-

We endow Kcan ®k.,, o [D)X(V) with the induced filtration of ID)dVR(V). Together
with the Frobenius endomorphism ¢ and the monodromy operator N on BZ, these
data induce a structure of a filtered (¢, N)-module over K¢, relative to Kean,o
on IDX(V). Since we have DY. (V) = ([DSVt(V))NZO, DY. (V) has a structure of a

cris cris
filtered ¢-module over Ky, relative to K¢y, 0. Therefore, we have ®-functors

DY, : RepYi Gk — MFk_ (¢), DY :RepyGx — MFk._ (¢, N).

cris can can

For D € MFg_ (¢, N), we define

can

V(D) := (BY @k

can,0

DYN=0¢=1 Rl BY, ®.. Dg..).

can can
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For D € MFk_ (¢), we define Vi5(D) := V(D). These are (possibly infinite-
dimensional) Q ,-vector spaces with Gk -action.

Remark 7.2. Note that we have the hierarchy of full subcategories of Repg , Gk
RepCVriSGK C RepZGK C RepdVRGK C RerTGK.

In fact, if we have V € RepCVriSGK, then we have dimg,, V' = dimg__ , [DCVriS(V) <
DY (V), which implies that V is horizontal semistable by Lemma 1.19.
In this case, the canonical injection [I])CVriS(V) — [I])SVt(V) is an isomorphism as
filtered (¢, N)-modules relative to Kcay. The inclusion RerGK C RerRGK
follows from Lemma 1.20, Proposition 3.16 and Corollary 4.3. Moreover, if we
have V € RerGK, then the canonical map Kcan ®k,,, I]])SVt V) — IDdVR(V) is an
isomorphism of filtered K ,p-modules. Finally, let V' € RepdVRGK. We choose a
lift of a K ap-basis of gr” [DCYR(V) in Fil” I]ZDdVR(V) for all n € Z. We denote these
lifts by {e;} and let n; € Z such that e; € Fil"! [DdVR(V) \ Fil"i +1 IDCYR(V). Then, {e;}

forms a K ,,-basis of I]]JdVR(V). Consider the comparison isomorphism

dimg,

an, 0

Byg ® K. Dar(V) = Bk ®a, V.

can

which is compatible with the filtrations. By taking Fil” of both sides, we have

1

By taking gr” of both sides and taking H°(Gg, —), we have
K ®k,, &"DR(V) = @ Kei = (C,(n) ®q, V)

can

i:nj=n

by Theorem 1.15. Hence, we have an isomorphism K ® g ngDdVR(V) ~ [DXT(V)
of filtered K-vector spaces, which implies V € RepZTGK by Lemma 1.19. In
particular, the multiset of Hodge—Tate weights of V' coincides with the multiset
consisting of n € Z with multiplicity dimg,, Fil "Dy, (V)/Fil " T'DY, (V).

V.

Cris

:Repy; Gk — MFR* (9). Dy :Repy Gx — MF* (9. N).

Proposition 7.3. The functors D . and stt induce the functors

DV

cris
Moreover, these functors are fully faithful.

Proof. We first prove the weak admissibilities of the images. As noted in Remark 7.2,
if V' is horizontal crystalline, then IDCVriS(V) coincides with stt (V) as a filtered
(¢, N)-module relative to K.a,. Therefore, we may reduce to the case that V' is
horizontal semistable. ‘

For a filtered (¢, N)-module D relative to K 4y, we endow the finite th—vector

space D' with a structure of a filtered (¢, N')-module relative to KP as follows.
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We extend the Frobenius ¢ on D to Dg}' semilinearly and extend the monodromy
operator N on D to D g}’ linearly. We also define a filtration of D gt as Fil* D gpr 1=
K" ®k Fil*Dg Moreover the scalar extension

can can”®

Kpf@K

can,

(9. N) = MFgw(p. N)

Cdn

o (=) MFk

induces a functor. We have only to prove that the following diagram is commutative:

\Y
RepSt Gk MFg, (¢, N)
L ResK™ L a0 ()
Dyt
Rep G gt MFgw(p,N)

In fact, since Dg (V| got) = Kpf ® Kean0 (V) is weakly admissible by [Fontaine
1994b, Proposition 5.4.2(1)], D (V) is weakly adm1s31ble by definition.

By functoriality, the canomcal map i Kp ®Koano Dt V(V) = Dg(V|g) is a
morphism of filtered (¢, N)-modules relative to K, M. Consider the associated graded
homomorphism after applying KP'® k[ The resultlng homomorphism coincides
with the canonical map KP' @ ID (V) — Dyt (V| goet). Since V € RepHTGK
by Remark 7.2, a Hodge—Tate decomposmon Cp®a, V=B,cnyCpm)™ of V
induces a Hodge-Tate decomposition of V| gt. In particular, V| g is also Hodge—
Tate and the above canonical map is an isomorphism. Since the filtrations of ID (V)
and Dg (V| got) are separated and exhaustive, i is an isomorphism as filtered (go, N)-
modules relative to Kgf.

We prove the full faithfulness. We have the fundamental exact sequence

inc

0 Q, — (BY

- can. v v
crls)(p BdR/BdR+ 0.

Indeed, the exactness is reduced to [Colmez and Fontaine 2000, Proposition 9.25] by
identifying Bcns (resp. BXR"', BV R) With B i ¢ o/ K (resp BdR Cp/ K Bar Cp /K-
By the fundamental exact sequence we have \/gt o [D) (V) =V (resp. Vs ©
[DCVHS(V) =V)forV e Rep Gk (resp. V € RepCHSGK) This implies the full

faithfulness. O

In Proposition 7.5(ii), we will prove that the above functors induce equivalences
of categories, that is, are essentially surjective.

7B. A horizontal analogue of the p-adic monodromy theorem. The following is
a horizontal analogue of the p-adic monodromy theorem. Note that the converse is
true by Hilbert 90 and Corollary 4.3.

Theorem 7.4. Let V € RechRGK. Then, there exists a finite extension K’/ K .,
such that V| g g is horizontal semistable.
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Proof. First, the comparison isomorphism « Y.

dR,Cp/ K induces an isomorphism of
Bar,c,/x[Gx]-modules

Bar,cp/K ®Kew Di(V) = Bar.c,/x ®a, V-

By taking H%(Gk, —), we have dimg Dgr (V) = dimg, V by Corollary 4.3, which
implies V € Repyr Gk by Lemma 1.19. Hence, there exists a finite extension L/ K
such that V| is semistable by the Main Theorem. We may assume that L/ K is a
finite Galois extension satisfying condition (H) by the proof of the Main Theorem
(Step 1) and Epp’s Theorem 1.6. The extension L.,/ Kcan is finite Galois by
Lemma 1.5(ii). We will prove the assertion for K/ = L.

We have canonical isomorphisms

Lcan ®Lcan’0 Dst(VlL) ~L ALy |Dst(V|L) = DdR(V|L)v

where the first one is induced by a canonical isomorphism Lcay ®p,, o Lo = L
(Remark 1.4(ii)), the second one follows by using Lemma 1.20 and Proposition 3.16.
Moreover, these maps are compatible with the residual G /g -actions and the V-
actions. By taking the horizontal sections, we have

DR(VIL) = Dar(V]L) V=0 2 (Lean ®L,, o Dst(V ) V=0
= Lcan XL |Dst(V|L)V:0 = Lcan ®Lcan,0 stt(vlL)v

where the third equality follows from the fact V|, = 0. By taking Gr k.1~
invariants, we have DY, (V |k.L...) = Lcan ®Leuno DY(V|k.L.,) Since V|g.r. is
horizontal de Rham by Remark 1.22 and since (K- Lcan)can = Lcan by Lemma 1.5(iv),
we have

can,0

dimLcan [D(YR(V|K'Lcan) = dlm@ﬂ V = dimLcan.O DSVt(VlK'Lcan)’

which implies that V' |g.r . is horizontal semistable. O
7C. Equivalences of categories. The surjection of profinite groups :* : Gg —
Gk induces a ®-functor of Tannakian categories

can

1™ : Repg, Gk.,, — Repg, Gk -

Obviously, the functor :* is fully faithful. Denote by C, the p-adic comple-
tion of the algebraic closure of K., in K. For « € {cris, st,dR}, we have a

Galois equivariant canonical injection B, ¢,/ k.., = Bch /x by functoriality and
we have (B, c,/k, )OKean o ([EBYCP/K)GK (= Kcan if e = dR, Koy 0 otherwise) by

Proposition 3.16. Hence, if we have V' € Rep,Gk,,, . then we have 1*V € Rep,v Gg.

In fact, we have a canonical injection D,(V) C DY i*V) of (Be,c,/k. ) CKean -

can

vector spaces, which implies the BZCP / k -admissibility of 1*V e Repg, Gk by
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Lemma 1.19. Hence, 1* induces a fully faithful ®-functor

1¥ :Rep,Gk.. — Repy Gg.

can

The following proposition is a direct consequence of théoreme 4.3 in [Colmez
and Fontaine 2000].

Proposition 7.5 (horizontal analogue of Colmez—Fontaine). (i) The functors ;is
and 13; are essentially surjective. In particular, 1% and 13, induce equivalences

of Tannakian categories.

(1) The functors

cris
induce equivalences of categories with quasi-inverses Vs, V.

Proof. We first prove the assertion in the semistable case. Together with the full
faithfulness of IDSVt, we have only to prove the commutativity of the diagram

l*

Rep Gk, -t . ReszK

can

=~ | Dy DY
id
MFE (¢.N) L MFE (p.N).

where Dy is an equivalence of categories by Colmez—Fontaine theorem [2000,
Théoreme 4.3]. As we mentioned above, the canonical map Dg (V) — [D)SVt @*V),
which commutes with ¢ and N -actions, is an isomorphism of K, o-vector spaces.
We have only to prove that the map also preserves the filtrations. Obviously, we
have Fil*Dgy (V) C Fil'[l])g (t*V). To prove the converse, it suffices to prove that
the associated graded modules of both sides have the same dimension since the
filtrations are exhaustive and separated. Let Cp ®q, V = @,,c; Cp(n)"" be the
Hodge—-Tate decomposition of V. Then, it induces the Hodge—Tate decomposition
of 1*V, thatis, Cp ®q, 1"V = @,z Cp(n)™", which implies the assertion.

In the horizontal crystalline case, a similar proof works by replacing g and
MFI‘gim (¢, N) by s and MFI‘Z’Zm (9). d
Theorem 7.6. The functor 13y is essentially surjective. In particular, 13 induces

an equivalence of Tannakian categories.

Proof. For a finite Galois extension L/K such that K - Ly, = L, let 67,/ be the
full subcategory of RerRGK whose objects consist of V' € RepdVRGK such that V|,
is horizontal semistable. Recall the notation in Defintion 7.1. Then, we have an
equivalence of categories

IDX’L 1 Cr x — MF*(@,N,Gr/g); V—=DY(V|L).
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In fact, we have the following quasi-inverse V y.: For D € MF*(¢,N,Gp k),
we regard D as an object of MFWa ((p N) and let Vg 1. (D) := Vg (D). We have

Vg, L(D) € Repx Gy by Proposmon 7. 5(ii) and V (D) has a canonical Gk -action,
which is an extension of the action of G, induced by the G ;g -action on D. We
have D € 61,k by Remark 4.8 and Remark 7.2. We have V 1. oDY L = ~ide, x
and DY st.L© Ve, L = idpFvae,N,GL k) by Proposition 7.5(ii).

The restriction map Rest Lo Gk =G Lew/ Kean 1Nduces the equivalence of
categories

(Resf )*:MFY¢.N.Gp . /k.) —> MF*(¢.N.Gp/g).

We will prove that the diagram

(Resfcan)»<
MFwa((va’ GLcan/Kcan) ~ MFwa(go’Nv GL/K)
= L Vi, Lean L VL
L3R
%Lcan/Kcan CeL/I(

is commutative, where the bottom horizontal arrow is induced by ¢}, : Repyr Gk.,, —
Repy, Gk . Indeed, we have the Gg -equivariant inclusion

13z © Vs L, (D) C \/St L0 (ResL ) (D)

can

for D e MF"(¢,N,GL_,./K..,) by construction. Since both sides have the same
dimension over @, this inclusion is an equality. By the commutative diagram, the
functor 13, : 61 /K., — €L Kk is essentially surjective.

LetV € Rep(YRGK. By Theorem 7.4, we have a finite Galois extension K’/ K ap
such that V|g xx 18 horizontal semistable. Let L := KK’. By Lemma 1.5(iv), we
have L., = K, that is, L /K satisfies the above assumption. Since we have V €

%L,k the assertion follows from the essential surjectivity of

*
IqR * Lo/ K = CL/K - [

The above equivalence induces a @Q ,-linear isomorphism of Ext! on Repr Gk

and Repy, Gx . Note that for V € Repyg G, We may regard EthlzedeGK (Qp. V)
and Extllzepv G (Qp,1"V) as

(1 ®id)

H, (Gk,,. V) =ker (H' (Gg, V) — H'(Gg,Bar ¢, /K. ®0, V)

(1®id).
—— H'(Gxg, BdVR,Cp/K ®q,*V))

Hgl’V(G 1*V) i=ker (H'(Gg,1*V) —>

respectively. In particular:
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Corollary 7.7. For V € Repyr Gk, the inflation map

an °

Inf: H'(Gg

can’

V) — H'(Gg,1*V)
induces the isomorphism

Inf: H; (G

can’

V)= H}Y(Gg . 1*V).

7D. A comparison theorem on H. Notation is as in the previous subsection.

Theorem 7.8 (a generalization of Theorem 1.16). Let V' € Repq Gk, be a
de Rham representation whose Hodge—Tate weights are greater than or equal
to 1. Then, we have the exact sequence

Inf (1®id)«

0— H'(Gk,,,V)— H'(Gk.,1*V) —— H'(Gg,Cp®q, 1*V) (1)

can’

and a canonical isomorphism
(Cp ®a, V(=1) %= @, Qp = H'(Gk.Cp ®a, 1"V). ®)

Moreover, if the Hodge—Tate weights of V are greater than or equal to 2, then
H'(Gg.C p ®a, 1*V) vanishes, in particular, the inflation map

Inf: H'(Gk,,. V) — H' (Gg,1*V)
is an isomorphism.
Proof. We first prove the exactness of (7). Note that the injectivity of the inflation
map follows by definition. We have the commutative diagram

H'(Gk,,,. V)

(1®id) xolnf
j (1®id)>\

Inf
H'(Gk,,.Cp ®a, V) — H'(Gg.Cp®aq, 1*V).

Since we have a Hodge-Tate decomposition Cp ®q, V = D, en., Cp(n)™", we
have H!(Gg_,Cp ®q,, V) = 0 by Theorem 1.15, which implies (1 ®id)« oInf = 0.

Let % := ker {(1 ®id)« : H'(Gg,1*V) — H'(Gg,C, ®a, 1*V)}. We have
only to prove ¥ is contained in the image of Inf: H'(Gk,,,V) — H'(Gg,1*V).
Consider the exact sequence

inc. 6

v+ A
0 = Byrlc,/k = Birc,/k

C, 0

with 6 := 0c,/x. By applying ®q,*V and taking H*(Gg,—), we have the
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commutative diagram with exact row, where S stands for B(YRTC,, e

Hl (GK s r* V)
(1®id) %
(1®id) %
(inc.®id) % (0®id)

H'(Gk,1S®q,1*V)———— H'(Gx,S®q,1*V)—> H'(Gk,C,®q,1*V).
Since V(1) is de Rham with Hodge—Tate weights > 2, we have
H' (Gg 1B,k ®0,1*V) =0
by Theorem 1.15, Lemma 1.14 and dévissage. Hence, the canonical map
(1 ®id)«: % — H'(Gx.Bigc,/x ®a,1*V)

vanishes by the above exact sequence. In particular, we have # C H;’V(GK, *V).
By Corollary 7.7, we have Inf : Hg} (Gk.,,. V) = HgI’V(GK, 1*V'), which implies
().

Then, we will prove the existence of the canonical isomorphism (8). By the
inclusion (Cp ®q, V(—1))%en C (C p®ao, 1" V(—1))%% and the canonical isomor-
phism Q}( — H'(Gg, Cp(1)) in Theorem 1.15, we can define a canonical map f
as the composite
(Cp ®a, V(1) @k

can

A~ inc.®can.
Qk
(Cp ®a, *V(=1)% @ H' (Gg,Cp(1)) => H' (Gg,Cp ®q, 1*V).

We will prove that f is an isomorphism. A Hodge-Tate decomposition of V'
induces a Hodge-Tate decomposition Cp ®q, 1"V = P, en., Cp(n)™ of 1*V.
By replacing C, ®q, V and C, ®q, 1*V by their Hodge-Tate decompositions, we
may reduce to the case V = Q,(n) with n € N> since the cup product commutes
with direct sums. Then, the assertion follows from Theorem 1.15.

We will prove the last assertion. The assumption implies that we have m; = 0 in
the above notation, hence, we have H'! (Gk.Cp ®a » 1*V) = 0 by the Hodge-Tate
decomposition of 1* V" and Theorem 1.15. (|

Remark 7.9. (i) Originally, Theorem 1.16(i) and (ii) are proved separately by using
ramification theory in some sense.

(ii) (Finiteness) Suppose that we have [Kca, : Qp] < oo. For example, consider
the case that K has a structure of a higher-dimensional local field (Example 1.7).
Let V' € Repg, Gg be horizontal de Rham of Hodge—Tate weights greater than or
equal to 2. Then we have

dimg, H'(Gk. V) = [Kean : Qp]dimg, V < o0.
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Indeed, by Theorem 7.6 and 7.8, we may reduce to the case K = K,,. By a
Hodge-Tate decomposition C, ®q, V = P, cn., Cp(m)™ with m, € N, we have
H(Gx.V) C HO(Gk.Cp ®q, V) = 0 and H*(Gg. V) = HO(Gg. V(1)) C
H%(Gg, Cp ®aq, V(1)) = 0 by the local Tate duality [Herr 1998, Théoréme in
Introduction], where ¥ denotes the dual. Then, the assertion follows from the
Euler—Poincaré characteristic formula (loc. cit).

Note that H'(Gg, V) is not finite over Q p without the condition on Hodge—
Tate weights: For example, H!(Gg,Q,(1)) = Q, ®z, Linn K*/(KX)?" con-
tains Q) ®z, Ok, which is infinite-dimensional over Q if kg is imperfect, via
the map Og — UI((I) that takes x to exp (2px).
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