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Hurwitz monodromy and full number fields
David P. Roberts and Akshay Venkatesh

We give conditions for the monodromy group of a Hurwitz space over the config-
uration space of branch points to be the full alternating or symmetric group on
the degree. Specializing the resulting coverings suggests the existence of many
number fields with surprisingly little ramification — for example, the existence of
infinitely many Am or Sm number fields unramified away from f2; 3; 5g.
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1. Introduction

1A. Overview. Hurwitz spaces are defined as moduli spaces of branched covers of
the complex projective line P1 satisfying certain conditions. A given Hurwitz space
is canonically presented as a finite-degree covering of the configuration space of
possible branching divisors. An important problem is to characterize those Hurwitz
spaces for which the monodromy group of this covering is the full alternating
or symmetric group on the fiber. Our main result, Theorem 5.1, gives such a
characterization in an asymptotic setting when the covers of P1 being parametrized
have suitably many branch points.

Our interest in fullness of Hurwitz monodromy arises from applications to
constructing number fields with large Galois group and little ramification, and in
particular from an open problem posed in [Malle and Roberts 2005]: Say that a
degree-m number field K is full if its associated Galois group is either Am or Sm.
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For a given fixed set of primes P , are there infinitely many full fields K for which
the discriminant of K is divisible only by primes in P? Our Theorem 5.1, together
with experimental data to be presented in a sequel paper [Roberts � 2015], strongly
suggests that the answer to the question is yes, whenever P contains the set of
primes dividing the order of a finite nonabelian simple group. This expectation is
particularly interesting because the mass heuristic of [Bhargava 2007] predicts no
for all P .

Sections 2, 3 and 4 provide short summaries of large theories and serve to
establish our setting. Section 5 states our main theorem, which we call the full-
monodromy theorem. It has the form that two statements, I and II, about data .G; C /
defining a multiindexed collection of Hurwitz covers are equivalent. Statement I
is an explicit condition on .G; C / and Statement II is an asymptotic statement
about the monodromy of the covers in the collection. Sections 6 and 7 prove
the theorem by establishing I D) II and II D) I, respectively. Section 8 con-
cludes the paper with a discussion of the application to the construction of full
number fields.

1B. The full-monodromy theorem. This subsection provides an introductory de-
scription of the full-monodromy theorem. Define a Hurwitz parameter to be a triple
hD .G; C; �/, where G is a finite group, C D .C1; : : : ; Cr/ is a list of conjugacy
classes whose union generates G, and � D .�1; : : : ; �r/ is a list of positive integers,
with � allowed in the sense that

Q
ŒCi �

�i D 1 in the abelianization Gab. A Hurwitz
parameter determines an unramified covering of complex algebraic varieties

�h W Hurh! Conf� : (1-1)

Here, the cover Hurh is a Hurwitz variety parameterizing certain covers of the
complex projective line P1, where the coverings are “of type h”. The base Conf�
is the variety whose points are tuples .D1; : : : ;Dr/ of disjoint divisors Di of P1,
with deg.Di /D �i . The map �h sends a cover to its branch locus.

In complete analogy with the use of the term for number fields, we say that a
cover of connected complex algebraic varieties X!Y is full if its monodromy group
is the entire alternating or symmetric group on the degree. There are two relatively
simple obstructions to (1-1) being full. One is associated to G having a nontrivial
outer automorphism group, and we deal with it by replacing Hurh by a quotient
variety Hur�

h
also covering Conf� . The other is associated to G having a nontrivial

Schur multiplier, and we deal with it by a decomposition Hur�
h
D
F
`Hur

�
h;`

. Here
` runs over the Schur multiplier modulo a certain equivalence relation, and each
Hur�

h;`
is a union of connected components of Hur�

h
.

The more important direction of the full-monodromy theorem is I D) II. When
G is nonabelian and simple, this direction is as follows:
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Fix a nonabelian simple group G and a list C D .C1; : : : ; Cr/ of conjugacy
classes whose union generates G. Consider varying allowed � and thus varying
Hurwitz parameters hD .G; C; �/. Then as soon as mini �i is sufficiently large, the
covers Hur�

h;`
! Conf� are full and pairwise nonisomorphic.

The complete implication I D) II is similar, but G is allowed to be “pseudo-
simple”, and therefore groups such as Sd are included. There are considerable
complications arising from nontrivial abelianizationsGab, even in the case jGabjD2.
The extra generality is required for obtaining the natural converse II D) I.

Our proof of I D) II in general starts from the Conway–Parker theorem about
connectivity of Hurwitz covers [Conway and Parker 1988; Ellenberg et al. 2013;
Fried and Völklein 1991; Malle and Matzat 1999]. We deal with complications
from nontrivial Gab in the framework of comparing two Hochschild–Serre five-term
exact sequences. We upgrade connectivity to fullness by using a Goursat lemma
adapted to our current situation and the explicit classification of finite 2-transitive
groups. Our general approach has much in common with the proof of Theorem 7.4
in [Dunfield and Thurston 2006], which is in a different context.

While there is a substantial literature on Hurwitz covers, our topic of asymptotic
fullness has not been systematically pursued before. In related directions there
are the papers [Eisenbud et al. 1991; Kluitmann 1988; Magaard et al. 2003].
We will indicate relations with some of this literature at various points in the
present paper.

2. Hurwitz covers

In this section we summarize the theory of Hurwitz covers, taking the purely
algebraic point of view necessary for the application to number field construction.
We consider Hurwitz parameters hD .G; C; �/, with G assumed centerless to avoid
technical complications. The central focus is an associated cover �h W HURh!

CONF� and related objects. A more detailed summary can be found in [Romagny
and Wewers 2006], and a comprehensive reference in [Bertin and Romagny 2011].
Note that throughout this paper we use a sans serif font for complex analytic spaces,
as in P1.C/D P1 or CONF�.C/D Conf� .

2A. Configuration spaces CONF�. Let � D .�1; : : : ; �r/ be a vector of positive
integers; we write j�j D

P
�i . For k a field, let CONF�.k/ be the set of tuples

.D1; : : : ;Dr/ of disjoint k-rational divisors on P1
k

with Di consisting of �i distinct
geometric points.

Explicitly, we may regard

CONF� � P�1 � � � � �P�r ;
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where we regard P�i as the projectivized space of binary homogeneous forms
q.x; y/ of degree �i , and CONF� is then the open subvariety defined by nonvan-
ishing of the discriminant disc.q1 � � � qr/. The divisor Di associated to an r-tuple
.q1; : : : ; qr/ of such forms is simply the zero locus of qi .

2B. Standard Hurwitz varieties HURh. Let k be an algebraically closed field of
characteristic zero. Consider pairs .†; f / consisting of a proper smooth connected
curve † over k together with a Galois covering f W†! P1.

Such a pair has the following associated objects:

� An automorphism group Aut.†=P1/ of size equal to the degree of f .

� A branch locus Z � P1.k/.

� For every t 2 Z, a local monodromy element gt 2 Aut.†=P1/ defined up
to conjugacy. (To define this requires a compatible choice of roots of unity,
i.e., an element of lim

 ��n
�n.k/; we assume such a choice has been made.)

Consider triples .†; f; �/ with � WG! Aut.†=P1/ a given isomorphism. We say
that such a triple has type h if

P
�i D jZj and for each i there are exactly �i

elements t 2Z such that gt 2 Ci . The branch locus Z then defines an element of
CONF�.k/ in a natural way.

The theory of Hurwitz varieties implies that there exists a Q-variety HURh,
equipped with an étale map

�h W HURh! CONF� ; (2-1)

with the following property holding for all k: For any u 2 CONF�.k/, the fiber
��1
h
.u/ is Aut.k=Q.�1//-equivariantly in bijection with the set of isomorphism

classes of covers of P1 of type h, with branch locus equal to u.

2C. Quotiented Hurwitz varieties HUR�
h

. If .†; f; �/ is as above, we can modify
� by an element ˛ 2Aut.G/, to obtain a new triple .†; f; �ı˛�1/. If ˛ is inner, the
resulting triple is actually isomorphic to .†; f; �/. As a results we obtain actions by
groups of outer automorphisms.

Let Aut.G; C / be the subgroup of Aut.G/ consisting of those elements which
fix every Ci . Then Out.G; C / D Aut.G; C /=G acts naturally on HURh, giving
a quotient

HUR�h D HURh=Out.G; C /;

still lying over CONF� . This quotient parameterizes pairs .†; f / equipped with an
element .D1; : : : ;Dr/ of CONF�.k/ so that the branch locus is precisely

F
Di , and

there exists an isomorphism � WG!Aut.†=P1/ so that the monodromy around each
point of Di is of type �.Ci /. Our main theorem focuses on HUR�

h
rather than HURh.
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2D. Descent to Q. The discussion that follows is not used in the body of the paper,
but it is relevant to the application to full number fields, sketched in Section 8.

The abelianized absolute Galois group Gal.Q=Q/ab D yZ� acts on the set of
conjugacy classes in any finite group by raising representing elements to powers.
In particular, one can talk about rational classes, i.e., conjugacy classes fixed by
this action. We say that h is strongly rational if all Ci are rational. In this case,
(2-1) and its starred version ��

h
W HUR�

h
! CONF� canonically descend to covers

over Q. This statement can be deduced from the corresponding statement for the
“large” Hurwitz space, parameterizing coverings without any restrictions on branch
monodromy; for that statement see [Fried and Völklein 1991, Theorem 1] and
[Romagny and Wewers 2006, Theorems 2.1 and 4.11]. The rationality of the Ci
enters because of the dependence on choice of element of lim

 ��
�n, as above.

More generally, we say that h is rational if conjugate classes appear with equal
associated multiplicities. In the main case when all the classes are different, this
just means �i D �j whenever Ci and Cj lie in the same Galois orbit. Rationality
is a substantially weaker condition than strong rationality. For example, any finite
group G has rational h, but only when Gab is trivial or of exponent 2 can G have
strongly rational h.

For rational h, there is again canonical descent to Q, although now the maps take
the form HURh! HUR�

h
! CONF

�
� , with � indicating a suitable Galois twisting.

The subtlety of twisting is not seen in the rest of this paper. Our purpose in briefly
discussing twisting here is to make clear that many Hurwitz covers are useful for
the construction of full number fields.

3. Braid groups

In this section we switch to a group-theoretic point of view, describing the mon-
odromy of Hurwitz covers �h W Hurh! Conf� and ��

h
W Hur�

h
! Conf� in terms of

braid groups and their actions on explicit sets. General references for braid groups
and their monodromy actions include [Malle and Matzat 1999, Chapter 3] and
[Eisenbud et al. 1991, §2].

Our main theorem concerns these monodromy representations only, i.e., it is a
theorem in pure group theory. The map of Q-varieties HURh! CONF� underlying
the map of complex analytic spaces Hurh! Conf� will return in Section 8.

3A. Braid groups Br�. The Artin braid group on n strands is defined by the
generators and relations

Brn D
�
�1; : : : ; �n�1 W

�i�j D �j�i if ji � j j> 1

�i�j�i D �j�i�j if ji � j j D 1

�
:
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The rule �i 7! .i; i C 1/ extends to a surjection Brn� Sn. For every subgroup of
Sn, one gets a subgroup of Brn by pullback. In particular, from the last component
� D .�1; : : : ; �r/ of a Hurwitz parameter one gets a subgroup S� WD S�1

�� � ��S�r
.

We denote its pullback by Br� . The extreme Brn above and the other extreme Br1n

play particularly prominent roles in the literature, the latter often being called the
colored or pure braid group.

3B. Fundamental groups. Let ?D .1; : : : ; n/ 2 Conf1n . We will use it as a base-
point. We use the same notation ? for its image in Conf� for any �. There is a
standard surjection Brn� �1.Confn; ?/, with kernel the smallest normal subgroup
containing �1 � � � �n�2�2n�1�n�2 � � � �1 [Malle and Matzat 1999, Theorem III.1.4].
This map identifies �i with a small loop in Confn that swaps the points i and i C 1.
Because of this very tight connection, the group �1.Confn; ?/ is often called the
spherical braid group or the Hurwitz braid group.

Similarly, we have surjections

Br�� �1.Conf� ; ?/: (3-1)

Let Fh and F�
h

be the fibers of Hurh and Hur�
h

over ?. To completely translate into
group theory, we need group-theoretical descriptions of these fibers as Br�-sets.
The remainder of this section accomplishes this task.

3C. Catch-all actions. We use the standard notational convention gh D h�1gh.
If G is any group then Brn acts on Gn by means of a braiding rule, whereby �i
substitutes gi ! giC1 and giC1! g

giC1

i :

.: : : ; gi�1; gi ; giC1; giC2; : : : /
�i D .: : : ; gi�1; giC1; g

giC1

i ; giC2; : : : /: (3-2)

Also any ˛ 2 Aut.G/ acts on Gn diagonally by

.g1; : : : ; gn/
˛
D .g˛1 ; : : : ; g

˛
n/: (3-3)

The braiding action and the diagonal action commute, so one has an action of the
product group Brn �Aut.G/ on Gn.

3D. The Br�-sets Fh and F�
h

. Next we replace Gn by a smaller set appropriate
to a given Hurwitz parameter h. This smaller set is

Gh D
˚
.g1; : : : ; gn/ 2G

n
W g1 � � �gn D 1; hg1; : : : ; gni DG;

first �1 of the gi lie in C1, next �2 lie in C2, etc.
	
: (3-4)
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The subset Gh is not preserved by all of Brn �Aut.G/, but it is preserved by
Br� �Aut.G; C /. The fibers then have the following group-theoretic description:

Fh D Gh= Inn.G/' (fiber of Hurh! Conf� above ?); (3-5)

F�h D Gh=Aut.G; C /' (fiber of Hur�
h
! Conf� above ?): (3-6)

Here in both cases the isomorphisms ' are isomorphisms of Br�-sets. A clear
exposition of the relationship of Hurwitz spaces to braiding is given in [Eisenbud
et al. 1991, §1], and the isomorphisms (3-5) and (3-6) are a consequence of this
relationship; see also [Fried and Völklein 1991, §1]. Note that F�

h
DFh=Out.G; C /.

3E. The asymptotic mass formula. Character theory gives mass formulas [Serre
2008, Theorem 7.2.1]. These formulas, applied both to G and to subgroups inter-
secting all the Ci , can be used to exactly determine the degrees Fh and F�

h
. We need

only the asymptotic versions of the mass formulas for G, which are very simple:

jFhj �
Qr
iD1 jCi j

�i

jG0jjInn.G/j
; jF�h j �

Qr
iD1 jCi j

�i

jG0jjAut.G; C /j
: (3-7)

Here the meaning in each case is standard: the left side over the right side
tends to 1 for any sequence of allowed � with mini �i tending to 1. The struc-
ture of the products on the right directly reflects the descriptions of the sets in
Section 3D.

4. Lifting invariants

In this section we summarize the theory of lifting invariants, which plays a key role
in the study of connected components of Hurwitz spaces. Group homology appears
prominently, and as a standing convention we abbreviate Hi .�;Z/ by Hi .�/.

In brief summary, the theory being reviewed goes as follows. Let hD .G; C; �/
be a Hurwitz parameter. The group G determines its Schur multiplier H2.G/.
In turn, C determines a quotient group H2.G; C / of H2.G/, and finally � deter-
mines a certain torsor Hh D H2.G; C; �/ over H2.G; C /. The Conway–Parker
theorem says that the natural map �0.Hurh/!Hh is bijective whenever mini �i is
sufficiently large.

4A. The Schur multiplierH2.G/. A stem extension of G is a central extension
G� such that the kernel of G�!G is in the derived group of G�. A stem extension
of maximal order has kernel canonically isomorphic to the cohomology group
H2.G/. This kernel is by definition the Schur multiplier. A stem extension of
maximal order is called a Schur cover. A given group can have nonisomorphic
Schur covers, but this ambiguity never poses problems for us here.
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4B. The reduced Schur multiplierH2.G;C /. If x; y are commuting elements of
G, they canonically define an element hx; yi 2H2.G/: the commutator of lifts of
x; y to a Schur cover. (In the context of this paper, there should be no confusion
of this symbol with the group generated by x; y). This pairing is independent of
the choice of Schur cover. In fact, a more intrinsic description is that hx; yi is the
pushforward of the fundamental class of H2.Z2/ under the map Z2!G given by
.m; n/ 7! xmyn.

Fix a stem extension of maximal order zG!G. For a conjugacy class Ci and a
list of conjugacy classes C D .C1; : : : ; Cr/ respectively, define subgroups of the
Schur multiplier

H2.G/Ci
D fhg; zi W g 2 Ci and z 2Z.g/g; (4-1)

H2.G/C D
X

H2.G/Ci
: (4-2)

Here Z.g/ denotes the centralizer of g in G. The reduced Schur multiplier is then
the corresponding quotient group H2.G; C /DH2.G/=H2.G/C .

A choice of Schur cover zG determines a reduced Schur cover zGC D zG=H2.G/C .
The corresponding short exact sequence

H2.G; C / ,! zGC�G

plays an essential role in our study.
In a degree-d central extension � WG�!G, the preimage of a conjugacy class

D consists of a certain number s of conjugacy classes, all of size .d=s/jDj. Always
s divides d . If s D d then D is called split. By construction, all the Ci are split in
zGC , and zGC is a maximal extension with this property. For more information on
reduced Schur multipliers, see [Ellenberg et al. 2013, §7, v1].

4C. TorsorsH2.G;C; �/. For iD1, . . . , r , letH2.G; C; i/ be the set of conjugacy
classes of zGC that lie in the preimage of the class Ci . If Qz and Qg are lifts to zGC of
the identity z D 1 and g 2 Ci respectively, then one can multiply Qz 2H2.G; C /
and Œ Qg� 2H2.G; C; i/ to get Œ Qz Qg� 2H2.G; C; i/. This multiplication operator turns
each H2.G; C; i/ into a torsor over H2.G; C /.

One can multiply torsors over an abelian group: if T1 and T2 are torsors over
an abelian group Z, then their product is .T1�T2/=Z, where all .zt1; z�1t2/ have
been identified. In our setting, one has a torsor

Hh WDH2.G; C; �/D
Y
i

H2.G; C; i/
�i : (4-3)

Note that Hh is naturally identified with the trivial torsor if all �i are multiples of
the exponent of H2.G; C /. Namely the product

Q
a
�i

i is independent of choices
ai 2H2.G; C; i/, and gives a distinguished element of H2.G; C; �/. In particular,
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this distinguished element is fixed under Aut.G; C / (see Section 4E for a more
detailed discussion of functoriality).

4D. The lifting map. Suppose we are given .g1; : : : ; gn/ 2 Gh. Lift each gi to an
element Qgi 2 zGC arbitrarily, subject to the unique condition that the product of the
Qgi is the identity:

Qg1 � � � Qgn D 1 2 zGC :

Then each Qgi determines an element Œ Qgi � 2 H2.G; C; i/. Their product is an
element

Q
Œ Qgi � 2H2.G; C; �/, independent of choices. This product is moreover

unchanged if we replaced .g1; : : : ; gn/ by another element in its Br�-orbit, or if we
replace .g1; : : : ; gn/ by a G-conjugate. Thus, keeping in mind the identification
�0.Hurh/D Fh=Br� from (3-5), we have defined a function

invh W �0.Hurh/!Hh: (4-4)

We refer to invh as the lifting invariant. It has been extensively studied by Fried
and Serre; see [Bailey and Fried 2002; Serre 1990]. When a set decomposes
according to lifting invariants, we indicate this decomposition by subscripts. Thus,
e.g., Fh D

F
Fh;` and Gh D

F
Gh;`.

The map (4-4) is equivariant with respect to the natural actions of Out.G; C /
and so we can pass to the quotient. Writing H�

h
DHh=Out.G; C /, we obtain

inv�h W �0.Hur
�
h/!H�h : (4-5)

Again we denote lifting invariants by subscripts, so that F�
h;`
D Fh;`=Out.G; C /`

for example, where Out.G; C /` is the stabilizer of ` inside Out.G; C /.
Note that algebraic structure is typically lost in the process of passing from

objects to their corresponding starred objects. Namely, at the unstarred level one
has a group H2.G; C / and its many torsors Hh. At the starred level, H�2 .G; C / is
typically no longer a group, the sets H�

h
are no longer torsors, and the cardinality

of H�
h

can depend on �. Our main theorem makes direct reference only to H�
h

.
However in the proof we systematically lift from H�

h
to Hh, to make use of the

richer algebraic properties.
We finally note for later use that there are asymptotic mass formulas for Fh;`

and F�
h;`

that are very similar to (3-7). Indeed, they are derived simply by applying
(3-7) to zGC together with liftings of the conjugacy classes Ci :

jFh;`j �
jFhj

jH2.G; C /j
; jF�h;`j �

jFh;`j
jOut.G; C /`j

: (4-6)

4E. Functoriality. Suppose we are given a surjection f W G ! H of groups,
together with conjugacy classes Ci in G, and set Di D f .Ci /. This clearly induces
a map H2.G; C /! H2.H;D/. The functoriality of the torsors is less obvious,
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because of the lack of uniqueness in a Schur cover. For this, we use a more
intrinsic presentation:

Amongst central extensions zG!G equipped with a lifting zCi of each Ci , there
is a universal one zG�, unique up to unique isomorphism [Ellenberg et al. 2013,
Theorem 7.5.1]. Now consider the central extension G � Zr ! G, where we
lift Ci to Ci � ei , with ei the i-th coordinate vector. This gives a canonical map
˛ W zG�!G�Zr , and we defineH2.G; C; �/univ to be the preimage of e�� 2G�Zr .

This is closely related to the previous definition. Note that if we fix lifts C �i � zGC
of each Ci , we get an induced map ˇ W zG�! zGC from the universal property. This
induces a bijection of H2.G; C; �/univ with H2.G; C /; indeed, the canonical map

ˇ�G ˛ W zG
�
! zGC �G .G �Zr/ (4-7)

is an isomorphism (again, [Ellenberg et al. 2013, Theorem 7.5.1]).
So a choice of lifts C �i gives a distinguished element c� 2H2.G; C; �/univ — the

preimage of the identity in H2.G; C /. Moreover, if we replace C �i by ziC �i , where
zi 2H2.G; C /, then the associated map zG�! zGC is multiplied by the composite
map zG�! Zr ! zGC , where the second map sends ei 2 Zr to zi . Thus, with this
replacement, the identification H2.G; C; �/ �!� H2.G; C / has been multiplied by
z�i ; in other words, the distinguished element is replaced by

Q
z
��i

i c� .
This construction exhibits an identification of torsors

H2.G; C; �/univ 'H2.G; C; �/
�1; (4-8)

where we write T1 ' T �12 for two A-torsors if there is an identification of T1 and
T2 transferring the A-action on T1 to the inverse of the A-action on T2.

In fact, with respect to the identification (4-8), our lifting invariant corresponds
to the lifting invariant of [Ellenberg et al. 2013]: In that paper, the authors take
.g1; : : : ; gr/ and associate to it the lifting invariant …D

Q
Qgi 2H2.G; C; �/univ,

where Qg is the lift to a universal central extensions equipped with lifting. Fix zGC ,
C �i and a morphism zG� ! zGC as above. Choose zi 2 H2.G; C / such that the
image of … in H2.G; C / coincides with

Q
z
�i

i . Then
Q
Qgi is carried to

Q
z
�i

i

multiplied by the distinguished element of H2.G; C; �/univ. On the other hand, the
lifting invariant as we have defined it above equals ŒC �i z

�1
i � 2H2.G; C; �/, which

equals
Q
z
��i

i times the corresponding element of H2.G; C; �/.
Now — returning to the surjectionG!H — take a universal extension zH�!H

equipped with a lifting of the Di , and consider G �H zH� ! G; it’s a central
extension and it is equipped with a lifting of Ci , namely Ci �H D�i . There is thus
a canonical map zG�! zH�. Taking fibers above � 2 Zr gives the desired map

f� WH2.G; C; �/univ!H2.H;D; �/univ;
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and by inverting one obtains the desired map H2.G; C; �/ ! H2.H;D; �/. In
particular, one easily verifies that if H DG and G!H is an inner automorphism,
the induced map on H2.G; C; �/ is trivial.

Finally, suppose � is chosen to be simultaneously divisible by the order of
H2.G; C / and H2.H;D/ (i.e., each �i is so divisible). Then in fact the map
H2.G; C; �/!H2.H;D; �/ respects the natural identifications of both sides with
H2.G; C / and H2.H;D/ (see after (4-3)). In fact, one has natural identifications

H2.G; C; �1C �2/'H2.G; C; �1/�H2.G; C; �2/=H2.G; C /;

where the action of z 2 H2.G; C / on the right is as z W .t1; t2/ 7! .t1z; z
�1t2/.

These identifications are easily seen to be compatible with the map H2.G; C; �/!
H2.H;D; �/. Now choose C �i and D�i as above, giving rise to corresponding
elements c� 2H2.G; C; �/ and d� 2H2.H;D; �/. Write f�c� D �d� for some
� 2 H2.H;D/; then our comments show that �1C�2

D �1
�2

, and the claim
follows: if � is divisible by the order of H2.H;D/, then � will be trivial.

4F. The Conway–Parker theorem. We will use a result due to Conway and Parker
[1988] in the important special case where H2.G; C / is trivial. This result is also
described in [Fried and Völklein 1991, Appendix] and [Malle and Matzat 1999,
III.6.3]. We need the following generalization to nontrivial H2.G; C /:

Proposition 4.1. Consider Hurwitz parameters hD .G; C; �/ for .G; C / fixed and
� varying. Suppose that all the Ci are distinct. For sufficiently large mini �i , the
lifting invariant map invh W �0.Hurh/!Hh is bijective.

The generalization is proved in [Ellenberg et al. 2013, §7, Theorem 7.5.1].
Because of the importance of Proposition 4.1 to this paper, we give an overview of
the proof here:

Overview of proof of Proposition 4.1. First we reprise, with a few more details, the
setting of Section 4E. Consider pairs .f WG�!G; s/ of a central extension of G
together with a section s of f over each Ci , equivariant under conjugation, i.e.,

s.f .x/gf .x/�1/D xs.g/x�1

for x 2G�; g2
S
Ci . There is an initial object .f � W zG�!G; s�/ in the category of

such pairs, i.e., a “universal central extension with section over each Ci”; in fact, we
describe this initial object explicitly in the penultimate paragraph of this overview.

As discussed before (4-7), there is a natural homomorphism zG� ! G � Zr .
Consider the sets Fh;Gh described in Section 3D; the map sending gi to Œgi � gives
a well-defined map Gh=Br�! zG�, and in fact

Fh=Br�
I
�! fiber of zG� above .e; �/:
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As we explained in Section 4E, this map is the lifting invariant, up to the identifica-
tion discussed around (4-8). We must verify that I is a bijection when all of the �i
are large enough. The remainder of the argument is close to the argument in the
appendix to [Fried and Völklein 1991]:

Consider the monoid given by S D
F
n�0

�S
Ci
�n
=Brn, with multiplication

given by concatenation. For each g 2 Ci let Œg� be the corresponding element of S
(corresponding to nD 1). Consider inside this monoid the element

U D .x1; x1; : : : ; x1„ ƒ‚ …
jGj

; x2; x2; : : : ; x2„ ƒ‚ …
jGj

; x3; : : : /

given by taking each element of each Ci exactly jGj times in succession, after
fixing any ordering of such elements. Then U is central, i.e., commutes with all
of S . Therefore, we may formally invert U , i.e., form the group SŒU�1�. Note
that U is “divisible” by each Œg�, and therefore each Œg� is invertible; consequently,
SŒU�1� is a group. Then f W Œg� 7! g defines a homomorphism SŒU�1�!G with
central kernel; moreover, s W g 7! Œg� gives a section of this homomorphism overS
Ci . Then it is easily verified that .f W SŒU�1�! G; s/ is a universal central

extension.
Suppose that aD .g1; : : : ; gn/; b D .g01; : : : ; g

0
n/ 2 Fh have the same image in

zG�. The above construction of zG� shows that .g1; : : : ; gn/�U kD .g01; : : : ; g
0
n/�U

k

inside the semigroup S , i.e., a and b become braid-equivalent after concatenating
sufficiently many copies ofU . However, an elementary group-theoretic computation
(see the appendix of [Fried and Völklein 1991]) shows that this implies — if mini �i
is large enough — that a and b are themselves braid-equivalent. �

Various comments on Proposition 4.1 are in order. First, the condition that mini �i
is sufficiently large carries on passively to many of our later considerations. We
will repeat it explicitly several times but also refer to it by the word asymptotically.

Second, there are a number of equivalent statements. The direct translation of
the bijectivity of �0.Hurh/!Hh into group theory is that each fiber of Fh!Hh
is a single orbit of Br� . Alternatively, one could compose the cover Hurh! Conf�
with the cover Conf� ! Confn and state the result in terms of actions of the full
braid group Brn; this is the viewpoint of both [Fried and Völklein 1991, Appendix]
and [Malle and Matzat 1999, III.6.3]

Third, quotienting by Out.G; C / one gets a similar statement: the resulting map
inv�h W �0.Hur

�
h
/! H�

h
is asymptotically bijective. This is the version that our

full-monodromy theorem refines for certain .G; C /. Note that a complication not
present in Proposition 4.1 itself appears at this level: the cardinality of H�

h
D

Hh=Out.G; C / can be dependent on �.



Hurwitz monodromy and full number fields 523

5. The full-monodromy theorem

In this section, we state the full-monodromy theorem. Involved in the statement is
a homological condition. We clarify the nature of this condition by giving instances
when it holds and instances when it fails.

5A. Preliminary definitions. In this section, we define the notions of pseudosimple,
unambiguous, and quasifull. All three of these notions figure prominently in the
statement of the full-monodromy theorem.

We say that a centerless finite group G is pseudosimple if its derived group G0

is a power of a nonabelian simple group and any nontrivial quotient group of G is
abelian. Thus, there is an extension

G0!G!Gab; (5-1)

whereG0'T w , with T nonabelian simple, and the action ofGab on T w is transitive
on the w simple factors. (Our terminology is meant to be reminiscent of similar
standard terms for groups closely related to a nonabelian simple group T : almost
simple groups are extensions T:A contained in Aut.T / and quasisimple groups are
quotients M:T of the Schur cover zT .)

We say that a conjugacy class Ci in a group G is ambiguous if the G0 action
on Ci by conjugation has more than one orbit. If it has exactly one orbit we say
that Ci is unambiguous. These are standard notions and for many G the division
of classes into ambiguous and unambiguous can be read off from an Atlas page
[Conway et al. 1985].

Essentially repeating a definition from the introduction, we say that the action of
a group � on a set X is full if the image of � in Sym.X/ contains the alternating
group Alt.X/. Generalizing now, we say the action is quasifull if the image contains
Alt.X1/� � � � �Alt.Xs/, where the Xi are the orbits of � on X . Again we transfer
the terminology to a topological setting. Thus a covering X of a connected space
Y is quasifull if for any y 2 Y, the monodromy action of �1.Y; y/ on the fiber Xy
is quasifull.

5B. Fiber powers of Hurwitz parameters. This subsection describes how a Hur-
witz parameter hD .G; C; �/ and a positive integer k give a triple hkD .GŒk�; C k; �/.
Part of this notion, in the special case k D 2, appears in the statement of the main
theorem. The general notion plays a central role in the proof.

In general, if G is a finite group with abelianization Gab, we can consider its
k-fold fiber power

GŒk� DG �Gab � � � �Gab G:

Note that even whenGDT w:Gab is pseudosimple, the fiber powersGŒk�DT wk:Gab

for k � 2 are not, because Gab does not act transitively on the factors.
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If Ci is a conjugacy class in a group G, we can consider its Cartesian powers
C ki �G

Œk�. In general, C ki is only a union of conjugacy classes. However, if Ci is
unambiguous then C ki is a single class.

If C D .C1; : : : ; Cr/ is a list of conjugacy classes, we can consider the corre-
sponding list .C k1 ; : : : ; C

k
r /. Generation of G by the Ci does not imply generation

of GŒk� by the C ki . However, if G is pseudosimple then this implication does hold.
(This can be easily deduced, for example, using the Goursat lemma, in the form
of Lemma 6.1.) Thus if G is pseudosimple and C consists only of unambiguous
classes, the triple hk is a Hurwitz parameter.

Suppose, then, that G is pseudosimple and C consists of unambiguous classes.
The natural map (Section 4E)

H2.G
Œk�; C k; �/!H2.G; C; �/

k

is surjective. This surjectivity can be seen by interpreting both sides in terms
of connected components (in the large � limit) via the Conway–Parker theorem.
Surjectivity can also be seen because the map is equivariant with respect to the
natural map H2.GŒk�; C k/ ! H2.G; C /

k , which is surjective by homological
algebra, as we explain after (5-2).

5C. Statement. With our various definitions in place, we can state the main result
of this paper:

Theorem 5.1 (full-monodromy theorem). Let G be a finite centerless nonabelian
group, let C D .C1; : : : ; Cr/ a list of distinct nonidentity conjugacy classes gen-
erating G, and consider Hurwitz parameters h D .G; C; �/ for varying allowed
� 2 Zr

�1. Then the following two statements are equivalent:

I: 1. G is pseudosimple,
2. the classes Ci are all unambiguous, and
3. jH2.GŒ2�; C 2/j D jH2.G; C /j2.

II: All covers Hur�
h
! Conf� are quasifull whenever mini �i is sufficiently large.

Note that Statement II can equivalently be presented in terms of fullness: for
mini �i sufficiently large, the covers Hur�

h;`
! Conf� are full and pairwise noniso-

morphic as ` ranges over H�
h

. Note also that a pseudosimple group G is simple if
and only if Gab is trivial. In this case, Conditions 2 and 3 of Statement I are trivially
satisfied and the direction I D) II becomes the statement highlighted in Section 1B.

For the more important direction ID) II, the condition that mini �i is sufficiently
large is simply inherited from the Conway–Parker theorem. Calculations suggest
that the covers Hur�

h
! Conf� tend to be quasifull even when all �i are small.

We are not pursuing the important question of effectivity here, but we note that
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effective statements of fullness are obtained for certain classical Hurwitz parameters
in [Kluitmann 1988].

Given .G; C /, whether or not Conditions 1 and 2 hold is immediately deter-
minable in practice. Evaluating Condition 3 is harder in general, and the next two
subsections are devoted to giving an easily checkable reformulation applicable in
many cases (Proposition 5.2) and showing (Corollary 5.3) that it sometimes fails.

5D. The homological condition for G of split-cyclic type. We say that a pseu-
dosimple groupG has split type if the canonical surjection � WG!Gab has a homo-
morphic section s WGab!G. Inspecting individual Atlas pages [Conway et al. 1985]
shows that this a priori strong condition is actually commonly satisfied. Similarly,
we say that a pseudosimple group has cyclic type if Gab is cyclic. Again this strong-
seeming condition is commonly satisfied, as indeed for a simple group T all of
Out.T / is often cyclic [Conway et al. 1985, Chapter 1, Table 1; Chapter 3, Table 5].
When both of these conditions are satisfied, we say that G is of split-cyclic type.

For G of split-cyclic type, the following proposition says that Condition 3 of
Theorem 5.1 is equivalent to an apparent strengthening O3. Moreover, these two
conditions are both equivalent to a more explicit condition E which makes no
reference to either fiber powers or powers. For E, we modify the notions defined in
Section 4B as follows:

H 02.G/Ci
D fhg; zi W g 2 Ci and z 2Z.g/\G0g;

H 02.G/C D
X

H 02.G/Ci
:

These are straightforward variants, as indeed if one removes every 0 one recovers
the definitions (4-1) and (4-2) of the previous notions.

Proposition 5.2. Let G be a pseudosimple group of split-cyclic type, and let
C D .C1; : : : ; Cr/ be a list of distinct unambiguous conjugacy classes. Then
the following are equivalent:

3. jH2.GŒ2�; C 2/j D jH2.G; C /j2.
O3. jH2.GŒk�; C k/j D jH2.G; C /jk for all positive integers k.

E. H2.G/C DH 02.G/C .

Moreover, if jGabj is relatively prime to jH2.G/j then all three conditions hold.

Proof. All three conditions involve the list C of conjugacy classes. We begin how-
ever with considerations involving G only. The k different coordinate projections
GŒk�! G together induce a map fk WH2.GŒk�/!H2.G/

k . We first show that
the assumption that G has split-cyclic type implies all the fk are isomorphisms.
We present this deduction in some detail because we will return to parts of it in
Section 6E.
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The map fk is part of a morphism of five-term exact sequences (see [Eckmann
and Stammbach 1970, Theorem 5.2], noting that H1.G0/D 0)

H3.G
Œk�/

�
Œk�
3 //

��

H3.G
ab/

�3��

ıŒk�
// H2.G

0k/Gab

i
Œk�
2 //

'
��

H2.G
Œk�/

�
Œk�
2 // //

fk��

H2.G
ab/

�2��

H3.G/
k

�k
3 // H3.G

ab/k
ık
// H2.G

0/k
Gab

ik2 // H2.G/
k

�k
2 // // H2.G

ab/k

(5-2)

Each five-term sequence arises from the Hochschild–Serre spectral sequence as-
sociated to an exact sequence of groups. The top sequence comes from the k-th
fiber power of G0

i
,!G

�
�Gab, while the bottom sequence comes from the k-th

ordinary Cartesian power.
We note that (5-2) actually shows that H2.GŒk�; C k/!H2.G; C /

k is surjective
whenever G is pseudosimple and C consists of unambiguous classes. The point
is that H2.G/C surjects onto H2.Gab/. That is because H2.Gab/ is generated by
symbols h˛; ˇi. But such a symbol belongs to the image of H2.G/C , since the
ŒCi � generate Gab and, for any g 2 Ci , the centralizer Z.g/ surjects to Gab because
Ci is unambiguous.

The assumption that � WG!Gab has a splitting s drastically simplifies (5-2).
From � ı s D IdGab , one obtains that � Œk�3 ı s

Œk�
3 and �k3 ı s

k
3 are the identity

on H3.Gab/ and H3.Gab/k , respectively. Thus � Œk�3 and �k3 are both surjective
and so the boundary maps ıŒk� and ık are both 0. Thus the part of (5-2) relevant
for us becomes

H2.G
0k/Gab

� � //

'
��

H2.G
Œk�/ // //

fk��

H2.G
ab/

�2��

H2.G
0/k
Gab
� � // H2.G/

k // // H2.G
ab/k

(5-3)

We have suppressed some notation, since we have no further use for it.
The assumption thatGab is cyclic is equivalent to the assumption thatH2.Gab/ is

the zero group. Thus exactly in this situation one gets the independent simplification
of (5-2) where the last column becomes the zero map between zero groups. Applied
to (5-3) it says that fk WH2.GŒk�/!H2.G/

k is an isomorphism. We henceforth
use fk to identify H2.GŒk�/ with H2.G/k .

We now bring in the list C of conjugacy classes. We have a morphism of short
exact sequences

� D

H2.G
Œk�/C

� � // H2.G
Œk�/ // // H2.G

Œk�; C k/

����

H2.G/
k
C
� � // H2.G/

k // // H2.G; C /
k

(5-4)
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Since the map in the right column is surjective, Conditions 3 and O3 become that it
is an isomorphism for k D 2 and all k respectively. So they are equivalent to the
inclusion in the left column being equality, again for k D 2 and all k respectively.
We work henceforth with these versions of Conditions 3 and O3.

Trivially

jH2.G/C j D jH
0
2.G/C j � jH2.G/C =H

0
2.G/C j: (5-5)

But also the image of H2.GŒk�/Ck in .H2.G/=H 02.G/C /
k is exactly the diagonal

image of H2.G/C =H 02.G/C . To see this, note that H2.GŒk�/Ck is generated by

.hg; z1i; : : : ; hg; zki/;

where g 2
S
Ci , each zi 2 Z.g/, and z1 � � � � � zk modulo G0. In partic-

ular, it certainly contains the diagonal image of H2.G/C . On the other hand,
the images of hg; zi i inside H2.G/C =H 02.G/C are equal to each other, since
hg; ziz

�1
j i 2H

0
2.G/C .

Moreover,H 02.G/
k
C �H2.G

Œk�/Ck . This inclusion holds because, for any g2Ci
and z 2Z.g/\G0, we have

.hg; zi; 0; 0; : : : / 2H2.G
Œk�/Ck ;

since we can regard the left-hand side as .hg; zi; hg; ei; hg; ei; : : : /, and similarly
for any other “coordinate”. Therefore,

jH2.G
Œk�/Ck j D jH 02.G/C j

k
� jH2.G/C =H

0
2.G/C j: (5-6)

Dividing the k-th power of (5-5) by (5-6), one gets

jH2.G/C j
k

jH2.GŒk�/Ck j
D jH2.G/C =H

0
2.G/C j

k�1: (5-7)

Condition 3 says the left side is 1 for k D 2. Condition O3 says the left side is 1 for
all k. Equation (5-7) says that each of these is equivalent to H2.G/C DH 02.G/C ,
which is exactly Condition E.

For the final statement, jH2.G/Ci
=H 02.G/Ci

j clearly divides jH2.G/j. It also
divides jGabj, because Z.g/=.Z.g/\G0/ surjects onto H2.G/Ci

=H 02.G/Ci
via

z 2 Z.g/ 7! hg; zi, for any fixed g 2 Ci . So, if jH2.G/j and jGabj are relatively
prime then H2.G/Ci

DH 02.G/Ci
always, and so Condition E holds. �

5E. The homological condition for G of split-p-p type. For p a prime, we say
that a pseudosimple group G has split-p-p type if G!Gab is split and

jGab
j D jH2.G/j D p:
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Even this seemingly very special case is common. For example, taking p D 2, it
includes

� all six extensions T:A of sporadic groups T with A and H2.T:A/ nontrivial,

� all Sd with d � 5, and

� all PGL2.q/ for odd q � 5.

To illustrate the tractability of Condition E of Proposition 5.2, we work it out
explicitly for groups G of split-p-p type. Explicating Condition E for the full
split-cyclic case would be similar but combinatorially more complicated.

For G of split-p-p type, we divide its unambiguous classes into three types. Let
zG be a Schur cover ofG. An unambiguous class C is split if its preimage zC consists
of p conjugacy classes in zG. It is mixed if zC is p different zG0 conjugacy classes
but just one zG class. Otherwise a class C is inert. Mixed classes are necessarily in
the derived group, but split and inert classes can lie above any element of Gab.

Corollary 5.3. Let G be a pseudosimple group of split-p-p type and let C D
.C1; : : : ; Cr/ be a list of unambiguous classes. Then Condition E fails exactly when
there are no inert classes and at least one mixed class among the Ci .

Proof. We are considering subgroups of the p-element Schur multiplier H2.G/.
The subgroups have the following form:

Ci split mixed inert

H 02.G/Ci
0 0 H2.G/

H2.G/Ci
0 H2.G/ H2.G/

Thus H 02.G/C D
P
i H
0
2.G/Ci

is a proper subgroup of H2.G/C D
P
i H2.G/Ci

exactly under the conditions stated in the corollary. �

For a group T:p, the types of classes can be determined from an Atlas-style
character table, including its lifting row and fusion column. For example, for the
six sporadic T mentioned above, the mixed classes in T:2 are exactly as follows:

Mathieu12 Mathieu22 Hall–Janko Higman–Sims Suzuki Fischer22

10A 8A 8A 4A, 6A, 12A 12D, 12E, 24A (15 classes)

In the sequences Sd and PGL2.q/, the patterns evident from character tables in the
first few instances can be proved to hold in general. Namely for Sd , conjugacy
classes are indexed by partitions of d . The type of a class C� can be read off from
two features of the indexing partition �, the number e of even parts and whether or
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not all parts are distinct:

e D 0 e 2 f2; 4; 6; : : : g e 2 f1; 3; 5; : : : g

all distinct ambiguous mixed split
not all distinct split inert inert

Thus S5 has no mixed classes while C42 and C421 are the unique mixed classes of
S6 and S7 respectively. For PGL2.q/ with q odd, the division is even easier: the
two classes of order the prime dividing q are ambiguous, the two classes of order 2
are inert, and all other classes are split. Thus for these PGL2.q/, the homological
condition always holds.

6. Proof of I D) II

In this section we prove the implication ID) II of Theorem 5.1. Thus we consider
Hurwitz parameters hD .G; C; �/ for fixed .G; C / satisfying Conditions 1–3 and
varying �. We then prove that the action of Br� on F�

h
is quasifull whenever mini �i

is sufficiently large.

6A. A Goursat lemma. The classical Goursat lemma classifies certain subgroups
of powers of a simple group. We state and prove a generalized version here. As
usual, if one has groups G1, G2 endowed with homomorphisms �1, �2 to a third
group Q, we say that G1 and G2 are isomorphic over Q if there is an isomorphism
i WG1!G2 satisfying �2i D �1.

Lemma 6.1 (generalized Goursat lemma). Suppose that G is pseudosimpleand
H �GŒk� is a “Goursat subgroup” in the sense that it surjects onto each coordinate
factor. Then:

(1) H is itself isomorphic over Gab to GŒw� for some w � k.

(2) There is a surjection f W Œ1; k�! Œ1; w� and automorphisms '1, . . . , 'k of G
over Gab such that H is the image of GŒw� under

.g1; : : : ; gw/ 7! .'1.gf .1//; : : : ; 'k.gf .k///:

Proof. We first prove (1) by induction, the base case k D 1 being trivial. Note that
the projection H D �2.H/ of H to the second factor in

GŒk� DG �Gab GŒk�1�

is also a Goursat subgroup. By induction, it isGab-isomorphic toGŒv� for suitable v.
The kernel K D ker.�2/ of the projection H !H maps, under the first projection
�1, to a subgroup K �G0 that is invariant under conjugation by G. In particular,
either K is trivial, and we’re done by induction, or K D G0. In the latter case,
we will show that H D G �Gab H : Take any element .m�; �/ 2 G �Gab H . By
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assumption, there exists m in G such that .m;�/ 2H , but then m and m� have the
same projection to Gab, and so

.m�; �/D .m�m�1; 1/ � .m;�/

lies in H also. This concludes the proof of the first assertion: H is isomorphic to
GŒw� over Gab for some w.

Now we deduce (2) from (1). Let ‚DGŒw�!H be any isomorphism and write
‚.g/ D .�1.g/; : : : ; �k.g//. We need to show that, for each i , one can express
�i .g/ in the form 'i .gf .i// as in (2). In other words, letting �j WGŒw�!G be the
j -th projection, we need to show that any surjective morphism � WGŒw�!G over
Gab factors as '�j for some j 2 f1; : : : ; wg and some automorphism ' WG!G

over Gab.
So let � W GŒw� ! G be any surjective morphism over Gab. Its kernel K is a

normal subgroup of .G0/w , invariant under GŒw�, and with index jG0j. Now, via the
isomorphism G0 ' T u for some nonabelian simple group T , the normal subgroups
of .G0/w ' T uw are of the form TI D

Q
.i;j /2I T.i;j /, where I is a subset of

P D f1; : : : ; ug�f1; : : : ; wg. The normal subgroups which are invariant under Gw

are those for which the indexing set I is invariant under the natural action of Gab.
The orbits of Gab on P are the sets Pj D f1; : : : ; ug � fj g. So the kernel K of
� necessarily has the form TP�Pj

for some j . Thus K is also the kernel of the
coordinate projection �j . The unique bijection ' WG!G satisfying � D '�j is
then an automorphism of G over Gab. �

6B. Identifying braid orbits. For F a set and k a positive integer we let

F k D f.x1; : : : ; xk/ W all xi are differentg:

If F has cardinality N then F k has cardinality N k WDN.N � 1/ � � � .N � kC 1/.
In this subsection we assume Conditions 1 and 2 of Statement I in Theorem 5.1
and identify the quotient set .F�

h
/k=Br� asymptotically.

Begin with x1; : : : ; xk 2 F�
h

. Choose a set of representatives g1; : : : ; gk 2 Gh.
Writing each gi as a column vector, we get a matrix

.g1; : : : ; gk/D

0BBBBB@
g11 g21 : : : gk1
g12 g22 � � � gk2
g13 g23 � � � gk3
:::

:::
: : :

:::

g1n g2n � � � gkn

1CCCCCA : (6-1)

So, simply recalling our context:
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� All the gij in a given row are in the same conjugacy class of G.

� These conjugacy classes are

C1; : : : ; C1„ ƒ‚ …
�1

I : : : ICr ; : : : ; Cr„ ƒ‚ …
�r

as one goes down the rows, so that a given row is in some C ki .

� Each column in its given order multiplies to 1.

� Each column generates all of G.

All entries in a given row certainly have the same projection to Gab, and so each
row defines an element of GŒk�. Consider now the subgroup H of GŒk� generated
by the rows of this matrix. We are going to show that

H DGŒk� () all xi are different: (6-2)

First of all, note that the condition that H DGŒk� is independent of the choice of
lifting from F�

h
to Gh. For example, if we modify g1, the first column of (6-1), by

an element ˛ 2Aut.G; C /, then the subgroup generated by the rows simply changes
by the automorphism .˛; 1; 1; 1 : : : ; 1/ of GŒk�. Note that ˛ is automatically an
isomorphism of G over Gab because it preserves each Ci and they generate Gab.

Now the D) direction of (6-2) is easy: if xi D xj for some i ¤ j , then we could
lift so that gi D gj , and then certainly H ¨GŒk�.

Now suppose that xi ¤ xj for all i ¤ j ; we’ll show that H DGŒk�. Since each
column generates G, the subgroup H is a Goursat subgroup of GŒk�. Accordingly
we may apply Lemma 6.1, and see that H can be constructed from a surjective
function f W Œ1; k�! Œ1; w� together with a system of isomorphisms 'j WG!G

over Gab, for 1 � j � k. In particular, we may find .y1; : : : ; yw/ 2 GŒw� which
maps to the first row .g11; g21; : : : ; gk1/, so that

'j .yf .j //D gj1; 1� j � k:

In particular, whenever f .j /D f .j 0/, the map

'j 0'
�1
j

carries gj1 to gj 01 and so preserves C1. By similar reasoning, applied to the second
row, third row and so on, this map preserves every conjugacy class, so

'j 0'
�1
j 2 Aut.G; C /

whenever f .j /D f .j 0/. But 'j 0'�1j carries gj i to gj 0i ; that means that actually
xj D x

0
j , and so j D j 0. In other words, f is injective, and so H 'GŒk�, as desired.
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Each matrix of the form (6-1) with H all of GŒk� defines an element of Ghk .
Now, the group Aut.G; C /k acts on GŒk�; its image in the outer automorphism
group will be called Out.G; C /Œk�. This latter group maps onto Out.G; C /k , with
kernel isomorphic to .Gab/k�1. These considerations give a bijective map

Fhk=Out.G; C /Œk� �!� F�k
h
: (6-3)

This bijection is purely algebraic in nature and is valid for all �.
Lifting invariants give a map Fhk=Br�!H2.G

Œk�; C k; �/. For any fixed k, the
Conway–Parker theorem says that this map is asymptotically a bijection. Taking
the quotient by Out.G; C /Œk� and incorporating the Goursat conclusion (6-3), we
get the desired description of braid orbits:

F�k
h
=Br� �!�

a
H2.G

Œk�; C k; �/=Out.G; C /Œk�: (6-4)

The map of (6-4) is defined for all allowed � and, as indicated by the notation �!�
a

,
is asymptotically a bijection.

There is, of course, a map F�k
h
=Br� ! .F�

h
=Br�/k; on the right-hand side of

(6-4), this corresponds to the natural map

H2.G
Œk�; C k; �/=Out.G; C /Œk�! .H2.G; C; �/=Out.G; C //k : (6-5)

Note that the action of Out.G; C /Œk� on H2.GŒk�; C k; �/ factors, under the co-
ordinate projection H2.GŒk�; C k; �/! H2.G; C; �/, through the corresponding
coordinate projection Out.G; C /Œk�! Out.G; C /.

6C. End of the proof of I D) II in the split-cyclic case. We now assume not only
Conditions 1 and 2 of I, but also Condition 3. In this subsection, we complete the
proof of ID) II under the auxiliary assumption that the surjection G!Gab is split
and Gab is cyclic. Some of the notions introduced here are used again in Section 6E,
where we complete the proof without auxiliary assumptions.

Consider the canonical surjectionsH2.GŒk�; C k; �/�H2.G; C; �/
k . Under our

auxiliary assumption that G has split-cyclic type, Condition 3 and Proposition 5.2
show that

jH2.G
Œk�; C k/j D jH2.G; C /j

k

for all k. Thus, since cardinality does not change when one passes from groups
to torsors, the surjections are bijections. Moreover, because inner automorphisms
act trivially on H2.G; C; �/, the action of Out.G; C /Œk� on H2.G; C; �/k actually
factors through Out.G; C /k .

Taking the quotient by Out.G; C /Œk�, we can rewrite (6-4) as

F�k
h
=Br� �!�

a
H�2 .G; C; �/

k : (6-6)
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Then standard group theory shows that the action of Br� on F�
h

is quasifull for
sufficiently large mini �i :

In general, consider a permutation group B � Sym.F / with orbit decomposition
F D

F
s
iD1Fi . Suppose each orbit Fi has size at least k. Then the induced action

of B on F k has at least sk orbits. If equality holds, then the images Bi � Sym.Fi /
of B are each individually k-transitive. If k � 6, then the classification of finite
simple groups says that Bi contains Alt.Fi /. Still assuming that B has exactly sk

orbits on F k , it is then elementary that B contains Alt.F1/�� � ��Alt.Fs/. In other
words, B is quasifull, as desired.

6D. A lemma on 2-transitive groups. For the general case, Condition 3 gives us
control over Br�-orbits only on pairs .x1; x2/ of distinct elements in F�

h
, not tuples

of larger length. To deal with this problem, we replace the classification of multiply
transitive groups by a statement derived from the classification of 2-transitive groups.
The exact formulation of our lemma is inessential; its import is that full groups
are clearly separated out from other 2-transitive groups in a way sufficient for our
purpose.

Lemma 6.2. Fix an odd integer j � 5 and a finite set X . Suppose a 2-transitive
group � � Sym.X/ satisfies jX2j =�j � 2j

2�4j . If jX j is sufficiently large, then �
is full.

Proof. To prove the statement, we use the classification of nonfull 2-transitive
groups, as presented in [Dixon and Mortimer 1996, §7.7], thereby breaking our
argument into a finite number of cases. For fixed j , we discard in each case a finite
number of � and establish jX2j =�j> 2j

2�4j for all other � .
It suffices to restrict attention to maximal nonfull 2-transitive groups � . Besides

a small number of examples involving seven of the sporadic groups [Dixon and
Mortimer 1996, pp. 252–253], every such maximal � occurs in the following table:

# type � degree N WD jX j order j�j

1 affine AGLd .p/ pd

2 projective P�Ld .q/ .qd � 1/=.q� 1/

3 OS2 O2dC1.2/ 2d .2d ˙ 1/=2

4 unitary U3.q/ q3C 1 q3.q2� 1/.q3C 1/

5 Suzuki Sz.q/ q2C 1 .q2C 1/q2.q� 1/

6 Ree R.q/ q3C 1 .q3C 1/q3.q� 1/

The six series are listed in the order they are treated in [Dixon and Mortimer 1996,
pp. 244–252], with d � 1 and d � 2 in Cases 1 and 2 respectively. Throughout,
p is a prime number and q D pe is a prime power. These numbers are arbitrary,
except in Cases 5 and 6, where the base is p D 2 and p D 3 respectively and the
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exponent e is odd. The orders j�j in Cases 1–3 are not needed in our argument and
so are omitted from the table.

Cases 4–6. In these cases, the order j�j grows only polynomially in the degree N ,
with j�j<N 3 holding always. One has

jX2j =�j �N 2j =j�j>N 2j =N 3:

For j � 5 fixed and N !1, the right side tends to 1. So, with finitely many
exceptions, jX2j =�j> 2j

2�4j .

Case 1. In this case, the affine general linear group AGLd .Fp/ acts on the affine
space Fdp . Let wDmin.j; dC1/. Fix x1, . . . , xw in Fdp spanning an affine subspace
A of dimension w� 1. The set A�fx1; : : : ; xwg has pw�1�w elements. There
are .pw�1�w/2j�w ways to successively choose xwC1, . . . , x2j in A so that all
the xi are distinct. The tuples .x1; : : : ; x2j / 2 .Fdp /

2j so obtained are in different
AGLd .Fp/-orbits. Thus

j.Fdp /
2j =AGLd .Fp/j � .p

w�1
�w/2j�w :

For fixed d < j , so that w D d C 1, the right side tends to1 with p, and so with
finitely many exceptions j.Fdp /

2j =AGLd .Fp/j>2j
2�4j . For d � j , so that wD j ,

one gets no exceptions, as

.pw�1�w/2j�w D .pj�1� j /j � .2j�1� j /j � .2j�1� 2j C 1/j > 2j
2�4j :

(Case 1 is the only case where there is a complicated list of nonmaximal 2-transitive
groups. Some large ones are AGLd=e.Fpe /� A�Ld=e.Fpe /� AGLd .p/, for any
e properly dividing d .)

Cases 2 and 3 are very similar to Case 1, but are sufficiently different to require
separate treatments.

Case 2. Here � D P�Ld .Fq/ D PGLd .Fq/:Gal.Fq=Fp/ acts on the projective
space X D Pd�1.Fq/. Again let w Dmin.j; d C 1/. Fix x1, . . . , xw in Pd�1.Fq/

spanning a projective subspace P of dimension w� 1. Similarly to Case 1, there
are ..qw � 1/=.q� 1/�w/2j�w ways to successively choose xwC1, . . . , x2j in P
so that all the xi are distinct. The tuples .x1; : : : ; x2j / 2 Pd�1.Fq/

2j so obtained
are in different PGLd .Fq/-orbits. However one P�Ld .Fq/-orbit can consist of up
to e different PGLd .Fq/-orbits. Thus our lower bound in this case is

jPd�1.Fq/
2j =P�Ld .Fq/j �

1

e

�
qw � 1

q� 1
�w

�2j�w
:
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Again, the subcase d < j , where w D d C 1, is simple: the right side tends to1
with q and so jPd�1.Fq/2j =P�Ld .Fq/j > 2j

2�4j holds with only finitely many
exceptions. For d � j , so that w D j again, one has no further exceptions since

1

e

�
qw � 1

q� 1
�w

�2j�w
>
1

e
.qj�1� 2j C 1/j > .2j�1� 2j C 1/j > 2j

2�4j :

Case 3. Here the group in question, in its most familiar guise, is � D Sp2d .F2/ for
d � 2. It is better in our context to view � D O2dC1.F2/, as from this point of
view the 2-transitive actions appear most naturally. In fact, the orbit decomposition
of the natural action of O2dC1.F2/ is

F2dC12 �f0g DX�1 tX1 tX0:

Here X0 is the set of isotropic vectors. The pair .O2dC1.F2/; X0/ is a copy of the
more standard pair .Sp2d .F2/; F

2d
2 �f0g/, and so in particular jX0j D 22d � 1. A

nonisotropic vector is in X1 if its stabilizer is the split orthogonal group OC
2d
.F2/

and is in X�1 if its stabilizer is the nonsplit orthogonal group O�
2d
.F2/. From the

order of the stabilizers, one gets that jX�j D 2d�1.2d C �/. While the action of �
on X20 has two orbits, the actions on the other two X� are 2-transitive. (Familiar
examples forO2dC1.F2/DSp2d .F2/ come from d D 2 and d D 3. Here the groups
are S6 and W.E7/, respectively. The orbit sizes on .X�1; X1; X0/ are .6; 10; 15/
and .28; 36; 63/ respectively.)

By discarding a finite number of � , we can assume d � j . For � 2 f˙1g, fix
x1, . . . , xj in X� spanning a j -dimensional vector space V � F2dC12 on which
the quadratic form remains nondegenerate and with each xi having type � in this
smaller space. Let V� D V \X� . Writing j D 2uC1, one has jV�j D 2u�1.2uC�/.
There are .jV�j � j /j ways to successively choose xjC1, . . . , x2j in V� so that all
the xi are distinct. One has

jX
2j
� =O2dC1.F2/j � .2

u�1.2uC �/� j /j � .2u�1.2uC �/�2j C1/j > 2j
2�4j :

Thus there are no further exceptional � from this case. �

6E. End of the proof of I D) II in general. We now end the proof without the
split-cyclicity assumption, by modifying the standard argument of Section 6C.

Consider again the diagram (5-2) relating two five-term exact sequences. The
last three terms of the top sequence and the last four terms of the bottom sequence
give respectively

jH2.G
Œk�/j � jH2.G

0/Gab j
k
jH2.G

ab/j;

jH2.G
0/Gab j

k
�
jH3.G

ab/jkjH2.G/j
k

jH2.Gab/jk
:
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Combining these inequalities and replacingH2.GŒk�/ by its quotientH2.GŒk�; C k/
yields

jH2.G
Œk�; C k/j � jH2.G/�H3.G

ab/jk : (6-7)

As described in Section 6C, Condition 3 implies that for min �i sufficiently large,
the action of Br� on F�

h
is 2-transitive when restricted to each orbit. We will use

this 2-transitivity and the exponential bound (6-7) to conclude that the action of
Br� on F�

h
is asymptotically quasifull.

Consider Sm in its standard full action on Ym D f1; : : : ; mg. The induced action
on Xm D Ym t Ym is not quasifull. Let ak;m be the number of orbits of Sm on
Y
k
m. As m increases, the sequence ak;m stabilizes at a number ak . The sequence
ak appears in [Sloane 1991] as A000898. There are several explicit formulas and
combinatorial interpretations. The only important thing for us is that ak grows
superexponentially, as indeed ak=ak�1 �

p
2k.

From (6-7) we know that there exists an odd number j with

jH2.G
Œ2j �; C 2j ; �/=Out.G; C /Œ2j �j � jH2.GŒ2j �; C 2j /j<min.2j

2�4j ; a2j /:

By (6-4), the left-hand set is identified with jF�2j
h

=Br� j for sufficiently large
mini �i . Lemma 6.2 above says that, at the possible expense of making mini �i
even larger, each orbit of the action of Br� on F�

h
is full. Our discussion of the

action of Sm on Ym says that the constituents are pairwise nonisomorphic, again
for sufficiently large mini �i . The classical Goursat lemma then says the action
is quasifull. �

A consequence of the results of this section is that in fact the equivalence 3() O3
of Proposition 5.2 holds without the assumption of split-cyclicity. Condition E
is also meaningful in general, and it would be interesting to identify the class of
.G; C / for which the equivalence extends to include E.

7. Proof of II D) I

In this section, we complete the proof of Theorem 5.1 by proving that (not I) implies
(not II). Accordingly, we fix a centerless group G and a list C D .C1; : : : ; Cr/ of
conjugacy classes, and consider consequences of the failure of Conditions 1, 2,
and 3 in turn. In all three cases, we show more than is needed for Theorem 5.1.

7A. Failure of Condition 1. The failure of the first condition requires a somewhat
lengthy analysis, because it breaks into two quite different cases. The conclusion
of the following lemma shows more than that asymptotic quasifullness of Hur�

h
!

Conf� fails; it shows that asymptotically each individual component Hur�
h;`
!Conf�

fails to be full.
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Lemma 7.1. Let G be a centerless group which is not pseudosimple. Let C D
.C1; : : : ; Cr/ be a list of conjugacy classes. Consider varying allowed � 2 Zr

�1 and
thus varying Hurwitz parameters hD .G; C; �/. Then for mini �i sufficiently large
and any ` 2H�

h
, the action of Br� on F�

h;`
is not full.

Proof. A group is pseudosimple exactly when it satisfies two conditions: (A), it has
no proper nonabelian quotients, or (B), its derived group is nonabelian. We assume
first that (A) fails. Then we assume that (A) holds but (B) fails.

Assume (A) fails. LetG be a proper nonabelian quotient and hD .G;.C 1;: : :;C r/;�/
the corresponding quotient Hurwitz parameter. Consider the natural map Hh!H

h

from Section 4E, and let Ǹ be the image of `.
By the definition of Hurwitz parameters, the classes Ci generate G. At least

one of the surjections Ci ! C i has to be noninjective, as otherwise the kernel of
G!G would be central inG andG is centerless. So jCi j � 2jC i j for at least one i .
Similarly, since G is nonabelian and generated by the C i , one has jC i j � 2 for at
least one i .

We now examine the induced map Gh;`!G
h; Ǹ

. Let Ih;` be its image and �h;` the
size of its largest fiber. We will use the two inequalities of the previous paragraph
to show that both �h;` and jIh;`j grow without bound with mini �i .

From jCi j � 2jC i j and two applications of the asymptotic mass formula (3-7),
one gets jGh;`j � 1:5mini �i jG

h; Ǹ
j, and hence �h;` � 1:5mini �i .

To show the growth of jIh;`j, we assume without loss of generality that jC 1j � 2,
and choose y1 ¤ y2 2 C 1. Let M be the exponent of a reduced Schur cover zGC
of G. Let k be a positive integer and let a1, . . . , ak be a sequence with ai 2 f1; 2g.
Then for mini �i large enough, we claim that Ih;` contains an element of the form

.ya1
; : : : ; ya1„ ƒ‚ …
M

; : : : ; yak
; : : : ; yak„ ƒ‚ …
M

; x1; : : : ; x�1�Mk„ ƒ‚ …
all in C1

; : : : ; xn�kM��rC1; : : : ; xn�kM„ ƒ‚ …
all in C r

/:

(7-1)
To see the existence of such an element, fix a lift C �i of the conjugacy class Ci
to zGC and choose Qy1; Qy2 2 C �1 mapping (under zGC ! G ! G) to y1; y2 2 C 1
respectively.

Let z 2 H2.G; C / be chosen so that z�1 �
Q
i ŒCi �

�i D ` inside H2.G; C; �/.
Consider the equation

. QyMa1
� � � QyMak

/ Qx1 � � � Qx�1�kM„ ƒ‚ …
all in C�1

� � � Qxn�kM��rC1 � � � Qxn�kM„ ƒ‚ …
all in C�r

D z; (7-2)

where Qxi 2 C �i . By our choice of M , the powers QyMai
are all the identity in

zGC . One has ŒC �1 �
�1�kM � � � ŒC �r �

�r D Œz� in zGab
C D Gab, both sides being the

identity. The asymptotic mass formula then applies to say that (7-2) in fact has
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many solutions . Qx1; : : : ; Qxn�kM / where moreover the Qxi generate zGC . Now, the
image of . Qya1

; : : : ; Qyak
; Qx1; : : : ; Qxn�kM / actually defines an element of Gh;`, and

its image in G is an element of Ih;` of the form (7-1). Varying .a1; : : : ; ak/ now,
always taking mini �i sufficiently large, we conclude jIh;`j � 2k .

For large enough mini �i , the action of Br� on Gh;` is transitive, by the Conway–
Parker theorem. This action preserves a partition of Gh;` into b D jIh;`j blocks,
each of size f D �h;`. Thus the image of Br� on Gh;` is contained in the wreath
product Sf oSb . Hence the image of Br� on F�

h;`
is contained in a subquotient of

Sf oSb . But we have established that f and b increase indefinitely with mini �i .
Let a D jAut.G; C /`j and m D jF�

h;`
j, so that jGh;`j D ma D f b. As soon as

min.f; b/ > a, one has m > max.f; b/ and the alternating group Am is not a
subquotient of Sf oSb . So the action of Br� on F�

h;`
is not full.

Assume (A) holds but (B) fails. The assumptions force G0 to be isomorphic to the
additive group of Fwp for some prime p and some power w. Moreover, consider the
action of Gab on G0. Now G0, considered as an Fp-vector space, is an irreducible
representation of FpŒG

ab�. The order of Gab must be coprime to p, as otherwise the
fixed subspace for the p-primary part of Gab would be a proper subrepresentation.
So FpŒG

ab� is isomorphic to a sum of finite fields and the action on G0 D Fwp is
through a single summand Fq . We can thus identify G0 with the additive group
of a finite field Fq and Gab with a subgroup of F�q in such a way that G itself is
a subgroup of the affine group Fq:F

�
q . Moreover, Gab � F�q acts irreducibly on Fq

as an Fp-vector space.
We think of elements of G as affine transformations x 7!mxC b. Since braid

groups act on the right in (3-2), we compose these affine transformation from left
to right, so that the group law is�m1

b1

��m2
b2

�
D

� m1m2
m2b1Cb2

�
:

We think of elements .g1; : : : ; gn/ 2 Gh with gi D
�mi

bi

�
in terms of the matrix�

m1 : : : mi miC1 : : : mn
b1 : : : bi biC1 : : : bn

�
: (7-3)

The top row is determined by C , via mi D ŒCi �. Thus, via the bottom row, we
have realized Gh as a subset of Fnq . We can assume without loss of generality that
none of the Ci are the identity class. Then the requirement gi 2Ci for membership
in Gh gives jGabj choices for bi if mi D 1. If mi ¤ 1 then gi 2 Ci allows all q
choices for bi .

Now briefly view .g1; : : : ; gn/ as part of the larger catch-all setGn of Section 3C,
on which the standard braid operators �i act. The braiding rule (3-2) in our current



Hurwitz monodromy and full number fields 539

setting becomes�
: : : ;

�mi
bi

�
;
�miC1
biC1

�
; : : :

��i

D

�
: : : ;

�miC1
biC1

�
;
� mi
biC1CmiC1bi�mibiC1

�
; : : :

�
:

Thus the action of �i corresponds to the bottom row of (7-3), viewed as row vector
of length n, being multiplied on the right by an n-by-n matrix in GLn.Fq/.

Returning now to the set Gh itself, any element of Br� can be written as a product
of the �i and their inverses. Accordingly, image of Br� in Sym.Gh/ lies inGLn.Fq/.

To prove nonfullness, it suffices to bound the sizes of groups. On the one hand,

jimage of Br� in Sym.F�
h;`
/j � jimage of Br� in Sym.Gh/j � jGLn.Fq/j< qn

2

:

On the other hand, let b D jH2.G; C /jjOut.G; C /j C 1. Then, using (3-7), (4-6)
and the fact that jCi j 2 fjGabj; qg, one has

jF�h;`j>
Q
i jCi j

�i

jGjjG0jb
�
jGabjn�3

q2b

for all sufficiently large n. Certainly qn
2

< 1
2
..an�3/=.q2b//Š for any fixed a, b,

q > 1 and sufficiently large n. Thus the image of Br� in Sym.F�
h;`
/ cannot contain

Alt.F�
h;`
/. �

The paper [Eisenbud et al. 1991] calculates monodromy in cases with G D S3
and G D S4, providing worked-out examples. Another illustration of the case with
affine monodromy is [Malle and Matzat 1999, Proposition 10.4].

7B. Failure of Condition 2. Our next lemma has the same conclusion as the
previous lemma:

Lemma 7.2. Let G be a centerless group. Let C D .C1; : : : ; Cr/ be a list of
conjugacy classes with at least one Ci ambiguous. Consider varying allowed
� 2 Zr

�1 and thus varying Hurwitz parameters h D .G; C; �/. Then for mini �i
sufficiently large and any ` 2H�

h
, the action of Br� on F�

h;`
is not full.

Proof. Introduce indexing sets Bi by writing

Ci D
F
b2Bi

Cib;

where each Cib is a single G0-orbit. Our hypothesis says that at least one of the
Bi — without loss of generality, B1 — has size larger than 1. On the other hand,
at least one of the Bi has size strictly less than Ci ; otherwise G0 would centralize
each element of each Ci , and then all of G, which is impossible for G center-free.

Define
Gamb
h D B1 � � � � �B1„ ƒ‚ …

�1

� � � � �Br � � � � �Br„ ƒ‚ …
�r

:
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The group G acts transitively through its abelianization Gab on each Bi . For a
lifting invariant ` 2Hh, consider the natural map Gh;`! Gamb

h
. The action of the

braid group Br� on Gh;` descends to an action on Gamb
h

.
Now we let mini �i !1 and get the following consequences, by arguments

very closely paralleling those for the first case of Lemma 7.1. First, the image of
the map Gh;` ! Gamb

h
has size that goes to 1. Second, the mass formula again

shows that jGh;`j=jGamb
h
j !1 with mini �i . By the last paragraph of the first case

of the proof of Lemma 7.1, the action of Br� on each orbit of F�
h;`

is forced to be
imprimitive, and hence not full. �

For a contrasting pair of examples, consider hD .S5; .C2111; C311; C5/; �/ for
� D .2; 2; 1/ and � D .2; 1; 2/. The monodromy group for the former is all of S125,
despite the presence of the ambiguous class C5. The monodromy group for the
latter is S85 oS2 and represents the asymptotically forced nonfullness.

7C. Failure of Condition 3. The last lemma of this section is different in structure
from the previous two, and its proof is essentially a collection of some of our
previous arguments. From the discussion of surjectivity after (5-2), one always has

jH2.G
Œ2�; C 2/j D ajH2.G; C /j

2 (7-4)

for some positive integer a. Condition 3 is that aD 1. The number a reappears as
the cardinality of every fiber of the map of torsors

H2.G
Œ2�; C 2; �/

�
�H2.G; C; �/

2

considered in Section 4E.
Now suppose that � is such that all �i are divisible by both the exponent of

H2.G; C / and the exponent of H2.GŒ2�; C 2/. In that case, we have identifications

H2.G
Œ2�; C 2; �/f

� //

��

H2.G; C; �/
2
g

��
H2.G

Œ2�; C 2/ // H2.G; C /
2

(7-5)

where the vertical bijections f; g come from Section 4C, and the fact that the diagram
commutes is also explained there. The set E WD ��1g�1.0/�H2.GŒ2�; C 2; �/ is
a fiber of � . It has size � 2 and f .E/�H2.GŒ2�; C 2/ is a subgroup.

The group Out.G; C /Œ2�, defined before (6-3), acts on H2.GŒ2�; C 2; �/ and also
(compatibly) on H2.GŒ2�; C 2/. It preserves E and acts on it with at least two
orbits, because it fixes the zero element of f .E/. Under the bijection (6-4), these
two orbits correspond to two different braid orbits O;O 0 on .F�

h
/2 which project

(in both coordinates) to the same braid orbit on F�
h

.
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Summarizing, we have proved:

Lemma 7.3. Let G be a pseudosimple group, let C D .C1; : : : ; Cr/ be a list of
unambiguous conjugacy classes, and suppose a > 1 in (7-4). Consider � with
each �i a multiple of the exponent of both H2.G; C / and H2.GŒ2�; C 2/ so that
H�
h
DH2.G; C; �/ contains a trivial lifting invariant 0 via f from (7-5). Then for

mini �i sufficiently large, the action of Br� on F�
h;0

is not 2-transitive and hence
not full.

8. Full number fields

The full-monodromy theorem gives us confidence in the following conjecture:

Conjecture 8.1. Suppose P contains the set of prime divisors of the order of a
nonabelian finite simple group. Then there exist infinitely many full fields unramified
outside P .

In this final section we briefly discuss this conjecture. In particular we give a
heuristic justification based on our results here. The sequel paper [Roberts � 2015]
will present a more comprehensive treatment.

8A. Specialization to number fields. Let h D .G; C; �/ be a Hurwitz parameter
with each Ci rational for simplicity. Then one has (see Section 2D) the cover
� W HUR�

h
! CONF� of Q-varieties. For every u 2 CONF�.Q/, the Galois group

Gal.Q=Q/ acts on the fiber ��1.u/� HUR�
h
.Q/. Let K�

h;u
be the corresponding

Q-algebra, so that K�
h;u

factors into fields indexed by the orbits of Gal.Q=Q/

on ��1.u/.

Controlling Galois groups. The Hilbert irreducibility theorem says that the Galois
groups associated to K�

h;u
coincide with the generic Galois group of the cover for

u outside a thin set. Thus, to take the example most relevant for us, if the cover is
full then one has many full specializations K�

h;u
.

Controlling ramification. For P a set of primes, let ZŒ1=P�D ZŒf1=pgp2P �. The
variety CONF� comes from a scheme over Z and so the set of P-integral points
CONF�.ZŒ1=P�/ is defined. Suppose now that P contains all primes dividing
jGj. Then the cover HUR�

h
! CONF� has bad reduction within P . The theory of

algebraic fundamental groups then implies that K�
h;u

is ramified within P whenever
u 2 CONF�.ZŒ1=P�/.

8B. Heuristic argument for Conjecture 8.1. Let P be as in the statement of the
conjecture. Let G be a simple group with all primes dividing jGj in P . Let
C1 � G be a class of involutions. Then .G; .C1// satisfies Statement I of the
full-monodromy theorem. By Statement II, there are infinitely many Hurwitz
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parameters hD .G; .C1/; .�1// such that Hur�
h
! Conf� has quasifull monodromy

with connected components indexed by the finite set H�
h

.
There is a natural action of Gal.Q=Q/ab on H�

h
. When �1 is divisible by the

exponent of HG;.C1/, there is an identity element 0 2 H�
h

fixed by Gal.Q=Q/ab.
Thus one gets infinitely many full covers HUR�

h;0
! CONF� defined over Q and

ramified within P . It is proved in [Roberts 2014, §7] that the number N.�1/ of
PGL2.Q/-orbits represented by points in CONF.�1/.ZŒ1=P�/ tends to1 with �1.

Thus, for each �1 in an infinite arithmetic progression, one has N.�1/ algebras
K�
h;u

ramified within P . To prove Conjecture 8.1, one not only has to control Galois
groups and ramification as in Section 8A, one has to control them simultaneously,
a difficult task. However if the thin set from Hilbert irreducibility intersects the
P-integral points at random, the K�

h;u
should have a strong tendency to be full

fields. On similar grounds, one would expect the K�
h;u

to be nonisomorphic. Direct
calculations, like those summarized in the next two subsections, confirm these
expectations very strongly. For Conjecture 8.1 to hold for P , there would just have
to be a subsequence of �1 for which one of the N.�1/ subalgebras was full.

8C. Specializing a sample cover. To illustrate concretely how Hurwitz covers
naturally lead to full number fields with controlled ramification, we summarize
here the introductory example of [Roberts � 2015]. In this example, let h D
.S5; .C2111; C5/; .4; 1//, with C2111 and C5 the class of involutions and 5-cycles
respectively. Then Hur�

h
D Hurh is a full cover of Conf4;1 of degree 25. The fiber

of Hurh! Conf4;1 over the configuration uD .D1;D2/D .fa1; a2; a3; a4g; f1g/
consists of all equivalence classes of quintic polynomials

g.y/D y5C by3C cy2C dyC e (8-1)

whose critical values are a1; a2; a3; a4. Here the equivalence class of g.y/ consists
of the five polynomials g.�y/, where � runs over fifth roots of unity.

Explicitly, consider the resultant r.t/ of g.y/� t and g0.y/. Then r.t/ equals

3125t4C1250.3bc�10e/t3

C.108b5�900b3dC825b2c2�11250bceC2000bd2C2250c2dC18750e2/t2

�2
�
108b5e�36b4cdC8b3c3�900b3deC825b2c2eC280b2cd2�315bc3d

�5625bce2C2000bd2eC54c5C2250c2de�800cd3C6250e3
�
t

C
�
108b5e2�72b4cdeC16b4d3C16b3c3e�4b3c2d2�900b3de2C825b2c2e2

C560b2cd2e�128b2d4�630bc3deC144bc2d3�3750bce3C2000bd2e2

C108c5e�27c4d2C2250c2de2�1600cd3eC256d5C3125e4
�
:

For fixed fa1; a2; a3; a4g, there are generically 125 different solutions .b; c; d; e/ to
the equation r.t/D 3125.t�a1/ � � � .t�a4/. Two solutions are equivalent exactly if
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they have the same e. Whenever D1 is rational, i.e.,
Q
.t �ai / 2QŒt �, the resulting

set of e forms the set of roots of a degree-25 polynomial with rational coefficients.
By taking u 2 CONF4;1.ZŒ1=30�/, one gets more than 10000 different fields with
Galois group A25 or S25 and discriminant of the form ˙2a3b5c .

8D. Comparison with the mass heuristic. Let FP.m/ be the number of full fields
ramified within P of degree m. The mass heuristic [Bhargava 2007, (3.3)] gives an
expected value �P.m/ for FP.m/ as an easily computed product of local masses.
This heuristic has had clear success in the setting of fixed degree and large dis-
criminant, being for example exactly right on average for mD 5 [Bhargava 2010].
In [Roberts 2007, §11], we considered the opposite regime of fixed ramifying
primes and increasing degree. We proved there that for any P the sequence �P.m/

ultimately decreases superexponentially with m.
The convergence of

P1
mD1 �P.m/ for any P argues against Conjecture 8.1.

However, our calculations confirming genericity of specialization make it clear
that the K�

h;u
we are considering here simply escape the influence of the mass

heuristic. For instance, one of many examples in [Roberts � 2015] comes from
the Hurwitz parameter h D .S6; .C21111; C321; C3111; C411/; .2; 1; 1; 1//. The
covering HURh ! CONF2;1;1;1 is full of degree 202. The specialization set
CONF2;1;1;1.ZŒ1=30�/ intersects exactly 2947 different PGL2.Q/-orbits on the set
CONF2;1;1;1.Q/ [Roberts 2014, §9.2]. The mass heuristic predicts

1X
mD202

�f2;3;5g.m/ < 10
�16

full fields in degree � 202. However specialization is as generic as it could be, as
the 2947 algebras Kh;u are pairwise nonisomorphic and all full.

8E. Concluding discussion. There are other aspects of the sequences FP.m/ that
are not addressed by Conjecture 8.1. For example, our belief is that Conjecture 8.1
still holds with the conclusion strengthened to FP.m/ being unbounded. Also
notable is that fields arising from full fibers of Hurwitz covers occur only in degrees
for which there is a cover. By the mass formula, these degrees form a sequence of
density zero. A fundamental question is thus the support of the sequences FP.m/,
meaning the set of degrees m for which FP.m/ is positive.

One extreme possibility, giving as much credence to the mass heuristic as is still
reasonable, is that FP.m/ has support on a sequence of density zero in general and
is eventually zero unless P contains the set of prime divisors of the order of a finite
simple group. This would imply that the classification of finite simple groups has
an unexpected governing influence on a part of algebraic number theory seemingly
quite removed from general group theory. If this extreme possibility does not hold,
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then there would have to be a broad and as yet unknown class of number fields
which is also exceptional from the point of view of the mass heuristic.
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The Adams operators ‰n on a Hopf algebra H are the convolution powers of
the identity of H . They are also called Hopf powers or Sweedler powers. We
study the Adams operators when H is graded connected. The main result is a
complete description of the characteristic polynomial — both eigenvalues and
their multiplicities — for the action of the operator ‰n on each homogeneous
component of H . The eigenvalues are powers of n. The multiplicities are
independent of n, and in fact only depend on the dimension sequence ofH . These
results apply in particular to the antipode of H , as the case nD�1. We obtain
closed forms for the generating function of the sequence of traces of the Adams
operators. In the case of the antipode, the generating function bears a particularly
simple relationship to the one for the dimension sequence. In the case where H
is cofree, we give an alternative description for the characteristic polynomial
and the trace of the antipode in terms of certain palindromic words. We discuss
parallel results that hold for Hopf monoids in species and for q-Hopf algebras.
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Introduction

Let H be a Hopf algebra with antipode S W H ! H . If H is commutative or
cocommutative, then it is well known that S is an involution (S2D id). In particular,
its eigenvalues are ˙1. Alternatively, if H is finite-dimensional, then S has finite
even order (and its eigenvalues can be arbitrary even roots of unity). This paper
studies the behavior of the antipode when H is graded connected. We prove in
Corollary 5 that, in this case, the eigenvalues of S are always ˙1, even though S
may have infinite order on any homogeneous component of H .

It is both natural and convenient to consider a more general family of operators
on H : the convolution powers of the identity. These are the Adams operators ‰n,
and the antipode is ‰�1. Our main result, Theorem 3, provides a complete de-
scription of the characteristic polynomial for the operator ‰n acting on the m-th
homogeneous component of H . For each scalar n and nonnegative integer m,
the polynomial is uniquely determined by the dimension sequence of H . The
eigenvalues are powers of n. The multiplicities count samples with replacement
by length and weight, with the samples taken from a weighted set that arises,
numerically, as the inverse Euler transform of the dimension sequence of H , and
algebraically, as a basis of the graded Lie algebra of primitive elements of a Hopf
algebra canonically associated to H .

Corollaries 10 and 13 provide information on the trace of the antipode. The
former provides a semicombinatorial description for its values, and the latter the
following remarkable expression for the generating function:X

m�0

trace.SjHm
/ tm D

h.t2/

h.t/
;

where h.t/ is the generating function for the dimension sequence of H . We derive
in Corollary 17 information about the asymptotic behavior of the sequence of traces.

To put these results into perspective, consider the Hopf algebra of symmetric
functions. Calculating the trace of the antipode on suitable linear bases yields a
simple proof of the interesting identity (see Section 5.1)

c.m/D e.m/� o.m/;

where c.m/ denotes the number of self-conjugate partitions of m, and e.m/ and
o.m/ denote the number of partitions of m with an even number of even parts, and
with an odd number of even parts, respectively. The generating function for the
trace of the antipode in the preceding paragraph may be seen as an extension of
this result to arbitrary graded connected Hopf algebras.

Consider now the Hopf algebra of quasisymmetric functions. Another quick
calculation reveals that the trace of the antipode on the m-th component is a signed
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count of palindromic compositions of m; see Section 5.3. Corollary 22 provides a
similar result that applies to any graded connected Hopf algebra that, as a graded
coalgebra, is cofree.

Some of the main results admit extensions to certain graded connected q-Hopf
algebras. Among these, we highlight Corollary 34, which describes the trace of
the antipode as a polynomial in q, and Corollary 37, which involves appropriate
q-generating functions and replaces the above relationship between the sequence
of antipode traces and the dimension sequence.

The theory of Hopf monoids in species often runs in parallel to the theory of
graded connected Hopf algebras. The main results of the paper admit variants that
apply in this context. The sequence of antipode traces is now determined from the
dimension sequence as follows (Corollary 29): the exponential generating function
of the former is the reciprocal of that of the latter.

The paper is organized as follows. In Section 1, we discuss the necessary
preliminaries from Hopf algebra theory. The proof of Theorem 3 is carried out in
Section 2. Section 3 focuses on the trace of the Adams operators and the antipode
particularly. In Section 4, we give alternatives to our main results about the antipode
that hold in the presence of cofreeness assumptions. Section 5 provides illustrations
of the results and some simple calculations. In Appendix A we present the results for
Hopf monoids in species, and in Appendix B we treat the case of q-Hopf algebras.

The present paper supersedes and considerably expands on the results of our
extended abstract [Aguiar and Lauve 2013].

1. Preliminaries on Hopf algebras

Throughout, all vector spaces are over a field k of characteristic zero.
The structure maps of a bialgebra H are denoted by

� WH ˝H !H; � WH !H ˝H;

� W k!H; " WH ! k:

The antipode of a Hopf algebra H is denoted by

S WH !H:

1.1. Convolution. Let H be a bialgebra and let End.H/ denote the space of linear
maps T WH !H . The convolution product of P;Q 2 End.H/ is

P �Q WD � ı .P ˝Q/ ı�:

This turns the space End.H/ into an associative algebra. The unit element is

� ı ":
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The bialgebra H is a Hopf algebra if and only if the identity of H is convolution-
invertible. In this case, the antipode S is the convolution-inverse of the identity map:

S� idD id�SD � ı ":

Let H be a bialgebra. Put �.0/ WD id, �.1/ WD�, and

�.n/ WD .�˝ id˝.n�1// ı�.n�1/ for all n� 2:

The superscript is one less than the number of tensor factors in the codomain.
Similarly, �.n/ denotes the map that multiplies nC1 elements ofH , with �.0/ WD id.
The convolution powers of any T 2 End.H/ can be written as

T �0 D � ı " and T �n D �.n�1/ ıT˝n ı�.n�1/ for n� 1:

1.2. Adams operators. Let H be a Hopf algebra. The convolution powers id�n of
the identity of H are defined for any integer n. They are called Adams operators
and are denoted by

‰n WD id�n WH !H: (1)

For n� 1, we have
‰n D �

.n�1/
ı�.n�1/: (2)

Note that ‰0 D � ı " and ‰�1 D S. Also,

‰�n D S�n (3)

for all n.
This terminology is used in [Cartier 2007, §3.8] and [Loday 1992, §4.5]. Other

common terminology for these operators are Hopf powers [Ng and Schauenburg
2008], Sweedler powers [Kashina et al. 2006; 2012], and characteristic opera-
tions [Gerstenhaber and Schack 1991; Patras 1993]. The paper [Aguiar and Mahajan
2013, §13] studies analogous operators in the context of Hopf monoids in species.

The main goal of this paper is to analyze the characteristic polynomial of these
operators when the Hopf algebra H is graded connected.

1.3. Coradical filtration and primitive elements. For more details on the notions
reviewed in this section, see [Montgomery 1993, Chapter 5] or [Radford 2012,
Chapter 4].

Let H .0/ denote the coradical of a bialgebra H , and let

H .0/
�H .1/

�H .2/
� � � � �H

denote its coradical filtration. We have

H D
[
m�0

H .m/:
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We say that H is connected if H .0/ is spanned by the unit element 1 2H . In
this case, H is a Hopf algebra; see Section 1.4. In addition, H .1/ DH .0/˚P.H/,
where

P.H/ WD fx 2H j�.x/D 1˝ xC x˝ 1g

is the space of primitive elements of H . More generally, setting HC WD Ker."/ and
defining �C WHC!HC˝HC by

�C.x/ WD�.x/� 1˝ x� x˝ 1;

we have H .m/DH .0/˚Ker.�.m/
C
/, where the iterates of �C are defined as for �.

Let H be a bialgebra. Let grH denote the graded vector space associated to the
coradical filtration of H :

grH WDH .0/
˚ .H .1/=H .0//˚ .H .2/=H .1//˚ .H .3/=H .2//˚ � � � : (4)

A filtration-preserving map f WH !K induces a map

grf W grH ! grK:

The structure maps of H are filtration-preserving (when H ˝H is endowed with
the tensor product of the coradical filtrations of each factor). The induced maps
turn grH into a bialgebra. If H is a Hopf algebra, so is grH . If H is connected,
so is grH . More importantly:

Lemma 1. If the bialgebraH is connected, then the bialgebra grH is commutative.

This is an immediate consequence of [Sweedler 1969, Theorem 11.2.5.a]. A
direct proof is given in [Aguiar and Sottile 2005a, Proposition 1.6]. We are thankful
to Akira Masuoka, Susan Montgomery and the referee for pointing out the reference
to Sweedler’s text.

The passage H 7! grH is functorial with respect to filtration-preserving maps.
It follows that convolution products are preserved: if f and g WH !H are linear
maps, then

gr.f �g/D .grf /� .grg/: (5)

A morphism of bialgebras f WH !K preserves the coradical filtrations. The
induced map grf W grH ! grK is a morphism of bialgebras.

1.4. Antipode and Eulerian idempotents. Any connected bialgebra is a Hopf al-
gebra with antipode

SD
X
k�0

.� ı "� id/�k : (6)

This basic result can be traced back to Sweedler [1969, Lemma 9.2.3] and Takeuchi
[1971, Lemma 14]; see also [Montgomery 1993, Lemma 5.2.10] and [Radford
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2012, Lemma 7.6.2]. It follows by expanding

x�1 D
1

1� .1� x/
D

X
k�0

.1� x/k

in the convolution algebra, with xD id and 1D �ı". Connectedness guarantees that
the sum in (6) is finite when evaluated on any h 2H . More precisely, if h 2H .m/,
then .id� � ı "/�k.h/D 0 for all k > m.

Assume for the remainder of the section that H is a connected Hopf algebra.
The binomial theorem yields the following expression for the n-th Adams operator

for all integers n:

‰n D
X
k�0

�n
k

�
.id� � ı "/�k : (7)

Moreover, the right-hand side of (7) is well-defined for all scalar values of n. In
this manner, the Adams operators ‰n are defined for all scalars n.

Similarly, the following series expansion defines an element log.id/ in the con-
volution algebra:

log.id/ WD �
X
k�1

1

k
.� ı "� id/�k : (8)

Additionally, consider the elements e.k/, for k � 0, given by

e.0/ WD � ı "; e.1/ WD log.id/; e.k/ WD
1

kŠ
.e.1//�k for k > 1: (9)

In the case where H is commutative or cocommutative, the e.k/ form a complete
orthogonal system of idempotent operators on H . That is,

idD
X
k�0

e.k/; e.k/ ı e.k/ D e.k/; e.j / ı e.k/ D 0 for j ¤ k: (10)

The e.k/ are the higher Eulerian idempotents; e.1/ is the first Eulerian idempotent.
It follows from (1), (9), and the identity x�n D exp.n log x/ that

‰n D
X
k�0

nk e.k/ (11)

for all scalars n. In particular,

SD
X
k�0

.�1/k e.k/ :

If H is cocommutative, e.k/ projects onto the subspace spanned by k-fold
products of primitive elements of H . In particular, e.1/ projects onto P.H/.
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For proofs of these results, see [Loday 1992, Chapter 4], [Patras 1993] or [Schmitt
1994, §9]. Some instances of these operators in the recent literature include [Diaco-
nis et al. 2014; Novelli et al. 2013; Pang 2014; Patras and Schocker 2006]. For refer-
ences to earlier work on Eulerian idempotents, see [Aguiar and Mahajan 2013, §14].

1.5. Hopf–Lie theory. Let H be a bialgebra. The space P.H/ is a Lie subalgebra
of H under the commutator bracket. Write g for the Lie algebra P.H/. If H is
connected and cocommutative, the Cartier–Milnor–Moore (CMM) theorem yields
a canonical isomorphism of Hopf algebras

H Š U.g/

between H and the enveloping algebra of g.
Let S.V / denote the symmetric algebra on a space V . It carries a unique Hopf

algebra structure for which the elements of V are primitive. The Poincaré–Birkhoff–
Witt (PBW) theorem furnishes canonical isomorphisms

U.g/Š S.g/ and grU.g/Š S.g/;

where g is an arbitrary Lie algebra. The former is an isomorphism of coalgebras,
the latter of Hopf algebras. Here S.g/ is the symmetric (Hopf) algebra on the vector
space underlying g.

Proofs of these classical results can be found in [Cartier 2007, §3.8], [Milnor
and Moore 1965, § 7] and [Quillen 1969, Appendix B]. For additional references,
see [Kassel 1995, Theorem V.2.5], [Loday 1992, §3.3.4 and Appendix A], and [Mont-
gomery 1993, Theorem 5.6.5].

Lemma 1 provides a construction of a commutative connected Hopf algebra grH
from an arbitrary connected Hopf algebra H . This will enable us to employ CMM
and PBW in a wider setting than that of (co)commutative Hopf algebras.

1.6. Graded bialgebras. The bialgebraH is graded if there is given a vector space
decomposition

H D
M
m�0

Hm

such that

�.Hp˝Hq/�HpCq for all p; q � 0;

�.Hm/�
M

pCqDm

Hp˝Hq for all m� 0,

Im.�/�H0; and Hm � Ker."/ for all m> 0:

(The condition on the unit map � simply states that 1 2H0.) If H is Hopf and the
antipode satisfies

S.Hm/�Hm
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for all m� 0, we say that H is a graded Hopf algebra.
If H is an arbitrary bialgebra, then grH is a graded bialgebra for which the

component of degree n is H .n/=H .n�1/.
Let H be a graded bialgebra. The space P.H/ is then graded with P.H/m D

P.H/ \ Hm. Moreover, P.H/ is then a graded Lie algebra. Similarly, each
subspace H .n/ is graded with .H .n//m D H .n/ \Hm. Hence, grH inherits a
second grading for which

.grH/m WD .H .0//m˚
�
.H .1//m=.H

.0//m
�
˚
�
.H .2//m=.H

.1//m
�
� � � : (12)

Moreover, H .0/ �H0.
We say that H is graded connected if dimH0 D 1. The preceding implies that

in this case H0 DH .0/, and therefore H is indeed connected.
Assume thatH is a graded connected bialgebra. One may show by induction that

Hm �H
.m/ for all m. It follows that the sum (12) stops at .H .m//m

ı
.H .m�1//m.

It also follows, from (6), that H is a graded Hopf algebra and

SjHm
D

mX
kD0

.� ı "� id/�k
ˇ̌̌̌
Hm

: (13)

More generally, it follows from (7) that

‰njHm
D

mX
kD0

�n
k

�
.id� � ı "/�k

ˇ̌̌̌
Hm

: (14)

2. Characteristic polynomials of the Adams operators

This section contains the main result (Theorem 3), which determines the character-
istic polynomials of the Adams operators on a graded connected Hopf algebra H .
These only depend on the dimension sequence of H . A number of consequences
about the antipode are also presented. Some preliminaries on enumeration of
multisets are reviewed first.

2.1. Sampling with replacement and the symmetric algebra. Given a sequence
g D .gi /i�1 and a partition �D 1k12k2 � � � rkr , put�

g

�

�
WD

�g1Ck1�1
k1

�
� � �

�grCkr�1
kr

�
: (15)

Let j�j WD k1C2k2C� � �Crkr denote the size of �, and `.�/ WD k1Ck2C� � �Ckr
denote the number of parts of �. Given nonnegative integers k and m, set

mul.k;m/ WD
X
j�jDm
`.�/Dk

�
g

�

�
: (16)
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In particular,

mul.0;m/D ı.0;m/ and mul.k;m/D 0 for all k > m. (17)

The numbers mul.k;m/ depend on the given sequence, although this is not reflected
in the notation.

If we sample with replacement from a set with gi elements of weight i , then
�g
�

�
counts the number of samples with weight distribution �; in other words, the
number of multisets of cardinality `.�/ containing exactly ki elements of weight i
for each i D 1; : : : ; r . The numbers mul.k;m/ then count the number of multisets
of cardinality k and total weight m.

Now letW be a positively graded vector space, and let gi WDdimWi for each i�1.
LetW k denote the k-th symmetric power ofW . In other words,W k is the subspace
of the symmetric algebra S.W / spanned by k-fold products of elements of W . It
inherits a grading from W , where .W k/m is spanned by products w1 � � �wk with
deg.w1/C � � �C deg.wk/Dm.

Fix a homogeneous basis ofW , and let it be our sample set. The set of monomials
of length k (that is, k-fold products of basis elements of W ) is then a basis of
W k . A multiset of cardinality k and total weight m corresponds to a monomial of
length k and degree m. Therefore,

dim.W k/m Dmul.k;m/:

The bivariate generating series for S.W / by length and degree is thenX
k;m�0

mul.k;m/ sktm D
Y
i�1

.1� st i /�gi : (18)

This follows by expanding the right-hand side with the aid of the binomial theorem
and employing (15) and (16).

The numbers mul.k;m/ enter in Theorem 3 below.

2.2. Characteristic polynomial. We state some standard results from linear algebra.

Lemma 2. Let V be a finite-dimensional vector space and T 2 End.V / a linear
transformation.

(i) Let U be a T -invariant subspace of V . If T " 2 End.V=U / denotes the linear
transformation induced by T on the quotient, and T# 2 End.U / denotes the
restriction of T to U , then the characteristic polynomials of these three maps
satisfy

�T .x/D �T#.x/ �T ".x/:

(ii) The characteristic polynomials of T and of the dual map T � 2 End.V �/ are
equal. �
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We are now ready for our main result. LetH be a graded connected Hopf algebra.
We assume from this point onwards that the homogeneous components Hm of H
are finite-dimensional. We let zH denote the graded dual of grH with respect to
the grading (12). It is a graded bialgebra with homogeneous components

zHm WD
�
.grH/m

��
:

If H is graded connected, zH is graded connected and cocommutative, by Lemma 1.
We let g WD P. zH/ denote the graded Lie algebra of primitive elements of zH . For
each i � 1, let

gi WD dim gi

denote the dimension of the homogeneous component of g of degree i . Consider
the corresponding numbers mul.k;m/, as in (16).

Theorem 3. Let H be as above. For every scalar n and nonnegative integer m, the
characteristic polynomial of the restriction ‰njHm

of the n-th Adams operator is

�.‰njHm
/.x/D

mY
kD0

.x�nk/mul.k;m/: (19)

Before the proof, a few remarks are in order. First, note that the factor indexed
by k D 0 is nontrivial only when mD 0, according to (17). Second, note that the
exponents mul.k;m/ do not depend on n. Additional information on the exponents
mul.k;m/ is provided in Proposition 4.

Proof. First of all, it suffices to establish (19) when n is a nonnegative integer.
Indeed, both sides depend polynomially on n— the left-hand side in view of (14).

We argue that we may replace H with grH . Indeed, since ‰n preserves both
the grading and the coradical filtration of H , it preserves the filtration

.H .0//m � .H
.1//m � � � � � .H

.m//m DHm

for each m. By repeated application of Lemma 2(i), we deduce that

�.‰njHm
/D �

�
gr.‰n/j.grH/m

�
:

In addition, by (5),

gr.‰n/D gr.id�n/D .gr id/�n D id�n D‰n:

Therefore,
�.‰njHm

/D �.‰nj.grH/m/:

Next, we may replace grH with zH . Indeed, the map T 7!T � is an isomorphism
of convolution algebras End.H/Š End.H�/ (where duals and endomorphisms are
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in the graded sense). Together with Lemma 2(ii) this implies that

�.‰nj.grH/m
/D �.‰nj zHm

/:

Now let gDP. zH/. By CMM, zH Š U.g/, and by PBW, grU.g/Š S.g/ as Hopf
algebras. The same argument as above shows that we may replace zH with S.g/.

As S.g/ is cocommutative, the Eulerian idempotents are available. From (11)
we have that

�.‰njS.g/m/D
Y
k�0

�.nk e.k/ jS.g/m/:

It thus suffices to calculate the characteristic polynomial of the e.k/ on S.g/.
Finally, the action of e.k/ on S.g/ is simply a projection onto gk , the subspace

spanned by k-fold products of elements of g. It follows that

�.nk e.k/ jS.g/m/.x/D .x�n
k/mul.k;m/;

where
mul.k;m/D dim .gk/m:

This completes the proof. �

Remark. One may easily see that the Adams operators act on S.W / as follows:

‰n.w1 � � �wk/D n
kw1 � � �wk;

where wi 2 W , i D 1; : : : ; k. The proof of Theorem 3 can then be completed
without explicit mention of the Eulerian idempotents.

On the other hand, assume that H is a graded connected Hopf algebra that is
either commutative or cocommutative. The expression (11) for the Adams operators
in terms of the Eulerian idempotents shows that the former are simultaneously
diagonalizable. The thesis of Amy Pang [2014] contains a discussion of a common
eigenbasis for the Adams operators on such H .

The exponents mul.k;m/ are determined by the dimension sequence of g, through
(15) and (16). In turn, this sequence is related to the dimension sequence of H by

1C
X
m�1

hmt
m
D

Y
i�1

.1� t i /�gi ; (20)

where hm WD dimHm. Indeed, the right-hand side is the generating series for S.g/,
and we have from the proof of Theorem 3 thatHmŠ zHmŠS.g/m as vector spaces.
It follows that the sequences .gi / and .hm/ determine each other. In particular:

Proposition 4. The exponents mul.k;m/ are determined by the dimension sequence
of H .
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Remark. Equation (20) says that the sequence .hm/m�1 is the Euler transform
of .�gi /i�1, in the sense of [Sloane and Plouffe 1995, p. 20]. The nonnegativity
of the sequence .gi / restricts the class of sequences .hm/ that may be realized as
dimension sequences of graded connected Hopf algebras.

2.3. Eigenvalues of the antipode. Let H be a graded connected Hopf algebra
and S its antipode.

Applying Theorem 3 in the case nD�1 yields information about the antipode,
since SD‰�1. We obtain

�.SjHm
/.x/D .x� 1/emul.m/.xC 1/omul.m/; (21)

where

emul.m/ WD
X
k even

mul.k;m/ and omul.m/ WD
X
k odd

mul.k;m/:

In particular:

Corollary 5. The eigenvalues of the antipode are˙1.

Remark. Corollary 5 fails for general Hopf algebras. Let ! be a primitive cube
root of unity and consider Taft’s Hopf algebra T3.!/ [Taft 1971], with generators
fg; xg and relations fg3 D 1, x3 D 0, gx D ! xgg. The coproduct and antipode
are determined by �.g/ D g ˝ g, S.g/ D g�1, �.x/ D 1 ˝ x C x ˝ g, and
S.x/D�xg�1. Here x2C! x2g is an eigenvector of S with eigenvalue !.

From Corollary 5 we deduce:

Corollary 6. The antipode is diagonalizable if and only if it is an involution.

Remark. The antipode of a graded connected Hopf algebra need not be an in-
volution (or equivalently, diagonalizable). For example, consider the Malvenuto–
Reutenauer Hopf algebra of permutations (Example 8). Its antipode is of infinite
order already on the homogeneous component of degree 3; see Remark 5.6 in
[Aguiar and Sottile 2005b].

2.4. Composition powers of the antipode. Consider S2, the composition of the
antipode S with itself. Corollary 5 implies that 1 is the only eigenvalue of S2, so
S2�id is nilpotent on each homogeneous component. We have a more precise result.

Proposition 7. The map .S2� id/jHm
is nilpotent of order at most m.

Proof. Since gr.H/ is commutative, S2 D id on gr.H/. Hence .S2� id/.H .m//�

H .m�1/ for all m � 1. On H .1/ D k ˚ P.H/, we have S D ˙id, and then
S2 � id D 0. By induction, .S2 � id/m.H .m// D 0 for all m � 1. The statement
follows by recalling that Hm �H .m/. �
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Remark. Let dm be the order of nilpotency of .S2� id/jHm
, so that 1� dm �m

by Proposition 7. The lower bound dm D 1 is attained by any involutory Hopf
algebra for all m. Computations suggest that the Hopf algebra of signed permuta-
tions [Bonnafé and Hohlweg 2006] attains the upper bound dm Dm for all m� 1.

Example 8. Consider the Hopf algebra H D SSym introduced by Malvenuto
and Reutenauer [1995]. We claim that dm � m� 1 for m � 2 (and d1 D 1). Let
idm D 123 � � �m be the identity permutation, in one-line notation, and let !m be
the longest permutation of m elements, !m D m � � � 321. Let F and M denote
the fundamental and monomial bases of H , in the notation of [Aguiar and Sottile
2005b]. It follows from Corollary 6.3 of the same paper that

Hm D .Hm\H
.m�1//˚Km;

where Km is the one-dimensional space spanned by F!m
DM!m

. The proof of
Proposition 7 shows that on Hm\H .m�1/ the order of nilpotency is at most m�1.
On the other hand, it is easy to see that

S.F!m
/D .�1/mFidm

and S.Fidm
/D .�1/mF!m

:

Therefore, S2 is the identity on Km. The claim follows.

We turn to higher composition powers of the antipode. Since H op is another
graded connected Hopf algebra, it possesses an antipode, and this is the inverse
of S by [Montgomery 1993, Lemma 1.5.11] or [Aguiar and Mahajan 2013, Propo-
sition 1.23]. In particular, S is invertible, and we may consider powers Sn for any
integer n.

Proposition 9. For any integer n,

�.SnjHm
/.x/D

�
�.idjHm

/.x/ if n is even,
�.SjHm

/.x/ if n is odd.
(22)

Proof. As in the proof of Theorem 3, we may assume that H is commutative. In
this case, S2 D id and hence Sn D id for even n and Sn D S for odd n. �

3. The trace of the Adams operators

We study the trace of the Adams operators on H . The generating functions for
their sequences of traces admit closed expressions in terms of the inverse Euler
transform of the dimension sequence of H . The generating function for the trace
of the antipode is particularly remarkable.

3.1. Generating functions for the trace. We return to the situation of Theorem 3.
Thus, H is a graded connected Hopf algebra, and the integers mul.k;m/ are deter-
mined by its dimension sequence through (15), (16), and (20).
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As an immediate consequence of this theorem, we have:

Corollary 10. For all scalars n and nonnegative integers m,

trace.‰njHm
/D

mX
kD0

nk mul.k;m/: (23)

In particular,

trace.SjHm
/D

mX
kD0

.�1/k mul.k;m/D emul.m/� omul.m/: (24)

We turn to generating functions for the trace. First we consider the n-th Adams
operator. Recall that the sequence .gi / is determined by the dimension sequence
of H through (20).

Corollary 11. For all scalars n,X
m�0

trace.‰njHm
/ tm D

Y
i�1

.1�nt i /�gi : (25)

Proof. This follows at once from (18) and (23). �

For each scalar n, let

hn.t/ WD
X
m�0

trace.‰njHm
/ tm

denote the generating function for the sequence of traces of ‰n. As a consequence
of Corollary 11, these functions satisfy certain interesting relations. In order to
state them, let

�k WD f! 2 C j !k D 1g

denote the group of complex k-th roots of unity.

Proposition 12. For each scalar n and positive integer k,

hnk .tk/D
Y
!2�k

h!n.t/: (26)

In particular,
hn2.t2/D hn.t/ h�n.t/: (27)

Proof. We employ the factorization

1� tk D
Y
!2�k

.1�!t/:

Then, from (25), we have

hnk .tk/D
Y
i�1

.1�nktki /�gi D

Y
i�1

Y
!2�k

.1�!nt i /�gi D

Y
!2�k

h!n.t/: �
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The generating function for the trace of the antipode takes a special form. Let

h.t/ WD 1C
X
m�1

hm t
m

denote the generating function for the dimension sequence of H .

Corollary 13.
X
m�0

trace.SjHm
/ tm D

h.t2/

h.t/
: .28/

Proof. Since ‰1 D id and ‰�1 D S, we have h.t/D h1.t/ andX
m�0

trace.SjHm
/ tm D h�1.t/:

Thus, (28) is the case nD 1 of (27). �

Remark. Corollary 13 shows that the sequence of antipode traces is determined by
the dimension sequence in a simple manner. The result also shows that, conversely,
the dimension sequence is determined by the sequence of antipode traces since the
relation (28) can be solved for h.t/.

Example 14. Suppose the dimension sequence ofH is given by hm WD rm, where r
is a fixed nonnegative integer. Then h.t/D 1=.1� rt/ and

h.t2/

h.t/
D
1� rt

1� rt2
D

X
n�0

rn t2n�
X
n�0

rnC1 t2nC1:

It follows from (28) that

trace.SjHm
/D

�
rm=2 if m is even,
�r.mC1/=2 if m is odd.

We have computed the trace of the antipode without knowing anything other than
the dimension sequence of H . A Hopf algebra with the given dimension sequence
is the free algebra on r primitive generators of degree 1; a direct computation of the
trace can then be carried out. We do this for the dual Hopf algebra in Example 23.

We record the generating function for the trace of the composition powers of the
antipode.

Corollary 15. For any integer n,X
m�0

trace.SnjHm
/ tm D

�
h.t/ if n is even,
h.t2/=h.t/ if n is odd.

(29)

Proof. This follows from Proposition 9 and Corollary 13. �
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3.2. The trace of the antipode versus the dimension sequence. We write

am WD trace.SjHm
/

for each nonnegative integer m. Let a.t/ be its generating function.
We analyze the behavior of the sequence .am/ in relation to the dimension

sequence .hm/.

Corollary 16. If the sequence .hm/ satisfies a linear recursion with constant coeffi-
cients, then so does .am/.

Proof. We employ [Stanley 2012, Theorem 4.1.1]. In this situation, the series h.t/
is rational, and hence so is a.t/ by (28). �

We turn to asymptotics. We assume there exists a meromorphic function h.z/
of a complex variable z, holomorphic on a neighborhood of 0, and such that its
Taylor expansion is the generating function h.t/. It then follows from Pringsheim’s
theorem [Flajolet and Sedgewick 2009, Theorem IV.6] that a dominant singularity
occurs at a positive real number R. Moreover, R � 1. Indeed, if R > 1, the
coefficients hm would approach 0 by the exponential growth formula [ibid., Theo-
rem IV.7], and this would force the integers hm to be 0 from a point on. (As we
remark at the end of Section 3.3, this can only happen if H is the one-dimensional
Hopf algebra, a triviality which we exclude from consideration.)

Corollary 17. Suppose thatR is the unique singularity of h.z/ in the disk jzj �R1=4.
Let  be the order of this singularity. Suppose further that h.z/ is nonzero in the
disk jzj �R1=2, and

h.�R1=2/¤˙h.R1=2/:

Then
am

hm
�
Rm=2

2

�
1

h.R1=2/
C .�1/m

1

h.�R1=2/

�
: (30)

Proof. The hypotheses guarantee that R is the unique dominant singularity for h.z/
and also that ˙R1=2 are the unique dominant singularities for a.z/D h.z2/=h.z/.
We then have the standard approximations [Flajolet and Sedgewick 2009, §B.IV;
Wilf 2006, §5.2]

hm �
1

�./
m�1R�mh�.R/

and

am �
2

�./
m�1R�m=2h�.R/

�
1

h.R1=2/
C .�1/m

1

h.�R1=2/

�
;

where � is the gamma function and h�.R/D lim
z!R

.1� z=R/ h.z/. The result
follows. �
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Example 18. Suppose the dimension sequence is given by

h0 D h1 D h2 WD 1 and hm WD hm�1C hm�2 for all m� 3.

Thus, for m� 1, the hm are the Fibonacci numbers. In this case,

h.z/D
z2� 1

z2C z� 1
D .z2� 1/.zC�/�1.z� 1=�/�1;

where � D .1C
p
5/=2 is the golden ratio. The hypotheses of Corollary 17 are

satisfied with RD 1=� and  D 1. We obtain from (30) the approximation

am

hm
�

�
��m=2 if m is even,
��.�mC3/=2 if m is odd.

A Hopf algebra with this dimension sequence is discussed in Section 5.4, and the
sequence am is computed explicitly; see (52). The above may then be seen to follow
from the well-known approximation hm � �m=

p
5 for the Fibonacci numbers.

3.3. Schur indicators. A theme occurring in the recent Hopf algebra literature
involves a generalization of the Frobenius–Schur indicator function of a finite group.
If � WG! End.V / is a complex representation of G, then the (second) indicator is

�2.G; �/ WD
1

jGj

X
g2G

trace �.g2/:

The only values this invariant can take on irreducible representations are 0; 1;�1,
and this occurs precisely when V is a complex, real, or quaternionic representation,
respectively [Serre 1977, Proposition 39]. In [Linchenko and Montgomery 2000],
a reformulation of the definition was given in terms of convolution powers of the
integral1 in CG. This extended the notion of (higher) Schur-indicators to all finite-
dimensional Hopf algebras, and has since become a valuable tool for the study of
these algebras [Kashina et al. 2002; Ng and Schauenburg 2008; Sage and Vega
2012; Shimizu 2012]. In the case where � is the regular representation (and H is
semisimple), it is shown in [Kashina et al. 2006] that the higher Schur indicators can
be reformulated further, removing all mention of the integral: for all nonnegative
integers n,

�nC1.H/D trace.S ı‰n/:

See also [Kashina et al. 2012]. Our results lead to the following formula for these
invariants in the case where H is graded connected (instead of finite-dimensional).

1This construct, present for finite-dimensional Hopf algebras, is unavailable for general graded
connected Hopf algebras.
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Corollary 19. Let H be a graded connected Hopf algebra. Then, for all scalars n
and nonnegative integers m,

trace.S ı‰n/D
mX
kD0

.�n/k mul.k;m/;

where mul.k;m/ is as in Theorem 3.

Proof. As in the proof of Theorem 3, we may assume that H is commutative.
Then S is a morphism of algebras, and, using (2) and (3), we have

S ı‰n D S ı�.n�1/ ı�.n�1/ D �.n�1/ ıS˝n ı�.n�1/ D S�n D‰�n:

The result follows from (23). �

Remark. We mention in passing that the only Hopf algebra H that is at the same
time connected and finite-dimensional is the (unique) one-dimensional Hopf algebra.
Indeed, combining Lemma 1 with CMM and PBW (as in the proof of Theorem 3), we
haveH Š S.V / as vector spaces for some space V . But the only space V for which
the symmetric algebra is finite-dimensional is V D 0. Hence H Š k. The situation
is of course different over fields of positive characteristic or for .�1/-Hopf algebras.

4. The case of cofree graded connected Hopf algebras

We study the characteristic polynomial and the trace of the antipode of a graded
connected Hopf algebra that, as a graded coalgebra, is cofree. Since the former are
invariant under duality, the results apply as well to graded connected Hopf algebras
that are free as algebras. (We make no further mention of this point as we proceed.)

4.1. Cofreeness. A graded connected Hopf algebra H is cofree if, as a graded
coalgebra, it is isomorphic to a deconcatenation coalgebra T _.V / on a graded
vector space V . The underlying space of the latter is

T _.V / WD
M
k�0

V ˝k

(the same as that of the tensor algebra T .V /). The coproduct on a k-fold tensor is

�.x1 � � � xk/D 1˝ .x1 � � � xk/C

k�1X
iD1

.x1 � � � xi /˝ .xiC1 � � � xk/C .x1 � � � xk/˝ 1:

For more details, see [Aguiar and Mahajan 2010, §2.6] or [Radford 2012, §4.5].
In this situation, we have

H .m/
Š

mM
kD0

V ˝k and P.H/Š V
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as graded vector spaces.
The shuffle product of two tensors x1 � � � xi and xiC1 � � � xk is the following

element of T _.V /: X
�

x��1.1/ � � � x��1.k/;

where the sum is over all permutations � 2 Sk such that

�.1/ < � � �< �.i/ and �.i C 1/ < � � �< �.k/:

The shuffle product turns the deconcatenation coalgebra T _.V / into a commutative
graded connected Hopf algebra. The antipode acts on a tensor by reversing the
components:

S.x1x2 � � � xk/D .�1/
kxk � � � x2x1: (31)

Under the assumption of cofreeness, there exists a stronger version of Lemma 1.

Lemma 20. Let H be a graded connected Hopf algebra that is cofree as a graded
coalgebra. Then

grH Š T _.V /

as graded Hopf algebras, where V D P.H/.

This result appears in [Aguiar and Sottile 2005b, Proposition 1.5].

4.2. Palindromes and Lyndon words. A (weighted) alphabet is a set that is graded
by the positive integers and whose homogeneous components are finite. The
elements of degree n are called letters of weight n. A word is a sequence of letters
in the alphabet and a palindrome is a word that coincides with its reversal. The
length of a word is the number of letters in the word, and the weight of a word is
the sum of the weights of its letters.

Given an alphabet, let

pal.m/ and npal.m/

denote the number of palindromes of weight m and the number of nonpalindromic
words of weight m. Also, let

epal.m/ and opal.m/

denote the number of palindromes of weight m of even and odd length, and let

pal.k;m/

denote the number of palindromes of length k and weight m.
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Assume now that a cofree graded connected Hopf algebra H is given. Thus,
H Š T _.V / as graded coalgebras, with V D P.H/. Let

vn WD dimVn

denote the dimension of the space of homogeneous primitive elements of degree n.
Let hn and gn be as in Proposition 4, so .hn/ is the dimension sequence of H and
.gn/ is the dimension sequence of P. zH/. Since H Š T _.V / as graded vector
spaces, we have

1C
X
m�1

hmt
m
D

1

1�
P
n�1 vnt

n
: (32)

Together with (20), this yields

1�
X
n�1

vnt
n
D

Y
i�1

�
1� t i

�gi : (33)

In particular, the sequences .hn/, .gn/, and .vn/ determine each other.
Fix a homogeneous basis of V , and let it be our alphabet. Thus, there are vn

letters of weight n. Equation (32) then says that hm is the total number of words of
weight m. In particular,

npal.m/D hm� epal.m/� opal.m/:

Equation (33) says that gi is the number of Lyndon words of weight i in the given
alphabet. Then (16) says that mul.k;m/ counts the number of multisets of Lyndon
words of cardinality k and total weight m. Witt’s formula [Kang and Kim 1996,
Theorem 2.2] provides an explicit formula for .gn/ in terms of .vn/:

gn D
X
d jn

�.d/

d

X
�`n=d

.`.�/� 1/Š

�Š
v�; (34)

where �.d/ is the classical Möbius function, the inner sum is over all partitions
�D 1k12k2 � � � rkr of n=d , `.�/D k1C k2C � � �C kr , �ŠD k1Šk2Š � � � kr Š, and

v� WD v
k1

1 v
k2

2 � � � v
kr
r :

(The special case of (34) in which all letters are of weight 1 appears in [Lothaire
1997, Corollary 5.3.5] and [Reutenauer 1993, Corollary 4.14].)

4.3. Characteristic polynomial and trace of the antipode in the cofree case. As
an alternative to (19) and (24), we have the following expressions for the character-
istic polynomial and the trace of the antipode of a cofree graded connected Hopf
algebra H .
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Theorem 21. For H as above and any nonnegative integer m,

�.SjHm
/.x/D .xC 1/opal.m/.x� 1/epal.m/.x2� 1/npal.m/=2: (35)

Proof. By Lemma 20, grH is isomorphic to the Hopf algebra T _.V /, where the
latter is equipped with the shuffle product and the deconcatenation coproduct. As
in Theorem 3, it suffices to analyze the antipode S of this Hopf algebra.

Now, it follows from (31) that each palindrome yields an eigenvector of S. The
eigenvalue is ˙1 according to the parity of the length. This explains the first two
factors in (35). The nonpalindromic words pair up with their reversals and organize
in 2� 2 blocks of the form

˙

�
0 1

1 0

�
;

where the sign again depends on the parity of the length. This accounts for the
remaining factor. �

As an immediate consequence, we have:

Corollary 22. For H as above and any nonnegative integer m,

trace.SjHm
/D epal.m/� opal.m/D

mX
kD0

.�1/kpal.k;m/: (36)

Since there are no palindromes of even length and odd weight, (35) and (36) imply

�.SjHm
/.x/D .xC 1/pal.m/.x2� 1/npal.m/=2

and
trace.SjHm

/D�pal.m/

for all odd m.

Example 23. Let V be an r-dimensional vector space. We view it as a graded
vector space concentrated in degree 1 and consider the Hopf algebra T _.V /. Our
alphabet consists of r letters of weight 1, and the palindrome distribution is

pal.k;m/D

8<:
rk if mD 2k,
rkC1 if mD 2kC 1,
0 otherwise.

It follows from (36) that

trace.SjHm
/D

�
rm=2 if m is even,
�r.mC1/=2 if m is odd.

We arrived at the same conclusion by different means in Example 14.
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We return to the general discussion. From (24) and (36), we deduce

epal.m/� opal.m/D emul.m/� omul.m/; (37)

or equivalently,

mX
kD0

.�1/kpal.k;m/D

mX
kD0

.�1/k mul.k;m/: (38)

In general, the pairs .epal; opal/ and .emul; omul/, as well as the triangular arrays
pal and mul, are different.

Example 24. Consider again the Malvenuto–Reutenauer Hopf algebra SSym. We
compare the integers mul.k;m/ and pal.k;m/ for low values of k and m.

Now, SSym is cofree and the relevant alphabet is the set of permutations with no
global descents; see [Aguiar and Sottile 2005b, Corollary 6.3]. On the component
of degree mD 3, we have the following distribution of palindromes.

length (k) 1 2 3

permutations 123; 132; 213 231; 312 321

words on alphabet 123; 132; 213 12j1; 1j12 1j1j1

pal.k; 3/ 3 0 1

Beneath each permutation, we recorded its expression as words in the alphabet.
Counting those words that are palindromic we obtained the integers pal.k; 3/.

The integer vm is the number of permutations of m elements with no global
descents. The integers .gm/ are calculated from either (20) or (33). The first few
values are as follows.

m 1 2 3 4 5 6

vm 1 1 3 13 71 461

gm 1 1 4 17 92 572

The sequences .vm/ and .gm/ are A003319 and A112354 in [OEIS�2015]. Finally,
the integers mul.k;m/ are computed from (16). For mD 3, we find the following:

k 1 2 3

mul.k; 3/ 4 1 1

Beyond mD 3, the integers mul.k;m/ and pal.k;m/ differ more drastically; see
Figure 1. However, the alternating sum of the entries in each column is the same
for both arrays, as predicted by (38).
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k n m 1 2 3 4 5 6

1 1 1 4 17 92 572
2 1 1 5 21 119
3 1 1 5 22
4 1 1 5
5 1 1
6 1

k n m 1 2 3 4 5 6

1 1 1 3 13 71 461
2 1 0 1 0 3
3 1 1 4 14
4 1 0 2
5 1 1
6 1

Figure 1. The arrays mul.k;m/ (left) and pal.k;m/ (right) for SSym.

4.4. Generating functions. We continue to employ the notation of Section 4.2. Let

v.t/ WD
X
n�1

vnt
n

be the generating function for the dimension sequence of V .
We have the following generating functions for even and odd palindromes. The

functions are bivariate to account for length and weight.

Proposition 25. X
k;m�0

pal.2k;m/ sktm D
1

1� sv.t2/
; (39)

X
k;m�0

pal.2kC 1;m/ sktm D
v.t/

1� sv.t2/
: (40)

Proof. Consider a palindrome of even length 2k. Removing the first and last letters
(which are equal) yields a palindrome of length 2k � 2. The weights of the two
palindromes differ by twice the weight of this letter. Therefore,

pal.2k;m/D v1pal.2k� 2;m� 2/C v2pal.2k� 2;m� 4/C � � � :

This recursion leads at once to (39). A similar argument establishes (40). �

Corollary 26.
X
m�0

trace.SjHm
/ tm D

1� v.t/

1� v.t2/
: .41/

Proof. This follows by subtracting (40) from (39), letting s D 1, and using (36). �

Remark. Corollary 26 is a special case of Corollary 13, in view of (32). The above
may be regarded as a semicombinatorial proof of this result, which is possible under
the cofreeness assumption.
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5. Examples

We carry out explicit calculations for the Hopf algebra of symmetric functions and a
few related Hopf algebras, focusing on the trace of the antipode. They offer no diffi-
culty, as explicit formulas for the antipodes of these Hopf algebras are known. Our
purpose here is simply to illustrate some of the results from the preceding sections.

The paper [Aguiar et al. 2006] contains a concise description of each of the Hopf
algebras discussed in this section. Other references are given as we proceed.

5.1. Symmetric functions. Consider the Hopf algebra of symmetric functions
H D Sym. See [Macdonald 1995, Chapter I] for the results used below. On
the basis of Schur functions, the antipode acts by S.s�/D .�1/j�js�0 , where �0 is
the partition conjugate to �. Therefore,

trace.SjHm
/D .�1/mc.m/; (42)

where c.m/ is the number of self-conjugate partitions of m.
We turn to Corollary 10. For this Hopf algebra, gi D 1 for all i � 1. Hence�g

�

�
D 1 for all �, and mul.k;m/ D pk.m/, the number of partitions of m into k

parts. From (24) we deduce

.�1/mc.m/D

mX
kD0

.�1/kpk.m/: (43)

(Note that po.m/D 0 for m> 0.) The number of odd parts in a partition of m has
the same parity as m. Hence, the previous identity is equivalent to

c.m/D e.m/� o.m/; (44)

where e.m/ and o.m/ denote the number of partitions of m with an even number of
even parts and with an odd number of even parts. This identity appears in [Aigner
2007, Exercise 1.60] and [Stanley 2012, Chapter 1, Exercise 22(b)].

It is possible to obtain this result more directly as follows. Consider the power
sum basis of Sym. Since S.p�/D .�1/`.�/p�, we have

trace.SjHm
/D pe.m/�po.m/; (45)

where pe.m/ and po.m/ are the number of partitions of m of even length and of
odd length. Equating (42) and (45) gives (43) again.

We further illustrate Corollary 10 by deriving certain identities involving the
Littlewood–Richardson coefficients c ��;� . Recall that the latter are the structure
constants for both the product and coproduct on the Schur basis of Sym,

s� � s� D
X
�

c ��;� s� and �.s�/D
X
�;�

c ��;� s�˝ s� :
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Formula (23) (with nD˙2) yields the following identities, for all m� 1:X
�;�;�`m

.c ��;�/
2
D

mX
kD1

2k pk.m/ (46)

and X
�;�;�`m

c ��;�c
�
�0;�0 D

mX
kD1

.�1/m�k 2k pk.m/: (47)

Incidentally, the fact that the antipode preserves (co)products says that c ��;� D c
�0

�0;�0 .

5.2. Schur P-functions. A partition of an integer is strict if its parts are all distinct.
It is odd if each of its parts is odd.

Let � be a strict partition andP�2Sym the corresponding SchurP -function, as in
[Macdonald 1995, Section III.8]. LetH be the subspace of Sym spanned by the P�,
as � runs over all strict partitions. Then H is a Hopf subalgebra of Sym. We have

S.P�/D .�1/
j�jP�: (48)

Therefore,
trace.SjHm

/D .�1/mpd .m/;

where pd .m/ is the number of strict partitions of m.
It is known that H is the subalgebra of Sym generated by the odd power sums

p2iC1 for i � 0. Therefore,

trace.SjHm
/D .�1/mpo.m/; (49)

where po.m/ is the number of odd partitions of m. Equating (48) and (49) recovers
the classical fact that odd and strict partitions are equinumerous [Stanley 2012,
Proposition 1.8.5].

Regarding the quantities in Proposition 4, we have that gi D 1 if i is odd and 0
otherwise. It follows that

�g
�

�
D 1 when � is odd and

�g
�

�
D 0 otherwise. Therefore,

mul.k;m/ is the number of odd partitions of m of length k. In an odd partition, the
parities of m and k are the same. Thus, identity (24) simply counts odd partitions
according to their length.

5.3. Quasisymmetric functions. Let us turn to the Hopf algebra H D QSym of
quasisymmetric functions. Consider the fundamental and monomial quasisymmetric
functions, denoted by F˛ and M˛, respectively. As ˛ runs over the compositions
of m, both fF˛g and fM˛g constitute bases of Hm.

The antipode has the following descriptions:

S.F˛/D .�1/mF Q̨ 0 and S.M˛/D .�1/
`.˛/

X
ˇ�˛

M Q̌ ;
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where Q is the reversal of  ,  0 is its conjugate (obtained by reflecting the ribbon
diagram of  across the main diagonal), and � is the refinement partial order on
compositions. Note that ˛ D Q̨ 0 if and only if ˛ is symmetric with respect to
reflection across the antidiagonal. There are precisely 2.m�1/=2 of these when m is
odd and zero when m is even. Calculating the trace on the fundamental basis we
thus obtain

trace.SjHm
/D

�
�2.m�1/=2 if m is odd,
0 otherwise.

(50)

The compositions ˛ that contribute to the trace on the monomial basis satisfy Q̨ � ˛.
Since reversal is an order-preserving involution, this happens if and only if Q̨ D ˛,
that is, when ˛ is palindromic. Let pal.m/ denote the number of palindromic
compositions of m. If m is even, exactly half of the palindromic compositions of m
have odd length; if m is odd, all of them do. We conclude that

trace.SjHm
/D

�
�pal.m/ if m is odd,
0 otherwise.

(51)

One may arrive at the same identity from (36).
Equating (50) and (51) we deduce that, for all odd m,

pal.m/D 2.m�1/=2:

It is easy to give a direct proof of this fact (and of pal.m/D 2bm=2c for all m� 0).
Since QSym is cofree, Theorem 21 applies. The space of primitive elements is

spanned by the monomials M.n/ for n� 1. One finds that

pal.k;m/D

(�
dm=2e�1
dk=2e�1

�
if m is even, or if m is odd and k is odd;

0 if m is odd and k is even:

Formula (36) boils down in this case to the basic identities 2h D
Ph
jD0

�
h
j

�
and

0h D
Ph
jD0.�1/

j
�
h
j

�
.

Regarding the quantities in Proposition 4, we have by (33) that gi is the number
of Lyndon words of weight i in an alphabet with one letter of weight n for each n�1.
This number is given by g1 D 1 and

gi D
1

i

X
d ji

�.d/ 2i=d

for i � 2 [Kang and Kim 1996, Proposition 2.3].

5.4. Peak quasisymmetric functions. Let H be the Hopf algebra of peak qua-
sisymmetric functions [Stembridge 1997]. It is a Hopf subalgebra of QSym, with a
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basis �˛ indexed by compositions ˛ into odd parts (odd compositions). The number
of odd compositions of m is the Fibonacci number fm (with f0 D f1 D f2 D 1).

A formula for the antipode of H is given in [Billera et al. 2003]:

S.�˛/D .�1/m� Q̨ :

It follows that

trace.SjHm
/D

�
fm=2 if m is even,
�fdm=2eC1 if m is odd

(52)

(as palindromic odd compositions of m arise from odd compositions of m=2). One
may arrive at the same identity from (36).

As for QSym, H is cofree. There is one primitive element of degree n for each
odd n. One finds that

pal.k;m/D

8̂̂̂<̂
ˆ̂:
�.mCk/=4�1
.m�k/=4

�
if m is even and 4 j .m� k/,�

b.mCk�1/=4c
b.m�kC1/=4c

�
if m and k are odd,

0 otherwise.

Information about these numbers can be found in [OEIS � 2015, A046854 and
A168561].

Formula (36) yields the following basic identities:

fh D

bh=2cX
jD0

�h�j�1
j

�
for h� 0 and fh D

h�2X
jD0

 
b
hCj
2
c� 1

b
h�j
2
c� 1

!
for h� 2.

Appendix A. Hopf monoids in species

The results from the earlier sections admit variants for Hopf monoids in species.
We list the main ones in this section, along with indications for the proofs, which
are similar to the ones for graded connected Hopf algebras.

This section assumes familiarity with the notion of Hopf monoid in species, as
developed in [Aguiar and Mahajan 2010; 2013] and with the notation employed
there. For the most part, the latter (shorter) reference suffices. The antipode is
discussed in [Aguiar and Mahajan 2013, §5] and the Adams operators (convolution
powers of the identity) appear in [loc. cit., §14.4].

All Hopf monoids H are assumed to be connected and finite-dimensional. That
is, H Œ∅� is one-dimensional, and for each finite set I , the vector space H ŒI � is
finite-dimensional.

A.1. Characteristic polynomial. The starting point is the following result, whose
proof is similar to that of [Aguiar and Sottile 2005a, Proposition 1.6].
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Lemma 27. The Hopf monoid gr H (associated to the coradical filtration of H ) is
commutative.

Let hm WD dim H Œm�, and let

h.t/ WD 1C
X
m�1

hm
tm

mŠ

denote the exponential generating function for the dimension sequence of H .

Theorem 28. For every scalar n and finite set I , the characteristic polynomial of
the restriction ‰n

ˇ̌
H ŒI �

of the n-th Adams operator is of the form

�.‰njH ŒI �/.x/D

mY
kD0

.x�nk/xmul.k;m/; (53)

where mD jI j. The nonnegative integers xmul.k;m/ are independent of n and are
determined by the dimension sequence of H , as follows:X

k;m�0

xmul.k;m/ sk
tm

mŠ
D h.t/s: (54)

Proof. As in the proof of Theorem 3, a combination of Lemma 27 with the PBW
and CMM theorems (for Hopf monoids in species [Aguiar and Mahajan 2013, §15])
shows that we can assume that

H D S.P/

for a certain positive species P . Here, S.P/ is the free commutative monoid on P

with its canonical Hopf monoid structure [loc. cit., §7].
Let p.t/ be the exponential generating function for the dimension sequence of P .

Since S.P/DE ıP , where E is the exponential species, we have

h.t/D exp.p.t// and h.t/s D exp.sp.t//:

On the other hand, a direct calculation of the Adams operators on S.P/ shows
that the characteristic polynomial is as in (53) and that the integers xmul.k;m/ are
determined by X

k;m�0

xmul.k;m/ sk
tm

mŠ
D exp.sp.t//:

The result follows. �
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A.2. Trace of the antipode. Let

a.t/ WD 1C
X
m�1

trace.SjH Œm�/
tm

mŠ

denote the exponential generating function for the trace of the antipode of a Hopf
monoid H . This is none other than the reciprocal of the exponential generating
function for the dimension sequence.

Corollary 29. a.t/D
1

h.t/
: .55/

Proof. This follows from Theorem 28, taking nD�1 in (53) and sD�1 in (54). �

Example 30. Let H D † be the Hopf monoid of set compositions [Aguiar and
Mahajan 2013, §11.1]. We have

h.t/D
1

2� exp t
:

Therefore, a.t/D 2� exp t D 1�
P
m�1 t

m=mŠ, and we obtain

trace.SjH Œm�/D�1 (56)

for all m� 1. This result can also be obtained by a direct calculation, starting from
either of the expressions for the antipode of † given in [loc. cit., Proposition 59 or
Theorem 60].

For an extension of this result, assume that there is a positive species P such that

H ŠL ıP

as species, where L is the species of linear orders. Not every Hopf monoid H is of
this form, but this is the case if H is free or cofree [loc. cit., §6]. In this situation,
we have

trace.SjH Œm�/D� dim P Œm�: (57)

Note that if P DE , then H Š†, and (57) recovers (56).

Example 31. Let H D… be the Hopf monoid of set partitions [Aguiar and Mahajan
2013, §9.3]. We have

h.t/D exp.exp t � 1/:

Therefore,

a.t/D exp.1�exp t /D 1� tC
t3

3Š
C
t4

4Š
�2

t5

5Š
�9

t6

6Š
�9

t7

7Š
C50

t8

8Š
C267

t9

9Š
C� � � :

It follows that
trace.SjH Œm�/D…e.m/�…o.m/; (58)
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where …e.m/ and …o.m/ denote the number of set partitions of Œm� into an even
and an odd number of blocks, respectively. This result can also be obtained by
a direct calculation, starting from either of the expressions for the antipode of …

given in [loc. cit., Theorem 33 or Proposition 35].

Remark. The Hopf monoid … is in many ways parallel to the Hopf algebra Sym
of symmetric functions (Section 5.1). A consequence of the preceding calculation,
however, is that … does not admit a linear basis that behaves under the antipode
in the same manner as the Schur basis of Sym. More precisely, there is no basis
fs� j � ` Œm�g of the space …Œm� with the property that

S.s�/D .�1/m s� 0

for some map � ! � 0 on the set of set partitions of Œm�. Indeed, if this were the
case, the sequence of antipode traces would alternate in sign.

For an extension of the calculation in Example 31, let H be a Hopf monoid
and P a positive species such that

H ŠE ıP

as species. (The first part of the proof of Theorem 28 shows that every connected
Hopf monoid is of this form.) In this situation, an H -structure on a finite set I is an
assembly of P-structures, in the sense of [Bergeron et al. 1998, §1.4]. Conversely,
one may regard a P-structure as a connected H -structure. We then have

trace.SjH Œm�/D he.m/� ho.m/; (59)

where he.m/ and ho.m/ denote the number of H -structures with an even and odd
number of connected components, respectively. If P DE , then (59) recovers (58).

The combination of (55) and (59) provide a semicombinatorial description for
the reciprocal of any power series arising as the exponential generating function for
the dimension sequence of a connected Hopf monoid in species.

Appendix B. q-Hopf algebras

Fix a scalar q. A q-Hopf algebra is a Hopf monoid in the lax braided monoidal
category of graded vector spaces, with lax braiding V ˝W !W ˝V given by

x˝y 7! qmn y˝ x;

where x 2 V and y 2W are homogeneous elements of degrees m and n. If q D 1,
a q-Hopf algebra is just a graded Hopf algebra as in Section 1.6. For information
on q-Hopf algebras, see [Aguiar and Mahajan 2010, §2.3].

In this section we discuss extensions of some of the main results from earlier
sections to the context of connected q-Hopf algebras.



Adams operators on graded connected Hopf algebras 577

B.1. Cofreeness for connected q-Hopf algebras. Let V be a graded vector space.
When x 2 Vn, we write jxj D n. The deconcatenation coalgebra on V (Section 4.1),
endowed with the q-shuffle product, is a connected q-Hopf algebra. The q-shuffle
product of two homogeneous tensors x1 � � � xi and xiC1 � � � xk is the following
element of T _.V /: X

�

qinvx.�/ x��1.1/ � � � x��1.k/;

where the sum is over all permutations � 2 Sk such that

�.1/ < � � �< �.i/; �.i C 1/ < � � �< �.k/;

and

invx.�/ WD
X
a<b

�.a/>�.b/

jxajjxbj:

We denote the resulting q-Hopf algebra by T _q .V /. The antipode is given by

S.x1x2 � � � xk/D .�1/
kqinvx.k/ xk � � � x2x1; (60)

where

invx.k/ WD
X
a<b

jxajjxbj:

The following is an extension of Lemma 20. The proof of the latter result given
in [Aguiar and Sottile 2005b, Propositions 1.4 and 1.5] yields its extension as well.

Lemma 32. Let H be a connected q-Hopf algebra that is cofree as a graded
coalgebra. Then

grH Š T _q .V /

as q-Hopf algebras, where V D P.H/.

B.2. Characteristic polynomial and trace of the antipode. Let H be a connected
q-Hopf algebra that is cofree as a graded coalgebra. We lay the groundwork for a
description of the characteristic polynomial of such a Hopf algebra. Let a weighted
alphabet be given, with vn letters of weight n, as in Section 4.2. The multiweight of
a word is the sequence of letter weights. If the word has weight m, its multiweight
is a composition of m, and we write ˛ �m.

Given a composition ˛, let

pal.˛/ and npal.˛/
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denote the number of palindromes and nonpalindromes, respectively, of multi-
weight ˛. If ˛ D .a1; : : : ; ak/, then

pal.˛/D

(Qdk=2e
iD1 vai

if ˛ D Q̨ ,

0 otherwise,
and npal.˛/D

� kY
iD1

vai

�
� pal.˛/:

(Recall that Q̨ D .ak; : : : ; a1/ denotes the reversal of ˛.) Let `.˛/ denote the
length k of ˛, and let

inv.˛/ WD
X

1�i<j�k

aiaj :

Let H be as above. Fix a homogeneous basis of V D P.H/ and take it as our
alphabet. Thus, vn D dimVn.

Theorem 33. For each nonnegative integer m, the characteristic polynomial of the
antipode is

�.SjHm
/.x/D

Y
˛�m

�
x� .�1/`.˛/qinv.˛/

�pal.˛/
.x2� q2 inv.˛//npal.˛/=2: (61)

Proof. Lemma 32 allows us to assume that H D T _q .V /. The result follows
from (60), as in the proof of Theorem 21. �

In particular, the eigenvalues of the antipode of such a q-Hopf algebra are positive
or negative powers of q. We record the resulting expression for the trace.

Corollary 34. trace.SjHm
/D

X
˛�m

.�1/`.˛/pal.˛/ qinv.˛/: .62/

We recover (35) and (36) as the case q D 1 of (61) and (62).

Example 35. Let V be an r-dimensional vector space. View it as a graded vector
space concentrated in degree 1 and consider the q-Hopf algebra T _q .V /. Then

pal.˛/D

�
rdm=2e if ˛ D .1m/,
0 otherwise.

Therefore,
trace.SjHm

/D .�1/mrdm=2eq.
m
2/:

This generalizes the conclusion of Example 14.

B.3. Generating functions. We continue to assume that H is a connected q-Hopf
algebra that is cofree as a graded coalgebra, and V D P.H/. We also assume
that q ¤ 0.

Let

vq.t/ WD
X
n�1

vn
tn

q.
n
2/
:
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All generating functions in this section will be of this form.
For each pair of nonnegative integers k and m, let

palq.k;m/ WD
X
˛�m
`.˛/Dk

pal.˛/ qinv.˛/:

Then (62) may be rewritten as

trace.SjHm
/D

mX
kD0

.�1/kpalq.k;m/: (63)

We have the following q-generating functions for even and odd palindromes,
generalizing Proposition 25.

Proposition 36. X
k;m�0

palq.2k;m/ s
k tm

q.
m
2/
D

1

1� svq2.t2/
; (64)

X
k;m�0

palq.2kC 1;m/ s
k tm

q.
m
2/
D

vq.t/

1� svq2.t2/
: (65)

Proof. Consider a palindrome of even length 2k and weightm>0. Its multiweight ˛
is a palindromic composition of m, necessarily of the form

˛ D .a; ˇ; a/;

where a is a positive integer and ˇ is a palindromic composition ofm�2a. We have

inv.˛/D inv.ˇ/C a2C 2a.m� 2a/ and pal.˛/D va pal.ˇ/:

The former is equivalent to

inv.˛/�
�m
2

�
D inv.ˇ/�

�m�2a
2

�
� 2

�a
2

�
:

Therefore,

palq.2k;m/

q.
m
2/

D

X
˛�m
`.˛/Dk

pal.˛/ qinv.˛/�.
m
2/

D

X
a�1

X
ˇ �m�2a
`.ˇ/D2k�2

va pal.ˇ/ q
inv.ˇ/�.m�2a

2 /�2 .a
2/

D

X
a�1

va

q2 .
a
2/

palq.2k� 2;m� 2a/

q.
m�2a

2 /
:
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This recursion leads to (64). A similar argument establishes (65). �

We arrive at a generalization of Corollary 26:

Corollary 37.
X
m�0

trace.SjHm
/
tm

q.
m
2/
D

1� vq.t/

1� vq2.t2/
: .66/

Proof. This follows by subtracting (65) from (64), letting s D 1, and using (63). �

B.4. q-deformations. The results in the Sections B.2 and B.3 apply only under the
assumption of cofreeness. For q-Hopf algebras, this hypothesis is less restrictive
than it may seem, as we now argue.

Suppose our q-Hopf algebra is obtained by deforming the product of an ordinary
Hopf algebra and leaving the unit and the coalgebra structure unchanged. Thus,
we have a family of products �q on a coalgebra H , turning it into a connected
q-Hopf algebra for each q, which we denote byH.q/. Assume also that �q depends
polynomially on q. An example is T _q .V /, which is a deformation of T _.V /. More
generally, the q-Hopf algebras constructed from Hopf monoids in species by means
of the functor K_V;q , as in [Aguiar and Mahajan 2010, §19.7], are all of this form.

In this situation, we may consider the 0-Hopf algebraH.0/. A result of Loday and
Ronco [2006, Theorem 2.6] (see also [Aguiar and Mahajan 2010, Theorem 2.13])
guarantees that H.0/ is cofree as a graded coalgebra. Since the coproduct has not
been deformed, we have that our q-Hopf algebra H.q/ is cofree for all q.

In particular, the preceding results apply to such Hopf algebra deformations. By
duality, they also apply in situations where the coproduct has been polynomially
deformed while the rest of the structure has been kept.

B.5. .�1/-Hopf algebras. The results of Section 2 relied on the PBW and CMM
theorems for graded connected Hopf algebras. While these results are not available
for general q-bialgebras, they are for q D˙1. In particular, the eigenvalues of the
antipode of a .�1/-Hopf algebra are still ˙1, and the characteristic polynomials
of the Adams operators take the form (19). (The multiplicities mul.k;m/ are no
longer given by (16).)
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Secant spaces and syzygies
of special line bundles on curves

Marian Aprodu and Edoardo Sernesi

On a special line bundle L on a projective curve C we introduce a geometric
condition called (1q). When L = KC , this condition implies gon(C) ≥ q + 2.
For an arbitrary special L , we show that (13) implies that L has the well-known
property (M3), generalising a similar result proved by Voisin in the case L = KC .

1. Introduction

In this paper we introduce some new geometric methods in the study of the Koszul
cohomology groups of a projective curve with coefficients in an invertible sheaf.
The basic set-up is as follows.

Let C be a smooth complex projective curve of genus g, and L a very ample line
bundle of degree d on C with h0(C, L)= r + 1. Consider a coherent sheaf F on C
and let V = H 0(C, L); one has natural complexes of vector spaces∧p+1V ⊗ H 0(F⊗ Lq−1)−→

∧pV ⊗ H 0(F⊗ Lq)−→
∧p−1V ⊗ H 0(F⊗ Lq+1),

whose cohomology K p,q(C,F; L) is called the (p, q) (mixed) Koszul cohomology
group of C with respect to F and L . These vector spaces give information about
the minimal resolution of the graded module

γ (C,F; L)=
⊕

k

H 0(F⊗ Lk)

over the symmetric (polynomial) algebra R = S∗V in a well-known way (see
[Aprodu and Nagel 2010]). The most important cases are obtained for F= OC ; the
corresponding graded R-module

⊕
k H 0(Lk) is denoted by γ (C; L) and its Koszul

Aprodu thanks the University of Trento and the Dipartimento di Matematica e Fisica, Università
degli Studi Roma Tre for hospitality during the preparation of this work. Sernesi is grateful to
the IMAR and to the University of Trento for hospitality during the preparation of this work. The
authors have been partly supported by a RIP of CIRM-Trento. Aprodu was partly supported by the
grant PN-II-ID-PCE-2012-4-0156. Sernesi was partly supported by the project MIUR-PRIN 2010/11
Geometria delle varietà algebriche.
MSC2010: primary 14N05; secondary 14N25, 14M12.
Keywords: projective curves, Brill–Noether theory, syzygies, secant loci.

585

http://msp.org
http://msp.org/ant/
http://dx.doi.org/10.2140/ant.2015.9-3
http://dx.doi.org/10.2140/ant.2015.9.585


586 Marian Aprodu and Edoardo Sernesi

cohomology groups by K p,q(C; L). The choice L = KC is of central importance,
and its study is at the origin of several results and conjectures on this subject. The
guiding notions are the so-called properties (Np).

Definition 1.1. The line bundle L has property (N0) if and only if the natural
restriction map ρ : R −→ γ (C; L) is surjective, i.e., L is normally generated. For
p ≥ 1, we say that the bundle L satisfies the property (Np) if and only if it is
normally generated and Ki, j (C; L)= 0 for all j 6= 1 and all 1≤ i ≤ p.

Roughly speaking, (Np) holds if and only if the minimal resolution of γ (C; L)
behaves nicely up to the p-th step. These notions have provided an excellent
motivation on these problems in two important cases, namely in the case L = KC

and in the case deg(L)� 0. As an example, we recall the following:

Theorem 1.2 [Green and Lazarsfeld 1985]. If deg(L)≥2g+1+ p, then L has prop-
erty (Np). If deg(L)≥ 2g+ p, then L has property (Np) unless C is hyperelliptic
or L embeds C in Pg+p with a (p+ 2)-secant p-plane.

Property (Np) for special line bundles is also highly interesting; the study of
possible divisorial cases in the moduli space of pairs (C, L), for special line bundles
L with h1(C, L) > 1 and which fail property (Np), has revealed a whole class of
counterexamples for the slope conjecture [Farkas 2009]. However, the relations
between the properties (Np) and the geometry of the projective model ϕL(C)
when L is a special line bundle different from KC , especially if h1(C, L) > 1,
remain somewhat mysterious. Already (N0) and (N1) have escaped a systematic
classification for obvious reasons: normal generation and ideal generation of special
projective curves behave essentially wildly and it is therefore very difficult to
get even a conjectural picture of how the resolution of γ (C; L) might look like
(see [Aprodu and Nagel 2010, Section 4.4] for a short discussion).

A possible solution comes from the study of other properties of γ (C; L), called
(Mq), which were introduced in [Green and Lazarsfeld 1986] for q ≥ 1. We shall
work with a slightly weaker condition than there, in the spirit of [Ehbauer 1994].

Definition 5.3. The line bundle L has property (Mq) if Kn,1(C; L) = 0 for all
n ≥ r − q .

These are properties enjoyed by the tail of the resolution of γ (C; L); i.e., property
(Mq) holds for L if the resolution of γ (C; L) has a nice behaviour at the last q
steps. Another, perhaps more suggestive, point of view consists of considering the
resolution of the module γ (C, KC ; L). Since it is dual to γ (C; L), properties (Mq)

for L correspond to nice behaviour of the head of the resolution of γ (C, KC ; L).
In a landmark paper, Petri [1925] had already focused his attention on the module
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γ (C, KC ; L) when L is special. Arbarello and Sernesi [1978] showed that Petri’s
analysis contains a proof of (M1) for all L on a nonrational curve C and a charac-
terisation of the validity of (M2) when L is special. Note that when L = KC the
self-duality of the resolution of γ (C; KC) implies that property (Mq) is equivalent to
property (Nq−1), so the result discussed in [Arbarello and Sernesi 1978] generalises
Petri’s celebrated analysis of the ideal of the canonical model of a nonhyperelliptic
curve (see [Saint-Donat 1973]).

The present paper is devoted to the study of (M3) for a special L . This property
has been already studied and characterised for L=KC by Schreyer [1991], by Voisin
[1988] and when deg(L)� 0 by Ehbauer [1994]. The main issue in considering the
case of any special line bundle, not considered by them, is to find natural geometric
conditions on C and L . We introduce the following definition:

Definition 2.3. Assume that r ≥ 4, and let 2≤ q ≤ 1+ r/2. We say that a reduced
effective divisor D = x1+ · · ·+ xr−q+2 on C satisfies condition (1q) with respect
to L if the following conditions are satisfied:

(a) h0(L(−D))= q .

(b) L(−D) is basepoint-free.

(c) h0(L(−D+ xi ))= h0(L(−D)) for all i = 1, . . . , r − q + 2.

In the case L = KC , a divisor D satisfies condition (1q) if it defines a primitive
g1

g−q+1. In general, D defines an (r−q)-plane in Pr which is precisely (r−q+2)-
secant to ϕL(C)⊂ Pr . This condition has appeared in [Green and Lazarsfeld 1985]
in the case q = 2 and in [Voisin 1988], where it is called (H1), in the case q = 3.
In both cases they have proved to be the key for (M2) to hold for KC (equivalent to
Petri’s theorem) and for (M3) to hold for KC , respectively. More precisely, a divisor
D = x1+· · ·+ xg−1 satisfying condition (12) for KC defines a primitive g1

g−1, and
the existence of such a D can be seen to be equivalent to C being not exceptional,
i.e., to Cliff(C) ≥ 2: this is how Green and Lazarsfeld arrive at Petri’s theorem
involving (12) and using the Mumford–Martens theorem. On the other hand, via
an elaborate analysis, Voisin showed for g ≥ 11 that (13) plus Cliff(C)≥ 3 imply
that a general projection in P5 of the canonical model of C satisfies (M3). It is
interesting to note that this is achieved by excluding in particular that the projected
curve lies in certain surfaces that are intersection of quadrics in P5. Here one cannot
but observe the analogy with the way Ehbauer [1994] proved (M3) for L such
deg(L)� 0: while his method is different from Voisin’s, he is led to consider the
same list of surfaces.

Our main result involves condition (13) plus a transversality condition as the
key hypothesis. Specifically, we prove the following:
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Theorem 5.4. Assume g ≥ 14, r ≥ 5, that L is very ample and special of degree
≥ r + 13, that each component of the locus of (r − 1)-secant (r − 3)-planes has the
expected dimension r−4, and that the general such (r−3)-plane in each component
satisfies (13) with respect to L. Then L satisfies (M3) unless Cliff(C)≤ 2.

The relation between condition (13) and the vanishing of the Ki,1(C; L) for all
i ≥ r−3 is roughly the following: Nonzero elements of the Ki,1(C; L) can be seen
to correspond to certain subvarieties containing the curve ϕL(C)⊂ Pr and defined
by quadrics. On the other hand, the existence of divisors satisfying (13) plays the
role of a generality condition which prevents the curve from being contained in
such a variety. This simple contradiction works quite efficiently once the curve
is projected in P5, and that’s how we prove the theorem. Note that the condition
Cliff(C)≥ 3 cannot be removed, as easy examples show.

For higher q we have a similar contradiction. But the verification that (Mq)

holds once hypotheses similar to those of the theorem are satisfied becomes much
more involved as q ≥ 4, and would require a classification of certain classes of
varieties that is not yet available.

It is interesting to note that in Theorem 1.2 the existence of secant spaces is
related to the exceptions to the validity of (Np); hence, it is not satisfied in general.
On the other hand, in Theorem 5.4 the existence of secant spaces, implied by
condition (13), is satisfied in general.

A final note in the case L = KC . The condition Cliff(C)≥ 2 already implies the
existence of divisors satisfying (12). Similarly, the use of condition (13) made
by Voisin [1988] plays a role in the proof, but is not required for the validity of
(M3): all that is required is that Cliff(C) ≥ 3; in fact the main difficulty in that
work consists of proving that Cliff(C) ≥ 3 implies the existence of D satisfying
(13). This suggests, more generally, that Cliff(C)≥ q might imply the existence
of divisors D satisfying (1q) with respect to KC .

The paper is organised as follows. In Section 2 we introduce the main condition
(1q) and study its general properties. In Section 3 we specialise to the case of canon-
ical curves. In Section 4 we relate condition (1q) to the geometry of the curve in Pr ,
and in Section 5 we recall the definition of syzygy schemes and prove Theorem 5.4.

2. The condition (1q)

2A. Secant loci. For any n ≥ 1, we denote by Cn the n-th symmetric product of
C and by 4n ⊂ C ×Cn the universal divisor. Let

C C ×Cn
πoo

πn

��
Cn
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be the projections. For any globally generated line bundle L on C , the sheaf on Cn

EL := πn∗(π
∗L ⊗O4n )

is locally free of rank n and is called the secant bundle of L . We have a homomor-
phism of locally free sheaves on Cn

πn∗π
∗L

eL ,n // EL

H 0(L)⊗OCn

Note that eL ,n is generically surjective if n ≤ r .
We will denote by V k

n (L)⊂ Cn the closed subscheme defined by the condition

rank(eL ,n)≤ k.

Standard facts about determinantal subschemes (see, for example, [Arbarello et al.
1985]) imply that if nonempty, then V k

n (L) has dimension ≥ n− (r +1− k)(n− k),
which is the expected dimension.

Of special interest are the cases k = n− 1. The scheme V n−1
n (L) is supported

on the set of D ∈ Cn which do not impose independent conditions on L , and its
expected dimension is 2n− r − 2. If n = r , we can prove the following:

Lemma 2.1. If r ≥ 4 then V r−1
r (L) is nonempty and of pure dimension r − 2.

Proof. Let 6 be a nonempty component of V r−1
r (L) with codim(6)≤ 1, i.e., with

dim(6)≥ r − 1. Consider the morphisms

Cr−1×C

πr−1

��

σ // Cr

Cr−1

Then πr−1(σ
−1(6)) = Cr−1. This implies that if x1, . . . , xr−1 ∈ C are general

points then the pencil |L(−x1− · · ·− xr−1)| has basepoints, which is impossible.
Therefore V r−1

r (L) has pure dimension r − 2.
For the same reason, if A= x1+· · ·+xr−2 is a general effective divisor of degree

r − 2, then L(−A) is basepoint-free and not composed with an involution. The
plane curve 0 := ϕL(−A)(C)⊂P2 is singular and birational to C . Letting xr−1, xr ∈

C be such that ϕL(−A)(xr−1) = ϕL(−A)(xr ) is a singular point of 0, the divisor
x1+ · · ·+ xr−2+ xr−1+ xr belongs to V r−1

r (L), which shows nonemptiness. �

Let us record the following useful fact, which is a direct generalisation of
[Arbarello et al. 1985, Lemma 1.7, p. 163]:
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Lemma 2.2. Assume that q ≥ 2, r − q + 2 ≥ 4 and V r−q+1
r−q+2 (L) 6= ∅. Then no

irreducible component of V r−q+1
r−q+2 (L) is contained in V r−q

r−q+2(L).

Proof. Let D= x1+· · ·+xr−q+2 be a general element in a component of V r−q+1
r−q+2 (L).

Assume by contradiction that D ∈ V r−q
r−q+2(L). Then dim〈D〉 ≤ r − q − 1. We

may assume that 〈D〉 = 〈x1 + · · · + xr−q+1〉. Then for a general x ∈ C we have
dim〈x1+· · ·+xr−q+1+x〉≤ r−q and therefore x1+· · ·+xr−q+1+x ∈ V r−q+1

r−q+2 (L).
To conclude, note that x1+ · · ·+ xr−q+1+ x , D belong to the same component of
V r−q+1

r−q+2 (L) and dim〈D〉< dim〈x1+· · ·+ xr−q+1+ x〉, contradicting the generality
of D. �

A consequence of Lemma 2.2 is that the locally closed subscheme Sr−q+2(L)⊂
Cr−q+2 defined as

Sr−q+2(L) := V r−q+1
r−q+2 (L) \ V r−q

r−q+2(L)

is dense in any irreducible component of V r−q+1
r−q+2 (L). In particular, any property

which is satisfied by general divisors in any irreducible component of V r−q+1
r−q+2 (L)

is also valid for Sr−q+2(L). Note that the expected dimension is r − 2q + 2 in this
case. For the particular case q = 2, Lemma 2.1 shows that the dimension of Sr (L)
coincides with the expected dimension r − 2.

2B. Condition (1q). We introduce our basic condition:

Definition 2.3. Assume that r ≥ 4, and let 2≤ q ≤ 1+ r/2. We say that a reduced
effective divisor D = x1+ · · ·+ xr−q+2 on C satisfies condition (1q) with respect
to L if the following conditions are satisfied:

(a) h0(L(−D))= q .

(b) L(−D) is basepoint-free.

(c) h0(L(−D+ xi ))= h0(L(−D)) for all i = 1, . . . , r − q + 2.

In terms of projective geometry, the conditions defining (1q) can be rephrased
as follows:

(a) The linear span 〈D〉 ⊂ Pr is an (r − q)-plane.

(b) 〈D〉 ∩C = Supp(D).

(c) x1, . . . , xr−q+2 are in linearly general position in 〈D〉 (but not in Pr of course);
i.e., 〈D− xi 〉 = 〈D〉 for all i .

In terms of symmetric products, the conditions defining (1q) correspond to
the following:

(a) D ∈ Sr−q+2(L).

(b) {D}+C ⊂ Sr−q+3(L).
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(c) D 6∈ Im{V r−q
r−q+1(L)×C→ Cr−q+2}.

Note that, from Lemma 2.2, a general point in any irreducible component of
V r−q+1

r−q+2 (L) satisfies condition (a). Clearly, divisors D = x1+ · · · + xr−q+2 as in
Definition 2.3 fill an open subset of Sr−q+2(L).

Proposition 2.4. Assume that L is special and embeds C with a (r − q+ 2)-secant
(r − q)-plane 〈D〉 ⊂ Pr . Then h0(OC(D))≤ 2.

Proof. Assume that L = KC(−B), and set rB := h0(OC(B))−1= h1(L)−1. From
the Riemann–Roch theorem applied to L , we obtain deg(B)= rB − r + g− 1, and
hence deg(B+ D)= g− q + rB + 1. From Riemann–Roch applied to L(−D), we
obtain h0(OC(B+ D))= rB + 2. Since the addition map of divisors |B| × |D| →
|B+ D| is finite on its image, it follows that dim |D| ≤ 1. �

Remark 2.5. (i) A divisor D satisfies (1q) with respect to KC if and only if |D|
is a primitive g1

g−q+1. In particular, (12) is equivalent to |D| being a primitive
g1

g−1 on C , and such a D does not exist if and only if C is trigonal or a nonsingular
plane quintic (see [Green and Lazarsfeld 1985]). Note that hyperelliptic curves are
excluded automatically by our assumptions if L = KC . We shall treat the canonical
case in a separate section.

(ii) If L is nonspecial of degree d = g+r ≥ 2g, then there is no divisor D ∈Cr−g+1

satisfying condition (1g+1) with respect to L . In fact this would imply that L(−D)
is basepoint-free of degree (g+r)−(r−g+1)=2g−1 and dimension r−(r−g)=g,
and this is impossible. If g = 1, this means that no D ∈ Cr satisfies (12) with
respect to L: in fact, C ⊂ Pr has degree r + 1 and any r distinct points of C
are independent.

Terminology. Assume L to be special and very ample, h0(L) = r + 1, and let
2≤ q ≤ r − 1. It is convenient to introduce the following:

• We say that condition (1q) holds on a component V of V r−q+1
r−q+2 (L) if the

general element D ∈ V satisfies (1q) with respect to L . We say that (1q)

holds on C with respect to L if it holds on every component of V r−q+1
r−q+2 (L).

• We say that (1q) holds on C with respect to L in the strong sense if it holds,
and moreover all components of V r−q+1

r−q+2 (L) have dimension equal to the
expected dimension r − 2q + 2. A necessary condition for this to happen is
that r ≥ 2q − 2.

• When we say “dim(Z)= d”, we mean that each irreducible component of Z
has dimension d .

Most of our results are proved only under the assumption that (1q) holds in the
strong sense.



592 Marian Aprodu and Edoardo Sernesi

Proposition 2.6. Assume that dim(V r−q+1
r−q+2 (L))= r − 2q + 2. Then (1q) holds on

C with respect to L in the strong sense if and only if the following conditions are
satisfied:

(1) dim(V r−q+1
r−q+3 (L))≤ r − 2q + 1.

(2) dim(V r−q
r−q+1(L))= r − 2q.

Proof. Note that the expected dimension of the locus V r−q+1
r−q+3 (L) is r − 3q + 3≤

r − 2q + 1.
The proof relies on the observation that any map defined by addition of divisors is

finite on its image. Assume dim(V r−q+1
r−q+3 (L))≤ r − 2q+ 1 and dim(V r−q

r−q+1(L))=
r − 2q. Let D ∈ Sr−q+2(L) be a general element in an irreducible component.
Then by definition h0(L(−D)) = q, hence condition (a) from Definition 2.3 is
satisfied. We prove that L(−D) has no basepoints, i.e., condition (b). Suppose
that x is a basepoint of L(−D); then D + x is in V r−q+1

r−q+3 (L) and depends on
r −2q+2 parameters, contradicting the assumption on dim(V r−q+1

r−q+3 (L)). We have
seen that condition (c) is equivalent to D /∈ Im{V r−q

r−q+1(L)×C→ Cr−q+2}. By the
dimensionality assumptions, the image of the addition map cannot fill a dense set
of a component of Sr−q+2(L).

Conversely, assume that (1q) hold on C with respect to L in the strong sense.
Suppose that V r−q

r−q+1(L) has a component Z with dim(Z) ≥ r − 2q + 1. Then
by the dimensionality hypothesis, the image of the set Z +C inside V r−q+1

r−q+2 (L)
must fill a component, and all its points violate (1q). If there is a component Y
of V r−q+1

r−q+3 (L) having dimension ≥ r − 2q + 2, then a general element D′ ∈ Y can
be written as D′ = D+ x , where, again by the dimensionality assumption, D must
fill a component of V r−q+1

r−q+2 (L). From the definition, D fails property (b) of (1q),
a contradiction. �

Remark 2.7. Recall that in the case q = 2 the dimension of the locus V r−1
r (L)

equals the expected dimension r − 2 (Lemma 2.1) but it can be reducible: when
L = KC and g ≥ 6 this happens precisely when C is either trigonal or bielliptic
(see [Teixidor i Bigas 1984]). In the trigonal case V g−2

g−1 (KC) has two components,
and in both of them (12) does not hold. In the bielliptic case (12) holds in one
component but not in the other. A characterisation of the pairs (C, L) for which
V r−1

r (L) is reducible is unknown to us when L is arbitrary.

Lemma 2.8. Assume r ≥ 5 and 2≤ q ≤ (r + 1)/2. Assume that (1q) holds on C
with respect to L in the strong sense. Then, for every general x ∈ C , (1q) holds on
C with respect to L(−x) in the strong sense.

Proof. As noted before, it suffices to prove the same statement for the locally closed
subschemes Sr−q+1. Let x ∈C be a point such that, for each irreducible component
of Sr−q+2(L), it is not in the support of all divisors of that component and it is in
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the support of some divisor in it that satisfies (1q) with respect to L . We have a
diagram of spaces and maps

Cr−q+1×{x}
φ // Cr−q+2

Sr−q+1(L(−x)) //

OO

Sr−q+2(L)

OO

where all the maps are inclusions. Let 6 ⊂ Sr−q+1(L(−x)) be an irreducible
component. Assume that dim(6) ≥ r − 2q + 2. Then φ(6) is a component of
Sr−q+2(L) and all divisors in φ(6) contain x in their support. This contradicts our
assumptions. The second possibility is that dim(6)= r−2q+1 and that all divisors
D ∈ 6 do not satisfy (1q) with respect to L(−x). Then φ(6) ⊂ Sr−q+2(L) and
all D + x ∈ φ(6) do not satisfy (1q) with respect to L . Since this condition is
satisfied for a general choice of x ∈ C , we deduce that there is a component of
Sr−q+2(L) with no elements satisfying (1q) with respect to L , a contradiction. �

3. The case L = KC

In this case the notation specialises as follows:

• V g−q
g−q+1(KC)= C1

g−q+1.

• Sg−q+1(KC)= C1
g−q+1 \C2

g−q+1.

• The expected dimension of V g−q
g−q+1(KC) is g− 2q + 1.

• A divisor D ∈C1
g−q+1 satisfies (1q) with respect to KC for some q ≥ 2 if and

only if it defines a primitive g1
g−q+1, i.e., it is complete, basepoint-free and the

residual is also basepoint-free.

For brevity, when in this section we say that a condition (1q) is satisfied, we
assume implicitly “with respect to KC ”.

The condition (1q) is well defined in the range 2≤q≤ g−1. When [(g−1)/2]<
q≤g−1, the existence of a D∈Cg−q+1 satisfying (1q) is equivalent to the existence
of a primitive g1

g−q+1 with g− q + 1< (g+ 3)/2, and therefore C becomes more
and more special as q grows, because its gonality decreases. On the other hand,
when 2≤ q ≤ [(g− 1)/2], the condition that there exists D satisfying (1q) should
imply that Cliff(C) ≥ q (this is true for q = 2, 3, see the Remark 3.4 below). In
this range, if this implication is true then the existence of a D ∈ Cg−q+1 satisfying
(1q) implies that C is more and more general as q grows. We are able to clarify
this, assuming only that C has Clifford dimension 1.
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Proposition 3.1. Assume g ≥ 2q+1 and q ≥ 2. Consider the following conditions:

(i) The condition (1q) holds on C in the strong sense.

(ii) C ⊂Pg−1 is not contained in a q-dimensional variety of minimal degree g−q.

(iii) For all 1≤ e ≤ q , there does not exist a D ∈ Ce+1 satisfying (1g−e).

(iv) gon(C)≥ q + 2.

We have (i) H⇒ (ii)⇐⇒ (iii)⇐⇒ (iv).

Proof. (iv)⇐⇒ (iii). gon(C) < q+2 if and only if there exists a primitive g1
e+1 for

some 1≤ e≤q , and this is equivalent to the existence of D∈Ce+1 satisfying (1g−e).

(ii)⇐⇒ (iii). The existence of a primitive g1
e+1 for some 1≤ e ≤ q is equivalent

to the existence of A ∈W 1
q+1 \W 2

q+1, possibly with basepoints. The union of the
linear spans 〈E〉 for E ∈ |A| is a q-dimensional variety of minimal degree.

(i) H⇒ (iii). If there exists D ∈ C1
e+1 satisfying (1g−e) for some 1≤ e ≤ q, then

the locus

W := {D+ x1+ · · ·+ xg−(q+e) : D ∈ C1
e+1 satisfying (1g−e), xi ∈ C} ⊂ Cg−q+1

consists of divisors not satisfying (1q) and has dimension

dim(W )≥ g− (q + e)+ 1≥ g− 2q + 1.

Therefore W is a component of C1
g−q+1, contradicting (i). �

Remark 3.2. The proof of the implication (i) H⇒ (iii) fails if g = 2q. In fact, a
general curve C of genus g = 2q has a primitive g1

q+1 and (1q) holds on C in the
strong sense. In this case V q

q+1(KC) = C1
q+1 is reducible in several components

of dimension 1: their number is given by Castelnuovo’s formula [Arbarello et al.
1985, p. 211].

Remark 3.3. The implication (ii) H⇒ (i) does not hold. In fact, if C is a bielliptic
curve then gon(C)= 4. On the other hand, C1

g−1 has two components [Teixidor i
Bigas 1984], both having dimension g− 3, equal to the expected dimension, but
(12) holds only on one of them. Therefore, in this case the implication holds only
in a weak sense.

Remark 3.4. If (12) holds then Cliff(C)≥ 2. This has been proved in [Green and
Lazarsfeld 1985] using Mumford–Martens. Note that they only assumed that (12)

holds on some component of C1
g−1. The implication (13) holdsH⇒ gon(C)≥ 5 has

been considered in [Voisin 1988]. In both cases q = 2, 3, the converse implication

Cliff(C)≥ q =⇒ (1q) holds on some component of C1
g−q+1

has also been proved.



Secant spaces and syzygies of special line bundles on curves 595

Remark 3.5. Assume g is odd. On a general curve C of Clifford dimension 1 there
is a D ∈C(g+3)/2 satisfying (1(g−1)/2). The reason is that C has gonality (g+3)/2,
and a pencil computing its gonality is necessarily primitive. Therefore a divisor D
in the pencil satisfies (1(g−1)/2).

In the case L = KC , Proposition 2.6 implies:

Proposition 3.6. Let C be a curve of genus g≥2q+2 such that the dimension of the
locus W 1

g−q(C) equals the expected dimension g− 2q − 2 and dim(W 2
g−q+2(C))≤

g− 2q − 2. Then (1q) holds on C in the strong sense.

Proof. Since dim(W 1
g−q(C))=g−2q−2, we obtain dim(V g−q−1

g−q (KC))=g−2q−1,
which is (2) of Proposition 2.6 in this case. From “excess linear series” it follows
that the dimension of W 1

g−q+1(C) also equals the expected dimension g− 2q , and
hence dim(V g−q

g−q+1(KC)) = g − 2q + 1. Finally, dim(W 2
g−q+2(C)) ≤ g − 2q − 2

implies that dim(V g−q
g−q+2(KC))≤ g−2q , as V g−q

g−q+2(KC)= C2
g−q+2. Hence all the

conditions required in Proposition 2.6 are satisfied. �

Remark 3.7. If the curve C is of gonality (q + 1) or less, then the hypotheses of
Proposition 3.6 are not satisfied. Indeed, if A is a g1

q+1, then W 1
g−q(C) contains the

variety {A}+Wg−2q−1(C), which is of dimension g− 2q − 1.
If the curve C is instead of gonality (q + 2), then the hypothesis that

dim(W 1
g−q(C))= ρ(g, 1, g− q)= g− 2q − 2

coincides with the linear growth condition on the dimension of Brill–Noether
loci, from [Aprodu 2005]. It was proved there that this condition implies Green’s
conjecture, i.e., condition (Mq).

Remark 3.8. If q = 2, and C is neither trigonal, bielliptic nor plane quintic, the
hypotheses of Proposition 3.6 are satisfied. Indeed, if one of the two fails, then we
obtain a contradiction with the Mumford–Martens dimension theorem. Likewise,
for q = 3 the failure of the hypotheses contradicts Keem’s dimension theorem
[Voisin 1988, Proposition II.0].

Corollary 3.9. Assume that g ≥ 2q+ 2, q ≥ 2, and that dim(C2
g−q+2)≤ g− 2q. If

(1q+1) holds on C in the strong sense then (1q) also holds on C in the strong sense.

Applying Proposition 3.6 and Lemma 2.8, we obtain the following existence
result:

Corollary 3.10. For a general triple (C, L , D), with L special and D∈V r−q+1
r−q+2 (L),

the condition (1q) is satisfied.

The meaning of generality in the statement is that L is a general projection
of the canonical bundle, and hence the speciality index equals 1. More precise
existence results are proved by Coppens and Martens, and by Farkas; see [Farkas
2008, Theorem 0.5] and the references therein.
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4. Condition (1q) and geometry

Proposition 4.1. Assume that r ≥max{4, 2q − 1}. Suppose that L is special and
condition (1q) holds on C with respect to L in the strong sense. Then ϕL(C)⊂ Pr

is not contained in a q-dimensional variety of minimal degree (r − q + 1) unless
r = 2q − 1 and C has a basepoint-free g1

q+1.

Proof. Assume that r ≥ 2q . We note that C has no g1
q+1. Indeed, if we have a g1

q+1,
then A+Cr−2q+1, with A ∈ |g1

q+1|, fill up a component of V r−q+1
r−q+2 (L), and any

element of this locus fails condition (c) of the definition of (1q).
Assume by contradiction that ϕL(C)⊂ X , a q-dimensional variety of minimal

degree r−q+1. Then X is ruled by a one-dimensional family of (q−1)-planes. Let
3 be a general such (q−1)-plane, and let E =3∩ϕL(C) and n= deg(3∩ϕL(C)).
Then n ≥ q + 2 by what we have just shown. Decompose E = A + B with
deg(A)= q + 1. Let D = A+ y1+ · · ·+ yr−2q+1 with the yi general points of C .
Then D ∈ V r−q+1

r−q+2 (L), but it does not satisfy (1q). On the other hand, the divisor
D depends on 1+ (r − 2q + 1)= r − 2q + 2 parameters. Therefore it is a general
point of a component of V r−q+1

r−q+2 (L), a contradiction.
In the case r = 2q − 1, the only possibility for C to be on a variety of minimal

degree is that C have a basepoint-free g1
q+1, and, in this case, Sq+1(L) will have a

rational component. The case when X is a cone over the Veronese surface can be
treated similarly, by general projection to P2q−1 using Lemma 2.8. �

Note that if C is contained in an e-dimensional variety of minimal degree
(r − e + 1) with e ≤ q, then it is contained also in a q-dimensional variety of
minimal degree (r − q + 1) [Harris 1981].

As we will see, the validity of property (M3) is tightly connected with properties
of surfaces of low degree in P5. As an illustration of the geometric content of
Definition 2.3, we study surfaces of degree n ≤ 6.

Proposition 4.2. Assume that r = 5, L is special and (13) holds on C with respect
to L in the strong sense. Then ϕL(C)⊂P5 is not contained in a nonsingular surface
of degree ≤ 6 unless it has a g1

4 .

Proof. Assume that C ⊂ S, a nonsingular surface of degree n≤ 6. Consider the case
n = 6. The possibilities for a nonsingular surface of degree 6 in P5 are described
in [Ionescu 1984], and are the following: (i) an elliptic scroll with sectional genus
g = 1 and e = 0; (ii) a Castelnuovo surface with sectional genus g = 2 defined by
the embedding in P5 of the blow-up X = Blp1,...,p6,q(P

2) of P2 at seven general
points via the very ample linear system |L| = |4H − E1 − E2 − · · · − E6 − 2A|
(with the obvious notation) corresponding to the system of plane quartics passing
simply through p1, . . . , p6 and doubly through q .
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In case (i), let `⊂ S be a general line of the ruling, and let k = deg(OC(`)). Then
k ≥ 2, and if k = 2 then C is bielliptic, so it has a g1

4 . If k ≥ 3, then adding a general
p ∈ C to a subdivisor of degree 3 of OC(`) we obtain an element of S4(L) which
does not satisfy (13) and which depends on two parameters, a contradiction.

In case (ii), the system |H − A| is a pencil of conics on the surface S. The
divisors D ∈ |OC(H − A)| have degree say m ≥ 3 and dim |D| ≥ 1. If m ≤ 4 then
C has a g1

4 . Otherwise the divisors D contain subdivisors of degree 4 contradicting
the other conditions.

If n = 5, then S is a Del Pezzo surface. Let |γ | be a pencil of conics on S and
let N = OC(γ ). Then N gives a g1

4 or contradicts (13), depending on whether
deg(N )≤ 4 or deg(N )≥ 5.

If n = 4, the conclusion follows from Proposition 4.1. �

5. Condition (13) and Koszul cohomology

In this section, we briefly recall the relation between Koszul cohomology and vector
bundles, as well as the definition of syzygy schemes.

Consider X a smooth projective variety, and let L be a globally generated line
bundle on X . We let

ϕL : X→ P(H 0(L)∨)∼= Pr , r + 1= h0(L)

be the morphism defined by L .
We have an exact sequence

0−→ ML −→ H 0(L)⊗OX −→ L −→ 0, (1)

where ML = ϕ
∗(�Pr (1)) is locally free of rank r . If r = 1, i.e., if |L| is a basepoint-

free pencil, then ML = L−1. Taking the n-th exterior power (1≤ n ≤ r ) we obtain
the exact sequence

0−→
∧n ML −→

∧n H 0(L)⊗OX −→
∧n−1 ML ⊗ L −→ 0. (2)

For any coherent sheaf F on X , twisting the sequence above with F, with powers
of L and taking global sections, we obtain isomorphisms

Kn,m(X,F; L)∼=Coker
{∧n+1 H 0(L)⊗H 0(F⊗Lm−1)→ H 0(∧n ML⊗F⊗Lm)}.

The syzygy schemes were introduced and studied in [Green 1984; Ehbauer 1994].
The idea behind the definition of syzygy schemes is that one reason for which a
linearly normal curve C in Pr has some nonvanishing Kn,1 is that C lies on a variety
of special type. The varieties under question are cut out by quadrics; more precisely,
by the quadrics involved in syzygies.
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The general set-up is the following. Let C be a smooth curve, L a globally
generated (preferably very ample) line bundle on C and set V = H 0(L). Start with
the short exact sequence of sheaves on the projective space

0−→ IC −→ OPr −→ OC −→ 0.

Note that for any n and m we have Kn,m(P
r ,OC ;OPr (1))∼= Kn,m(C; L).

Taking Koszul cohomology with respect to OPr (1), and using the vanishing of
Koszul cohomology on the projective space, we obtain isomorphisms

Kn,m(C; L)∼= Kn−1,m+1(P
r ,IC ;OPr (1)),

for any n and m except for the cases (n,m)= (0, 0) or (n,m)= (1,−1). On the
other hand, from the general description of mixed Koszul cohomology, we know that

Kn−1,m+1(P
r ,IC ;OPr (1))

∼= Coker
{∧nV ⊗ H 0(IC(m))→ H 0(�n−1

Pr (n+m)⊗IC)
}
.

Observe that for the case m = 1 we have H 0(IC(m))= 0, and hence we obtain
an isomorphism

Kn,1(C; L)∼= H 0(�n−1
Pr (n+ 1)⊗IC);

in particular, any nonzero Koszul cohomology class α ∈ Kn,1(C; L) corresponds to
a section in H 0(�n−1

Pr (n+ 1)) vanishing along C . The zero-scheme of this section
is called the syzygy scheme associated to α, and is denoted by Syz(α). Note that a
syzygy scheme is cut out by quadrics, as the sheaf �n−1

Pr (n+ 1) is a subsheaf of∧n−1V ⊗OPr (2). The scheme-theoretic intersection of all the syzygy schemes is
denoted by Syzn(C). It contains C and is cut out by quadrics as well.

We record next two remarkable classification results concerning syzygy schemes,
due to Green and Ehbauer.

Theorem 5.1 (Green’s K p,1). If Kr−1,1(C, L) 6= 0, then C is a rational normal
curve and Syzr−1(C) = C. If C is of degree ≥ r + 2 and Kr−2,1(C, L) 6= 0, then
Syzr−2(C) is a surface of minimal degree (r − 1).

Theorem 5.2 (Ehbauer). If C has degree ≥ r + 13 and Kr−3,1(C, L) 6= 0, then
Syzr−3(C) is either a surface of minimal degree (r − 1), a surface of degree r or a
threefold of minimal degree (r − 2).

We recall the following:

Definition 5.3. The line bundle L has property (Mq) if Kn,1(C; L) = 0 for all
n ≥ r − q .

We prove:
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Theorem 5.4. Assume g≥ 14, r ≥ 5, L is very ample and special of degree≥ r+13,
and (13) holds on C with respect to L in the strong sense. Then L satisfies (M3)

unless gon(C)≤ 4.

Proof. Applying Ehbauer’s characterisation of syzygy schemes, if L fails prop-
erty (M3), then C lies either on a surface of minimal degree, on a threefold of
minimal degree or on a surface of degree r . The first two cases are excluded
by Proposition 4.1. Projecting generically to P5 and applying Lemma 2.8 and
Proposition 4.2, we see that C cannot lie on a smooth surface of degree 5. If it lies
on a singular surface of degree 5 in P5, then, projecting from a singular point, the
curve in P4 lies on a surface of minimal degree. In particular, since the curve is of
gonality ≥ 5, the image of C in P4 has a k-secant line for some k ≥ 5, and hence
the image of C in P5 has a one-dimensional family of k-secant 2-planes with k ≥ 5,
which contradicts the assumptions. �

Remark 5.5. The same argument together with Green’s K p,1-theorem gives a
similar statement for the weaker property (M2).
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Complex group algebras of the
double covers of the symmetric and

alternating groups
Christine Bessenrodt, Hung Ngoc Nguyen,
Jørn B. Olsson and Hung P. Tong-Viet

We prove that the double covers of the alternating and symmetric groups are
determined by their complex group algebras. To be more precise, let n � 5 be
an integer, G a finite group, and let yAn and yS˙n denote the double covers of An
and Sn, respectively. We prove that CG Š CyAn if and only if G Š yAn, and
CG ŠCySCn ŠCyS�n if and only if G Š ySCn or yS�n . This in particular completes the
proof of a conjecture proposed by the second and fourth authors that every finite
quasisimple group is determined uniquely up to isomorphism by the structure
of its complex group algebra. The known results on prime power degrees and
relatively small degrees of irreducible (linear and projective) representations of
the symmetric and alternating groups together with the classification of finite
simple groups play an essential role in the proofs.

1. Introduction

The complex group algebra of a finite group G, denoted by CG, is the set of formal
sums

˚P
g2G agg j ag 2C

	
, equipped with natural rules for addition, multiplication,

and scalar multiplication. Wedderburn’s theorem implies that CG is isomorphic to
the direct sum of matrix algebras over C whose dimensions are exactly the degrees
of the (nonisomorphic) irreducible complex representations of G. Therefore, the
study of complex group algebras and the relation to their base groups is important
in group representation theory.

In an attempt to understand the connection between the structure of a finite group
and its complex group algebra, in Question 2 of the landmark paper [Brauer 1963]
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it was asked: when do nonisomorphic groups have isomorphic complex group
algebras? Since this question might be too general to be solved completely, it
is more feasible to study more explicit questions/problems whose solutions will
provide a partial answer to Brauer’s question. For instance, if two finite groups
have isomorphic complex group algebras and one of them is solvable, is it true that
the other is also solvable? Or, if two finite groups have isomorphic complex group
algebras and one of them has a normal Sylow p-subgroup, can we conclude the
same for the other group? We refer the reader to [Brauer 1963] or Section 9 of the
survey paper [Navarro 2010] for more discussions on complex group algebras.

A natural problem that arises from Brauer’s question is the following: given
a finite group G, determine all finite groups (up to isomorphism) with complex
group algebras isomorphic to that of G. This problem is easy for abelian groups
but difficult for solvable groups in general. If G is any finite abelian group of
order n, then CG is isomorphic to a direct sum of n copies of C, so the complex
group algebras of any two abelian groups are isomorphic if and only if the two
groups have the same order. For solvable groups, the probability that two groups
have isomorphic complex group algebra is often fairly “high”. For instance, it was
pointed out in [Huppert 2000] that among 2328 groups of order 27, there are only 30
different complex group algebra structures. In contrast to solvable groups, simple
groups or more generally quasisimple groups seem to have a stronger connection
to their complex group algebras. In [Nguyen and Tong-Viet 2014], two of the four
current authors have conjectured that every finite quasisimple group is determined
uniquely up to isomorphism by its complex group algebra, and proved it for all
quasisimple groups except the nontrivial perfect central covers of the alternating
groups.

Let An denote the alternating group of degree n. (Throughout the paper we
always assume that n� 5, unless otherwise stated.) The Schur covers (or covering
groups) of the alternating and symmetric groups were first studied and classified
in [Schur 1911] in connection with their projective representations. It is known
that An has one isomorphism class of Schur covers, which is indeed the double
cover yAn except when n is 6 or 7, where triple and 6-fold covers also exist. We are
able to prove that every double cover of an alternating group of degree at least 5 is
determined uniquely by its complex group algebra.

Theorem A. Let n � 5. Let G be a finite group and yAn the double cover of An.
Then G Š yAn if and only if CG Š CyAn.

We prove a similar result for the triple and 6-fold (perfect central) covers of A6
and A7, and therefore complete the proof of the aforementioned conjecture.

Theorem B. Let G be a finite group and H a quasisimple group. Then G ŠH if
and only if CG Š CH .



The double covers of the symmetric and alternating groups 603

Proof. This is a consequence of Theorem A, Theorem 6.2, and [Nguyen and Tong-
Viet 2014, Corollary 1.4]. �

The symmetric group Sn has two isomorphism classes of Schur double covers,
denoted by yS�n and ySCn . It turns out that these two covers are isoclinic, and therefore
their complex group algebras CySCn and CyS�n are isomorphic [Morris 1962]. Our
next result solves the above problem for the double covers of the symmetric groups.

Theorem C. Let n � 5. Let G be a finite group and yS˙n the double covers of Sn.
Then CG Š CySCn (or equivalently CG Š CyS�n ) if and only if G Š ySCn or G Š yS�n .

Let Irr.G/ denote the set of all irreducible representations (or characters) of
a group G over the complex field. As mentioned above, two finite groups have
isomorphic complex group algebras if and only if they have the same set of degrees
(counting multiplicities) of irreducible characters. Therefore, the proofs of our main
results as expected depend heavily on the representation theories of the symmetric
and alternating groups, their double covers, and quasisimple groups in general. In
particular, we make use of known results on relatively small degrees and prime
power degrees of the irreducible characters of yAn and yS˙n .

The remainder of the paper is organized as follows. In the next section, we give a
brief overview of the representation theory of the symmetric and alternating groups
and their double covers, and then collect some results on prime power character
degrees of these groups. The results on minimal degrees are then presented in
Section 3. In Section 4, we establish some useful lemmas that will be needed later
in the proofs of the main results. The proof of Theorem A is carried out in Section 5
and exceptional covers of A6 and A7 are treated in Section 6.

The last four sections are devoted to the proof of Theorem C. Let G be a finite
group such that CG Š CyS˙n . We will show that G0 D G00, and therefore there
exists a normal subgroup M of G such that M �G0 and the chief factor G0=M is
isomorphic to a direct product of k copies of a nonabelian simple group S . To prove
that G is isomorphic to one of yS˙n , one of the key steps is to show that this chief
factor is isomorphic to An. We will do this by using the classification of finite simple
groups to eliminate almost all possibilities for k and S . As we will see, it turns out
that the case of simple groups of Lie type in even characteristic is most difficult.

In Section 7, we prove a nonexistence result for particular character degrees of
yS˙n , and we apply it in Section 8 to show that S cannot be a simple group of Lie
type in even characteristic. We then eliminate other possibilities for S in Section 9,
and complete the proof of Theorem C in Section 10.

Notation. Since CySCn Š CyS�n , when working with character degrees of yS˙n , it
suffices to consider just one of the two covers. For the sake of convenience, we will
write ySn to denote either one of the two double covers of Sn. If X and Y are two
multisets, we write X � Y , and say that X is a submultiset of Y , if the multiplicity
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of any element in X does not exceed that of the same element in Y . For a finite
group G, the number of conjugacy classes of G is denoted by k.G/. We write
Irr20.G/ to mean the set of all irreducible characters of G of odd degree. The set
and the multiset of character degrees of G are denoted respectively by cd.G/ and
cd�.G/. Finally, we denote by di .G/ the i-th smallest nontrivial character degree
of G. Other notation is standard or will be defined when needed.

2. Prime power degrees of ySn and yAn

In this section, we collect some results on irreducible characters of prime power
degree of ySn and yAn. The irreducible characters of the double covers of the
symmetric and alternating groups are divided into two kinds: faithful characters,
which are also known as spin characters, and nonfaithful characters, which can be
viewed as ordinary characters of Sn or An.

2A. Characters of Sn and An. To begin with, let us recall some notation and
terminology of partitions and Young diagrams in connection with representation
theory of the symmetric and alternating groups. A partition � of n is a finite
sequence of natural numbers .�1; �2; : : : ; �m/ such that �1 � �2 � � � � � �m and
�1C�2C � � � C�m D n. If �1 > �2 > � � � > �m, we say that � is a bar partition
of n (also called a strict partition of n). The Young diagram associated to � is an
array of n nodes with �i nodes on the i-th row. At each node .i; j /, we define
the hook length h.i; j / to be the number of nodes to the right and below the node
.i; j /, including the node .i; j /.

It is well known that the irreducible characters of Sn are in one-to-one correspon-
dence with partitions of n. The degree of the character �� corresponding to � is
given by the hook-length formula of Frame, Robinson and Thrall [Frame et al. 1954]:

f� WD ��.1/D
nŠQ

i;j h.i; j /
:

Two partitions of n whose Young diagrams transform into each other when
reflected about the line y D�x, with the coordinates of the upper-left node taken
to be .0; 0/, are called conjugate partitions. The partition conjugate to � is denoted
by �. If �D �, we say that � is self-conjugate. The irreducible characters of An can
be obtained by restricting those of Sn to An. More explicitly, �� #AnD �� #An is
irreducible if � is not self-conjugate. Otherwise, �� #An is the sum of two different
irreducible characters of An of the same degree. In short, the degrees of irreducible
characters of An are labeled by partitions of n and are given by

Qf� D

�
f� if �¤ �;
f�=2 if �D �:
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Irreducible representations of prime power degree of the symmetric and alternat-
ing groups were classified by A. Balog, C. Bessenrodt, J. B. Olsson and K. Ono
[Balog et al. 2001]. This result is critical in eliminating simple groups other than
An involved in the structure of finite groups whose complex group algebras are
isomorphic to CyAn or CySn.

Lemma 2.1 [Balog et al. 2001, Theorem 2.4]. Let n� 5. An irreducible character
��2 Irr.Sn/ corresponding to a partition � of n has prime power degree f�Dpr >1
if and only if one of the following occurs:

(1) nD pr C 1, �D .n� 1; 1/ or .2; 1n�2/, and f� D n� 1.

(2) nD 5, �D .22; 1/ or .3; 2/, and f� D 5.

(3) n D 6, � D .4; 2/ or .22; 12/, and f� D 9; � D .32/ or .23/, and f� D 5;
�D .3; 2; 1/ and f� D 16.

(4) nD 8, �D .5; 2; 1/ or .3; 2; 13/, and f� D 64.

(5) nD 9, �D .7; 2/ or .22; 15/, and f� D 27.

Lemma 2.2 [Balog et al. 2001, Theorem 5.1]. Let n� 5. An irreducible character
degree Qf� of An corresponding to a partition � of n is a prime power pr > 1 if and
only if one of the following occurs:

(1) nD pr C 1, �D .n� 1; 1/ or .2; 1n�2/, and Qf� D n� 1.

(2) nD 5, �D .22; 1/ or .3; 2/, and Qf� D 5; �D .3; 12/ and Qf� D 3.

(3) n D 6, � D .4; 2/ or .22; 12/ and Qf� D 9; � D .32/ or .23/ and Qf� D 5;
�D .3; 2; 1/ and Qf� D 8.

(4) nD 8, �D .5; 2; 1/ or .3; 2; 13/, and Qf� D 64.

(5) nD 9, �D .7; 2/ or .22; 15/, and Qf� D 27.

2B. Spin characters of Sn and An. We now recall the spin representation theory
of the symmetric and alternating groups, due to Schur [Hoffman and Humphreys
1992; Morris 1962; Schur 1911; Wagner 1977]. To each bar partition � D

.�1; �2; : : : ; �m/ (i.e., �1 > �2 > � � � > �m) of n, there corresponds one or two
irreducible characters (depending on whether n�m is even or odd, respectively)
of ySn, of degree

g� D 2
b.n�m/=2c

Ng�;

where Ng� denotes the number of shifted standard tableaux of shape �. This number
can be computed by an analogue of the hook-length formula, the bar formula
[Hoffman and Humphreys 1992, Proposition 10.6]. The length b.i; j / of the .i; j /-
bar of � is the length of the .i; j C 1/-hook in the shift-symmetric diagram of �
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(obtained by reflecting the shifted diagram of � along the diagonal and pasting it
onto �; see [Macdonald 1995, p. 14] for details). Then

Ng� D
nŠQ

i;j b.i; j /
:

The spin character degree may also be computed by the formula

g� D 2
b.n�m/=2c nŠ

�1Š�2Š � � ��mŠ

Y
i<j

�i ��j

�i C�j
:

Again, one can get faithful irreducible characters of yAn by restricting those of
yS˙n to yAn in the following way. If n�m is odd, then the restrictions of the two
characters of yS˙n labeled by � to yAn are the same and irreducible. Otherwise, the
restriction of the one character labeled by � is the sum of two irreducible characters
of the same degree g�=2. Let Qg� be the degree of the irreducible spin character(s)
of yAn labeled by the bar partition �; we then have

Qg� D

�
g� if n�m is odd;
g�=2 if n�m is even:

The classification of spin representations of prime power degree of the symmetric
and alternating groups has been done by the first and third authors of the current
paper in [Bessenrodt and Olsson 2002].

Lemma 2.3 [Bessenrodt and Olsson 2002, Theorem 4.2]. Let n� 5, and let � be a
bar partition of n. The spin irreducible character degree g� of ySn corresponding to
� is a prime power if and only if one of the following occurs:

(1) �D .n/ and g� D 2b.n�1/=2c.

(2) nD 2r C 2 for some r 2 N, �D .n� 1; 1/, and g� D 22
r�1Cr .

(3) nD 5, �D .3; 2/, and g� D 4.

(4) nD 6, �D .3; 2; 1/, and g� D 4.

(5) nD 8, �D .5; 2; 1/, and g� D 64.

Lemma 2.4 [Bessenrodt and Olsson 2002, Theorem 4.3]. Let n� 5, and let � be a
bar partition of n. The spin irreducible character degree Qg� of yAn corresponding to
� is a prime power if and only if one of the following occurs:

(1) �D .n/ and Qg� D 2b.n�2/=2c.

(2) nD 2r C 2 for some r 2 N, �D .n� 1; 1/, and Qg� D 22
r�1Cr�1.

(3) nD 5, �D .3; 2/, and Qg� D 4.

(4) nD 6, �D .3; 2; 1/, and Qg� D 4.

(5) nD 8, �D .5; 2; 1/, and Qg� D 64.
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3. Low degrees of ySn and yAn

We present in this section some results on minimal degrees of both ordinary and
spin characters of the symmetric and alternating groups. We start with ordinary
characters:

Lemma 3.1 [Rasala 1977]. The following hold:

(1) d1.Sn/D n� 1 if n� 5.

(2) d2.Sn/D n.n� 3/=2 if n� 9.

(3) d3.Sn/D .n� 1/.n� 2/=2 if n� 9.

(4) d4.Sn/D n.n� 1/.n� 5/=6 if n� 13.

(5) d5.Sn/D .n� 1/.n� 2/.n� 3/=6 if n� 13.

(6) d6.Sn/D n.n� 2/.n� 4/=3 if n� 15.

(7) d7.Sn/D n.n� 1/.n� 2/.n� 7/=24 if n� 15.

Lemma 3.2 [Tong-Viet 2011]. If n� 15, then di .An/D di .Sn/ for 1� i � 4, and,
if n� 22, then di .An/D di .Sn/ for 1� i � 7.

The minimal degrees of spin irreducible representations of yAn and ySn were ob-
tained in [Kleshchev and Tiep 2004; 2012]. These minimal degrees are indeed the de-
grees of the basic spin and second basic spin representations. Let d1.yAn/ and d1.ySn/

denote the smallest degrees of irreducible spin characters of yAn and ySn, respectively.

Lemma 3.3 [Kleshchev and Tiep 2004, Theorem A]. Let n � 8. The smallest
degrees of the irreducible spin characters of yAn and ySn are d1.yAn/ D 2

b.n�2/=2c

and d1.ySn/D 2
b.n�1/=2c respectively, and there is no degree between d1.yAn/ and

2d1.yAn/ in the alternating case or d1.ySn/ and 2d1.ySn/ in the symmetric one.

Using the above results, we easily deduce the following:

Lemma 3.4. The following hold:

(1) If n� 31, then di .ySn/D di .Sn/ for 1� i � 7.

(2) If n� 34, then di .yAn/D di .An/ for 1� i � 7.

Proof. We observe that d1.ySn/D 2b.n�1/=2c >n.n�1/.n�2/.n�7/=24D d7.Sn/
if n� 31. Therefore part (1) follows by Lemmas 3.1 and 3.3. Similarly, we have
d1.yAn/ D 2

b.n�2/=2c > n.n� 1/.n� 2/.n� 7/=24 D d7.An/ if n � 34, and thus
part (2) follows. �

Lemma 3.5. Let G be either yAn or ySn.

(1) If n� 8, then d1.G/D n� 1.

(2) If n � 10, then d2.G/ D minfn.n� 3/=2; d1.G/g. Furthermore, if n � 12,
then d2.G/ > 2n.
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(3) If n� 16, then d3.G/D .n�1/.n�2/=2 and d4.G/Dminfn.n�1/.n�5/=6;
d1.G/g.

(4) If n� 28, then d4.G/D n.n�1/.n�5/=6, d5.G/D .n�1/.n�2/.n�3/=6,
d6.G/Dn.n�2/.n�4/=3, and d7.G/Dminfn.n�1/.n�2/.n�7/=24;d1.G/g.

Proof. When n � 8, we see that d1.ySn/ � d1.yAn/ D 2b.n�2/=2c > n � 1 and
d1.Sn/D d1.An/Dn�1, which implies that d1.yAn/D d1.ySn/Dn�1, and part (1)
follows. When n� 10, we observe that d2.An/D d2.Sn/D n.n�3/=2, and part (2)
then follows from part (1).

Suppose that n � 16. It is easy to check that 2b.n�2/=2c > .n� 1/.n� 2/=2D
d3.An/Dd3.Sn/. It follows that d3.yAn/Dd3.ySn/D .n�1/.n�2/=2 and d4.G/D
minfn.n� 1/.n� 5/=6; d1.G/g, as claimed.

Finally suppose that n � 28. We check that 2b.n�2/=2c > n.n� 2/.n� 4/=3D
d6.An/D d6.Sn/, and part (4) then follows. �

4. Some useful lemmas

We begin with an easy observation:

Lemma 4.1. There always exists a prime number p with n<p�d2.G/ forGD yAn
or ySn, provided that n� 9.

Proof. It is routine to check the statement for 9� n� 11 by using [Conway et al.
1985]. So we can assume that n � 12. By Lemma 3.5, it suffices to prove that
there exists a prime between n and 2n. However, this is the well-known Bertrand–
Chebyshev theorem [Harborth and Kemnitz 1981]. �

The next three lemmas are critical in the proof of Theorem A.

Lemma 4.2. Let S be a simple group of Lie type of rank l defined over a field of q
elements, with q even. Then

jIrr20.S/j �

8̂̂̂<̂
ˆ̂:
ql=.l C 1; q� 1/ if S is of type A;
ql=.l C 1; qC 1/ if S is of type 2A;
ql=3 if S is of type E6; 2E6;
ql otherwise.

Proof. Let Ssc be the finite Lie-type group of simply connected type corresponding
to S . By [Brunat 2010, Corollary 3.6], Ssc has ql semisimple conjugacy classes.
To each semisimple class s of Ssc, Lusztig’s classification of complex characters of
finite groups of Lie type says that there corresponds a semisimple character of the
dual group, say S�sc, of Ssc of degree

jSscj20=jCSsc.s/j20 :
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This means that the dual S�sc of Ssc has at least ql irreducible characters of odd
degree.

If S is of type A, we have S�sc D PGLlC1.q/D S:.l C 1; q� 1/, and the lemma
follows for linear groups. A similar argument works for unitary groups and E6 as
well as 2E6. If S is not of these types, we will have S D Ssc D S

�
sc and the lemma

also follows. �

Lemma 4.3. Let n� 5, and let nD 2k1 C 2k2 C � � �C 2kt be the binary expansion
of n, with k1 > k2 > � � �> kt � 0. Then

jIrr20.yAn/j � jIrr20.ySn/j D 2k1Ck2C���Ckt :

Proof. If �D .�1; �2; : : : ; �m/ is a bar partition of n, then the 2-part of the spin
character degree g� of ySn labeled by � is at least

2b.n�m/=2c;

which is at least 2 as n� 5 and n�m� 3. We note that if n�mD 3 then Qg�D g�.
Therefore, the 2-part of the degree Qg� of yAn is at least 2 as well. In particular, we
see that every spin character degree of yAn as well as ySn is even. It follows that

jIrr20.yAn/j D jIrr20.An/j and jIrr20.ySn/j D jIrr20.Sn/j:

As mentioned in [McKay 1972], the number of odd degree irreducible characters
of An does not exceed that of Sn. Now the lemma follows from the formula for the
number of odd degree characters of Sn given in [Macdonald 1971, Corollary 1.3]. �

Lemma 4.4. Let n D 2k1 C 2k2 C � � � C 2kt be the binary expansion of n, with
k1 > k2 > � � �> kt � 0.

(1) If k1C k2C � � �C kt �
p
.n� 3/=2, then n < 215.

(2) if k1C k2C � � �C kt �
p
n� 3� 3, then n < 213.

(3) if k1C k2C � � �C kt � .n� 3/=18, then n < 210.

(4) if k1C k2C � � �C kt � .n� 3/=30, then n < 211.

Proof. We only give here a proof for part (2). The other statements are proved
similarly. As nD 2k1 C 2k2 C � � �C 2kt , we get k1 D blog2 nc and hence

k1C k2C � � �C kt � blog2 nc.blog2 ncC 1/=2:

However, it is easy to check that
p
.n� 3/�3> blog2 nc.blog2 ncC1/=2 if n�214.

For 213 � n < 214, the statement follows by direct computation. �

The following lemma is probably known, but we include a short proof for the
reader’s convenience. It will be needed in the proof of Theorem C.
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Lemma 4.5. Let k.yAn/ and k.ySn/ denote the number of conjugacy classes of yAn
and ySn, respectively. Then

k.ySn/ < 2k.yAn/:

Proof. Let Irrfaithful.G/ and Irrnonfaithful.G/ denote the sets of faithful irreducible
characters and nonfaithful irreducible characters, respectively, of a group G. Let a
and b be the numbers of self-conjugate partitions and of pairs of nonself-conjugate
partitions, respectively, of n. Also, let c and d be the numbers of bar partitions of
n with n�m even and odd, respectively. We have

jIrrnonfaithful.ySn/j D k.Sn/D aC 2b; jIrrfaithful.ySn/j D cC 2d;

jIrrnonfaithful.yAn/j D k.An/D 2aC b; jIrrfaithful.yAn/j D 2cC d:

Therefore,

k.ySn/D aC 2bC cC 2d and k.yAn/D 2aC bC 2cC d;

and the lemma follows. �

5. Complex group algebra of yAn — Theorem A

The aim of this section is to prove Theorem A. Let G be a finite group such that
CG Š CyAn. Then G has exactly one linear character, which is the trivial one, so
that G is perfect. Let M be a maximal normal subgroup of G. We then have that
G=M is nonabelian simple, and moreover

cd�.G=M/� cd�.G/D cd�.yAn/:

To prove the theorem, it is clear that we first have to show G=M Š An. We will
work towards this aim.

Proposition 5.1. Let S be a nonabelian simple group such that cd�.S/� cd�.yAn/.
Then S is isomorphic to An or to a simple group of Lie type in even characteristic.

Proof. We will eliminate other possibilities for S by using the classification of finite
simple groups. If 5 � n � 9, then the set of prime divisors of S is contained in
that of yAn, which in turn is contained in f2; 3; 5; 7g; hence by using [Huppert and
Lempken 2000, Theorem III] and [Conway et al. 1985], the result follows easily.
From now on we assume that n� 10.

(i) Alternating groups: Suppose that S D Am with 5 � m ¤ n. Since cd.Am/ �
cd.yAn/, we get d1.Am/� d1.yAn/. As d1.yAn/D n�1� 9 by Lemma 3.5, it follows
that d1.Am/ � 9. Thus m � 10, and so m� 1 D d1.Am/ � d1.yAn/ D n� 1. In
particular, we have m> n as m¤ n. It follows that jS j> 2jAnj and this violates
the hypothesis that cd�.S/� cd�.yAn/.
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(ii) Simple groups of Lie type in odd characteristic: Suppose that S D G.pk/, a
simple group of Lie type defined over a field of pk elements with p odd. Since
jS jp is the degree of the Steinberg character of S , we have jS jp 2 cd.yAn/. As
jS jp is an odd prime power, Lemma 2.4 implies that jS jp must be the degree of
a nonfaithful character of yAn. In other words, jS jp 2 cd.An/. Using Lemma 2.2,
we deduce that jS jp D n � 1. Hence, jS jp D d1.yAn/ is the smallest nontrivial
degree of yAn by Lemma 3.5. However, by [Tong-Viet 2012, Lemma 8] we have
d1.S/ < jS jp D d1.yAn/, which is impossible as cd.S/� cd.yAn/.

(iii) Sporadic simple groups and the Tits group: Using GAP (version 4.4.12), we
can assume that n� 14. To eliminate these cases, observe that n�maxfp.S/; 14g,
where p.S/ is the largest prime divisor of jS j, and that di .S/� di .yAn/ for all i � 1.
With this lower bound on n, we find the lower bounds for di .yAn/ with 1� i � 7
using Lemmas 3.4 and 3.5. Choose i 2 f2; 3; : : : ; 7g such that di .yAn/ > dj .S/ for
some j � 1 such that ji �j j is minimal. If j � i , then we obtain a contradiction. If
j < i , then dj .S/ 2 fdk.yAn/gi�1kDj

. Solving these equations for n, we then obtain
that either these equations have no solution, or that, for each solution of n, we can
find some k� 1 with dk.yAn/ > dk.S/. As an example, assume that S DO0N. Then
n � 31 since p.S/D 31. We have d7.yAn/D n.n� 1/.n� 2/.n� 7/=24 � 26970.
As d4.S/ D 26752 < d7.yAn/, it follows that d4.S/ 2 fd4.yAn/; d5.yAn/; d6.yAn/g.
However, one can check that these equations have no integer solutions. �

Proposition 5.2. Let S be a nonabelian simple group such that jS j jnŠ and cd�.S/�
cd�.yAn/. Then S Š An.

Proof. In light of Proposition 5.1 and its proof, it remains to assume that n� 9 and
prove that S cannot be a simple group of Lie type in even characteristic. Assume to
the contrary that S DGl.2k/, a simple group of Lie type of rank l defined over a
field of q D 2k elements. As above, we then have jS j2 2 cd.yAn/. By Lemmas 2.2
and 2.4, we have that jS j2 D n�1, jS j2 D 2b.n�2/=2c, or jS j2 D 2n=2Clog2.n�2/�2

when nD 2r C 2. Since the case jS j2 D n� 1 can be eliminated as in the proof of
the previous proposition, we can assume further that

jS j2 D 2
b.n�2/=2c or jS j2 D 2n=2Clog2.n�2/�2 when nD 2r C 2:

Recalling the hypothesis that cd�.S/� cd�.yAn/, we have

jIrr20.S/j � jIrr20.yAn/j: (5-1)

(i) S D Bl.2
k/ Š Cl.2

k/, Dl.2k/, or 2Dl.2k/. Then jS j2 D 2kl
2

or 2kl.l�1/.
In particular,

jS j2 � 2
kl2 :
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As jS j2 � 2b.n�2/=2c, it follows that

kl2 � b.n� 2/=2c � .n� 3/=2:

Therefore

kl �
p
.n� 3/=2:

Using Lemma 4.2, we then obtain

jIrr20.S/j � ql D 2kl � 2
p
.n�3/=2:

Now Lemma 4.3 and the inequality (5-1) imply

k1C k2C � � �C kt �
p
.n� 3/=2;

where nD2k1C2k2C� � �C2kt is the binary expansion of n. Invoking Lemma 4.4(1),
we obtain that n < 215.

(ii) S D Al.2k/ or 2Al.2k/. Arguing as above, we have

k1C k2C � � �C kt �
p
n� 3� 3;

which forces n < 213 by Lemma 4.4(2).

(iii) S is a simple group of exceptional Lie type. Using Lemma 4.4(3,4), we deduce
that n < 211.

For each of the above cases, a computer program has checked that either jS j
does not divide nŠ or S has an irreducible character degree not belonging to cd.yAn/
for “small” n. This contradiction completes the proof. Let us describe the example
where S D Sp2l.2

k/Š�2lC1.2
k/. Then we have

kl2 D b.n� 2/=2c or kl2 D n=2C log2.n� 2/� 2 when nD 2r C 2:

Moreover, the condition jS j jnŠ is equivalent to

2kl
2
lY
iD1

.22ki � 1/ jnŠ :

By computer calculations, we can determine all triples .k; l; n/ with n < 215

satisfying the above conditions. It turns out that, for each such triple, n is at most
170 and one of the three smallest character degrees of S is not a character degree
of yAn. The low-degree characters of simple groups of Lie type can be found in
[Tiep and Zalesskii 1996; Lübeck 2001; Nguyen 2010]. �

We are now ready to prove the first main result:
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Proof of Theorem A. Recall the hypothesis that G is a finite group such that CG Š

CyAn. Therefore cd�.G/D cd�.yAn/. In particular, we have jGj D jyAnj and G DG0

since yAn has only one linear character. Let M be a maximal normal subgroup
of G. Then G=M is a nonabelian simple group, say S . It follows that cd�.S/D
cd�.G=M/� cd�.G/ and hence

cd�.S/� cd�.yAn/:

We also have
jS j j jGj D jyAnj D nŠ :

Applying Propositions 5.1 and 5.2, we deduce that S Š An.
We have shown that G=M Š An. Since jGj D jyAnj D 2jAnj, we obtain jM j D 2.

In particular, M is central in G and therefore M � Z .G/\G0. Thus G Š yAn,
as desired. �

6. Triple and 6-fold covers of A6 and A7

In this section, we aim to prove that every perfect central cover of A6 or A7 is
uniquely determined up to isomorphism by the structure of its complex group
algebra. To do that, we need the following result from [Nguyen and Tong-Viet
2014, Lemma 2.5]. Here and in what follows, we write Mult.S/ and Schur.S/ to
denote the Schur multiplier and the Schur covering group (or the Schur cover for
short), respectively, of a simple group S .

Lemma 6.1. Let S be a nonabelian simple group different from an alternating group
of degree greater than 13. Assume that S is different from PSL3.4/ and PSU4.3/.
Let G be a perfect group and M CG such that G=M Š S , jM j � jMult.S/j, and
cd.G/ � cd.Schur.S//. Then G is uniquely determined up to isomorphism by S
and the order of G.

Now we prove the main result of this section:

Theorem 6.2. Let G be a finite group and H a perfect central cover of A6 or A7.
Then G ŠH if and only if CG Š CH .

Proof. First, as A6 Š PSL2.9/, every perfect central cover of A6 can be viewed as
a quasisimple classical group, a case which is already studied in [Nguyen 2013,
Theorem 1.1]. So it remains to consider the perfect central covers of A7. Let H be
one of those, and assume that G is a finite group such that CG Š CH .

As before, we see thatG is perfect and, ifM is a normal maximal subgroup ofG,
we have that G=M is nonabelian simple and cd�.G=M/� cd�.H/. In particular,

cd�.G=M/� cd�.Schur.A7//;
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where Schur.A7/ is the Schur cover (or the 6-fold cover) of A7. It follows that
jG=M j � 6jA7j D 7560. Inspecting [Conway et al. 1985], we come up with

G=M Š PSL2.q/ with 5� q � 23; or PSL3.3/; or PSU3.3/; or A7:

Since each of the possibilities for G=M except A7 does not satisfy the inclusion
cd�.G=M/� cd�.Schur.A7//, we deduce that G=M Š A7.

On the other hand, as CG Š CH , we have jGj D jH j. It follows that jM j D
jZ .H/j � 6. Using Lemma 6.1, we conclude that G ŠH . �

7. Excluding critical character degrees of ySn

In this section, we prove a nonexistence result for special character degrees of ySn
which will be applied in the next section. Indeed, with the following proposition,
we prove a little more, as only the case of even n will be needed (in fact, the proof
shows that also versions with slightly modified 2-powers can be obtained).

Proposition 7.1. Let n 2 N. If 2Œ
n�2
2
�.n � 1/ is a character degree of ySn, then

n� 8 and the degree is an ordinary degree f� for � 2 f.2/; .2; 1/; .4; 22/g (or their
conjugates), or the spin degree g� for �D .4; 2/.

The strategy for the proof is inspired by the methods used in [Balog et al. 2001;
Bessenrodt and Olsson 2002] to classify the irreducible characters of prime power
degrees. A main ingredient is a number-theoretic result which is a variation of
[Balog et al. 2001, Theorem 3.1].

First, we define M.n/ to be the set of pairs of finite sequences of integers
s1 < s2 < � � �< sr � n, t1 < t2 < � � �< tr � n, with all numbers different from n�1,
that satisfy

(i) si < ti for all i ,

(ii) s1 and t1 are primes > n=2, and

(iii) for 1� i � r � 1, siC1 and tiC1 contain prime factors exceeding 2n� si � ti
and not dividing n� 1.

We then set t .n/ WDmaxftr j ..si /iD1;:::;r ; .ti /iD1;:::;r/2M.n/g, and t .n/D 0 when
M.n/D∅. Note that, for all n� 15, there are at least two primes p; q¤ n�1 with
n=2 < p < q � n (e.g., use [Harborth and Kemnitz 1981]); hence for all n� 15 the
set M.n/ is not empty.

Theorem 7.2. Let n 2 N. Then n� t .n/� 225.
For 15� n� 109, we have the tighter bounds

n� t .n/

8<:
D 7 for n 2 f30; 54g;
D 5 for n 2 f18; 24; 28; 52; 102; 128; 224g;
� 4 otherwise:
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Proof. For n > 3:9 � 108, the proof follows the lines of the arguments for [Balog
et al. 2001, Theorem 3.1], noticing that in the construction given there the numbers
in the sequences are below n� 1 and that the chosen prime factors do not divide
n� 1; this then gives n� t .n/� 225.

A computer calculation (with Maple) shows that, for all n� 109, we have the
claimed bounds and values for n� t .n/. �

For any partition � of n, we denote by l.�/ the length of �, and we let l1.�/
be the multiplicity of 1 in �. We put hi D h.i; 1/ for 1 � i � l.�/; these are the
first-column hook lengths of �. We set fch.�/D fh1; : : : ; hl.�/g.

First we want to show that Proposition 7.1 holds for ordinary characters. Via
computer calculations, the claim is easily checked up to nD 44, and in particular,
we find the stated exceptions for n < 9. Thus we have to show that

f� D 2
Œn�2
2
�.n� 1/ (�)

cannot hold for n� 9; if necessary, we may even assume that n > 44.
To employ Theorem 7.2, we need some preparation, which is similar to corre-

sponding results in [Balog et al. 2001].

Proposition 7.3. If q is a prime with n� l1.�/� q � n and q − f�, then

q; 2q; : : : ;
h
n

q

i
q 2 fch.�/:

Proof. Put wD Œn=q�, nDwqC r , 0� r < q. By assumption, we have .w�1/q �
.w�1/qCr D n�q � l1 WD l1.�/. Thus q; 2q; : : : ; .w�1/q 2 fch.�/. If wq � l1,
then we are done. Assume that l1 < wq. At most w hooks in � are of lengths
divisible by q (see, e.g., [Olsson 1993, Proposition (3.6)]). If there are only the
above w � 1 hooks in the first column of length divisible by q, then q jf� sinceQw
iD1.iq/ jnŠ, a contradiction. Let h.i; j / be the additional hook length divisible

by q. Since �¤ .1n/, l1 � h2. If h2 > l1, then h.i; j /C h.2; 1/ > qC l1 � n. By
[Balog et al. 2001, Corollary 2.8] we get j D 1. If h2 D l1, then �D .n� l1; 1l1/,
and since l1 <wq there has to be a hook of length divisible by q in the first row.
Since n� l1 � q we must have h1 D wq. �

In analogy to [Balog et al. 2001, Corollary 2.10], we deduce:

Corollary 7.4. Let 1 � i < j � l.�/. If h � n has a prime divisor q satisfying
2n� hi � hj < q and q − f�, then h 2 fch.�/.

We now combine these results with Theorem 7.2, similarly to [Balog et al. 2001];
as stated earlier we may assume that n� 15, and hence there are least two primes
p; q ¤ n�1 with n=2 < p < q � n. Assuming (�) for �, the hook formula implies
that there have to be hooks of length p and q in �. As argued in [Balog et al. 2001],
we then have p; q 2 fch.�/ or p; q 2 fch.�/; without loss of generality, we may
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assume p; q 2 fch.�/. Then the assumption (�) forces any prime between n=2 and
n, except n� 1 if this is prime, to be in fch.�/. This gives an indication towards
the connection with the sequences belonging to the pairs in M.n/.

Indeed, we have the following proposition, which is proved similarly to the
corresponding result in [Balog et al. 2001].

Proposition 7.5. Let n � 15. Let ..si /iD1;:::;r ; .ti /iD1;:::;r/ 2 M.n/. Let � be
a partition of n such that .�/ holds. Then fs1; : : : ; sr ; t1; : : : ; trg � fch.�/ or
fs1; : : : ; sr ; t1; : : : ; trg � fch.�/.

In particular, n�h1 � 225, and we have tighter bounds for n�h1 when n� 109

as given in Theorem 7.2.

Now we can embark on the first part of the proof of Proposition 7.1, showing
the nonexistence of ordinary irreducible characters of the critical degree for n� 9.
As remarked before, we may assume n� 44.

First part of the proof of Proposition 7.1. Set mD Œ.n� 2/=2�, and assume that the
partition � of n satisfies

f� D 2
m.n� 1/: (�)

Let c D n� h1. By [Balog et al. 2001, Proposition 4.1] we have the following
bound for the 2-part of the degree:

.f�/2 � n
2
� ..2cC 2/Š/2:

By Proposition 7.5, we have c � 225, and hence ..2cC 2/Š/2 � .452Š/2 D 2448.
Thus

2m � 2448n2 � 2448.2mC 3/2:

A short computation gives m� 467, and hence n� 937. By Proposition 7.5, c � 5,
unless nD 54, where we only get c � 7. But for nD 54 we can argue as follows:
As � satisfies (�), without loss of generality 43; 47 2 fch.�/. Then l1.�/� 35 (by
[Balog et al. 2001, Proposition 2.6]), and hence 17; 34 2 fch.�/; since 54 > 3 � 17,
by the hook formula there has to be one more hook of length divisible by 17 in �.
As c � 7, this is in the first row or column; if it is not in the first column, we get
a contradiction considering this hook and the one of length 43. Thus 51 2 fch.�/,
and hence c � 3.

Hence for all n� 937 we have ..2cC 2/Š/2 � .12Š/2 D 210, and

2m � 210n2 � 210.2mC 3/2:

This impliesm�20, and hence n�43, where the assertion was checked directly. �
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Next we deal with the spin characters of ySn. Recall that for a bar partition � of n,
Ng� is the number of shifted standard tableaux of shape �, and the spin character
degree associated to � is g� D 2Œ

n�l.�/
2

�
Ng�. Hence the condition on the spin degree

translates into the condition (�) on Ng� given below.

Proposition 7.6. Let � be a bar partition of n. Then

Ng� D

(
2d
l.�/�2
2
e.n� 1/ for n even,

2d
l.�/�3
2
e.n� 1/ for n odd,

(�)

only if n� 6 and �D .2/, �D .4; 2/.

We note that, for n� 34, the assertion is easily checked by computer calculation
(using John Stembridge’s Maple package QF), so we may assume that n > 34

when needed.
We set bi D b.1; i/ for the first row bar lengths of �, and frb.�/ for the set

of first row bar lengths of � (see [Olsson 1993] for details on the combinatorics
of bars).

In analogy to the case of ordinary characters where we have modified the results
in [Balog et al. 2001], we adapt the results in [Bessenrodt and Olsson 2002]
for the case under consideration now. Similarly to Proposition 7.3 before, we
have a version of [Bessenrodt and Olsson 2002, Proposition 2.5] where, instead
of the prime power condition for Ng�, the condition q − Ng� is assumed for the
prime q under consideration. For the corresponding variant of [Bessenrodt and
Olsson 2002, Lemma 2.6] that says that any prime q with n=2 < q � n and
q − Ng� is a first row bar length of �, we need two primes p1; p2 ¤ n � 1 with
p1Cp2�n> n=2. For n� 33, n¤ 42, we always find two primes p1; p2¤ n�1
such that 3

4
n < p1 < p2 � n. But for nD 42, the primes p1 D 31 and p2 D 37 are

big enough to have p1Cp2�n > n=2.
The largest bar length of � is b1D b.1; 1/D �1C�2. As before, the preparatory

results just described together with our arithmetical Theorem 7.2 show that n� b1
is small for a bar partition � satisfying (�). More precisely, we obtain:

Proposition 7.7. Let n � 15. Let ..s1; : : : ; sr/; .t1; : : : ; tr// 2M.n/. Assume that
� is a bar partition of n that satisfies .�/. Then s1; : : : ; sr ; t1; : : : ; tr 2 frb.�/.

In particular, if � satisfies .�/, then n� b1 � 225, and we have tighter bounds
for n� b1 when n� 109 as given in Theorem 7.2.

Now we can get into the second part of the proof of Proposition 7.1, showing
the nonexistence of spin irreducible characters of the critical degree for n� 7.
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Second part of the proof of Proposition 7.1. We have already seen that it suffices to
prove Proposition 7.6, and that we may assume n� 15. Set

r D

8̂̂̂<̂
ˆ̂:
�
l.�/� 2

2

�
for n even,�

l.�/� 3

2

�
for n odd,

and assume that � is a bar partition of n that satisfies (�).
Let c D n� b1. As seen above, we have c � 225, and hence l.�/ � 23. Thus

r � 11 in any case, and hence Ng� � 211.n� 1/.
Now, by [Bessenrodt and Olsson 2002, Proposition 2.2] we know that Ng� �

1
2
.n�1/.n�4/ unless we have one of the following situations: �D .n/and Ng�D 1,

or �D .n� 1; 1/ and Ng� D n� 2. None of these exceptional cases is relevant here,
and thus we obtain n� 4 � 212. But for n � 4100 we already know that c � 7.
Then l.�/� 6 and r � 2, and hence

1
2
.n� 1/.n� 4/� Ng� � 4.n� 1/:

But then n� 4 � 8, a contradiction. Thus we have now completed the proof of
Proposition 7.1. �

8. Eliminating simple groups of Lie type in even characteristic

Let G be a finite group whose complex group algebra is isomorphic to that of ySn.
In order to show that G is isomorphic to one of the two double covers of Sn, one
has to eliminate the involvement of all nonabelian simple groups other than An in
the structure of G. The most difficult case turns out to be the simple groups of Lie
type in even characteristic.

For the purpose of the next lemma, let C be the set consisting of the following
simple groups:˚
2F4.2/

0;PSL4.2/;PSL3.4/;PSU4.2/;PSU6.2/;

P�C8 .2/;PSp6.2/;
2B2.8/; G2.4/;

2E6.2/
	
:

Lemma 8.1. If S is a simple group of Lie type in characteristic 2 such that jS j2�24

and S 62 C, then jS j2 < 2.e.S/�1/=2, where e.S/ is the smallest nontrivial degree of
an irreducible projective representation of S .

Proof. Assume that S is defined over a finite field of size q D 2f . If jS j2 D qN.S/,
then the inequality in the lemma is equivalent to

e.S/ > 2N.S/f C 1: (8-1)
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The values of e.S/ are available in [Tiep and Zalesskii 1996, Table II] for classical
groups and in [Lübeck 2001] for exceptional groups. The arguments for simple
classical groups are quite similar. So let us consider the linear groups. Assume that
S D PSLm.q/ with m � 2. We have N.S/D m.m� 1/=2. First we assume that
mD 2. As jS j2 D q � 24, we deduce that e.S/D q � 1 and f � 4. In this case,
we obtain e.S/� 1D 2f � 2 and 2N.S/f C 1D 2f C 1. As f � 4, we see that
(8-1) holds. Next we assume that m� 3 and S ¤ PSL3.4/;PSL4.2/. As jS j2 � 24,
we deduce that S ¤ PSL3.2/. We have e.S/ D .qm� q/=.q� 1/. Now (8-1) is
equivalent to

qm� q

q� 1
> m.m� 1/f C 1:

It is routine to check that this inequality holds for any m� 3 and q � 2.
The arguments for exceptional Lie type groups are also similar. For instance, if

S D 2B2.2
2mC1/ with m � 1, then jS j2 D 22.2mC1/ and e.S/D 2m.22mC1� 1/.

The inequality can now be easily checked. �

Proposition 8.2. Let G be a finite group and S a simple group of Lie type in
characteristic 2. Suppose that M � G0 is a normal subgroup of G such that
G0=M Š S and jG WG0j D 2. Then cd�.G/¤ cd�.ySn/ for every integer n� 10.

Proof. By way of contradiction, assume that cd�.G/D cd�.ySn/ for some n � 10.
Let StS be the Steinberg character of G0=M Š S . As StS extends to G=M and
jG=M WG0=M j D 2, by Gallagher’s theorem (see [Isaacs 1994, Corollary 6.17] for
instance) G=M has two irreducible characters of degree StS .1/D jS j2. As n� 10,
Lemma 3.5(1) yields that d1.ySn/D n� 1.

We claim that jS j2 > d1.ySn/D n� 1. Suppose for a contradiction that jS j2 D
d1.ySn/. If G=M Š S � C2, then cd.G=M/ D cd.S/ � cd.ySn/, which implies
that d1.S/ � d1.ySn/ D jS j2. However, this is impossible since S always has a
nontrivial character degree smaller than jS j2 (see [Tong-Viet 2012, Lemma 8] for
instance). Now assume that G=M is almost simple with socle S . If S 6Š PSL2.q/
with q � 4, then d1.G=M/ < jS j2 D d1.ySn/ by [Tong-Viet 2011, Lemma 2.4],
which leads to a contradiction as before since cd.G=N/ � cd.ySn/. Therefore,
assume that S D PSL2.q/ with q D 2f � 4. Then q D jS j2 D n � 1 � 9.
If q � �1 .mod 3/, then d1.G/ D q � 1 < q D d1.ySn/ by [Tong-Viet 2011,
Lemma 2.5], which is impossible. Hence, q � 1 .mod 3/ and qC 1 2 cd.G=M/�

cd.ySn/. It follows that q C 1 D .n � 1/ C 1 D n 2 cd.ySn/. If n � 12, then
d2.ySn/ > 2n > n > d1.ySn/, hence n is not a degree of ySn. Thus 10 � n � 11.
However, we see that n � 1 is not a power of 2 in either case. The claim is
proved.
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Assume that nD 2kC 1� 11 is odd. By Lemmas 2.1 and 2.3, jS j2 D 2k is the
degree of the basic spin character of ySn. However, by [Wales 1979, Table I] such
a degree has multiplicity 1, which contradicts the fact proved above that G has at
least two irreducible characters of degree jS j2.

Assume nD 2k � 10 is even. By Lemmas 2.1 and 2.3 and [Wales 1979, Table I],
ySn always has the character degree 2k�1 with multiplicity 2, and, if nD 2r C 2,
then it has the character degree 2k�1.n� 2/D 22

r�1Cr with multiplicity 1. These
are in fact the only nontrivial 2-power character degrees of ySn. As in the previous
case, by comparing the multiplicity, we see that jS j2¤ 22

r�1Cr . Thus jS j2D 2k�1

is the degree of the basic spin character of ySn with multiplicity 2. Notice that k � 5
and hence jS j2 D 2k�1 � 24.

Now let  2 Irr.G/ with  .1/D n� 1. As jG W G0j D 2 and  .1/ is odd, we
deduce that �D #G02 Irr.G0/ and �.1/D n�1. Let � 2 Irr.M/ be an irreducible
constituent of � #M . Then � #MD e.�1 C � � � C �t /, where t D jG0 W IG0.�/j,
and each �i is conjugate to � 2 Irr.M/. If � is not G0-invariant, then �.1/ D
et�.1/ D n � 1 � min.S/, where min.S/ is the smallest nontrivial index of a
maximal subgroup of S . We see that min.S/ > d1.S/� e.S/, where e.S/ is the
minimal degree of a projective irreducible representation of S , and so n�1� e.S/.
If � is G0-invariant and � #MD e� with e > 1, then e is the degree of a projective
irreducible representation of S . It follows that n� 1� e � e.S/. In both cases, we
always have

k� 1D
n� 2

2
�
e.S/� 1

2
:

Therefore,
jS j2 D 2

k�1
� 2.e.S/�1/=2:

By Lemma 8.1, we deduce that S 2 C. Solving the equation jS j2 D 2.n�2/=2, we
get the degree n. However, by using [Conway et al. 1985] and Lemma 3.5, we
can check that cd.G=M/ ª cd.ySn/ in any of these cases. For example, assume
that S Š 2E6.2/. Then jS j2 D 236 D 2.n�2/=2, so n D 74. By Lemma 3.5,
we have d1.ySn/ D n � 1 D 73 and d2.ySn/ D n.n � 3/=2 D 2627. Using [Con-
way et al. 1985], we know that cd.G=M/ contains the degree 1938. Clearly,
d1.ySn/ < 1938 < d2.ySn/, so 1938 62 cd.ySn/, hence cd.G=M/ ª cd.ySn/, a contra-
diction.

Finally we assume that et D 1. Then � extends to � 2 Irr.G0/ and to  2 Irr.G/.
Hence � #MD � and so, by Gallagher’s Theorem, we have  � 2 Irr.G/ for every
� 2 Irr.G=M/. In particular,

2k�1.n� 1/D  .1/jS j2 2 cd.G/D cd.ySn/;

which is impossible by Proposition 7.1. �
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9. Eliminating simple groups other than An

We continue to eliminate the involvement of simple groups other than An in the
structure of G with CG Š CySn.

Proposition 9.1. Let G be an almost-simple group with nonabelian simple socle S .
Suppose that cd�.G/� cd�.ySn/ for some n� 10. Then S Š An or S is isomorphic
to a simple group of Lie type in characteristic 2.

Proof. We make use of the classification of finite simple groups.

(i) S is a sporadic simple group or the Tits group. Using GAP (version 4.4.12), we
can assume that n� 19. By Lemma 3.5(2), we have d2.ySn/D n.n� 3/=2� 152.
Since d2.G/� d2.ySn/� 152, using [Conway et al. 1985], we only need to consider
the following simple groups:

J3;Suz;McL;Ru;He;Co1;Co2;Co3;Fi22;O0N;HN;Ly;Th;Fi23; J4;Fi024; B;M:

To eliminate these groups, we first observe that n�p.S/, the largest prime divisor of
jS j, and di .G/�di .ySn/ for all i�1. Now with the lower bound n�maxf19; p.S/g,
we can find the lower bounds for di .ySn/ with 1� i � 7 using Lemmas 3.4 and 3.5.
Choose i 2 f2; 3; : : : ; 7g such that di .ySn/ > dj .G/ for some j � 1 such that
ji � j j is minimal. If i � j , then we obtain a contradiction. Otherwise, dj .G/ 2
fdk.ySn/g

i�1
kDj

. Solving these equations for n, we then obtain that either these
equations have no solution, or that, for each solution of n, we can find some k � 1
with dk.ySn/ > dk.G/.

For an example of such a demonstration, assume that S D O0N. In this case, we
have jOut.S/jD2, soGDS orGDS:2. Since p.S/D31, we have n�31. Assume
first that G D S DO0N. Then d4.O0N/D 26752 and, since n� 31, by Lemma 3.4
d7.ySn/� 26970 > d4.O0N/. It follows that d4.O0N/ 2 fdi .ySn/g6iD4. However, we
can check that these equations are impossible. Now assume G D O0N:2. Then
d2.G/D 26752 < 26970� d7.ySn/ so that d2.G/ 2 fdi .ySn/g6iD2. As above, these
equations cannot hold for any n� 31. Thus cd.G/ª cd.ySn/.

For another example, let S DM . Since jOut.S/j D 1, we have G D S so that
p.S/D 71 2 �.ySn/ and hence n� 71. As d1.M/D 196883 < 914480� d7.ySn/,
we deduce that d1.M/2 fdi .ySn/ j i D 1; : : : ; 6g. Solving these equations, we obtain
nD 196884. But then d2.ySn/ > 21296876D d2.M/. Thus cd.M/ª cd.ySn/.

(ii) S D Am with m� 7. Note that we consider A5 Š PSL2.5/ and A6 Š PSL2.9/
as groups of Lie type. Let �D .m� 1; 1/, a partition of m. Since m� 7, � is not
self-conjugate, hence the irreducible character �� of Sm is still irreducible upon
restriction to Am. Note that Aut.Am/ D Sm as m � 7. Then G 2 fAm; Smg and
G has an irreducible character of degree m� 1. Since cd.G/ � cd.ySn/, we have
m� 1� d1.ySn/D n� 1, so m� n. If mD n then we are done. On the other hand,
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if m> n then

jGj � jS j D jAmj> 4jAnj D jySnj;

and this violates the hypothesis cd�.G/� cd�.ySn/.

(iii) S is a simple group of Lie type in odd characteristic. Suppose that SDG.pk/, a
simple group of Lie type defined over a field of pk elements with p odd. Let StS be
the Steinberg character of S . Then, as St extends to G and StS .1/D jS jp , we have
jS jp 2 cd.ySn/. Using Lemma 2.3, which says that all possible prime power degrees
of spin characters of Sn are even, we deduce that jS jp 2 cd.Sn/. By Lemma 2.1,
we then obtain that jS jp D n� 1 since n � 10. By Lemma 3.5, n� 1 D d1.ySn/
is the smallest nontrivial degree of ySn. Assume first that S ¤ PSL2.q/. Then
d1.G/ < jS jp D d1.ySn/ by [Tong-Viet 2011, Lemma 2.4], which is a contradiction
as cd.G/ � cd.ySn/. Now it remains to consider the case S D PSL2.q/. We have
q D n� 1 � 9. If G has a character degree which is smaller than jS jp D q, then
we obtain a contradiction as before. So, by [Tong-Viet 2011, Lemma 2.5], we
have p ¤ 3 and q � 1 .mod 3/ or p D 3 and q � 1 .mod 4/. In both cases, G
has an irreducible character of degree qC 1 D n D d1.ySn/C 1. If n � 12, then
d2.ySn/ � 2n > n > d1.ySn/ by Lemma 3.5, so that n is not a character degree of
ySn. Assume that 10� n� 11. Then nD 10 and q D 9. However, using [Conway
et al. 1985], we can check that cd.G/ª cd.ySn/ for every almost-simple group G
with socle PSL2.9/Š A6. �

Combining Propositions 9.1 and 8.2, we obtain the following results, which will
be crucial in the proof of Theorem A:

Proposition 9.2. LetG be a finite group and letM �G0 be a normal subgroup ofG
such that G=M is an almost-simple group with socle S ¤ An, where jG WG0j D 2
and G0=M Š S . Then cd�.G/¤ cd�.ySn/.

Proof. If n� 10, then the result follows from Propositions 9.1 and 8.2. It remains to
assume that 5� n� 9 and suppose by contradiction that cd�.G/D cd�.ySn/. Then
jGj D 2nŠ and so jS j j 2nŠ, hence �.S/ � �.ySn/ � f2; 3; 5; 7g. By [Huppert and
Lempken 2000, Theorem III], one of the following holds:

(1) If �.S/D f2; 3; 5g, then S Š A5, A6 or PSp4.3/.

(2) If �.S/D f2; 3; 7g, then S Š PSL2.7/, PSL2.8/ or PSU3.3/.

(3) If �.S/D f2; 3; 5; 7g, then S Š Ak with 7� k � 10, J2, PSL2.49/, PSL3.4/,
PSU3.5/, PSU4.3/, PSp4.7/, PSp6.2/ or P�C8 .2/.

Now it is routine to check that cd.G=M/ª cd.ySn/ unless S Š An, where G=M is
almost simple with socle S . �
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Proposition 9.3. Let G be a finite group and let M � G0 be a normal subgroup
ofG. Suppose that cd�.G/D cd�.ySn/ andG=M ŠG0=M �C2ŠSk�C2 for some
positive integer k and some nonabelian simple group S . Then k D 1 and S Š An.

Proof. Since cd�.S/� cd�.Sk/, the hypotheses imply that

cd�.S/� cd�.ySn/:

Assume first that 5� n� 9. Since jSkj D jS jk divides jySnj D 2nŠ, we deduce
that �.S/ � �.ySn/ and, in particular, �.S/ � f2; 3; 5; 7g. The possibilities for S
are listed in the proof of Proposition 9.2 above. Observe that jS j is always divisible
by a prime r with r � 5. Hence, rk j jySnj, which implies that k D 1 as jySnj divides
2 � 9Š. Now the fact that S Š An follows easily.

From now on we can assume that n � 10. Using Proposition 9.1, we obtain
S D An or S is a simple group of Lie type in even characteristic. It suffices to show
that k D 1, and then the result follows from Proposition 8.2.

Assume that the latter case holds. Then S is a simple group of Lie type in
characteristic 2. By Lemmas 2.1 and 2.3, ySn has at most two distinct nontrivial 2-
power character degrees, which are n�1 and 2b.n�1/=2c, or 2b.n�1/=2c and 22

r�1Cr

with n D 2r C 2. By way of contradiction, assume that k � 2. If k � 3, then
G=M Š Sk �C2 has irreducible characters of degrees

jS jk2 > jS j
k�1
2 > jS jk�22 > 1:

Obviously, this is impossible as cd.G=M/ � cd.ySn/. Therefore, k D 2. In this
case, G=M has character degree jS j22 with multiplicity at least 2 and jS j2 with
multiplicity at least 4. It follows that either 2b.n�1/=2c D jS j22 and n� 1 D jS j2,
or 22

r�1Cr D jS j22 and 2b.n�1/=2c D jS j2. However, both cases are impossible by
comparing the multiplicity.

It remains to eliminate the case S Š An and k � 2. By comparing the orders,
we see that

2.nŠ=2/kjM j D 2nŠ:

After simplifying, we obtain

jM j.nŠ/k�1 D 2k :

Since n � 10, we see that, if k � 2, then the left side is divisible by 5, while the
right side is not. We conclude that k D 1, and the proof is now complete. �

10. Completion of the proof of Theorem C

We need one more result before proving Theorem C.
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Proposition 10.1. Let G be a finite group and let S be a nonabelian simple group.
Suppose that jG W G0j D 2 and G0 Š S2 is the unique minimal normal subgroup
of G. Then cd.G/ª cd.ySn/.

Proof. Assume, to the contrary, that cd.G/� cd.ySn/. Let ˛ 2 Irr.S/ with ˛.1/ > 1
and put � D ˛˝1 2 Irr.G0/. Observe that � is not G-invariant, so that IG.�/DG0;
hence �G 2 Irr.G/ and so �G.1/ D 2˛.1/ 2 cd.ySn/. On the other hand, if ' D
˛˝˛ 2 Irr.G0/, then ' is G-invariant and, since G=G0 is cyclic, we deduce that '
extends to  2 Irr.G/, so  .1/D ˛.1/2 2 cd.ySn/. Thus, we conclude that

if a 2 cd.S/nf1g then 2a; a2 2 cd.ySn/: (10-1)

Let r be an odd prime divisor of jS j. The Ito–Michler theorem then implies that
r divides some character degree, say a, of S . Since a2 2 cd.ySn/ by (10-1), we have
r2 j 2nŠ and hence n� 2r as r > 2. Thus, we have shown that

if r 2 �.S/�f2g then r2 j 2nŠ and n� 2r: (10-2)

Using the classification of finite simple groups, we consider the following cases:

(i) S D Am, with m � 7. As 7 2 �.S/, it follows from (10-2) that n � 14. Since
m�12cd.S/, both 2.m�1/ and .m�1/2 are in cd.ySn/ by (10-1). Asm�7, we also
have thatm.m�3/=2; .m�1/.m�2/=22 cd.S/ and som.m�3/; .m�1/.m�2/2
cd.ySn/. We claim that m< n. Suppose for a contradiction that m� n. As n� 14,
by Lemma 4.1, there exists a prime r such that n=2 < r � n. Hence, the r-part of
2nŠ is just r . However, as r � n �m, r divides jAmj and so r2 j 2nŠ by (10-2), a
contradiction. Thus m< n as claimed.

Since m� 7, we obtain that

1 < 2.m� 1/ < m.m� 3/ < .m� 1/.m� 2/ < .m� 1/2: (10-3)

By Lemma 3.5(1), we have d1.ySn/Dn�1, so 2.m�1/�n�1, and thus n� 2m�1.
As n� 14, we deduce that m� 8.

Assume first that m 2 f8; 9; 10g. Then .m� 1/2 2 cd.ySn/ is a prime power. As
33 ¤ .m� 1/2 > d1.ySn/, Lemmas 2.1 and 2.3 yield that .m� 1/2 is a power of 2,
and thus mD 9. Since f23; 33g � cd.A9/, we have f24; 26; 36g � cd.ySn/ by (10-2).
As n � 14, we have 2b.n�1/=2c > 24 and n.n � 3/=2 > 24, so d2.ySn/ > 24 by
Lemma 3.5(2). This forces 24 D d1.ySn/D n� 1 or, equivalently, nD 17. But then
Lemmas 2.1 and 2.3 yield 36 D d1.ySn/, which is impossible.

Assume next that m� 11. Then n� 22 by (10-2). By Lemma 3.5(2), we have
d2.ySn/>2n>2m. In particular, 2.m�1/<d2.ySn/. By (10-1), we have 2.m�1/2
cd.ySn/, hence 2.m� 1/ D d1.ySn/ D n� 1, which implies that n D 2m� 1. By
Lemma 3.5(3), we have d3.ySn/D .n�1/.n�2/=2 and thus by (10-3) we obtain that

.m� 1/.m� 2/� d3.ySn/D .n� 1/.n� 2/=2D .m� 1/.2m� 3/:
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After simplifying, we have m�2� 2m�3 or, equivalently, m� 1, a contradiction.

(ii) S is a finite simple group of Lie type in characteristic p, with S ¤ 2F4.2/
0. As

jS j is always divisible by an odd prime r � 5, we have n� 2r � 10 by (10-2). Let
StS denote the Steinberg character of S . We can check that StS .1/ D jS jp � 4.
Since StS .1/ 2 cd.S/, 2StS .1/ and StS .1/2 are character degrees of ySn by (10-1).
As 2StS .1/<StS .1/2, we have St.1/2>d1.ySn/Dn�1. Since n�10, Lemmas 2.1
and 2.3 yield that StS .1/2 is a 2-power. Hence, 2St.1/ is also a 2-power. By [Tong-
Viet 2012, Lemma 8], there exists a nontrivial character degree x of S such that 1<
x <StS .1/. It follows that 2x <2StS .1/ is also a character degree of ySn. Therefore,
2StS .1/ > d1.ySn/D n�1. Hence, ySn has two distinct nontrivial 2-power character
degrees, neither of which is n�1. It follows that nD 2rC2� 10, and furthermore

2StS .1/D 2b.n�1/=2c and StS .1/2 D 22
r�1Cr

by Lemma 2.3. We write StS .1/D 2N . Then 2r�1C r D 2N and 2r�1 DN C 1
since b.n � 1/=2c D 2r�1. Solving these equations, we have r D N � 1 and
2r�1 D r C 2. As n � 10, we deduce that r � 3. In this case, it is easy to check
that the equation 2r�1 D r C 2 has no integer solution.

(iii) S is a sporadic simple group or the Tits group. Since the arguments are fairly
similar, we consider just the case S D J3 as an example. Recall that p.S/ is the
largest prime divisor of jS j. By (10-2), we have n� 2p.S/. Since n� 2p.S/� 22,
we have d2.ySn/D n.n� 3/=2� p.S/.2p.S/� 3/ by applying Lemma 3.5(3). For
i D 1; 2, we have 2di .S/ 2 cd.G/� cd.ySn/ with 1 < 2d1.S/ < 2d2.S/. For each
possibility for S , we can check using [Conway et al. 1985] that p.S/.2p.S/�3/ >
2d2.S/; hence d2.ySn/ > 2d2.S/ > 2d1.S/, which is a contradiction. �

We are now ready to prove the main result, Theorem C, which we restate below
for the reader’s convenience:

Theorem C. Let n � 5. Let G be a finite group and yS˙n the double covers of Sn.
Then CG Š CySCn (or equivalently CG Š CyS�n ) if and only if G Š ySCn or G Š yS�n .

Proof. By the hypothesis that CG Š CySn, we have jGj D 2nŠ, and, as ySn has two
linear characters, we also have jG WG0j D 2.

First we claim that G0 DG00. Assume not. Then H WDG=G0 is a group whose
commutator subgroup H 0 is nontrivial abelian of index 2. Now the induction of any
nonprincipal (linear) character of H 0 to H must be irreducible and 2-dimensional.
This is not possible since ySn with n� 5 does not have any irreducible character of
degree 2. Thus G0 DG00.

As G0 D G00 and G0 is nontrivial, one can choose a normal subgroup M of G
such that M <G0 and

G0=M Š Sk;
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where S is a nonabelian simple group and Sk is a chief factor of G. Let

C=M WD CG=M .G
0=M/:

(A) First we consider the case C DM . Then G0=M is the unique minimal normal
subgroup of G=M . Therefore G=M permutes the direct factors of G0=M (which
is isomorphic to Sk). It then follows that k � 2 as jG W G0j D 2. Invoking
Proposition 10.1, we deduce that k D 1 and thus G0=M Š S . Therefore, G0=M
is the socle of G=M . As cd�.G=M/� cd�.ySn/, Proposition 9.2 then implies that
G0=M Š An. Thus G=M Š Sn and also jM j D 2. In particular, M is central in
G and therefore M � Z .G/\G0. We conclude that G is one of the two double
covers of Sn, as desired.

(B) It remains to consider the caseC >M . SinceC=M CG=M and Z .G0=M/D1,
it follows that G0 is a proper subgroup of G0C . As jG WG0j D 2, we then deduce
that G DG0C and hence

G=M DG0=M �C=M; where C=M Š C2:

Applying Proposition 9.3, we obtain that k D 1 and S is isomorphic to An. In other
words, G0=M Š An. So G=M Š An �C2. Comparing the orders, we get jM j D 2
and so M �Z .G/. As M �G0 DG00, it follows that M �Z .G0/\G00, which in
turn implies that G0 is the double cover of An. We have proved that

G0 Š yAn: (10-4)

Moreover, as C=M Š C2 and jM j D 2, we have

C Š C4 or C2 �C2: (10-5)

Now we claim that G is an (internal) central product of G0 and C with amalga-
mated central subgroup M . To see this, let x; y 2 G0 and c 2 C . Then the facts
C=M D CG=M .G

0=M/ and M �Z .G/ imply

Œx; y�c D Œxc ; yc�D Œxm1; ym2�D Œx; y�

for some m1; m2 2M . Therefore, C centralizes G0 D G00 and the claim follows.
This claim, together with (10-4) and (10-5), yield

4k.yAn/D 4k.G
0/D k.G0 �C/� k.M/k.G/D 2k.G/;

where the inequality comes from the well-known result that k.X/� k.N /k.X=N/
for N a normal subgroup of X (see [Nagao 1962] for instance). Since cd�.G/D
cd�.ySn/, we have k.G/ D k.ySn/. It follows that 2k.yAn/ � k.ySn/. This however
contradicts Lemma 4.5, and the theorem is now completely proved. �
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Fano schemes of
determinants and permanents

Melody Chan and Nathan Ilten

Let Dr
m,n and Pr

m,n denote the subschemes of Pmn−1 given by the r × r determi-
nants (respectively the r×r permanents) of an m×n matrix of indeterminates. In
this paper, we study the geometry of the Fano schemes Fk(Dr

m,n) and Fk(Pr
m,n)

parametrizing the k-dimensional planes in Pmn−1 lying on Dr
m,n and Pr

m,n , respec-
tively. We prove results characterizing which of these Fano schemes are smooth,
irreducible, and connected; and we give examples showing that they need not
be reduced. We show that F1(Dn

n,n) always has the expected dimension, and we
describe its components exactly. Finally, we give a detailed study of the Fano
schemes of k-planes on the 3× 3 determinantal and permanental hypersurfaces.
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1. Introduction

Fix an algebraically closed field K. For numbers r , m, n with 1< r ≤ m ≤ n, let
Dr

m,n and Pr
m,n denote the subschemes of Pmn−1

K defined by the r × r determinants
and, respectively, the r × r permanents of an m× n matrix




x1,1 · · · x1,n
...

. . .
...

xm,1 · · · xm,n
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filled with mn independent forms xi, j . Whenever we are dealing with Pr
m,n , we

will make the standard assumption that char K 6= 2. In this article, we study the
Fano schemes Fk(Dr

m,n) and Fk(Pr
m,n). These are subschemes of the Grassmannian

Gr(k+1,mn) parametrizing those k-dimensional planes in Pmn−1
K that are contained

in the schemes Dr
m,n and Pr

m,n , respectively.
We have three main reasons for studying these Fano schemes. First, we would

like to understand general Hilbert schemes better. In the case of classical Hilbert
schemes — those parametrizing subschemes of Pn — well-understood examples are
scarce, but we do know a number of general results; for example, classical Hilbert
schemes are always connected [Hartshorne 1966]. In the case of general Hilbert
schemes — those parametrizing subschemes of a fixed closed subscheme X ⊂ Pn

that have some fixed Hilbert polynomial — even less is known. Our Fano schemes
Fk(Dr

m,n) and Fk(Pr
m,n) provide an interesting family of Hilbert schemes whose

study is tractable but whose geometry is still very rich.
Our second reason for studying Fk(Dr

m,n) and Fk(Pr
m,n) comes from geometric

complexity theory. It is well known that permanents and determinants behave
completely differently from the perspective of complexity theory. Indeed, com-
puting the permanent of a square matrix is #P-hard [Valiant 1979], while the
determinant is computable in polynomial time. In fact, one of the central con-
jectures in complexity theory, due to Valiant [1979], posits that the permanent
of an n × n matrix cannot be computed by affine linear substitution from the
determinant of square matrix whose size is polynomial in n. Recently, Mulmuley
and Sohoni developed an interesting representation-theoretic approach to this con-
jecture which is being pursued by a number of authors; see, e.g., [Bürgisser et al.
2011] and the references there. This new approach suggests that it is worthwhile
to revisit the determinant and permanent from a geometric perspective. More
specifically, linear spaces lying in the determinantal and permanental hypersurfaces
in Pn2−1 play a particularly important role [Landsberg 2013, §5]. Indeed, the
spaces Fk(Dr

m,n) and Fk(Pr
m,n) do exhibit a number of interesting differences, as

we will see. (Actually, we began our study with the case r = m = n, which
is the most interesting case for complexity theorists. We then realized that we
could extend our techniques to Dr

m,n and Pr
m,n , and that their Fano schemes have

some interesting geometric features that cannot be seen just in the hypersurface
case.)

Third, we are interested in contributing to the study of permanental ideals, i.e.,
the ideals defined by the r×r permanents of an m×n matrix. These ideals are much
less well studied and behave very differently than determinantal ideals. For example,
they can have many primary components, including embedded components, and in
general their primary decompositions are not known, with a few nice exceptions,
e.g., [Kirkup 2008; Laubenbacher and Swanson 2000]. In our paper, we are able to
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get new information about the linear spaces in these permanental schemes without
computing their primary decompositions at all.

We next summarize the main results in this paper, starting with Dr
m,n in Section 1A

and turning to Pr
m,n in Section 1B.

1A. The Fano scheme Fk(Dr
m,n). First, let us define two quantities which appear

in our main theorems. Fix r , m, and n and, for 0≤ s ≤ r − 1, let

κ(s)= mn− (m− s)(s+ n− r + 1)− 1, (1)

and δ(s)= (s+ 1+ n− r)(r − s− 1)+ s(m− s). (2)

The interpretation of κ(s) is that it is the dimension of the linear space in Pmn−1 of
maps Kn→Km sending a fixed (s+n−r+1)-dimensional subspace V of Kn into a
fixed s-dimensional subspace W of Km . So, for example, κ(s)+1 is the dimension
of the space of matrices with a zero block as shown:




s+1+n−r r−s−1
0 0 0 0 0

m−s 0 0 0 0 0
0 0 0 0 0

s



. (3)

These linear spaces were studied first in [Eisenbud and Harris 1988] and are very
important to our analysis; see Definition 2.1. Next, δ(s) is simply the dimension of
the product of Grassmannians Gr(s + n− r + 1, n)×Gr(s,m) that parametrizes
our choices of V and W .

Our first theorem on Fano schemes of determinants is a natural generalization of
[Eisenbud and Harris 1988, Corollary 2.2] and gives the complete picture in the
case k = 1 of the Fano scheme of lines.

Theorem 1.1. The Fano scheme F1(Dr
m,n) has exactly r irreducible components,

of dimensions
δ(s)+ 2(κ(s)− 1) for 0≤ s ≤ r − 1.

In particular, if m = n, then all irreducible components of F1(Dr
n,n) have dimension

(n − r)(r − 2) + 2nr − n − 5 If r > 2, then all components intersect pairwise.
Furthermore, if m = n = r , then F1(Dn

n,n) has the expected dimension and is a
reduced local complete intersection.

We prove this theorem in Section 6. We also explicitly calculate the degree of
F1(Dn

n,n) as a subscheme of Gr(2, n2) in its Plücker embedding for n up to 6; see
Proposition 6.3.
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n 2 3 4 5 6 7 8 9 10

nonempty⇐⇒ k ≤ 1 5 11 19 29 41 55 71 89
singular⇐⇒ k ≤ – 3 8 15 24 35 48 63 80

connected⇐⇒ k ≤ – 3 8 13 21 29 40 51 65
or k = 24 35 46–48 57, 60–63 72, 73, 76–80

Table 1. Properties of the Fano scheme Fk(Dn
n,n) for n ≤ 10.

For higher values of k, we do not have a complete characterization of Fk(Dr
m,n),

but we can still say a lot about these schemes. The first thing we should note is that
the Fano scheme Fk(Dr

m,n) is nonempty if and only if k < (r − 1)n; this follows
from a result of Dieudonné [1949] (see also Section 2 for a quick proof). For these
values of k, we can say exactly which of the schemes Fk(Dr

m,n) are smooth and
irreducible.

Theorem 1.2. Let 1≤ k < (r − 1)n.

(a) The Fano scheme Fk(Dr
m,n) is smooth if and only if k > (r − 2)n.

(b) Fk(Dr
m,n) is irreducible if and only if m 6= n and k > (r − 2)n+m− r + 1.

See Section 5A for the proof.
Our next main result says exactly when Fk(Dm

m,n) is connected.

Theorem 1.3. Suppose that 1 ≤ k < (m− 1)n. Then Fk(Dm
m,n) is disconnected if

and only if either
m2− 2m < k ≤ κ(0)

or there exists an integer s with 0< s < m− 1 such that

κ(s)−min{m− s− 1, n−m+ s}< k ≤ κ(s).
See Section 5A for the proof. Table 1 illustrates the results of Theorems 1.2

and 1.3 for Fk(Dn
n,n) for n ≤ 10.

Theorem 1.3 is very surprising. It says that connectivity of Fk(Dm
m,n) can actually

be highly nonmonotonic as k varies from 1 to (m − 1)n − 1, since each of the
m− 2 values of s above cuts out an interval of values of k for which Fk(Dm

m,n) is
disconnected. The last row of Table 1 gives examples of this behavior. That said,
Fk(Dm

m,n) is always connected if k is sufficiently small, as we show in Corollary 5.5.
As for connectedness of Fk(Dr

m,n) when r < m, we can still give some neces-
sary conditions and sufficient conditions, although they are not strong enough to
completely characterize when Fk(Dr

m,n) is connected. See Theorem 5.3.
In the next section, we will define a family of special irreducible components

Ck(s) of Fk(Dr
m,n) that we call compression components. These components are

very important to our analysis of Fk(Dr
m,n). Indeed, we will see that if k = 1 or
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if k is sufficiently large then Fk(Dr
m,n) consists only of compression components

(Theorem 1.1 and Corollary 5.1, respectively).
For general k, however, other components may appear, as detected in [Eisenbud

and Harris 1988, Theorem 1.1]. For example, we will see in Section 7 that a
noncompression component already appears in F2(D3

3,3): it is the component C∗ of
2-planes of matrices (GL3×GL3)-equivalent to the space of 3× 3 antisymmetric
matrices. On the other hand, the compression components still have the desirable
property that every component of Fk(Dr

m,n) must meet one of them (Remark 2.5).
This fact makes it very useful to study local neighborhoods of points on these
components.

1B. The Fano scheme Fk(P r
m,n). The study of Fk(Pr

m,n) is slightly more delicate
due to the lack of GLm ×GLn symmetry. Nonetheless, we can prove several results
on Fk(Pr

m,n) that have a similar flavor to those for Fk(Dr
m,n). (When we discuss

Pr
m,n , we will always assume that char(K) 6= 2, since otherwise Pr

m,n = Dr
m,n and

our above results apply.)
For example, just as in the determinantal case, Fk(Pr

m,n) is nonempty if and only
if k < (r − 1)n (Proposition 2.6). Furthermore, in that range, we can completely
characterize when Fk(Pr

m,n) is smooth:

Theorem 1.4. Let 1 ≤ k < (r − 1)n. The Fano scheme Fk(Pr
m,n) is smooth if and

only if n = 2 or k > (r − 2)n+ 1.

However, if Fk(Pr
m,n) is nonempty, it is never irreducible, as we prove in

Proposition 4.6. See Table 2 for a summary of our results applied to the case
of the Pn

n,n for n ≤ 9.
We can also give necessary conditions and sufficient conditions for the connect-

edness of Fk(Pr
m,n); see Theorem 5.7. In particular, we show that if k is sufficiently

small, then Fk(Pr
m,n) is connected (Corollary 5.8). However, we do not know how

to completely characterize when Fk(Pr
m,n) is connected, even in the case r = m.

As in the case of the determinant, there is a family of compression subschemes
Ck(σ, τ ) of Fk(Pr

m,n), defined in Section 2, that again play an important role in our
analysis. For example, any irreducible component of Fk(Pr

m,n) must intersect a
subscheme of the form Ck(σ, τ ); see Remark 2.5. We prove in Proposition 4.4 that
these subschemes are (with a few necessary exceptions) actually components; and
we show (Corollary 5.6) that if k is large enough then Fk(Pr

m,n) is simply a disjoint
union of compression components.

In general, however, Fk(Pr
m,n) has more components than just those of the

form Ck(σ, τ ). In Section 7B, we consider in depth the example of Fk(P3
3,3) for

various values of k. In particular, we give a complete description of F4(P3
3,3): it

consists of nine copies of P1 × P1, six of P5, 18 Hirzebruch surfaces F1, and
36 embedded fat points, arranged into a total of three connected components;
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n 2 3 4 5 6 7 8 9

nonempty⇐⇒ k ≤ 1 5 11 19 29 41 55 71
singular⇐⇒ k ≤ – 4 9 16 25 36 49 64
connected if k ≤ – 3 8 13 21 29 40 51

or k = 24 34–35 46–48 57, 60–63
disconnected if k = 1 4, 5 10, 11 17–19 26–29 37–41 42, 43, 53–56,

45, 50–55 59, 65–71

Table 2. Properties of the Fano scheme Fk(Pn
n,n) for n ≤ 9.

see Proposition 7.4. In particular, we’ll see that F4(P3
3,3) has components not

of the form C4(σ, τ ), and that this Fano scheme can have embedded primary
components.

1C. Related work and organization. Let us now mention some related research.
Fano schemes have been studied in a variety of contexts. The first modern treatment
was given in [Altman and Kleiman 1977], where it was proven that the Fano scheme
of lines on a smooth cubic hypersurface of dimension at least three is smooth and
connected. Sufficient criteria for smoothness and connectedness of Fano schemes of
lines on hypersurfaces were given in [Barth and van de Ven 1978], and generalized
to higher-dimensional linear spaces in [Langer 1997]. While Fano schemes for
generic hypersurfaces X always have dimension equal to the so-called expected
dimension, it was proven in [Harris et al. 1998] that this is also true for all smooth
hypersurfaces of sufficiently low degree. General properties of Fano schemes of
linear spaces on complete intersections have been studied in [Debarre and Manivel
1998].

In the case r =m=n, Dn
n,n and Pn

n,n are both irreducible hypersurfaces. However,
the above-mentioned results do not apply to these hypersurfaces, since they are not
general, and their degrees are not sufficiently low.

There has also been considerable work classifying the (GLm ×GLn)-equivalence
classes of linear spaces of nonfull rank m× n matrices, i.e., the GLm ×GLn orbits
in the Fano schemes Fk(Dr

m,n). Such a classification exists for k large relative to
m, n, and r [Beasley 1987; de Seguins Pazzis 2013], and for r ≤ 4 [Atkinson 1983;
Eisenbud and Harris 1988]. These classifications only apply to a limited range
of k, m, n, and r , however, and do not fully describe the geometry of Fk(Dr

m,n).
See also, e.g., [Draisma 2006] for constructions of certain maximal linear spaces
of singular matrices. Linear spaces of skew-symmetric matrices have also been
studied; see, e.g., [Manivel and Mezzetti 2005], where 2-planes of 6× 6 rank four
skew-symmetric matrices have been classified. We do not know of any previous
work studying Fk(Pr

m,n).
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We use two main tools to study Fk(Dr
m,n) and Fk(Pr

m,n). First, there are natural
torus actions on both of these Fano schemes; we are able to get a lot of geometric
information by studying the local structure of these Fano schemes at torus fixed
points. Torus actions and fixed points are discussed in Section 2; some of our local
computations were carried out explicitly using the Macaulay2 package [Ilten 2012]
in Section 7. Our second main tool consists of using deformation theory to calculate
tangent space dimensions at select points of the Fano schemes. We carry out these
calculations in Section 3.

In Section 4, we study compression spaces in more detail. We put a lot of pieces
together in Section 5 to discuss irreducibility, smoothness, and connectedness, in
particular completing the proofs of Theorems 1.2, 1.3, and 1.4.

Section 6 is concerned with the Fano scheme of lines; we prove Theorem 1.1 and
compute the degrees of F1(Dn

n,n) for n ≤ 6. In Section 7, we discuss the explicit
examples of Fk(D3

3,3) and Fk(P3
3,3). In particular, we show that in general neither

Fk(Dr
m,n) nor Fk(Pr

m,n) are reduced. In Section 8, we conclude with a comparison
between the cases of determinants and permanents and present some conjectures
and further questions on the structure of our Fano schemes.

2. Compression spaces and torus fixed points

2A. Compression spaces. The first thing we would like to do is to define some
very important subschemes of Fk(Dr

m,n) and Fk(Pr
m,n) arising from compression

spaces.

Definition 2.1 (compare [Eisenbud and Harris 1988]). Fix a natural number 0≤ s≤
r − 1. An s-compression space is the space of all m× n matrices over K sending a
fixed (s+1+n−r)-dimensional subspace V of Kn to a fixed s-dimensional subspace
W of Km .

See (3) for an example. Now, every r-dimensional subspace of Kn meets V in
dimension at least s+ 1, so a matrix in an s-compression space “compresses” the
image of each r-dimensional subspace into an (r−1)-dimensional subspace. In
other words, every matrix in a compression space has rank less than r , and we may
view this compression space as a point of the Fano scheme Fκ(s)(Dr

m,n), where κ
was defined in (1). The set of all s-compression spaces forms a closed subscheme
C(s) of Fκ(s)(Dr

m,n) of dimension δ(s). In fact, we have that C(s) is isomorphic to

Gr(s+ n− r + 1, n)×Gr(s,m).

Indeed, the morphism sending a pair (A, B) of (s+n−r+1)- and s-dimensional
planes in Kn and Km to the space of matrices which map A to B is bijective, and
an inspection of the natural affine charts of Fκ(s)(Dr

m,n) shows that this map is
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an isomorphism. In Theorem 4.7, we will even compute the degree of C(s) as a
subscheme of the Grassmannian Gr(κ(s)+ 1,mn) in its Plücker embedding.

Next, for each k≤ κ(s), the subscheme C(s) of Fκ(s)(Dr
m,n) induces a subscheme

Ck(s) of Fk(Dr
m,n) whose points correspond to the k-planes sitting inside some

s-compression space. More precisely, let U(s) denote the restriction of the universal
bundle on Fκ(s)(Dr

m,n) to C(s). Then there is a natural morphism

ρk(s) : Gr(k+ 1,U(s))→ Fk(Dr
m,n)

from the Grassmann bundle Gr(k+ 1,U(s)) to Fk(Dr
m,n) sending a (k+1)-dimen-

sional subspace of Kmn to the corresponding point of Fk(Dr
m,n). We denote the im-

age of this map by Ck(s). We call Ck(s) an s-compression component of Fk(Dr
m,n).

We will see in Theorem 4.1 and Corollary 4.3 that Ck(s) is in fact an irreducible
component of Fk(Dr

m,n).

The permanental case. In contrast to the determinantal case, not every s-compression
space consists of matrices with vanishing r × r permanents. However, the ones that
actually correspond to matrices with a fixed (s+1+n−r)×(m−s) zero submatrix
do correspond to points of Fk(Pr

m,n). We call these standard compression spaces.
More precisely:

Definition 2.2. Let σ and τ be subsets of {1, . . . , n} and {1, . . . ,m} such that
|σ |− |τ | = n−r +1. Let C(σ, τ ) denote the compression space consisting of those
linear maps Kn→ Km which send the standard basis vectors indexed by elements
of σ to the subspace of Km generated by standard basis vectors indexed by elements
of τ . Such compression spaces are called standard compression spaces.

An example of a standard compression space is shown in (3). There, σ =
{1, . . . , s+ 1+ n− r} and τ = {m− s+ 1, . . . ,m}. A straightforward calculation
contained in Proposition 2.3 shows that every point of C(σ, τ ) lies in Pr

m,n , and
hence C(σ, τ ) corresponds to a point of Fk(Pr

m,n) for k = κ(|τ |).
Just as in the determinantal case, C(σ, τ ) induces subschemes of Fano schemes

Fk(Dr
m,n) for k ≤ κ(|τ |). Regarding C(σ, τ ) as a vector space, there is an obvious

map Gr(k + 1,C(σ, τ )) ∼= Gr(k + 1, κ(s) + 1) → Gr(k + 1,mn) which is an
isomorphism onto its image. We call this image Ck(σ, τ ). But the image of the
map is clearly contained in Fk(Pr

m,n); that is, Ck(σ, τ ) is a subscheme of Fk(Pr
m,n)

isomorphic to a Grassmannian. We will give conditions in Proposition 4.4 under
which Ck(σ, τ ) is actually a component of Fk(Pr

m,n).

2B. Torus fixed points. Next, we would like to take advantage of a natural torus
action on our Fano schemes. Let us view points of Pmn−1 as m×n matrices over K,
up to simultaneous rescaling. The group GLm ×GLn then acts naturally on Pmn−1:
the first factor by inverse matrix multiplication the right, and the second factor by
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matrix multiplication on the left. (We will assume throughout this paper that m ≥ 2,
since otherwise Dr

m,n and Pr
m,n become trivial.)

Dr
m,n is invariant under this action, but Pr

m,n is not. However, both are invariant
under the action of the subgroup Tm × Tn of GLm ×GLn . Here, Tm ∼= (K∗)m and
Tn ∼= (K∗)n are the standard diagonal tori of GLm and GLn that act by rescaling
the rows and columns, respectively, of an m × n matrix. This action of Tm × Tn

extends naturally to actions on the Grassmannian Gr(k+1,mn) and its subschemes
Fk(Dr

m,n) and Fk(Pr
m,n).

When is a closed point of Gr(k + 1,mn) a torus fixed point? Such a point Q
corresponds to a (k+1)-dimensional linear subspace of m× n matrices. But any
linear relation on the entries that has more than one term cannot be preserved under
all possible rescaling of rows and columns. So Q must consist of all matrices
obtained by setting all but k+1 specified entries to zero. We often represent such a
torus fixed point by a matrix with zeroes and ∗s (or zeroes and blanks), where a ∗
denotes an entry that can vary freely.

We now prove that, of the torus fixed points in Gr(k+ 1,mn), the ones that lie
in Fk(Dr

m,n) and in Fk(Pr
m,n) are precisely the ones that are subspaces of standard

compression spaces (Definition 2.1).

Proposition 2.3. Let Q be a (Tm × Tn)-fixed point of Gr(k + 1,mn). Then the
following are equivalent:

(a) Q is contained in Fk(Dr
m,n).

(b) Q is contained in Fk(Pr
m,n).

(c) The linear space of matrices corresponding to Q is a subspace of a standard
compression space.

Proof. Represent Q as a matrix of k+1 starred entries and mn− k−1 zero entries,
as explained above. Make a bipartite graph G on vertex sets V = {1, . . . ,m} and
V ′ = {1, . . . , n} with an edge from i ∈ V to j ∈ V ′ whenever entry i j is starred.
Now, let us prove that a series of statements are equivalent, the first one being that
Q is contained in Fk(Dr

m,n) (or Fk(Pr
m,n)) and the last being that Q is a subspace

of a standard compression space.
First, Q is contained in Fk(Dr

m,n) (respectively Fk(Pr
m,n)) if and only if, for

every subset W of V of size r , G fails to have a matching of W into V ′. After all,
if G fails to have such a matching, then every term from each r × r determinant
has a zero entry in it; whereas, if G has such a matching, then specializing the
r entries corresponding to the edges in that matching to 1, and setting all others to
zero, gives a nonzero r × r determinant (or permanent).

Second, by Lemma 2.4 below, G fails to have a matching of such a W ⊂V into V ′
if and only if there exist some m− s vertices in V with only r − s− 1 neighbors
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amongst the vertices in V ′. But the existence of some m− s vertices in V with only
r − s− 1 neighbors in V ′ means precisely that Q has an (m− s)× (n− r + s+ 1)
block of zeroes, i.e., Q is a subspace of a standard s-compression space. �

Lemma 2.4. Let G = (V, V ′, E) be a bipartite graph and r a number with
1≤ r ≤ |V |. Then the following are equivalent:

(a) There is no subset W ⊂ V with |W | = r which has a matching into V ′.
(b) There is a subset S ⊂ V having only r + |S| − |V | − 1 neighbors in V ′.

Proof. Add |V |− r vertices U to G, each of which is adjacent to every vertex in V .
Then condition (a) above is equivalent to V having no matching into U ∪ V ′. By
Hall’s marriage theorem, this is equivalent to the existence of a subset S of vertices
in V with fewer than |S| neighbors in U ∪ V ′. Now, these S vertices have |V | − r
neighbors in U , hence fewer than |S| + r − |V | neighbors in V ′. �

Remark 2.5. Proposition 2.3 implies that any irreducible component Z of Fk(Dr
m,n)

or Fk(Pr
m,n) must intersect a subscheme of the form Ck(s) or Ck(σ, τ ), respectively.

Indeed, our Fano schemes are projective, hence Z is as well, and thus must contain
a torus fixed point. But any torus fixed point is contained in a subscheme of the
desired form. This simple observation will play an important role in our proofs.

Finally, we can easily prove when Fk(Dr
m,n) and Fk(Pr

m,n) are nonempty just by
looking at torus fixed points. See [Dieudonné 1949] for the determinantal case.

Proposition 2.6. The Fano schemes Fk(Dr
m,n) and Fk(Pr

m,n) are nonempty if and
only if k < (r − 1)n.

Proof. The schemes Fk(Dr
m,n) and Fk(Pr

m,n) are nonempty if and only if k ≤ κ(s)
for some s ∈ {0, . . . , r − 1}. After all, if k ≤ κ(s) for some s, then Fk(Dr

m,n)

and Fk(Pr
m,n) each contain a torus fixed point that is a subspace of a standard

s-compression space; but, if not, then Fk(Dr
m,n) and Fk(Pr

m,n) have no torus fixed
points, so are empty.

Now, we have

κ(0)= (r − 1)m− 1 and κ(r − 1)= (r − 1)n− 1.

So, if k < (r − 1)n, then k ≤ κ(r − 1) as desired. For the converse, if k ≥ (r − 1)n
then k >κ(0) and k >κ(r−1). Then, by convexity of κ , we conclude that k >κ(s)
for all s. �

3. Tangent space calculations

The next thing we would like to do is to calculate the dimension of the tangent
space of Fk(Dr

m,n) and of Fk(Pr
m,n) at some carefully chosen points. The points

we will look at lie in Ck(s) or Ck(σ, τ ), i.e., they are k-planes inside compression
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spaces; and we will choose them to have a particular form that is favorable to
making explicit computations using deformation theory.

Our main results in this section (Theorem 3.1 for the determinant and Theorem 3.2
for the permanent) will each have two parts. First, the tangent space at a general
point of Ck(s) or Ck(σ, τ ) can be no larger than its dimension at the points we
study, since tangent space dimensions are upper semicontinuous. Second, we will
show that if certain additional inequalities hold, then every torus fixed point actually
has the special form that allows our computation to go through. We can therefore
conclude that tangent space dimension at every point of Ck(s) or Ck(σ, τ ) can be
no larger than the specified dimension.

This section is the technical heart of the paper, and we will reap the rewards in
Sections 4 and 5 when we use these tangent space calculations to prove theorems
on smoothness and connectedness of Fk(Dr

m,n) and Fk(Pr
m,n).

Here are the two main theorems.

Theorem 3.1. Fix integers k and s with 1≤ k ≤ κ(s) and 0≤ s ≤ r − 1.

(i) For a general point η ∈ Ck(s),

dim TηFk(Dr
m,n)≤ δ(s)+ (k+ 1)(κ(s)− k),

where κ(s) and δ(s) are defined in (1) and (2).

(ii) If furthermore both of the conditions

k > κ(s)− (m− s− 1) if s 6= r − 1, (4)

k > κ(s)− (n− r + s) if s 6= 0 (5)

hold, then the dimension bound holds for every point η ∈ Ck(s).

We have the following analogous result for the permanent:

Theorem 3.2. Fix integers k and s such that

s = 0, r − 1 and 2≤ k ≤ κ(s),
or 1≤ s ≤ r − 2 and 5≤ k ≤ κ(s).

Suppose further that

s+ 1+ n− r ≥ 3 if s 6= 0 and m− s ≥ 3 if s 6= r − 1.

Consider a standard compression space C(σ, τ ) (Definition 2.2) with |τ | = s.

(i) For a general point η ∈ Ck(σ, τ ),

dim TηFk(Pr
m,n)≤ (k+ 1)(κ(s)− k).
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(ii) If furthermore both of the conditions

k > κ(s)− (m− s− 2) if s 6= r − 1, (6)

k > κ(s)− (n− r + s− 1) if s 6= 0 (7)

hold, then the dimension bound holds for every point η ∈ Ck(σ, τ ).

Remark 3.3. For Theorem 3.1, the bounds on k in (4) and (5) are sharp. Indeed, if
k doesn’t satisfy both bounds, then there are torus fixed points in Ck(s) which also
lie in Ck(s− 1) or Ck(s+ 1). Since these schemes are not equal by Proposition 4.5,
and the dimension of Ck(s) is δ(s)+ (k+1)(κ(s)−k) by Corollary 4.3, the tangent
space dimension at such points must be higher.

We will prove our two main theorems in parallel below, because much of the
setup is the same.

We start by recalling a completely general characterization of tangent spaces
to Fano schemes. Suppose X ⊂ PN

K is any projective scheme with homogeneous
ideal I ⊂ S = K [x0, . . . , xN ], and 3⊂ PN is a k-plane contained in X defined by
the homogeneous ideal J ⊂ S. Write [3] for the corresponding point of Fk(X)
and let J be the ideal sheaf of 3. Then the tangent space T[3]Fk(X) is isomorphic
to the space of first-order deformations of 3 in X , which is well known to be
isomorphic to HomOX (J,O3); see, e.g., [Hartshorne 2010, Theorem 2.4]. In our
case, J is generated by linear forms, so J/I as well as S/J are saturated, graded
S/I -modules. So T[3]Fk(X) ∼= HomOX (J,O3) ∼= HomS/I (J/I, S/J )0, the space
of degree-preserving maps of S/I -modules.

In our specific situation, fix r , m, and n, and let S =K[x1,1, . . . , xm,n]. Suppose
that J ⊂ S is a linear ideal defining a k-plane 3⊂ Pmn−1 of matrices lying in the
standard s-compression space shown in (3). Let us choose standard linear monomials
z0, . . . , zk for S/J ; that is, we specify an isomorphism S/J ∼=K[z0, . . . , zk]. Then
we can regard 3 as a matrix whose entries are linear forms in z0, . . . , zk such that
the linear span of these forms has full dimension k+ 1. In other words, 3 has the
form

3=




0 B

C D


 , (8)

where the upper left block of zeroes has size (m−s)×(s+1+n−r) and the entries
of B, C , and D are in K[z0, . . . , zk]1. See Example 3.5 for a matrix of this form.

The next lemma tells us concretely how to compute the dimensions of the tangent
spaces of Fk(Dr

m,n) and Fk(Pr
m,n) at the point [3]. Call an r × r submatrix of an

m × n matrix anchored if it involves the last s rows as well as the last r − s − 1
columns.
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Lemma 3.4. For a k-plane 3 as above, let adet (respectively aperm) be the K-
dimension of the space of (m − s)× (s + 1+ n − r) matrices A with entries in
K[z0, . . . , zk]1 such that the r × r anchored determinants (respectively permanents)
of the m× n matrix

Q =




A B

C 0


 (9)

all vanish. Then

dim T[3]Fk(Dr
m,n)= adet+ (k+ 1)(κ(s)− k),

dim T[3]Fk(Pr
m,n)= aperm+ (k+ 1)(κ(s)− k).

Proof. Let Idet ⊂ S and Iperm ⊂ S be the ideals generated by the determinants and
permanents, respectively, of the r × r submatrices of the m× n matrix (xi, j ). We
will treat both cases simultaneously. Let I be Idet or Iperm, and let J ⊂ S be the
linear ideal of 3. Then J is generated by the coordinates xi, j with i ≤ m− s and
j ≤ s+ 1+ n− r , corresponding to the condition that the upper left block is zero,
along with κ(s)− k additional independent linear forms fi on the remaining xi, j

that determine the linear relations on the other entries of the matrix. We wish to
compute the dimension of HomS/I (J/I, S/J )0.

To give an element of HomS/I (J/I, S/J )0, we must specify an element of (S/J )1,
i.e., a linear form in z0, . . . , zk , for each generator xi, j and fi . This choice of
elements of (S/J )1 is subject to the condition that all the relations among the xi, j

and the fi are preserved among their images. Let’s examine these relations.
Assume for a moment that r = m = n, and suppose we have a map φ in

HomS/I (J/I, S/J )0. Among the relations on generators of J/I , there are the
Koszul relations of the form a1(a2)− a2(a1) for ai ∈ J , which φ obviously sends
to 0 mod J . Apart from these, then, the only nontrivial relation among generators
of J/I comes from writing the determinant or permanent of the r × r matrix (xi, j )

as an S-linear combination of the generators of J . In fact, it is easy to choose such
an S-linear combination (uniquely up to the Koszul relations), since every term of
the r × r determinant (or permanent) contains at least one position in the 0 block
and hence one generator of J . Then the fact that φ sends the r × r determinant or
permanent to zero means that

∑

i, j

±(bi c j )φ(xi, j )= 0, (10)

where the sum above has one term for each entry (i, j) in the upper left zero block.
Here, bi is the determinant or permanent of the submatrix of B gotten by deleting
the i-th row, and c j is the determinant or permanent of the submatrix of C gotten
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by deleting the j-th column. The reason that no other terms of the determinant or
permanent appear is that every other term contains at least two positions in the 0
block, and hence, after factoring out some generator of J , will still vanish modulo J .
So (10) is the only constraint on the images of the generators of J .

If instead r < n, we simply note that the nontrivial relations among the images
of the xi, j are just the relation (10) obtained by replacing (8) by each of its r × r
anchored submatrices. (The nonanchored submatrices do not add any constraints,
because each term of a nonanchored r×r determinant or permanent contains at least
two positions in the 0 block and so is necessarily sent to 0 in S/J .) Then condition
(10) applied to the r × r submatrices of 3 can be rewritten as the condition that the
determinants or permanents of the r × r anchored submatrices of the m× n matrix
in (9) vanish, where A = (φ(xi, j )).

Now we can easily count dimensions for HomS/I (J/I, S/J )0. We have just
shown that the dimension of the space of choices of φ(xi, j ) for i ≤ m − s and
j ≤ s+ 1+ n− r is precisely adet (respectively aperm). Next, we have exactly k+ 1
dimensions for choosing each φ( fi ), since after all the fi do not appear at all in (10)
and dim(S/J )1 = k + 1. So the dimension of space of choices for the φ( fi ) is
(k+ 1)(κ(s)− k). Adding, we have proved Lemma 3.4. �

We now prove part (i) of each theorem by applying Lemma 3.4 to some carefully
chosen points [3].
Proof of Theorem 3.1(i). We need to exhibit, for any k and s as in the statement
of Theorem 3.1, a matrix of the form (8) such that the dimension adet defined in
Lemma 3.4 is exactly δ(s). Then Theorem 3.1(i) would follow by upper semiconti-
nuity.

First, some notation: for distinct variables zi and z j , define matrices

B(zi , z j )=




zi

z j
. . .

. . . zi

z j

0




and C(zi , z j )=




zi z j
. . .

. . .

zi z j

0


 (11)

of dimensions (m− s)× (r − s− 1) and s× (s+ 1+ n− r), respectively. (Thus,
by slight abuse of notation, the dimensions will depend on s.) Now let’s specify
the form that 3 should take, in four cases.

If s = 0, so the matrices C and D don’t appear, we let B = B(z0, z1)+ B ′, where
B ′ is any matrix whose entries are linear forms not involving z0 or z1 and such that
the linear span of the forms appearing in B has full dimension k+ 1.
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Similarly, if s = r − 1, so that the matrices B and D don’t appear, then we let
C = C(z0, z1)+ C ′, where C ′ is any matrix whose entries are linear forms not
involving z0 or z1 and such that the linear span of the forms appearing in C has full
dimension k+ 1.

Next, if s 6= 0, r − 1, and k = 1, we let B = B(z0, z1) and C = C(z0, z1). There
are no restrictions on D.

Finally, if s 6=0, r−1, and k≥2, we let B= B(z0, z1)+B ′ and C=C(z1, z2)+C ′,
for any matrices B ′ and C ′ that do not involve z0, z1, or z2, and furthermore do not
involve any variables in common. There are again no restrictions on D, except that
B ′, C ′, and D must be chosen so that the linear span of the forms appearing in 3
has full dimension k+ 1.

Example 3.5. For k = 4, s = 2, r = m = 5, and n = 6, the following 5× 6 matrix
over K=C, say, has the desired form. The ∗ entries represent arbitrary linear forms
in z0, z1, z2, z3, and z4.




0 0 0 0 z0 z3

0 0 0 0 z1−z3 z0+3z3

0 0 0 0 5z3 z1+11z3

z1 z2 0 0 ∗ ∗
0 z1 z2 z4 ∗ ∗



.

Now, in each case, we are done if we can show that the space of matrices A
satisfying that the r×r anchored minors of the matrix Q in (9) vanish has dimension
exactly δ(s). In fact, we can identify a space of dimension δ(s): take A to be any
sum of a matrix in the K-column span of B and a matrix in the K-row span of C . The
resulting matrix Q still has rank less than r . Furthermore, B and C have full rank,
but on the other hand no nonzero matrix is both in the K-column span of B and the
K-row span of C . So the space of matrices A obtained in this way forms a K-vector
space of dimension exactly (r−s−1)(s+1+n−r)+s(m−s)= δ(s). We have thus
reduced to proving the converse: if the anchored r×r minors of Q vanish, then A is
the sum of a matrix in the K-column span of B and a matrix in the K-row span of C .

The degenerate cases s = 0, r − 1 are thus an immediate consequence of the
lemma below, whose proof we postpone to the end of the section.

Lemma 3.6. Let 2≤ m ≤ n. Consider an m× n matrix

P =




Ea

C
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whose entries are linear forms z0, . . . , zk , where Ea = (ai ) is a 1× n matrix and
C is an (m − 1)× n matrix. Suppose C = C(z0, z1)+C ′, where C(z0, z1) is an
(m− 1)× n matrix as shown in (11), and C ′ only involves z2, . . . , zk .

If the maximal minors of P vanish, then Ea must lie in the K-linear row span of C.

Thus, we may now assume 1≤ s ≤ r − 2. We have two remaining cases: k = 1
and k ≥ 2. Let us first assume k ≥ 2.

By subtracting columns of B from A, we may assume that, in the first r − s− 1
rows of A, no z0 appears. Also, let us add a copy of the (r − s) row to each row
r − s+ 1, . . . ,m− s. Then we may assume that each row r − s+ 1, . . . ,m− s in
the matrix B has no z0 or z1 appearing except for a single z1 in the last column.
We now claim that each row of A is in the K-linear span of the rows of C .

First, let Q′ be any r ×n submatrix of Q obtained by choosing the first r − s−1
rows, one middle row, and the last s rows of Q. Consider any maximal submatrix Q̃
of Q′ that involves the last r − s− 1 columns of Q′. Write

Q̃ =
(

Ã B̃
C̃ 0

)
, (12)

where Ã, B̃, and C̃ are submatrices of A, B, and C , respectively. For i=1, . . . , r−s,
let bi be the determinant of the matrix gotten from B̃ by deleting its i-th row, and
let c̃i be the determinant of the matrix gotten by stacking the i-th row of Ã to C̃ .
Let us show that each c̃i equals 0.

Since Q had rank at most r − 1 by assumption, we have det(Q̃)= 0. Note that

0= det(Q̃)= b1c̃1− b2c̃2+ · · ·± br−s c̃r−s .

Now, each bi is of the form zi−1
0 zr−s−i

1 plus terms that have lower total degree
in z0 and z1. Also, each c̃i , except possibly c̃r−s , has no z0 term appearing, by
assumption. Then by inspecting the degree in z0, we conclude that c̃r−s = 0.

Next, we claim that no other c̃i has z1 appearing: if z1 appears with highest
degree d in c̃i , then the factor zi−1

0 zr−s−i+d
1 would appear in the summand bi c̃i

but nowhere else. So z0 and z1 do not appear in any c̃i . Finally, by inspecting the
(z0, z1)-degree of each summand, we conclude that each c̃i equals 0.

By ranging over all possible choices of Q′ and Q̃, we have that

rank
(

A
C

)
= rank C.

Then we may apply Lemma 3.6 to conclude that the rows of A′ are actually K-linear
combinations of the rows of C .

Finally, assume 1≤ s≤r−2 and k=1. Again, we want to show that any matrix A
satisfying that the r ×r anchored minors of (9) vanish must be a sum of a matrix in
the K-column span of B = B(z0, z1) and one in the K-row span of C = C(z0, z1).
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First, note that rows r − s + 1, . . . ,m − s of B are zero. So we will start by
showing that, for any i with r − s + 1 ≤ i ≤ m − s, the i-th row of A is in the
K-row span of C . Indeed, let Q′ be the r ×n submatrix of Q obtained by choosing
the first r − s− 1 rows, the i-th row, and the last s rows of Q. So the lower right
(s + 1)× (r − s − 1) block of Q′ is zero. Now the first r − s − 1 rows of Q′ are
K(z0, z1)-linearly independent and their span intersects the span of the last s+ 1
rows trivially. Thus, the last s+ 1 rows have rank at most s. Applying Lemma 3.6
to these last s+ 1 rows, we are done. Furthermore, the same argument shows that
columns s+ 2, . . . , s+ 1+ n− r of A are K-combinations of the columns of B.

After deleting rows r−s+1, . . . ,m−s and columns s+2, . . . , s+1+n−r , we
are left with a singular r×r matrix Q′. Let A′ denote the upper left (r−s)×(s+1)-
submatrix of Q′. After adding multiples of the columns of B and the rows of C ,
we may assume that z0 appears only in the lower right entry of A′. But z0 cannot
appear there either, for otherwise the monomial zr

0 would appear in det(Q′) with
nonzero coefficient, contradicting that det(Q′)= 0. So A′ has only z1.

Next, we claim we may reduce to the case that z1 only appears in the first row
and the last column of A′. This is because, if ai, j = λz1, say, is a nonzero entry
elsewhere in A′, then we can alternately add λ-multiples of rows of C and subtract
λ-multiples of columns of B to move λz1 to any other entry in the same antidiagonal.

But in this case, z1 doesn’t appear at all, since each one would contribute a
unique nonzero monomial in zi

0, zr−i
1 to det(Q′), but Q′ is singular. Thus, after

adding rows of C and columns of B, we have arrived at an equality A′ = 0, so we
are done. This finishes the proof of Theorem 3.1(i). �

Proof of Theorem 3.2(i). Just as in the determinantal case, we need to exhibit, for
any k and s as in Theorem 3.2, a matrix of the form (8) such that aperm = 0 in
Lemma 3.4. Then Theorem 3.2(i) would follow by upper semicontinuity: we need
only invoke the natural (Sm×Sn)-action on Fk(Pr

m,n) gotten by permuting rows and
columns that sends any standard compression component Ck(σ, τ ) to the particular
one shown in (3).

First, for distinct variables zi , z j , and zk , define matrices B(zi , z j , zk) and
C(zi , z j , zk), respectively, as




zi zk

z j
. . .

zk
. . . zi
. . . z j zi

zk z j

0




and




zi z j zk
. . .

. . .
. . . 0

zi z j zk

zk zi z j


 , (13)
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of dimensions (m− s)× (r − s− 1) and s× (s+ 1+ n− r), respectively.
Let us clarify the degenerate cases of this definition:

s = 1 H⇒ C(zi , z j , zk)= ( zi z j zk 0 · · · 0 );
s = r − 2 H⇒ B(zi , z j , zk)= ( zi z j zk 0 · · · 0 )T .

If s = 2 then

C(zi , z j , zk)=
(

zi z j zk 0 · · · 0
zk zi z j 0 · · · 0

)
;

and similarly for B(zi , z j , zk) when r − s− 1= 2.
In particular, in each case C(zi , z j , zk) has to have at least 3 columns whenever

it is defined; in other words, if s 6= 0, we will always assume that s+ 1+n− r ≥ 3.
Similarly, B(zi , z j , zk) has to have at least 3 rows whenever it is defined; in other
words, if s 6= r − 1, we will always assume that m− s ≥ 3. This accounts for the
conditions in the statement of Theorem 3.2. We treat each case in turn.

First, suppose s = 0, so m ≥ 3 and the matrices C and D don’t appear. Then
let B = B(z0, z1, z2)+ B ′, where B ′ is any matrix whose entries are linear forms
not involving z0, z1, or z2. Similarly, if s = r − 1 — so n ≥ 3 and B and D don’t
appear — then we let C = C(z0, z1, z2)+C ′, where C ′ is any matrix whose entries
are linear forms not involving z0, z1, or z2. In both of these cases, Theorem 3.2(i)
is an immediate consequence of the following lemma, whose proof we postpone to
the end of the section.

Lemma 3.7. Let 2≤ m ≤ n but not m = n = 2. Consider an m× n matrix

P =




Ea

C




whose entries are linear forms z0, . . . , zk , where Ea = (ai ) is a 1× n matrix and
C = C(z0, z1, z2)+C ′ is an (m−1)×n matrix, where C(z0, z1, z2) is as shown in
(13) and C ′ does not involve z0, z1, or z2.

If the maximal permanents of P vanish, then Ea = 0.

Thus, we are done with the cases s = 0 and s = r − 1 modulo the lemma.
So we may assume for the rest of the proof that 1 ≤ s ≤ r − 2. We let

B = B(z0, z1, z2)+ B ′ and C = C(z3, z4, z5)+ C ′, for any matrices B ′ and C ′
that do not involve z0, . . . , z5, and furthermore do not involve any variables in
common. Let D be any s× (r − s− 1) matrix of linear forms. Again, we want to
show A = 0 if the r × r anchored permanents of Q in (9) are zero.
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Here is the matrix Q:

s+ 1 n− r r − s− 1





z0 z2

r − s
z1 z0

z2 z1 z0

z2 z1

m− r
z3 z4 z5

s z3 z4 z5 0
z5 z3 z4

(14)

In this picture, A has been broken into four submatrices. If B or C have only one
or two columns or rows, respectively, then they should be interpreted as having the
degenerate forms described above. (We have also suppressed B ′ and C ′ for clarity.)

We break into the following two cases:

• s = 1 or s = r − 1, and

• 1< s < r − 2.

First, suppose s = 1. So C is a row matrix. For this case, we need the following
lemma, which we will prove at the end of the section.

Lemma 3.8. Let r ≥ 3, and suppose Q′ is an m × r matrix with entries in
K[z0, . . . , zk]1 of the form

Q′ =




A′ B

`1 `2 0


 .

Here `1 and `2 are nonzero linear forms in z3, . . . , zk that are not scalar multiples
of each other, and B = B(z0, z1, z2)+ B ′, where B(z0, z1, z2) is as in (13) and B ′
does not contain z0, z1, or z2.

If the r×r permanents of Q′ vanish then, for each i = 1, . . . ,m−1, the i-th row
of A′ is of the form (ai`1 −ai`2) for some ai ∈ K.

Assuming the lemma holds, let us prove that A = 0. By applying Lemma 3.8 to
each m× r submatrix of Q gotten by choosing any two of the first three columns
and the last r − 2 columns, we see that each pair of the first three columns has
entries that satisfy the sign relation as in Lemma 3.8. But that is impossible unless
each entry in the first three columns of A is zero.

Let Qm,1 denote the matrix gotten by deleting the m-th row and first column of Q.
Since the first column, say, of Q is zero except for the last entry, which is nonzero,
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and Q has vanishing r×r anchored permanents, if follows that the (r−1)×(r−1)
anchored permanents of the matrix Qm,1 vanish. Applying Lemma 3.7 to (the
transpose of) each (m− 1)× (r − 1) submatrix of Qm,1 that involves the last r − 2
columns shows that each column of A is zero.

The case s = r − 2 is exactly analogous. In this case, the roles of B and C are
simply reversed: now B is a column matrix with at least three nonzero entries. Then
we apply Lemma 3.8 again to conclude that the first three rows of A must be zero,
and then apply Lemma 3.7 to each (m − 1)× (r − 1) submatrix of Q1,n to show
that every row of A is zero.

For the final case, let 1< s < r − 2. In this case, our assumptions imply that B
(respectively C) has at least two columns (respectively rows); see (14). We will call
the m− r rows and n− r columns in (14), if they are present, the middle rows and
columns. In the diagram, A has been broken into four blocks, and we will show
one by one that they are 0.

First suppose r = m = n, so the middle rows and columns don’t appear. As in
the determinantal case, for i = 1, . . . ,m− s let bi be the permanent of the matrix
gotten by deleting the i-th row of B, and let c̃i be the permanent of the matrix
gotten by stacking the i-th row of A to C . Then

0= perm(Q)= b1c̃1+ b2c̃2+ · · ·+ bm−s c̃m−s .

Considering the terms of this equation of the form

zi−1
0 zr−s−i

1 · γ,
where γ is any monomial not involving the variables appearing in B, shows that,
after zeroing out the variables in A that appear in B, c̃i = 0. Then, by Lemma 3.7,
A only contains variables from B.

But a symmetric argument shows that A only contains variables from C . Since
no variables appear in both B and C by assumption, we must have A = 0.

Now let us drop the assumption that r=m=n. Let Q′ be the r×r submatrix of Q
gotten by removing the middle m− r rows and n− r columns. Then the r =m = n
argument applied to Q′ immediately shows that the upper left (r − s)× (s + 1)
block of A is zero. Next, we claim that every entry in the first r − s rows of A is
zero. Indeed, if in Q′ we replace the (s+1)-st column with any middle column,
we get an r × r matrix whose upper left (r − s)× s block is zero and whose lower
left s × s block has nonzero permanent. Then the permanent of the upper right
(r − s)× (r − s) block is zero so, by Lemma 3.7 again, the chosen middle column
of A is zero, proving the claim. A symmetric argument shows that every entry in
the first s+ 1 columns of A is zero.

Finally, for any middle row i and middle column j , we want to show that ai j = 0.
But this is immediate from considering the matrix obtained from Q′ by replacing
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the r − s row by i and the s + 1 column by j , and noting that the permanent
of this matrix is zero yet is a nonzero multiple of ai j . This finishes the proof of
Theorem 3.2(i). �

Proof of Theorems 3.1(ii) and 3.2(ii). We will show that, if k is sufficiently large,
the proofs of Theorems 3.1(i) and 3.2(i) can be applied to any torus fixed point
of Ck(s) or Ck(σ, τ ). When we say k is sufficiently large, we mean that conditions
(4) and (5) are fulfilled in the determinantal case, or that conditions (6) and (7) are
fulfilled in the permanental case.

Part (ii) of each theorem would then follow, because if the conditions (4)
and (5) or the conditions (6) and (7) hold, then the bounds in Theorem 3.1(i)
and Theorem 3.2(i) would apply to any torus fixed point of Ck(s), respectively
Ck(σ, τ ). But the Zariski closure of the torus orbit of any point of Ck(s) or Ck(σ, τ )

certainly contains a torus fixed point. So the bounds would hold for arbitrary points
of Ck(s), respectively Ck(σ, τ ).

By the discussion in Section 2, we know that any torus fixed point P of Ck(s)
or Ck(σ, τ ) comes from zeroing out entries in the matrix of forms representing a
standard compression space. Thus, after permuting rows and columns, we may
assume that P has the form (8), and the entries of B, C , and D are either zeroes
or ∗s representing distinct variables zi . Furthermore, the number of zero entries
among B, C , and D is exactly κ(s)− k.

The proofs in both the determinant and permanent cases reduce to the following
combinatorics:

Lemma 3.9. Let c ≤ p and p ≥ q, and suppose we have a p× q array B = (bi j )

filled with at most p− c zeroes and the rest ∗s. Then we may permute rows and
columns so that every entry bi, j with i − j < c is a ∗.

Assuming the lemma, let us prove Theorem 3.1(ii). Suppose s 6= r − 1, so B is
nonempty. Then κ(s)−k<m−s−1 by assumption, so B is an (m−s)×(r−s−1)
matrix with at most m−s−2 zeroes. Then, by Lemma 3.9 applied with c= 2, after
permuting rows and columns of B = (bi, j ), the entries bi,i and bi+1,i are nonzero
for all i . Then a linear change of coordinates brings B into the form required
for Theorem 3.1(i). (The lemma shows that all entries above the diagonal bi,i are
nonzero as well, but we don’t need this.)

If instead s 6= 0, so that the matrix C is nonempty, and k > κ(s)− (s+ n− r),
the same argument shows that there is a permutation of the rows and columns of C
so that each of the entries ci,i , ci,i+1 are nonzero for i = 1, . . . , s. Again, a linear
change of coordinates then brings C into the form required for Theorem 3.1.

The proof of Theorem 3.2(ii) is almost identical, except that we apply Lemma 3.9
with c = 3 instead of c = 2, since the matrices in our special permanental form
were tridiagonal instead of bidiagonal. Namely: if s 6= r − 1, so that the matrix B
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appears, the assumption that κ(s)−k <m− s−2 says that B has at most m− s−3
zeroes. Then Lemma 3.9 shows that, after permuting, every entry bi, j with i− j < 3
is nonzero. Similarly, if s 6= 0, so that the matrix C appears, the assumption that
κ(s)− k < n− r + s− 1 and Lemma 3.9 again imply that, after permuting, every
entry ci, j with j − i < 3 is nonzero. Then we are again done after a linear change
of coordinates. So we have proved part (ii) of each theorem, and we are done, apart
from the proofs of the supporting lemmas below. �

Proof of Lemma 3.6. Let us write ai =∑ λi, j z j for λ∈K. Consider the determinant
of the submatrix of P consisting of its first m columns. Inspection of the coefficient
of the monomial zi

0zm−i
1 for 1≤ i ≤ m− 1 gives the equation

λi,0 = λi+1,1.

Likewise, inspection of the monomials zm
0 and zm

1 give equations λ1,1 = λm,0 = 0.
Hence, after applying K-linear row operations to the first row of P , we may assume
that λi, j = 0 for i ≤ m and j = 0, 1.

We now show that, under this assumption, Ea = 0. Indeed, consider again the
determinant of the submatrix of P consisting of its first m rows. Inspection of the
coefficient of the monomial zi−1

0 zm−i
1 z j shows that λi, j = 0 for i ≤m and j ≥ 2. So

we have proved a1 = · · · = am = 0. Finally, for any i >m, consider the determinant
of the submatrix of P consisting of columns 2, . . . ,m, i . Expanding by the first
row, this determinant is ± ai · (zm−1

1 + terms of lower degree in z1). The product
is zero and the second factor is nonzero, so ai = 0. �

Before proving Lemma 3.7, we need the following calculation of the coefficients
of the maximal permanents of a tridiagonal matrix:

Lemma 3.10. Let p ≥ 2 and consider the p× (p+ 1) matrix

Q =




u v w

. . .
. . .

. . .

u v w

w u v




for independent linear forms u, v, w, with 0 at every other position. Denote
the permanent of the submatrix obtained by deletion of the i-th column by qi .
For 1≤ j ≤ p− 1, the coefficient of u jv p−( j+1)w in qi is equal to

coeffu jv p−( j+1)w(qi )=
{

p− j i = j,
0 i 6= j.

Here, p− j just means the integer p− j reduced modulo the characteristic of K.

Proof. Fix i , and let y be any monomial appearing in qi of the form u jv p−( j+1)w

for some 1 ≤ j ≤ p− 1. We claim that y must select u from each column to the
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left of the i-th column. If i = 1, there is nothing to prove. For i > 1, first note
that y selects u from the first column. Indeed, if y selects w in the first column,
then y must be at least quadratic in w if i 6= p+ 1, or would have the form v p−1w

if i = p+ 1. Since y selects u from the first column, it cannot select anything else
from the first row of P , forcing it to select u from column 2 if i > 2. Continuing in
this fashion, we see that y must select u in all columns to the left of the i-th column.

Now, inspection of Q shows that, for each u which y selects to the right of the
i-th column, it must select a w lying diagonally to the upper right. Likewise, for y
to select a w entry, it must also select a u lying diagonally to the lower left and to
the right of the i-th column. Hence, the only monomial of the desired form which
appears in qi is uiv p−(i+1)w, and it may be created by p− j different choices of
the position of w. �

Proof of Lemma 3.7. Write ai =∑ λi, j z j for λ ∈K. First suppose m = 2, so n > 2
by assumption. In this case, we appeal to the explicit primary decomposition of
the 2× 2 permanents of a 2× n matrix over any field proved by Laubenbacher and
Swanson [2000]. Each component is isolated in this case, and the components are
as follows: there are two components that correspond to zeroing out each row; and
there are

(n
2

)
components that correspond to zeroing out a given 2×2 permanent as

well as all of the other 2(n−2) entries. It immediately follows from this classification
that, if at least three entries of the 1× n matrix C are nonzero, then Ea must be 0.

Now suppose m > 2. We begin by considering the permanent of the submatrix
of P consisting of its first m columns. Inspection of monomials of the form zi

0zm−i
1

and zi
1zm−i

2 gives equations

λi,0+ λi+1,1 = 0 for 1≤ i ≤ m− 1,

λi,1+ λi+1,2 = 0 for 2≤ i ≤ m− 1,

λm,1+ λ1,2 = 0,

along with λ2,2 = λ1,1 = λm,0 = 0. On the other hand, inspection of the monomials
of the form zi

0zm−1−i
1 z2 gives equations

(m−1−i)λi,0+ (m−2−i)λi+1,1+ λi+2,2 = 0 for 1≤ i ≤ m− 2

by Lemma 3.10. Likewise, inspection of the monomial z0zm−3
1 z2

2 gives the equation
m− 2λ1,2 + m− 3λm,1 + λm−1,0. Since char(K) 6= 2, this system of equations
implies that λi, j = 0 for 1≤ i ≤m and j = 1, 2, 3. For k =m+ 1, . . . , n, consider
the first m− 1 columns and the k-th column of P . The permanent of this m×m
matrix is zero, and all of the entries in the first row are zero except possibly ak .
Expanding the permanent by the first row, we have ak = 0. �

Proof of Lemma 3.8. First, let’s prove that, for i = 1, 2, each form in column i is
a scalar multiple of `i . Let Q′m1 be the matrix obtained from Q′ by deleting the
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last row and first column. Let z j be any form in the support of `2, and consider the
image in K[z0, . . . , zk]/`2∼= S=K[z0, . . . , ẑ j , . . . , zk] of each r×r subpermanent
of Q′ that involves the last row of Q′. By expanding along the last row, this image
is `1 · perm(P), where P is an (r − 1)× (r − 1) submatrix of Q′m1.

Since `1 6= 0 by assumption, perm(P) = 0 as an element of S. Then, by
Lemma 3.7 applied over the ring S to Q′m1, the first column of Q′m1 is zero. In other
words, every entry in the second column of Q′ is a scalar multiple of `2. Similarly,
every entry in the first column of Q′ is a scalar multiple of `1.

Let Q̃ be the r × r submatrix consisting of the first r − 1 rows along with the
last row of Q̃. Factoring out `1 and `2 from the first two columns of Q̃, we see

0= perm(Q̃)= `1`2 ·β,
where β is a K-linear combination of the maximal subpermanents of B; and in fact
these maximal subpermanents are K-linearly independent, since, for example, they
each contain a distinct term of highest total (z0, z1)-degree. So the coefficients are
zero. In other words, for i = 1, . . . , r − 1, the 2× 2 permanent consisting of the
i-th row of A′ along with (`1 `2) is zero.

Similarly, for i = r, . . . ,m − 1, let Q̃ be the r × r submatrix consisting of the
first r − 2 rows, the i-th row, and the last row of Q̃. Then, since the uppermost
(r − 2)× (r − 2) subpermanent of B is the unique maximal subpermanent of B
with a nonzero monomial zr−2

0 , but perm(Q̃) = 0, it follows again that the 2× 2
permanent consisting of the i-th row of A′ along with (`1 `2) is zero. We conclude
that each row of A′ is of the form (a`1 −a`2) for some a ∈ K. �

Proof of Lemma 3.9. The proof is by induction on p+q with trivial base case. First,
if c > p− q then, by the pigeonhole principle, there is a column of all ∗s. Moving
that column to be the rightmost one and inducting on the remaining p× (q − 1)
matrix, we are done. So we may assume c ≤ p− q. Let z be the smallest number
of zeroes in any column of B. We claim that z ≤ p− c− q + 1. If z ≤ 1 this is
clear, because p− c−q+ 1≥ 1. Otherwise, since there are at least qz zeroes in B,
we have p− c ≥ qz ≥ q + z− 1, implying the claim.

Then we can permute rows and columns so that the last column of B has ∗s for
its first p− z entries and zeroes for its last z entries. The claim we just proved
above says precisely that the last column satisfies the hypotheses of the lemma.
Furthermore, the upper left (p− z)× (q− 1) submatrix of B has at most p− z− c
zeroes, so we are done by induction. �

4. Results on compression spaces

In this section, we will prove a number of results on compression spaces that will
be used in Section 5 to prove results on smoothness and connectedness of our Fano
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schemes. We will start by proving that the subschemes Ck(s) of Fk(Dr
m,n) are

actually irreducible components. This result relies on the tangent space dimension
at a general point of Ck(s), computed in Theorem 3.1. Similarly, we will prove
that, when the conditions on k and s in Theorem 3.2 hold, Ck(σ, τ ) is a component,
where |τ | = s. Finally, we will prove a theorem describing precisely the embedding
in projective space of the components C(s) of Fκ(s)(Dr

m,n), including a computation
of their degrees.

As discussed in Section 2, for each k ≤ κ(s) there is a natural map

ρk(s) : Gr(k+ 1,U(s))→ Fk(Dr
m,n),

where U(s) is the pullback to C(s) of the universal bundle on Fκ(s)(Dr
m,n); the

image of this map is Ck(s). The next theorem says that ρk(s) is generically finite.
Since the dimension of the space Gr(k + 1,U(s)) is exactly the general tangent
space dimension calculated in Theorem 3.1, it will follow that Ck(s) is a component
(Corollary 4.3).

Theorem 4.1. The map ρk(s) is generically finite. Furthermore, it is a closed
embedding if and only if

k > κ(s)− (m− s) if s 6= r − 1,

and k > κ(s)− (n− r + s+ 1) if s 6= 0.

Furthermore, the image of ρk(s) is smooth if and only if the above bounds on k hold.

Before proving the theorem, we will need the following lemma:

Lemma 4.2. Consider compression spaces P1 and P2 ∈ C(s) with P1 6= P2. Write
P1 ∩ P2 for their intersection as κ(s)-planes in Pmn−1. Then

dim(P1 ∩ P2)≤ κ(s)−min{m− s, s+ 1+ n− r}.
Furthermore, if s = 0 or s = r − 1 then we can say which term in the minimum to
take: we have

dim(P1 ∩ P2)≤ κ(s)− (m− s) if s = 0,

and dim(P1 ∩ P2)≤ κ(s)− (s+ 1+ n− r) if s = r − 1.

Proof. Write a= s+1+n−r for convenience. For i = 1, 2, Pi can be characterized
as the space of matrices that sends an a-dimensional subspace Vi ⊆ Kn into an
s-dimensional subspace Wi ⊆ Km . Then P1 ∩ P2 is the space of matrices that:

(i) send V1 to W1;

(ii) send V2 to W2.

As a consequence of (i) and (ii), we also have that elements of P1 ∩ P2:

(iii) send V1 ∩ V2 to W1 ∩W2.
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We will show that dim(P1 ∩ P2) is maximized when V1 ∩ V2 and W1 ∩W2 are as
large as possible.

Let b= dim V1∩V2. Then (iii) gives b ·codim(W1∩W2) linear conditions on the
matrices in Pi , and (i) and (ii) each give (a−b)(m− s) additional linear conditions.
So, because of (iii), if we fix V1 and V2, then choosing W1 and W2 to have as large
intersection as possible gives dim(P1 ∩ P2) as large as possible. Similarly, suppose
we fix W1 and W2 and increase the dimension of V1 ∩ V2 by one. This adds only
codim(W1 ∩W2)≤ 2(m− s) conditions in (iii), but removes 2(m− s) conditions
arising from (i) and (ii). Thus, dim(P1 ∩ P2) attains its maximum when V1 ∩ V2

and W1 ∩W2 are as large as possible.
The only constraint, of course, is that P1 6= P2, i.e., we don’t have both V1=V2 and

W1=W2. Thus, dim(P1∩P2) is largest if either V1= V2 and dim(W1∩W2)= s−1,
or dim(V1∩V2)=a−1 and W1=W2. In the first case, by counting linear constraints
on the points of Pmn−1, we have

dim(P1 ∩ P2)= (mn− 1)− 2(m− s)− (a− 1)(m− s)= κ(s)− (m− s),

and in the second case we have

dim(P1 ∩ P2)= (mn− 1)− a(m− s+ 1)= κ(s)− (s+ 1+ n− r).

We conclude that, for any P1 6= P2, dim(P1∩P2)≤ κ(s)−min{m−s, s+1+n−r}.
Furthermore, if s = 0 then dim(W1∩W2)= s−1 is not possible, and similarly if

s = r −1 then dim(V1∩V2)= a−1= n−1 is not possible (since if s = r −1 then
V1 and V2 are both n-dimensional, so necessarily dim(V1 ∩ V2)= n as well). This
accounts for the stronger bounds in the second part of the lemma in these special
cases. �

Proof of Theorem 4.1. We first show that, if the lower bounds on k hold, the map
ρk(s) is injective. Indeed, consider any two distinct points x , y ∈ Gr(k+ 1,U(s))
whose image under ρk(s) is the same. For any value of k, it is clear that these points
must project to distinct points P , Q ∈ C(s). Furthermore, the fact that the images
of x and y are equal implies that P and Q contain a common (k+1)-dimensional
subspace. If we assume that the lower bounds on k hold, then this is impossible by
Lemma 4.2. Hence, if the lower bounds on k hold, ρk(s) is injective.

We now consider the differential dρk(s) of ρk(s). We will show that this is
injective everywhere if the bounds on k hold. Then, since ρk(s) is injective with
injective differential, it is a closed embedding. In particular, if the bounds on k hold,
Ck(s) is smooth, since it is isomorphic to a Grassmann bundle over a product of
Grassmannians. Furthermore, we will show that, for arbitrary k, dρk(s) is injective
at certain points. Hence ρk(s) must be generically finite.

To start, we describe the map dρk(s). Let Q be the standard compression space
compressing the first s+n−r+1 standard basis vectors into the subspace generated
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by the last s standard basis vectors; see (3). In a neighborhood of the fiber over Q,
Gr(k+ 1,U(s)) trivializes as Aδ(s)×Gr(k+ 1, κ(s)+ 1), and the tangent space of
any point q in the fiber decomposes as a direct sum of

TQC(s)∼= Kδ(s) ∼= (Ks+1+n−r ⊗Kr−s−1)⊕ (Km−s ⊗Ks)

(tangent directions on the base) and K(k+1)(κ(s)−k) (tangent directions in the fiber).
Recall the definition of δ(s) in (2).

Let p ∈ Ck(s) be the image of q ∈ Gr(k + 1,U(s)). We may represent p by
a matrix P as in (8). The ideal I of this point in Dr

m,n is thus given by xi, j for
i ≤m− s and j ≤ s+ 1+ n− r , along with κ(s)− k additional independent linear
forms fi as in Theorem 3.1. The tangent space TpCk(s) is contained in the tangent
space Tp Fk(Dr

m,n). As in the proof of Lemma 3.4, tangent vectors to Fk(Dr
m,n)

at p may be described by mapping the xi, j and fi to linear forms modulo J . There
are no restrictions on the choice of the images of fi , but the images of the xi, j may
be constrained; denote these images by yi, j .

Now, the summand K(k+1)(κ(s)−k) ⊂ Tq Gr(k+ 1,U(s)) maps isomorphically to
the subspace of TpCk(s) with all yi, j = 0. Indeed, deforming q within the fiber
over Q amounts to perturbing the fi . On the other hand, a tangent vector of the
form

(t ⊗ u, v⊗w) ∈ (Ks+1+n−r ⊗Kr−s−1)⊕ (Km−s ⊗Ks)

maps to a tangent vector with the image yi, j of xi, j given by

yi, j = (Bu)i t j + vi (wC) j .

Here, we have chosen a basis for TQC(s) exactly as in the proof of Theorem 3.1(i):
we may deform Q within C(s) by performing (m − s)m independent row and
(s + 1+ n − r)(r − s − 1) independent column operations. It follows from our
description of the differential dρk(s) that dρk(s) is injective at q if the rows of B, as
well as the columns of C , are linearly independent. This latter condition is clearly
the case if either the requisite bounds on k hold or q is a generic point in the fiber
over Q. Furthermore, if the bounds on k hold, then applying the (GLm ×GLn)-
action on Gr(k + 1,U(s)) induced by the natural action on C(s) shows that the
differential is injective everywhere. We conclude that ρk(s) is generically finite,
and is furthermore a closed embedding if the bounds on k hold.

Finally, if the bounds on k fail to hold, Ck(s) must be singular. Indeed, we will
exhibit points P in Ck(s) with tangent space dimension equal to

dim TPCk(s)= (k+ 1)(κ(s)− k)+ (k+ 1)(m− s)(s+ n− r + 1). (15)

This exceeds the dimension of Gr(k + 1,U(s)), which equals the dimension of
Ck(s). Thus, Ck(s) is singular at these points.
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Suppose that k ≤ κ(s)− (m− s) and s 6= r − 1. Consider any point p ∈ Ck(s)
represented by a matrix P as in (8) with the first column of B identically 0. We may
describe tangent vectors of Ck(s) at p as above. There is a point q ∈Gr(k+1,U(s))
mapping to p which lies in the fiber over the standard compression space in C(s),
which compresses the subspace generated by the standard basis vectors in positions
2, . . . , s+n−r+2 into the subspace generated by the last s standard basis vectors.
Inspecting the differential of ρk(s) at q shows that its image contains all tangent
vectors with yi, j = 0 for j 6= 1, that is, the yi,1 may be arbitrary. Considering
preimages of p in other fibers over Ck(s) shows that all yi, j may be arbitrary and,
hence, the tangent space dimension at p is as in (15).

If instead k ≤ κ(s)− (n− r + s + 1) and s 6= 0, a similar argument involving
zeroing out the first row of C completes the proof. �

Corollary 4.3. For each k ≤ κ(s), the variety Ck(s) is an irreducible component
of Fk(Dr

m,n), of dimension δ(s)+ (k + 1)(κ(s)− k). If conditions (4) and (5) in
Theorem 3.1 are satisfied, then every point of Ck(s) is a smooth point of Fk(Dr

m,n).

Proof. Since the map ρk(s) is generically finite by Theorem 4.1, the variety Ck(s)
has the same dimension as the Grassmann bundle Gr(k+ 1,U(s)) over C(s). The
dimension of C(s) is δ(s) (see (2)) and the rank of U(s) is κ(s)+ 1; hence, the
dimension of Ck(s) is δ(s)+ (k + 1)(κ(s)− k). But, by Theorem 3.1(i), this is
an upper bound on the tangent space dimension of Fk(Dr

m,n) at a general point of
Ck(s). Hence, Ck(s) must be an irreducible component of Fk(Dr

m,n).
Furthermore, if the bounds (4) and (5) on k are satisfied, it follows from

Theorem 3.1(ii) that the tangent space dimension of any point of Fk(Dr
m,n) equals

the dimension of Ck(s). �

By the same token, for numbers k and s satisfying the conditions in Theorem 3.2,
the subscheme Ck(σ, τ ) is actually a component of Fk(Pr

m,n).

Proposition 4.4. Fix integers k and s with 0 ≤ s ≤ r − 1, k ≤ κ(s). Let σ and τ
be subsets of {1, . . . , n} and {1, . . . ,m} of sizes s + 1+ n− r and s, respectively.
Suppose that

s = 0, r−1 and 2≤ k ≤ κ(s), or 1≤ s ≤ r−2 and 5≤ k ≤ κ(s),
and that

s+ 1+ n− r ≥ 3 if s 6= 0 and m− s ≥ 3 if s 6= r − 1.

Then Ck(σ, τ ) is an irreducible component of Fk(Pr
m,n).

Proof. By definition (see the discussion in Section 2), Ck(σ, τ ) is isomorphic to
Gr(k+ 1, κ(s)+ 1) and thus has dimension (k+ 1)(κ(s)− k). If the assumptions
hold, we can apply the first part of Theorem 3.2 to conclude that the tangent space
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dimension of Fk(Pr
m,n) at a general point of Ck(σ, τ ) is at most (k+ 1)(κ(s)− k).

But this is the dimension of Ck(σ, τ ), hence it must be an irreducible component
of Fk(Pr

m,n). �

The next result ensures that the compression components Ck(s) and Ck(σ, τ ),
respectively, of Fk(Dr

m,n) and Fk(Pr
m,n) that we have now identified are distinct.

Proposition 4.5. Let k ≥ 1.

(i) Ck(s)= Ck(s ′) if and only if s = s ′.
(ii) For any σ , σ ′ ⊂ {1, . . . , n} and τ , τ ′ ⊂ {1, . . . ,m} with

|σ | − |τ | = |σ ′| − |τ ′| = n− r + 1,

we have Ck(σ, τ )= Ck(σ
′, τ ′) if and only if σ = σ ′ and τ = τ ′.

Proof. Part (ii) is more or less immediate, since we can certainly find a k-plane in
the standard compression space C(σ, τ ) with points having nonzero entries in all
but the (|τ | + 1+ n−m)(m− |τ |) required entries. Such a k-plane clearly cannot
lie inside some other standard compression space C(σ ′, τ ′), since the matrices in
C(σ ′, τ ′) must have some new entries that are required to be zero.

Let us prove (i). For every pair of numbers s ′ and s with 0 ≤ s ′ < s < r , we
will show that there is a line in an s-compression space that doesn’t lie in any s ′-
compression space. That will show that C1(s ′) and C1(s) are distinct. Furthermore,
it would follow that any k-plane inside that s-compression space that contains that
line doesn’t lie in any s ′-compression space, thus showing that Ck(s) and Ck(s ′)
are distinct for all k > 1 too.

Indeed, for any 1≤ s ≤ r−1, consider the line in Pmn−1 of matrices P(z0, z1) of
the form given in (8), setting D = 0 and setting B = B(z0, z1) and C = C(z0, z1).
These matrices are defined in (11).

We now show that this point of C1(s) does not lie in C1(s ′) for any s ′< s. In other
words, we wish to show that, for all subspaces A of Kn of dimension s ′+1+n−r ,
there is a choice of z0 and z1 such that A meets the kernel of the matrix P(z0, z1)

in dimension at most n− r .
Indeed, the kernel of P(z0, z1) is the (n−r+1)-dimensional space spanned by

the rows of the matrix
(

zs
1 −z0zs−1

1 · · · ±zs
0

In−r

∣∣∣∣ 0
)
.

So, if A does not already contain the span of the last n− r vectors, we are done. If
it does then, since the rational normal curve of the first row sweeps out an (s+1)-
dimensional space but A is only (s ′+1+n−r)-dimensional, a general choice of z0

and z1 will have the property that A meets the kernel of P(z0, z1) in dimension at
most n− r , as desired. �
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Proposition 4.6. If Fk(Pr
m,n) is nonempty, then it is reducible.

Proof. We may assume that n>3, since the case of n=2 is just F1(P2
2,2)
∼= F1(D2

2,2),
which has two components, each a copy of P1.

Suppose first that k > 1. Then the reducibility follows from Propositions 4.4
and 4.5. Indeed,

Ck({1, . . . , n}, {1, . . . , r − 1}) and Ck({1, . . . , n}, {2, . . . , r})
are distinct irreducible components.

Suppose next that k = 1 and r > 2. We will consider subschemes

Z = C1({1, . . . , n}, τ ) and Z ′ = C1({1, . . . , n}, τ ′),
where |τ | = |τ ′| = r − 1 and we take τ , τ ′ to have smallest possible nonempty
intersection, that is, |τ ∩ τ ′| = max{1, 2(r − 1) − m)}. Each of these schemes
has dimension 2(κ(r − 1)− 1), and their intersection has codimension 2(r − 2)n
or 2(m − (r − 1))n in Z , Z ′. Applying Lemma 3.4 to a point in Z or Z ′ whose
r − 1 nonzero rows form the matrix C(z0, z1) in (11) shows that the tangent
space dimension of Fk(Pr

m,n) at general points of Z and Z ′ is bounded above by
2(κ(r − 1)− 1)+ δ(r − 1). Indeed, a straightforward calculation shows that the
permissible matrices A in Lemma 3.4 are precisely those matrices whose m− r +1
rows are linear combinations of the r−1 vectors obtained from the rows of C(z0, z1)

by flipping the sign of z1, yielding a total dimension of δ(r − 1).
Now, suppose that Y = F1(Pr

m,n) is irreducible. Then the codimension of Z , Z ′
in Fk(Pr

m,n) is bounded above by δ(r − 1)= (r − 1)(m− (r − 1)). Since we must
have

codimZ Z ∩ Z ′ ≤ codimY Z ′,
we get

2(r − 2)n ≤ (r − 1)(m− (r − 1)) if |τ ∩ τ ′| = 1,

2(m− (r − 1))n ≤ (r − 1)(m− (r − 1)) if |τ ∩ τ ′| = 2(r − 1)−m.

But both of these are impossible if r > 2, so Fk(Pr
m,n) cannot be irreducible.

Finally, suppose that k = 1 and r = 2. Then P2
m,n is reducible by [Laubenbacher

and Swanson 2000], so F1(P2
m,n) must be as well. Indeed, it is immediate from the

classification of minimal primary components of P2
m,n [Laubenbacher and Swanson

2000, Theorem 4.1] that every point of P2
m,n is contained in a line in P2

m,n . So there
is a surjective map from the universal bundle U over F1(P2

m,n) to P2
m,n . Hence, if

F1(P2
m,n) were irreducible, then U and P2

m,n would be too. �

The last result in this section studies the degrees of the components C(s) of
Fκ(s)(Dr

m,n) for s = 0, . . . , r − 1.
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Theorem 4.7. The s-compression spaces form a subscheme C(s) of the Fano
scheme Fκ(s)(Dr

m,n) isomorphic to Gr(s + n − r + 1, n) × Gr(m − s,m). The
embedding is via the Segre product of the (m−s)-fold Veronese of Gr(s+n−r+1, n)
in its Plücker embedding, and the (s+n−r+1)-fold Veronese of Gr(m− s,m) in its
Plücker embedding, possibly up to a linear projection. Thus, C(s) has degree

(
δ(s)

s(m− s)

)
d1 · (m− s)(s+n−r+1)(r−s−1) · d2 · (s+ n− r + 1)s(m−s),

where

d1 = ((s+ n− r + 1)(r − s− 1))!∏
1≤i≤r−s−1< j≤n( j − i)

and d2 = (s(m− s))!∏
1≤i≤s< j≤m( j − i)

.

Proof. Let t = s + n − r + 1. An s-compression space consists of the matrices
that send the row span of some full-rank t × n matrix A = (ai, j ) to the orthogonal
complement of the row span of a full-rank (m − s)×m matrix B = (bi, j ). We
would like to express the Plücker coordinates of this point of C(s) in terms of the
Plücker coordinates of A and of B.

The condition that a linear map M= (xi, j ) sends A to the orthogonal complement
of B is precisely the condition B M AT = 0; that is,

(B M AT )i, j =
m∑

u=1

n∑

v=1

bi,ua j,vxu,v = 0

for 1≤ i ≤ m− s and 1≤ j ≤ t . Thus, the compression space defined by A and B
can be represented by the t (m−s)×mn matrix C whose rows are indexed by (i, j)
and columns by (u, v), and whose ((i, j), (u, v)) entry is bi,ua j,v.

Write {pI }|I |=t and {qJ }|J |=m−s for the maximal minors of A and B, respectively.
The maximal minors of C are polynomials of bidegree (t (m− s), t (m− s)) in the
entries of A and in the entries of B and, by construction, they are invariant under
the action of GLt and GLm−s on A and B, respectively. It follows that they are
polynomials of bidegree m − s and t in the Plücker coordinates of A and of B,
respectively (whenever they are nonzero), since the Plücker coordinates generate
the rings of GL-invariants.

We do not have a general formula for the maximal minors of C , but can describe
the minors in special cases, and this will be enough to prove the theorem. Recall
that a maximal minor of C corresponds to choosing exactly t (m− s) entries xu,v

of M . Call a choice of exactly m− s entries in each of t columns of M A-pure; call
a choice of exactly t entries in each of m− s rows of M B-pure. In the following,
we will give a formula expressing A-pure and B-pure minors as monomials in the
pI and qJ .
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Suppose we have an B-pure choice of entries, which after permuting columns
can be described as follows. Let I1, . . . , Im−s be order-t subsets of {1, . . . , n}. Then
the t (m− s) entries of M

{(u, v) : u = 1, . . . ,m− s, v ∈ Ii } (16)

are B-pure. In other words, we choose t entries in each of the first m− s rows of
M as given by the sets I1, . . . , Im−s .

We claim in Lemma 4.8 below that the maximal minor of C that corresponds to
the choice of sets I1, . . . , Im−s in the way we just described is exactly

±pI1 · · · pIm−s q{1,...,m−s}t .

Of course, the argument applies, after permuting columns, to any B-pure maximal
minor; and a symmetric argument, which we omit, applies to any A-pure maximal
minor. Call a monomial in the pI and qJ pure if it involves a unique pI or if it
involves a unique qJ . Then it would follow immediately from the claim that every
pure monomial appears as a maximal minor of C.

Now, by the above discussion, we see that the map

X = Gr(t, n)×Gr(m− s,m)→ Fκ(s)(Dr
m,n)

taking a pair of subspaces A, B to the compression space mapping A into the
orthogonal complement of B is given by a linear system L which is a subspace
of the complete linear system |OX (m− s, t)|. Since every pure monomial appears
in L , it immediately follows that the map determined by L is an embedding.

The degree of Gr(a, b) in its Plücker embedding is known classically as

(a(b− a))!/
∏

1≤i≤a< j≤b

( j − i);

see, e.g., [Mukai 1993]. Thus, d1 and d2 are just the degrees of Gr(s+n−r+1, n)
and Gr(m − s,m) in their Plücker embeddings. It follows that the degree of X
embedded by |OX (m−s, t)| is given by the formula in the theorem, since the Hilbert
polynomial of a Segre product is the product of the Hilbert polynomials. But since
L is a subspace of |OX (m − s, t)| that also gives an embedding, the degree of X
embedded via L is the same. �

Lemma 4.8. The maximal minor of C corresponding to the sets I1, . . . , Im−s as in
(16) is

±pI1 · · · pIm−s q{1,...,m−s}t .

We give a running illustration of the proof that follows in Example 4.9.

Proof of Lemma 4.8. The rows of the t (m − s)× t (m − s) submatrix C ′ of C
in question are indexed by pairs (i, j) with i = 1, . . . ,m − s and j = 1, . . . , t .
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Order them lexicographically. The columns of C ′ are indexed by entries (i, j)
with i = 1, . . . , t , j ∈ Ii . Order these lexicographically as well; the determinant
is of course preserved up to sign. Then C ′ can be regarded as a block matrix with
(m− s)2 blocks Gi, j of size t × t ,

C ′ =




G1,1 · · · G1,m−s
...

. . .
...

Gm−s,1 · · · Gm−s,m−s


 ,

where Gi, j is the t × t matrix

Gi, j =




bi, j a1,I j,1 · · · bi, j a1,I j,t
...

. . .
...

bi, j at,I j,1 · · · bi, j at,I j,t


 .

Here, I j,l denotes the l-th element of I j in order.
But then C ′ evidently factors into the product of two matrices which can again

be regarded as having (m− s)2 blocks of size t× t . The first matrix has (i, j)-block
equal to bi, j · Idt . In the second matrix, each diagonal block (i, i) equal to the
Ii -submatrix of A, and every off-diagonal block is zero. Thus the determinant of C ′
is

pI1 · · · pIm−s q{1,...,m−s}t . �

Example 4.9. Let r = m = n = 4 and s = 1, so t = 2. A maximal submatrix C ′
of C corresponds to a choice of 6 entries of the 4× 4 matrix X . Suppose we pick
the B-pure submatrix given by




∗ ∗ · ·
∗ · ∗ ·
· ∗ ∗ ·
· · · ·


 ,

i.e., the entries (1, 1), (1, 2), (2, 1), (2, 3), (3, 2), (3, 3). Then C ′ is




(1, 1) (1, 2) (2, 1) (2, 3) (3, 2) (3, 3)
(1, 1) b11a11 b11a12 b12a11 b12a13 b13a12 b13a13

(1, 2) b11a21 b11a22 b12a21 b12a23 b13a22 b13a23

(2, 1) b21a11 b21a12 b22a11 b22a13 b23a12 b23a13

(2, 2) b21a21 b21a22 b22a21 b22a23 b23a22 b23a23

(3, 1) b31a11 b31a12 b32a11 b32a13 b33a12 b33a13

(3, 2) b31a21 b31a22 b32a21 b32a23 b33a22 b33a23
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and it factors as the product



b11 b12 b13

b11 b12 b13

b21 b22 b23

b21 b22 b23

b31 b32 b33

b31 b32 b33







a11 a12

a21 a22

a11 a13

a21 a23

a12 a13

a22 a23



.

This shows that det C ′ = p12 p13 p23q2
123, as claimed in Lemma 4.8.

5. Smoothness and connectedness

5A. Smoothness and connectedness for Fk(Dr
m,n). Now we are equipped to de-

scribe which Fano schemes Fk(Dr
m,n) are smooth and irreducible. We restate the

theorem:

Theorem 1.2. Let 1≤ k < (r − 1)n.

(i) The Fano scheme Fk(Dr
m,n) is smooth if and only if k > (r − 2)n.

(ii) Fk(Dr
m,n) is irreducible if and only if m 6= n and k > (r − 2)n+m− r + 1.

Proof. For part (i), suppose that k > (r − 2)n. Then, for 0 ≤ s ≤ r − 2, we have
k > κ(s)− (m − s − 1). Indeed, the function κ(s)− (m − s − 1) is convex as
a function of s, and yields (r − 2)n and (r − 2)m when evaluated at s = r − 2
and s = 0, respectively. Since

κ(s)− (n− r + s)= κ(s− 1)− (m− (s− 1)− 1),

it follows that conditions (4) and (5) of Theorem 3.1 hold for all 0≤ s ≤ r − 1. By
Corollary 4.3, we may conclude that all torus fixed points of Fk(Dr

m,n) are smooth,
so Fk(Dr

m,n) must be smooth.
If on the other hand k ≤ (r−2)n, consider any point of Fk(Dr

m,n) corresponding
to an m×n matrix of linear forms whose first (m−r)+2 rows contain at most one
nonzero entry. This is a point of both Ck(r − 1) and Ck(r − 2), which are distinct
irreducible components by Corollary 4.3 and Proposition 4.5. Hence Fk(Dr

m,n) is
not smooth there.

For part (ii), assume k>(r−2)n+(m−r)+1 and m 6= n. Then we claim that the
only compression component appearing in Fk(Dr

m,n) is Ck(r − 1). Indeed, we have
that κ(r −2)= (r −2)n+m−r +1 and κ(r −2)−κ(0)= (r −2)(n−m−1)≥ 0.
Since κ(s) is a convex function, we have k > κ(s) for s = 0, . . . , r − 2. Now
Proposition 2.3 shows that all torus fixed points of Fk(Dr

m,n) must lie in Ck(r − 1).
Since these points are smooth by part (i), Ck(r−1) is the only irreducible component
of Fk(Dr

m,n).
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On the other hand, if k ≤ (r−2)n+(m−r)+1, then k ≤ κ(r−2) so Ck(r−2) is
also a component. Likewise, if n=m then both Ck(0) and Ck(r−1) are components,
since k ≤ (r − 1)n− 1 by assumption, and κ(0)= κ(r − 1)= (r − 1)n− 1. �

Corollary 5.1. If k > (r − 2)n, then Fk(Dr
m,n) is the disjoint union of compression

space components Ck(s).

Proof. The Fano scheme Fk(Dr
m,n) is smooth by Theorem 1.2(i). Let Z be any

irreducible component of Fk(Dr
m,n). By Remark 2.5, Z intersects a compression

space component Ck(s). But since Fk(Dr
m,n) is smooth, we must have Z = Ck(s).

�

Remark 5.2. It also follows from [Beasley 1987] that, under the assumption
k≥ κ(r−2), the only components of Fk(Dr

m,n) are Ck(s) for s ∈ {r−1, r−2, 1, 0}.
Furthermore, [de Seguins Pazzis 2013, Theorem 10] implies that if k≥κ(r−3), then
the only components of Fk(Dr

m,n) are Ck(s) for s ∈ {r − 1, r − 2, r − 3, 2, 1, 0}.
We can also give a near-complete description of when Fk(Dr

m,n) is connected.

Theorem 5.3. Suppose that 1≤ k < (r − 1)n.

(i) If there is some s= 0, . . . , r−2 such that k ≤ κ(s) and such that the conditions
(4) and (5) in Theorem 3.1 hold, then Fk(Dr

m,n) is disconnected.

(ii) If not, then Fk(Dr
m,n) is either connected or has exactly two connected compo-

nents. Furthermore, Fk(Dr
m,n) is connected if

k > κ(0) or k ≤ κ(0)− (m− r + 1)(r − 1).

In particular, if r = m and either condition (4) or condition (5) fails to hold
for every s = 0, . . . , r − 2 such that k ≤ κ(s), then Fk(Dr

m,n) is connected.

Proof. Given s ∈ {0, . . . , r − 2} such that k ≤ κ(s) and (4) and (5) hold, we want
to show that Fk(Dr

m,n) is disconnected. Since k ≤ κ(s), the scheme Fk(Dr
m,n)

contains an irreducible component Ck(s). Since (4) and (5) hold by assumption, all
of the points of Ck(s) are smooth by Corollary 4.3. Thus Ck(s) is itself a connected
component of Fk(Dr

m,n). On the other hand, since k ≤ (r − 1)n− 1= κ(r − 1), the
scheme Fk(Dr

m,n) also has an irreducible component Ck(r −1), distinct from Ck(s)
by Proposition 4.5. Hence Fk(Dr

m,n) is disconnected.
We now prove part (ii). Suppose instead that, for every s = 0, . . . , r − 2 such

that k ≤ κ(s), at least one of conditions (4) and (5) holds. Let us first show that
the compression components Ck(s) form either one or two connected components;
since all irreducible components of Fk(Dr

m,n) meet some compression component
by Remark 2.5, the same would be true for Fk(Dr

m,n).
Since k ≤ κ(r − 1), we again have that Ck(r − 1) is an irreducible compo-

nent of Fk(Dr
m,n). Now let S ⊆ {0, . . . , r − 2} be the set of numbers s such that
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κ(s)− (m− s− 1)≥ k. We claim that a number s belonging to S means precisely
that both Ck(s) and Ck(s + 1) appear as components of Fk(Dr

m,n), and the two
components meet. Indeed, they would intersect at a torus fixed point of the form




0 · · · 0 0
...
. . .

...
...

0 · · · 0 0
0 · · · 0



,

where the upper left (m − s)× (s + 1+ n − r) block, along with the top upper
left (m− s− 1)× (s+ 2+ n− r) block, is zero, and furthermore all but k+ 1 of
the unmarked entries are zero. (The point is that the number of blank entries in
the matrix above is κ(s)− (m− s− 1)+ 1 ≥ k+ 1, i.e., we can actually fit k+ 1
independent forms into the blanks.)

Furthermore, the only compression space components appearing in Fk(Dr
m,n),

apart from Ck(r − 1), have the form Ck(s) and Ck(s+ 1) for s ∈ S. This is because,
if k ≤ κ(s) for some 0< s < r −1 with s 6∈ S then, since (4) doesn’t hold, (5) must
hold. Then we must have

k ≤ κ(s)− (n− r + s)= κ(s− 1)− (m− (s− 1)− 1),

so s− 1 ∈ S.
One can check that κ(s)− (m − s − 1) is a convex function of s and that it

always takes a value when s = r − 2 at least as large as that when s = 0. We have
three cases: If S is empty, then Ck(r − 1) is the only compression component, so
Fk(Dr

m,n) is connected. Next, S could be a single interval S= {a, a+1, . . . , r−2}.
In that case, by our characterization of S, the compression components are precisely
Ck(a), . . . ,Ck(r−1), and they are again all connected. Otherwise, S must have the
form s = {0, . . . , a}t {b, . . . , r−2}. In this last case, the compression components
are Ck(0), . . . ,Ck(a+1),Ck(b), . . . ,Ck(r−1), and they form at most two connected
components.

Now we prove that the extra conditions specified in (ii) show that the union of
the compression components is connected (and so Fk(Dr

m,n) is connected). First,
if k > κ(0), then the last case above can’t occur, so Fk(Dr

m,n) is connected. If
instead k≤ κ(0)−(m−r+1)(r−1), then Ck(0) and Ck(r−1) both appear, and they
must intersect. Indeed, they meet at a torus fixed point in which the first 1+ n− r
columns and first m− (r − 1) rows are zero. Together with the previous paragraph,
this implies that Fk(Dr

m,n) actually has only one connected component.
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In particular, if m = r , then Fk(Dr
m,n) is always connected. We have already

proved this if k>κ(0). If k ≤ κ(0) then, by the assumption of part (ii), condition (4)
holds, i.e., k ≤ κ(0)− (m− 1)= κ(0)− (m− r + 1)(r − 1), so we are again done
by the previous analysis. �

Theorem 1.3, which characterizes exactly when Fk(Dm
m,n) is connected, follows

immediately from specializing Theorem 5.3 to the case r = m.

Remark 5.4. In the special case r = m, the proof of Theorem 5.3 implies the
following statement: if Fk(Dm

m,n) is disconnected, then it has an irreducible com-
ponent which is its own connected component. This statement is not always true
when r <m. Indeed, consider the example n=m=8, r =7, k=40. Then Fk(Dr

m,n)

consists only of the components Ck(0), Ck(1), Ck(r − 2), Ck(r − 1) by Remark 5.2.
The components Ck(0) and Ck(1) intersect, as do Ck(r−2) and Ck(r−1), and there
are no other intersections. Hence the Fano scheme is disconnected, but there is no
irreducible connected component. This makes it difficult to detect disconnectedness
of Fk(Dr

m,n) without complete knowledge of its irreducible components.
In fact, we don’t know if there is a situation in which the compression components

form two distinct connected components but some other component of Fk(Dr
m,n)

connects them. The first case that is unknown to us is n =m = 5, k = 10, and r = 4.
In this case, the compression components split into two connected components as in
the proof of Theorem 5.3, but k is not large enough to use Remark 5.2 to guarantee
that no other types of components appear.

We have seen that connectedness of Fk(Dr
m,n) can be nonmonotonic with k

(Table 1). But it is nevertheless true that, if k is sufficiently small, then Fk(Dr
m,n) is

connected.

Corollary 5.5. If

k ≤ m(r − 2)− ((n−m)− (r − 2))2

4
,

then the Fano scheme Fk(Dr
m,n) is connected.

Proof. If we pick k such that k ≤ κ(s)− (m− s−1) for all s, then we would ensure
that the set S in the proof of Theorem 5.3 is {0, . . . , r − 2} and hence Fk(Dr

m,n) is
connected. Now,

κ(s)− (m− s− 1)= s2+ s(n−m− r + 2)+m(r − 2)

is minimized when s =−(n−m− r + 2)/2, when it takes on value

m(r − 2)− ((n−m)− (r − 2))2

4
. �
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5B. Smoothness and connectedness for Fk(P r
m,n). We can now determine exactly

when Fk(Pr
m,n) is smooth, as stated in Theorem 1.4.

Theorem 1.4. Let k ≥ 1. The Fano scheme Fk(Pr
m,n) is smooth if and only if n = 2

or k > (r − 2)n+ 1.

Proof. If n = 2, then Fk(Pr
m,n) is either empty or the Fano scheme of lines on a

smooth quadric surface, which is the union of two disjoint copies of P1. Suppose
instead that n > 2 and k > (r − 2)n + 1. Suppose there is an s-compression
component Ck(σ, τ ) appearing in Fk(Pr

m,n), i.e., suppose k ≤ κ(s). We would like
to apply Theorem 3.2 to show that all the points of Ck(σ, τ ) are smooth points
of Fk(Pr

m,n). That would mean that all torus fixed points of Fk(Pr
m,n) are smooth

by Proposition 2.3, and so Fk(Pr
m,n) must be smooth.

First, let’s check that the hypotheses of Theorem 3.2 hold for our choice of k, r ,
and s. If r = 2, then k ≥ 2 by our assumption on k, and s = 0 or s = r − 1 are the
only possibilities. On the other hand, if r > 2, then we have k ≥ 5 as desired. Next,
we claim that s+1+n−r ≥ 3 if s 6= 0, and m−s≥ 3 if s 6= r−1. The first condition
could only fail if s = 1 and r = m = n; but in this case κ(1) = (r − 2)n+ 1 < k,
contradicting that k≤κ(1). Similarly, the second condition could only fail if s=r−2
and r = m, but in this case κ(r − 2)= (r − 2)n+ 1< k, again a contradiction.

Next, we always have that for 0≤ s ≤ r −2, k > κ(s)− (m− s−2). Indeed, the
function κ(s)− (m−s−2) is convex as a function of s, and yields (r−2)n+1 and
(r−2)m+1 when evaluated at s= r−2 and s= 0, respectively. Furthermore, since

κ(s)− (n− r + s− 1)= κ(s− 1)− (m− (s− 1)− 2),

it follows that conditions (6) and (7) of Theorem 3.2 hold for all 0≤ s ≤ r − 1.
Hence, we can apply Theorem 3.2 to all compression components appearing

in Fk(Pr
m,n). By Theorem 3.2, at any torus fixed point of Fk(Pr

m,n) which is
an s-compression space, the tangent space has dimension bounded above by
(k + 1)(κ(s)− k). But, by Proposition 4.4, this point is in a compression space
component of exactly this dimension. We conclude that all torus fixed points of
Fk(Pr

m,n) are smooth, so Fk(Pr
m,n) must be smooth.

Suppose instead that k ≤ (r −2)n+1 and n 6= 2; we must show that Fk(Pr
m,n) is

singular. First, let us assume that k > 1. Then, by Proposition 4.4, Ck(r − 1) is an
irreducible component and has dimension (k+1)(κ(r−1)−k). Consider a point P of
Ck(r−1) corresponding to an m×n matrix whose first m−r+2 rows have the form




0 · · · 0 0 0
...
. . .

...
...
...

0 · · · 0 0 0
0 · · · 0 z0 z1


 , (17)
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that is, the first m− r + 1 rows are zero, and in the (m−r+2)-nd row, all entries
vanish except the two on the right. Now, perturbing the relations among the entries
of P not in the first m− r + 1 rows gives (k+ 1)(κ(r − 1)− k) tangent directions
as in the proof of Lemma 3.4. However, we may also perturb P by changing its
first m− r + 2 rows to 



0 · · · 0 0 0
...
. . .

...
...

...

0 · · · 0 εz0 −εz1

0 · · · 0 z0 z1




to get an additional tangent vector. Hence, Fk(Pr
m,n) is not smooth at this point.

To conclude, we must deal with the case k = 1, still supposing that n 6= 2 and
k ≤ (r − 2)n+ 1. First, suppose that r > 2 and consider the point P ∈ C1(r − 1)
corresponding to the m× n matrix whose bottom row is ( z0 z1 0 · · · 0 ), with
0 entries everywhere else. Then by Lemma 3.4, the dimension of the tangent
space to Fk(Pr

m,n) at P is 2(mn− 2). Consider instead the point P ′ ∈ C1(r − 1)
corresponding to the m× n matrix

(
A
C

)

with A an (m−r+1)×n block of zeroes and C =C(z0, z1) (for s= r−1); see (11).
A straightforward calculation with Lemma 3.4 gives dim TP ′Fk(Pr

m,n) < 2(mn−2).
Hence, Fk(Pr

m,n) must be singular at P .
Finally, we now assume that k = 1 and r = 2. Let P ∈ Fk(Pr

m,n) correspond to
the m × n matrix of (17). There is a first-order deformation of this linear space
given by perturbing P to




0 · · · 0 0 0
...
. . .

...
...

...

0 · · · 0 εz0 −εz1

0 · · · εz0 z0 z1


 .

This cannot be lifted to second order: there are obstruction terms ε2z2
0 and −ε2z0z1

which cannot simultaneously be canceled out. Indeed, the only possibility for
canceling either obstruction is by including an order-two term at the upper left of
the lower 2× 3 block of the above matrix, and these terms do not agree. Hence,
F1(Pr

m,n) is not smooth at P . �

Corollary 5.6. If k > (r − 2)n + 1, then all components of Fk(Pr
m,n) are of the

form Ck(σ, τ ).
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Proof. If k > (r − 2)n + 1 then, by Theorem 1.4, Fk(Pr
m,n) is smooth. By the

arguments in the proof of Theorem 1.4 above, each Ck(σ, τ ) is actually an irreducible
component. Since any irreducible component of Fk(Pr

m,n) intersects some Ck(σ, τ ),
all components must have this form. �

Our result on the connectedness of Fk(Pr
m,n) is similar to the case for Fk(Dr

m,n):

Theorem 5.7. Suppose that 1≤ k < (r − 1)n.

(i) Suppose there is some s= 0, . . . , r−1 satisfying the conditions of Theorem 3.2
and satisfying (6) and (7) as well. Then Fk(Pr

m,n) is disconnected.

(ii) Conversely, Fk(Pr
m,n) is connected if k ≤max{κ(0), κ(r − 2)} and:

(a) for each integer s with 0 < s < r − 1 satisfying k ≤ κ(s), we have
k ≤ κ(s)−min{m− s− 1, n− r + s}; and

(b) if k ≤ κ(0), then k ≤ κ(0)− (m− r + 1)(r − 1).

Proof of Theorem 5.7. If the hypotheses in (i) are met then, by Theorem 3.2
and Proposition 4.4, Ck(σ, τ ) is an irreducible component whose points are all
smooth points of Fk(Pr

m,n) for any σ ⊂ {1, . . . , n}, τ ⊂ {1, . . . ,m} with |τ | = s
and |σ | = s+ 1+ n− r . Each of these irreducible components Ck(σ, τ ) is thus a
connected component of Fk(Pr

m,n), so this Fano scheme is not connected.
Suppose on the other hand that the hypotheses in (ii) hold. Then, as in the proof

of Theorem 5.3, we may connect any irreducible component of Fk(Pr
m,n) to some

Ck(σ, τ ), where |τ |= r−1. Hence, to show connectedness, we must simply connect
all subschemes of the form Ck(σ, τ ) with |τ | = r − 1.

If k ≤ κ(0), then we may consider the subscheme Ck({1, . . . , n− r + 1}, {}). By
assumption (ii)(b), this clearly intersects every subscheme of the form Ck(σ, τ )

where |τ | = r − 1. Likewise, if k ≤ κ(r − 2), we may assume r > 2 for otherwise
we are done by the previous case. Then, by assumption (ii)(a), we have

k ≤ κ(r − 2)−min{m− r + 1, n− 2} ≤ κ(r − 2)− (m− r + 1).

Then we may connect subschemes of the form Ck(σ, τ ), where |τ | = r − 1, via
subschemes of the form Ck(σ

′, τ ′), where |τ ′| = r − 2. Hence, in both cases,
Fk(Pr

m,n) is connected. �

Corollary 5.8. If

k ≤ m(r − 2)− ((n−m)− (r − 2))2

4
,

then the Fano scheme Fk(Pr
m,n) is connected.

Proof. Similarly to the proof of Corollary 5.5, the bound on k implies that k ≤
κ(s)− (m − s − 1) for all s. Thus all compression components Ck(σ, τ ) appear.
Further, just as in the proof of Theorem 5.7, for each s=0, . . . , r−2, the components
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of the form Ck(σ, τ ) with |τ | = s+1 are connected via the components of the form
Ck(σ

′, τ ′) with |τ ′| = s. �

6. Fano schemes of lines

To start out this section, we will prove Theorem 1.1, giving a complete descrip-
tion of the components of F1(Dr

m,n), expanding on [Eisenbud and Harris 1988,
Corollary 2.2].

Theorem 1.1. The Fano scheme F1(Dr
m,n) has exactly r irreducible components,

of dimensions
δ(s)+ 2(κ(s)− 1) for 0≤ s ≤ r − 1.

In particular, if m = n, then each irreducible component of F1(Dr
n,n) has dimension

(n − r)(r − 2)+ 2nr − n − 5. If r > 2, then all components intersect pairwise.
Furthermore, if r = m = n, then F1(Dn

n,n) is a reduced local complete intersection.

Remark 6.1. To clarify, we are claiming in Theorem 1.1 that F1(Dr
m,n) has exactly

r minimal primary components; there may well be embedded components in addition
to these. On the other hand, in the hypersurface case r =m= n, our theorem implies
that F1(Dr

m,n) is reduced, so in that case there can’t be any embedded components.

Proof of Theorem 1.1. By considering the Kronecker canonical form of a pencil of
matrices [Gantmacher 1959, Section XII.4], it follows that every point of F1(Dr

m,n)

is contained in a subscheme of the form C1(s) for s = 0, . . . , r − 1. These form ex-
actly r distinct components of F1(Dr

m,n) of the desired dimension, by Corollary 4.3
and Proposition 4.5. In particular, if m = n, then each of the r components has
dimension δ(s)+ 2(κ(s)− 1)= (n− r)(r − 2)+ 2nr − n− 5. It is also easy to see
that, unless r = 2, any two components C1(s) and C1(s ′) intersect at a torus fixed
point that has all zero entries in its upper left (m − s)× (s + 1+ n− r) block as
well as in its upper left (m− s ′)× (s ′+ 1+ n− r) block.

If m = n = r , then Dr
m,n is a hypersurface of degree n, and F1(Dn

n,n) is the
zero locus of a global section of a rank n+ 1 vector bundle on Gr(2, n2); see, e.g.,
[Eisenbud and Harris 2013, Proposition 8.4]. Moreover, each of the n components
F1(Dr

m,n) has dimension 2n2−n−5, implying that F1(Dn
n,n) has codimension n+1

in Gr(2, n2). Therefore, F1(Dr
m,n) is a local complete intersection. Furthermore, it

must be reduced, since it is a local complete intersection and is generically reduced
by Theorem 3.1. �

Remark 6.2. We would like to prove a similar result for the Fano scheme F1(Pr
m,n),

especially in the case r = m = n. A modification of the argument used to prove
Theorem 3.2 may be used to show that, for a general point η of any C1(σ, τ ),

dim TηF1(Pr
m,n)≤ δ(s)+ 2(κ(s)− 1).
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n Degree of F1(Dn
n,n)

2 4
3 2754
4 97943936
5 91842552457500
6 1905481100678765027040

Table 3. Degrees of Fano schemes of lines.

In the special case r = m = n, the right-hand side again simplifies to 2n2− n− 5,
which, as above is the expected dimension of F1(Pn

n,n). To complete the argument
that F1(Pn

n,n) has the expected dimension (and is thus a reduced local complete
intersection) one would need to show that every irreducible component of F1(Pn

n,n)

contains one of the subschemes C1(σ, τ ).
Our computer calculations show that F1(Pn

n,n) indeed has the expected dimension
for n = 3 and 4. We conjecture that in fact F1(Pn

n,n) has the expected dimension
for all n; see Conjecture 8.1.

Proposition 6.3. The Fano scheme F1(Dn
n,n) has degree equal to

∫

Gr(2,n2)

cn+1(Symn S∗) ·L2n2−n−5,

where S denotes the tautological rank-2 subbundle and L the tautological line
bundle of Gr(2, n2). For n ≤ 6, these values are recorded in Table 3.

Proof. By Theorem 1.1, F1(Dn
n,n) has the expected codimension of n+1 in Gr(2, n2).

Hence, [Eisenbud and Harris 2013, Proposition 8.4] implies that the Chow class
of F1(Dn

n,n) in the Chow ring of Gr(2, n2) is just cn+1(Symn S∗), and the claim
follows.

The degrees for n ≤ 6 may now be explicitly computed using Schubert calculus.
We do this using the Schubert2 package of Macaulay2 [Grayson and Stillman
1996]:

loadPackage "Schubert2"
G = flagBundle({2,n^2-2});
(S,Q)=G.Bundles;
c= chern(n+1,symmetricPower(n,dual S));
L=chern_1 tautologicalLineBundle G;
integral (c*L^(2*n^2-n-5))

These are shown in Table 3. �
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Component Dimension Smooth?

C1(0) 10 No
F1(D3

3,3) C1(1) 10 No
C1(2) 10 No

C2(0) 11 No

F2(D3
3,3)

C2(1) 10 No
C2(2) 11 No
C∗ 8 Yes

C3(0) 10 Yes
F3(D3

3,3) C3(1) 8 Yes
C3(2) 10 Yes

C4(0) 7 Yes
F4(D3

3,3) C4(1) 4 Yes
C4(2) 7 Yes

F5(D3
3,3)

C5(0) 2 Yes
C5(2) 2 Yes

Table 4. Irreducible components of Fk(D3
3,3) for 1≤ k ≤ 5.

Remark 6.4. We cannot use these methods to compute the degree of Fk(Dn
n,n)

for k > 1. Indeed, the dimension of Fk(Dn
n,n) is larger than the expected dimension,

as a quick computation shows.

Remark 6.5. If one can show that dim F1(Pn
n,n) = dim F1(Dn

n,n), then the above
degree computations hold for the Fano scheme F1(Pn

n,n) as well. In particular, they
hold for the cases n = 3 and 4, as in Remark 6.2.

7. Fano schemes for 3 × 3 matrices

7A. The Fano schemes Fk(D3
3,3). Using the results of the previous sections, we

may glean quite a bit of information about Fk(D3
3,3), 1≤k≤5. It is never irreducible,

it is smooth if and only if k= 4 or 5, and it is disconnected again if and only if k= 4
or 5. Furthermore, the degree of F5(D3

3,3) is 18, and the degree of F1(D3
3,3) is 2754.

We may use the results of [Atkinson 1983] to actually describe all nonembedded
irreducible components of Fk(D3

3,3). Let C∗ be the GL3×GL3-orbit closure of a
general 3× 3 antisymmetric matrix in F2(D3

3,3). It follows from [Atkinson 1983]
that any point of Fk(D3

3,3) is either a subspace of a compression space or, in the
case k = 2, a point of C∗; see also [Eisenbud and Harris 1988, Theorem 1.1].

Proposition 7.1. The irreducible components of Fk(D3
3,3) are exactly the ones

described in Table 4.



672 Melody Chan and Nathan Ilten

Proof. That these are exactly the components follows from the above discussion,
Corollary 4.3, and Proposition 4.5. The dimension calculations, with the exception
of C∗, follow from Corollary 4.3 as well. The dimension of C∗ follows from a
straightforward calculation of the stabilizer of GL3×GL3 at the point corresponding
to a general antisymmetric matrix, which has dimension 10.

Regarding smoothness, the components Ck(s) are smooth if and only if k ≥ 3,
by Theorem 4.1. To show that the component C∗ is smooth, it suffices to show
that it is smooth at its torus fixed points. We claim that the only fixed points in C∗
are (S3× S3)-equivalent to the point P in Example 7.3 below. Indeed, let Q be a
general 3× 3 antisymmetric matrix. A straightforward calculation shows that, for
any A, B ∈ GL3, the space of linear forms spanned by the first row of A · Q · B is
at most two-dimensional. Hence, the GL3×GL3 orbit of Q does not intersect the
Plücker chart containing the torus fixed point

P ′ =


∗ ∗ ∗
0 0 0
0 0 0


 ,

so the orbit closure C∗ does not contain this fixed point, or any fixed point (S3× S3)-
equivalent to it. Furthermore, C∗ cannot contain a fixed point (S3× S3)-equivalent
to

P ′′ =


∗ ∗ 0
0 0 ∗
0 0 0


 .

Indeed, P ′′ is in the same GL3×GL3 orbit as



z0 z1 z2

0 0 z2

0 0 0


 ,

whose T -orbit closure contains P ′. The same argument excludes any torus fixed
points (S3× S3)-equivalent to P ′T or P ′′T . Hence, all fixed points in C∗ are of the
desired form.

Now, an explicit calculation as in the example below shows that C∗ is smooth
at P . Hence, C∗ is smooth at all its torus fixed points, and thus smooth. �

Remark 7.2. Even though all irreducible components of F3(D3
3,3) are smooth, the

Fano scheme itself is not smooth, since the components have nonempty intersection.

Example 7.3 (a formal neighborhood in F2(D3
3,3)). We will analyze a neighborhood

of the torus fixed point

P =


∗ ∗ 0
∗ 0 0
0 0 0
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in F2(D3
3,3). In this case, it is advantageous to consider a formal neighborhood,

since the defining equations are easier to calculate.
First, let us assume that char K = 0. Using Macaulay2 [Grayson and Stillman

1996] and the package VersalDeformations [Ilten 2012], we calculate a formal
neighborhood of this fixed point:

loadPackage "VersalDeformations";
A=QQ[x_1..x_9];
M=genericMatrix(R,3,3);
S=A/ideal det M;
J=ideal(x_3,x_5..x_9);
(F,R,G,C)=localHilbertScheme(gens J);

Primary decomposition of the obstruction equations gives two 11-dimensional
components, one 10-dimensional component, four 8-dimensional components, and
one 7-dimensional component:

decomp=primaryDecomposition(sub(ideal sum G,QQ[gens ring G_0]));
apply(decomp,i->dim i)

Closer inspection shows that the 11- and 10-dimensional components are non-
embedded, as is one 8-dimensional component. Furthermore, these components
are all smooth. The other three 8-dimensional components are embedded in the
10-dimensional component, and the 7-dimensional component is embedded in the
two 11-dimensional components.

We draw two conclusions. First, F2(D3
3,3) is nonreduced. Second, all irreducible

components of F2(D3
3,3) (with their reduced structure) are smooth at P . In particular,

C∗ is smooth at P .
Even if char K> 0, the above calculation shows that C∗ is smooth at P . Indeed, it

still follows from the calculation that F2(D3
3,3) contains a 10-dimensional subscheme

Z contained in C∗ and smooth at P . But, since dimC∗ = 10, this is just C∗.

7B. The Fano schemes Fk(P3
3,3). Using the results of the previous sections, we

may also say quite a bit about Fk(P3
3,3) for 1≤ k ≤ 5. It is never irreducible, and it

is smooth if and only if k = 5. It is disconnected if k = 5 and connected if k ≤ 3.
By the discussion below, we will see that it is disconnected if k = 4. Furthermore,
F5(P3

3,3) consists just of 6 points, and hence has degree 6, while, by Remark 6.5,
the degree of F1(P3

3,3) is 2754.

4-planes on the 3×3 permanental hypersurface. As an example of the rich geometry
that can occur, we will now give a detailed description of F4(P3

3,3). We will do
this by looking at the local structure of F4(P3

3,3) around torus fixed points. For
simplicity, we assume char K = 0, although we expect the calculation to hold in
arbitrary characteristic.
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Let’s start by considering the fixed point

P =



0 0 ∗
0 0 ∗
∗ ∗ ∗


 .

There are nine fixed points in the S3 × S3 orbit of P . Explicit calculation on
the corresponding Plücker chart shows that, around P , F4(P3

3,3) is cut out by the
equations r1r2 = s1s2 = 0 in Spec K[r1, r2, s1, s2], with a parametrization given by




s1z0+ r1z2− r1s1z4 s2z0− r1z3+ r1s2z4 z0

−s1z1+ r2z2+ r2s1z4 −s2z1− r2z3− r2s2z4 z1

z2 z3 z4


 .

On this chart, F4(P3
3,3) thus decomposes into four copies of A2.

Each copy of A2 compactifies in F4(P3
3,3) to a P1 × P1, as can be seen by

considering transition maps to the charts containing the other fixed points in the
S3× S3 orbit of P . In fact, one can parametrize these components explicitly. For
example, for the component given locally by r2 = s2 = 0, we can identify a point
((u0 : u1), (v0 : v1)) with the space of matrices that are orthogonal to the four
matrices




0 0 0
0 1 0
0 0 0


 ,




0 0 0
u0 0 u1

0 0 0


 ,




0 v0 0
0 0 0
0 v1 0


 ,




u0v0 0 −u1v0

0 0 0
−u0v1 0 u1v1




with respect to the entrywise inner product. On the affine chart of this P1 ×P1

given by u0 6= 0, v0 6= 0, there is an isomorphism with the r2 = s2 = 0 copy of A2

from above, gotten by setting s1 = u1/u0 and r1 = v1/v0. The other three standard
affine charts of this P1×P1 ⊂ F4(P3

3,3) are just copies of A2 containing other fixed
points in the S3× S3 orbit of P .

The S3× S3 action on rows and columns gives a total of nine copies of P1×P1;
these are exactly the irreducible components containing a fixed point equivalent
to P . The previous parametrization shows that they are all embedded in a linear
subspace of Gr(5, 9) by O(2, 2), and hence each has degree 8. Together, they
form a connected component of F4(P3

3,3). Its dual intersection complex, drawn
on the fundamental domain of a torus, is pictured in Figure 1. The fixed points,
corresponding to the nine squares, are labeled.

Next, consider the fixed point

Q =



0 0 0
0 ∗ ∗
∗ ∗ ∗


 .
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0 ∗ 0
∗ ∗ ∗
0 ∗ 0







∗ 0 0
∗ ∗ ∗
∗ 0 0







0 0 ∗
∗ ∗ ∗
0 0 ∗







0 ∗ 0
0 ∗ 0
∗ ∗ ∗







∗ ∗ ∗
0 ∗ 0
0 ∗ 0







∗ 0 0
∗ 0 0
∗ ∗ ∗







∗ ∗ ∗
∗ 0 0
∗ 0 0







∗ ∗ ∗
0 0 ∗
0 0 ∗







0 0 ∗
0 0 ∗
∗ ∗ ∗




Figure 1. Dual intersection complex for the first connected com-
ponent of F4(P3

3,3).

There are 18 fixed points in the S3 × S3 orbit of Q and, after transposition, one
gets 18 more fixed points. Together with the orbit of P above, this covers all fixed
points in F4(P3

3,3).
Explicit calculation on the Plücker chart containing Q shows that Q is contained

in 4 components of F4(P3
3,3). One component is just C4({1, 2, 3}, {2, 3}), which

is isomorphic to Gr(5, 6)∼= P5, linearly embedded and hence of degree 1. There
is an embedded component which is just a fat point supported on Q. The other
two components are two-dimensional, locally cut out by the equation t1t2 = 0 in
Spec K[t1, t2, t3], with a parametrization given by



−t1z2 t2t3z3+ t1z3− t3z0 −t2t3z4+ t1z4+ t3z1

−t2z2 z0 z1

z2 z3 z4


 .

By again considering transition maps to other charts, one sees that both of these
components compactify in F4(P3

3,3) to F1, the first Hirzebruch surface.
As above, we can parametrize these components explicitly. Consider the Cox

ring K[u0, u1, v, w] of F1, with the degrees of u0, u1, v, w given by the columns
of the matrix

( 1
0

1
0

1
1

0
1

)
. For the component given locally by t2 = 0, we can identify

a point (u0 : u1 : v : w) with the space of matrices orthogonal to the four matrices



0 0 0
1 0 0
0 0 0


 ,




u0 0 0
0 0 0
u1 0 0


 ,




0 u0w 0
0 v 0
0 u1w 0


 ,




0 0 u0w

0 0 −v
0 0 −u1w
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Connected component Type # Degree

I P1×P1 9 8

P5 3 1
II and III F1 9 8

Fat point 18 −

Table 5. Primary decomposition for the connected components of F4(P3
3,3).

with respect to the entrywise inner product. A parametrization of the other com-
ponent is gotten by an appropriate permutation of the above. It follows from this
parametrization that both copies of F1 are embedded by a divisor of type (3, 2)
in the given basis of the Picard group, which is simply the anticanonical class. In
particular, each of these components has degree 8.

By letting S3× S3 act, we get a total of nine copies of F1, each of which contains
four fixed points in the S3× S3 orbit of Q. The dual intersection complex is the
simplicial complex which is the union of the boundary complexes of three disjoint
2-simplices, with intersections taking place in torus invariant divisors with self-
intersection zero. The S3 × S3 action also gives us 3 copies of P5, and each F1

intersects exactly one of these in a line and the other two in a point. Together, these
form a second connected component of F4(P3

3,3).
Finally, transposing all matrices gives a third connected component, isomorphic

to the second. We conclude that F4(P3
3,3) is neither reduced nor connected though,

in their reduced structures, every irreducible component is smooth. Summing this
all up, we have the following:

Proposition 7.4. The Fano scheme F4(P3
3,3) has exactly three connected compo-

nents. Their primary decompositions are as described in Table 5.

8. Comparisons and further questions

In our study of Fano schemes of determinants and permanents, we have seen that a
good understanding of the components Ck(s) and Ck(σ, τ ) induced by compression
spaces can already say a lot about the geometry of the entire Fano scheme. One
striking difference between Fk(Dr

m,n) and Fk(Pr
m,n) is that, while the components

C(s) are positive-dimensional, the components C(σ, τ ) are isolated points. This has
the following consequences:

• For large values of k, the dimension of Fk(Dr
m,n) is greater than that of Fk(Pr

m,n).
In other words, Dr

m,n contains “more” high-dimensional linear spaces than Pr
m,n .

• For large values of k, Fk(Dr
m,n) has fewer irreducible components than Fk(Pr

m,n).
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For the case of lines on the determinantal and permanental hypersurfaces, how-
ever, we conjecture that Pn

n,n behaves exactly as Dn
n,n does; we have verified that

this is the case for n = 3, 4.

Conjecture 8.1. The Fano scheme F1(Pn
n,n) has dimension 2n2−n−5, that is, the

expected dimension, and is a reduced local complete intersection.

Even though the compression subschemes Ck(s) and C(σ, τ ) give a surprising
amount of information about the global structure of our Fano schemes, one way
in which they fail to tell the whole story is that they don’t by themselves detect
connectedness, as far as we know. See Remark 5.4 for a detailed discussion. In
particular, we would like to know:

Question 8.2. Is the Fano scheme F10(D4
5,5) connected? (See Remark 5.4.) More

generally, is there a Fano scheme Fk(Dr
m,n) which is connected but whose com-

pression components Ck(s) are not by themselves connected?

A frequently asked question regarding a moduli space is whether it is rational
or unirational. The components Ck(s) of Fk(Dr

m,n) are, by construction, unira-
tional; furthermore, the single exotic component C∗ of F2(D3

3,3) is also obviously
unirational. We suspect that all irreducible components of Fk(Dr

m,n) may well
be unirational. Rationality is more delicate: we do not even know if the compo-
nents Ck(s) are rational, although we can prove that they are for the cases s = 0
and r − 1.

Question 8.3. Are the irreducible components of Fk(Dr
m,n) unirational? Are they

rational?

Finally, our choice of the schemes Dr
m,n and Pr

m,n was motivated by Valiant’s
conjecture. They can be simultaneously generalized, however, in the following
interesting way. Fix any character χ of the symmetric group Sr on r letters. The
χ -immanant of an r × r matrix (xi j ) is the degree-r polynomial with r ! terms,

Immχ =
∑

σ∈Sr

χ(σ)x1σ(1) · · · xrσ(r).

Thus the χ -immanant specializes to the determinant and permanent by choosing χ to
be the sign or trivial character, respectively. Now consider the scheme Dχ,r

m,n⊂Pmn−1

cut out by the r × r χ -immanants of a general m× n matrix. As χ varies, we have
a family of schemes that interpolate between Dr

m,n and Pr
m,n .

Question 8.4. What is the structure of the Fano scheme Fk(D
χ,r
m,n)? Does Fk(D

χ,r
m,n)

behave like Fk(Dr
m,n) or Fk(Pr

m,n)?
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Triple intersection formulas
for isotropic Grassmannians

Vijay Ravikumar

LetX be an isotropic Grassmannian of typeB , C , orD. In this paper we calculate
K-theoretic Pieri-type triple intersection numbers for X : that is, the sheaf Euler
characteristic of the triple intersection of two arbitrary Schubert varieties and a
special Schubert variety in general position. We do this by determining explicit
equations for the projected Richardson variety corresponding to the two arbitrary
Schubert varieties, and show that it is a complete intersection in projective space.
The K-theoretic Pieri coefficients are alternating sums of these triple intersection
numbers, and we hope they will lead to positive Pieri formulas for isotropic
Grassmannians.

1. Introduction 681
2. Preliminaries 1: types B and C 685
3. Preliminaries 2: type D 688
4. Result 1: defining ZP;T in type D 690
5. Result 2:  .��1.YP;T //�ZP;T 696
6. Result 3: ZP;T �  .��1.YP;T // 701
7. The Grothendieck ring 711
8. Computing triple intersection numbers 712
9. Computing Pieri coefficients 719
Acknowledgments 721
References 722

1. Introduction

When studying the ordinary cohomology of an (isotropic) Grassmannian, a triple
intersection number refers to the number of intersection points of three Schubert vari-
eties in general position. By convention, this number is zero when the triple intersec-
tion has positive dimension. Algebraically this number is given as the pushforward
of the product of three Schubert classes to the cohomology ring of a single point.
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Given three Schubert varieties in general position, let Z denote their scheme-
theoretic triple intersection. The corresponding K-theoretic triple intersection
number is the sheaf Euler characteristic of Z; that is, the pushforward of the
product of the three Schubert classes to the Grothendieck ring of a point. We denote
this number by �.Z/. If Z is finite, then, just as in cohomology, �.Z/ is equal
to the number of points in Z (since these finitely many points are reduced, by
Kleiman’s transversality theorem [1974]). If Z has positive dimension however,
then �.Z/ can be a nonzero (and possibly negative) integer.

In either setting, the triple intersection numbers determine the structure constants
for multiplication with respect to the Schubert basis. These structure constants are
known as Littlewood–Richardson coefficients, and in ordinary cohomology they
are equal to triple intersection numbers. In K-theory however, the Littlewood–
Richardson coefficients are alternating sums of triple intersection numbers.

An arbitrary Schubert class can be written as an integer polynomial in certain
special Schubert classes, which (in cohomology) are closely related to the Chern
classes of the tautological quotient bundle on the Grassmannian in question. A triple
intersection number is said to be of Pieri-type if one of the three Schubert classes
is a special Schubert class. Similarly, a Pieri coefficient refers to a Littlewood–
Richardson coefficient occurring in the product of an arbitrary Schubert class and a
special Schubert class.

In this paper, we determine K-theoretic Pieri-type triple intersection numbers for
all isotropic Grassmannians of types B , C , andD. Our results generalize [Buch and
Ravikumar 2012], in which similar calculations are carried out for the cominuscule
Grassmannians, that is, for the type-A Grassmannian Gr.m;CN /, the maximal
odd orthogonal Grassmannian OG.m;C2mC1/, and the Lagrangian Grassmannian
LG.m;C2m/.

1A. Methods and results. Let ! be a skew-symmetric or symmetric nondegenerate
bilinear form on CN , where N � 2. Fix a basis e1; : : : ; eN for CN that is isotropic
in the sense that

!.ei ; ej /D ıiCj;NC1 for 1� i � j �N:

Note that if ! is symmetric, then !.ei ; ej /D ıiCj;NC1 for all i and j in the integer
interval Œ1; N �. If ! is skew-symmetric (which can only happen when N is even),
then !.ei ; ej /D�ıiCj;NC1 for i > j .

For any subspace†�CN , we define†? WDfw2CN W !.v;w/D0 for all v2†g.
We say † is isotropic if †�†?. Given a positive integer m�N=2, the isotropic
Grassmannian IG!.m;CN / is defined as

IG!.m;CN / WD f† 2 Gr.m;CN / W†�†?g: (1)
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This projective variety parametrizes isotropic m-planes in CN . It is said to have
Lie-type C when ! is skew-symmetric (in which case N is even), Lie-type B when
! is symmetric and N is odd, and Lie-type D when ! is symmetric and N is even.

In order to define Schubert varieties in X WD IG!.m;CN /, we must fix some
flags on CN . We define the standard flag E� on CN by Ej WD he1; : : : ; ej i, the
span of the first j basis vectors. In types B and C , we define the opposite flag
E

op
� by Eop

j WD heNC1�j ; : : : ; eN i, the span of the last j basis vectors. A more
complicated type-D definition is given in Section 3.

Given † 2X , the Schubert symbol of † relative to E�,

s.†/ WD fc 2 Œ1; N � W†\Ec ©†\Ec�1g;

records the steps c in E� at which the intersection †\Ec jumps dimension. Note
that the set s.†/ has cardinality m, and that if c 2 s.†/ then N C 1� c 62 s.†/,
since † is isotropic. In general, a subset P � Œ1; N � of cardinality m is a Schubert
symbol1 if c C d ¤ N C 1 for any c; d 2 P . We let �.X/ denote the set of all
Schubert symbols for X .

Given a Schubert symbol P , we define the Schubert variety XP WDXP .E�/ to be
the closure in X of the Schubert cell XıP .E�/ WD f† 2X W s.†/D P g. We say XP
is a Schubert variety relative to the flag E�. We also define the opposite Schubert
variety XP to be the unique Schubert variety relative to the opposite flag Eop

� that
intersects XP at a single point. For the special Schubert varieties, we adopt an
additional indexing convention, writing X.r/ to denote the special Schubert variety
of codimension r in X . Given Schubert symbols P and T , we write T � P if
XT � XP . The resulting partial order on the set of Schubert symbols, known as
the Bruhat order, is described combinatorially in Sections 2 and 3.

The transverse intersection of two Schubert varieties is known as a Richardson
variety. Associated to Schubert symbols P and T we have a Richardson variety
YP;T WDXP \X

T , which is nonempty if and only if T �P . Since ŒOXP
� � ŒOXT �D

ŒOYP;T
� (see, e.g., [Brion 2005]), the K-theoretic Pieri-type triple intersection

numbers can be written

�.ŒOYP;T
� � ŒOX.r/

�/; (2)

where � W K.X/! Z is the sheaf Euler characteristic map. These numbers are
nonzero only when T � P .

We can reinterpret this triple intersection number by means of the following inci-
dence relation, which consists of the two-step isotropic flag variety IF!.1;m;CN /
whose natural projections we denote by  (to the Grassmannian IG!.1;CN /) and

1Schubert symbols are sometimes known as jump sequences, and in [Buch et al. 2009] they are
referred to as index sets.
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� (to the Grassmannian IG!.m;CN /).

IF!.1;m;CN /

IG!.m;CN /

IG!.1;CN /� PN�1

�

 

In particular, we make use of the projected Richardson variety  .��1.YP;T //�
PN�1, which is the (projectivization of the) union of allm-planes in the Richardson
variety YP;T . Projected Richardson varieties like  .��1.YP;T // have a number of
nice geometric properties. He and Lam [2011] relate these varieties to the K-theory
of affine Grassmannians, and it has been proved by Billey and Coskun [2012], and
by Knutson, Lam, and Speyer [Knutson et al. 2014], that they are Cohen–Macaulay
with rational singularities and that the projection map is cohomologically trivial, in
the sense that  �ŒO��1.YP;T /

�D ŒO .��1.YP;T //
�. By this last fact, along with the

projection formula, the calculation of the triple intersection number (2) amounts to
showing that  .��1.YP;T // is a complete intersection in PN�1 and determining
the equations that define it.

A description of the projected Richardson variety  .��1.YP;T // is carried out
in [Buch et al. 2009], but in the special case that the Schubert symbols P and T
satisfy a relation P ! T . Roughly speaking, this relation signifies that T shows up
in some cohomological Pieri product involving P . The relation P ! T requires
that T � P , and T � P is a more general condition. We note that for P 6! T ,
the K-theoretic triple intersection numbers �.ŒOYP;T

� � ŒOX.r/
�/ need not vanish

(in contrast to the cohomological triple intersection numbers), and are therefore
essential ingredients for the K-theoretic Pieri coefficients.

When X is a Grassmannian of Lie type B or C , Buch, Kresch, and Tamvakis
[Buch et al. 2009] define a complete intersection ZP;T � PN�1 for Schubert
symbols T � P , and prove that the projected Richardson variety  .��1.YP;T //
is contained in it. They attempt to extend the definition of ZP;T to the type-D
Grassmannian, but use an erroneous definition of Schubert varieties, resulting in a
definition of ZP;T that only makes sense in the special case that P ! T .

The first result of this paper, presented in Section 4, is to provide a corrected
definition of ZP;T in the general setting that T � P , and to show that it is a
complete intersection of linear and quadratic hypersurfaces. This process involves
new combinatorics of Schubert symbols, such as the notion of an exceptional cut.

The second result, presented in Section 5, is that  .��1.YP;T //�ZP;T for any
Schubert symbols T � P in a Grassmannian of Lie-type B , C , or D. This result
generalizes [Buch et al. 2009, Lemma 5.1], in which this statement is proved in
types B and C only.



Triple intersection formulas for isotropic Grassmannians 685

The third result, presented in Section 6, is that given a type-B , C , or D Grass-
mannian and arbitrary Schubert symbols T � P , we have ZP;T �  .��1.YP;T //.
We prove this result by constructing a smaller Richardson variety contained in YP;T
that projects surjectively onto ZP;T .

Combining these results, we arrive at the main theorem of this paper:

Theorem 1.1. Let X be a Grassmannian of Lie-type B , C , or D. For any Schubert
symbols T � P , we have ZP;T D  .��1.YP;T //.

By Theorem 1.1, we know exactly which equations define the projected Richard-
son variety in all three Lie types. These equations allow for a pleasant calculation
of the triple intersection numbers, which we carry out in Section 8. In Section 9,
we describe how K-theoretic Pieri coefficients are calculated as alternating sums of
these triple intersection numbers. Taken together, the results of this paper complete
the story of Pieri-type triple intersection numbers for Grassmannians. We hope this
approach will soon lead to a positive Pieri formula.

2. Preliminaries 1: types B and C

2A. Schubert symbols. Let X WD IG!.m;CN / be a Grassmannian of type C or
B , where N WD 2n or N WD 2nC 1, depending on whether X is of type C or B
respectively. In the former case, we will also denote X by SG.m; 2n/ and refer
to it as a symplectic Grassmannian. In the latter case, we will also denote X by
OG.m; 2nC 1/ and refer to it as an odd orthogonal Grassmannian. Recall that for
Schubert symbols T and P in �.X/, the relation T � P signifies that XT �XP .
This partial order on the set of Schubert symbols has a simple combinatorial
description.

Given Schubert symbols T Dft1< � � �< tmg and P Dfp1< � � �<pmg, we write
T � P whenever ti � pi for 1� i �m. By [Buch et al. 2009, Proposition 4.1] we
have the following lemma:

Lemma 2.1. ProvidedX is of Lie-typeB or C , we have T �P if and only if T �P .

For any Schubert symbol P 2�.X/, let P D fc 2 Œ1; N � WN C 1� c 2 P g and
ŒP �DP [P . Also let jP j denote the codimension of the Schubert variety XP in X .

For each Schubert symbol P , there is a unique dual symbol P_ with the property
that for any Schubert symbol T , XP .E�/\XT .E

op
� / is equal to a single point if

and only if T DP_. The opposite Schubert symbol XP defined in the introduction
is therefore equal to XP_.E

op
� /. The following lemma, from [Buch et al. 2009,

Proposition 4.2], gives a simple description the dual symbol P_:

Lemma 2.2. Provided X is of Lie-type B or C , we have P_ D P for all Schubert
symbols P 2�.X/.
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2B. Richardson diagrams. It is a well-known fact (following from Borel’s fixed-
point theorem [1956]) that T � P if and only if XP \ XT is nonempty. This
variety YP;T WD XP \ X

T is connected, and hence reduced and irreducible by
Kleiman’s transversality theorem [1974] (see also [Richardson 1992]). It is known
as a Richardson variety.

Given Schubert symbols T � P , we define the Richardson diagram D.P; T /D

f.j; c/ W tj � c � pj g, which we represent as an m�N matrix with a � for every
entry in D.P; T / and zeros elsewhere. We say a matrix .ai;j / has shape D.P; T /
if its dimensions are m�N and aj;c D 0 for all .j; c/ 62D.P; T /. Given a matrix
of shape D.P; T / whose row vectors are independent and orthogonal, its rowspace
will be an element of YP;T .

Example 2.3. Any rank-m matrix of shape D.P;P / will have rowspace †P WD
hep1

; : : : ; epm
i, which is the only element of YP;P .

Example 2.4. Suppose P D f2; 3; 4; 10g and T D f1; 2; 4; 6g in SG.4; 10/. Sup-
pose .ai;j / is a rank-m matrix of shape D.P; T /. The rowspace of .ai;j / will
be in YP;T if and only if a1;1a4;10C a1;2a4;9 D 0, a2;2a4;9C a2;3a4;8 D 0, and
a4;7 D 0. We leave it to the reader to write down explicit entries satisfying these
equations. The diagram D.P; T / is0BB@

� � 0 0 0 0 0 0 0 0

0 � � 0 0 0 0 0 0 0

0 0 0 � 0 0 0 0 0 0

0 0 0 0 0 � � � � �

1CCA :
Given a Schubert symbol P Dfp1; : : : ; pmg, let p0D 0 and pmC1DNC1. We

won’t consider these as actual elements in the Schubert symbol P , but the notation
will be useful. Define a visible cut through D.P; T / to be any integer c 2 Œ0; N �
such that no row of D.P; T / contains stars in both column c and column cC1; i.e.,
such that pi � c < tiC1 for some i . We will consider cD 0 and cDN to be visible
cuts. Define an apparent cut to be any integer c 2 Œ0; N � such that c or N � c is a
visible cut. In types B and C we define a cut in D.P; T / to be synonymous with
an apparent cut. Let CP;T be the set of cuts in D.P; T /.

An integer c is a zero column of D.P; T / if pj < c < tjC1 for some j , since in
this case column c of D.P; T / has no stars. An entry .j; c/ in D.P; T / is a lone
star if either

(i) c 2 T and c is a cut in D.P; T /, or

(ii) c 2 P and c � 1 is a cut in D.P; T /.

The simplest example of a lone star occurs when tj D pj D c for some j . In this
case row j and column c of D.P; T / each contain a single star at .j; c/. We define
the set LP;T � Œ1; N � to be the set of integers c such that either
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(i) c is a zero column in D.P; T /, or

(ii) there exists a lone star in column N C 1� c.

Finally, we define the set

QP;T WD

�
Œ0; n�\CP;T if X is of type C ,
.Œ0; n�\CP;T /[fnC 1g if X is of type B .

Example 2.5. Continuing with Example 2.4, the set of cuts CP;T is equal to
f0; 3; 4; 5; 6; 7; 10g. Of these, 0, 3, 4, 5, and 10 are visible cuts. Furthermore, 5 is a
zero column, .3; 4/ is a lone star, LP;T D f5; 7g, and QP;T D f0; 3; 4; 5g.

In types B and C , lone stars take a particularly simple form. Namely:

Proposition 2.6. Let X be an isotropic Grassmannian of Lie-type B or C . Suppose
.j; c/ is a lone star inD.P; T /. If cD tj and tj is an apparent cut, or if cD pj and
pj � 1 is an apparent cut, then either N C 1� c is a zero column or tj D pj D c.

Proof. Suppose c D tj is an apparent cut in D.P; T /, and that N C 1� c is not a
zero column. Since N C 1� c is not in T and not a zero-column, it follows that
N � c is not a visible cut. But then c must be a visible cut, so c D pj . A similar
argument holds if we start by assuming c D pj . �

Since zero columns are flanked by cuts, we have the following immediate result:

Corollary 2.7. In types B and C , if c 2 LP;T then c and c � 1 are both cuts.

2C. The projected Richardson variety. We now define a subvariety of PN�1

that will play a key role in the calculation of triple intersection numbers. Let
x1; : : : ; xN 2 .C

N /� be the dual basis to the isotropic basis e1; : : : ; eN 2 CN .
Let f0 D 0, and for 1 � c � n let fc D x1xN C � � � C xcxNC1�c . For exam-
ple, f1 D x1xN and f2 D x1xN C x2xN�1. In addition, if X is type B , let
fnC1 D x1x2nC1C � � �C xnxnC2C

1
2
x2nC1. Given Schubert symbols T � P , let

ZP;T � PN�1 denote the subvariety defined by the vanishing of the polynomials
ffc jc2QP;T g[fxc jc2LP;T g. We note that, in the type-B case,ZP;T must satisfy
the equation fnC1D 0 and hence lie in OG.1; 2nC1/, the quadric hypersurface of
isotropic lines in P2n.

In fact, ZP;T is a complete intersection in PN�1 cut out by the polynomials:

(a) fd �fc D xcC1xN�cC� � �CxdxNC1�d if c and d are consecutive elements
of QP;T such that d � c � 2.

(b) xc if c 2 LP;T .

We will prove this fact for all three Lie types in Proposition 4.15.
Recall that we have projections � and  from the flag variety IF!.1;m;CN / to

X and IG!.1;CN /, respectively. The variety ��1.YP;T / is a Richardson variety in
IG!.1;m;CN /, and its image  .��1.YP;T // is known as a projected Richardson
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variety. We shall prove that the projected Richardson variety  .��1.YP;T // is in
fact equal to ZP;T . One inclusion is straightforward:

Lemma 2.8. Given Schubert symbols T � P for a Grassmannian X of Lie-type B
or C , we have  .��1.YP;T //�ZP;T .

A proof of Lemma 2.8 can be found in [Buch et al. 2009, Lemma 5.1]. This
proof is correct for types B and C , but does not go through in type D due to an
erroneous definition of the Bruhat order. We supply a corrected proof for all three
Lie types in Section 5.

Example 2.9. Continuing with Example 2.5, suppose M is a matrix with shape
D.P; T / and independent, isotropic row vectors. Note that any vector in the
rowspace of M must satisfy the quadratic equation x1x10C x2x9C x3x8 D 0 and
the linear equations x5 D 0 and x7 D 0, which are precisely the equations defining
ZP;T . By Lemma 2.8, any vector contained in an m-plane † 2 YP;T satisfies these
equations.

3. Preliminaries 2: typeD

Consider C2nC2, endowed with a nondegenerate symmetric bilinear form. Let
X WD OG.m; 2nC 2/ denote the even orthogonal Grassmannian of isotropic m-
planes in C2nC2, where 1�m� nC1. In this section we describe the Bruhat order
for even orthogonal Grassmannians, which is more complicated than in types B
and C . We note that definition (1) implies that OG.nC 1; 2nC 2/ is disconnected.
Although we won’t go into it here, this fact can help to give a geometric intuition
behind the Bruhat order on even orthogonal Grassmannians (see [Ravikumar 2013,
Chapter 5] for a detailed description).

For any Schubert symbol P 2�.X/, let P D fc 2 Œ1; 2nC 2� W 2nC 3� c 2 P g
and ŒP �DP [P . As before, let jP j denote the codimension of the Schubert variety
XP in X . We define t.P / 2 f0; 1; 2g as follows. If nC 1 2 ŒP �, then we let t.P /
be congruent mod 2 to the number of elements in Œ1; nC 1� nP . In other words, if
#.Œ1; nC1�nP / is even then t.P /D 0, and if #.Œ1; nC1�nP / is odd then t.P /D 1.
Finally, if fnC 1; nC 2g\P D∅, we set t.P /D 2.2

Proposition 3.1 [Buch et al. 2013, Proposition A.2]. Given Schubert symbols P
and T in �.OG.m; 2nC 2//, we have T � P if and only if

(i) T � P , and

(ii) if there exists c 2 Œ1; n� such that ŒcC 1; nC 1�� ŒP �\ ŒT � and #P \ Œ1; c�D
#T \ Œ1; c�, then we have t.P /D t.T /.

2t.P / differs slightly from the function type.P / in [Buch et al. 2013]. Namely, type.P / �
t.P /C 1 .mod 3/.
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By Proposition 3.1, the type-D Bruhat order is not simply the � ordering. The
following example illustrates the difference.

Example 3.2. The � partial order is shown below for the Schubert symbols on
OG.2;C6/, which are colored by type. Notice that there are six “missing” edges,
which would have occurred had we used the (incorrect) � ordering.

f1; 2g

f1; 4g

f1; 3g

f2; 4g

f1; 5g

f2; 3g

f3; 5g

f2; 6g

f4; 5g

f3; 6g

f4; 6g

f5; 6g

We define the opposite flag Eop
� by Eop

j D he2nC3�j ; : : : ; e2nC2i for j ¤ nC1
and

E
op
nC1 D

�
henC2; enC3; : : : ; e2nC2i if n is odd;
henC1; enC3; : : : ; e2nC2i if n is even:

This definition guarantees that E� and Eop
� lie in the same connected component of

the variety of complete isotropic flags on C2nC2 (endowed with a nondegenerate
symmetric bilinear form), which is disconnected.

Let � be the permutation of f1; : : : ; 2nC2g that interchanges nC1 and nC2 and
leaves all other numbers fixed. Given a type-D Schubert symbol P Dfp1; : : : ; pmg,
let �.P /Df�.p1/; : : : ; �.pm/g. From [Buch et al. 2009, p. 43], we have the following
description of the dual symbol P_:

Lemma 3.3. Given a Schubert symbol P 2�.OG.m; 2nC 2//, we have

P_ D

�
P when n is odd;
�.P / when n is even:

If the type-D definitions of opposite flags and dual Schubert symbols appear
confusing, the following observation may offer some relief:

Observation 3.4. Let X WD IG!.m;N / be a Grassmannian of type B , C , or D.
For any Schubert symbol P , we have

XıP_.E
op
�
/D f† 2 IG W†\ hepi

; : : : ; eN i©†\ hepiC1; : : : ; eN ig:
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Observation 3.4 is obvious unless we are working in OG.m; 2nC 2/ and n is
even. We illustrate that case in the following example:

Example 3.5. Consider OG.1; 6/, and let P D f4g. Then P_ D f4g, Eop
3 D

he3; e5; e6i, and Eop
4 D he3; e4; e5; e6i. By definition,

XıP_.E
op
�
/D f† 2 IG W†\Eop

4 ©†\E
op
3 g;

which is equal to the set of points in P5 of the form h.0; 0; 0; 1;�;�/i, in agreement
with Observation 3.4.

By Observation 3.4, any element of the Schubert cell XıP_.E
op
� / is the rowspace

of an isotropic m�N matrix .ai;j / with ai;pi
D 1 for 1 � i � m and ai;j D 0

for j < pi .

Example 3.6. Consider OG.3; 10/, and let P D f1; 4; 5g. In this case, P_ D
f5; 7; 10g. We can write any element of XıP_.E

op
� / as the rowspace of a matrix of

the form 0@1 � � � � � � � � �0 0 0 1 � � � � � �

0 0 0 0 1 0 � � � �

1A :
Thus XT_.E

op
� / D X

T for any Schubert symbol T , since XT \XT_.E
op
� / is

a single point. We define the Richardson variety YP;T WD XP \XT . As before,
YP;T ¤ ∅ if and only if T � P . We define the Richardson diagram D.P; T / WD

f.j; c/ W tj � c � pj g for any Schubert symbols T � P . This definition holds when
T 6� P , but in this case there cannot exist a matrix of shape D.P; T / whose row
vectors are independent and orthogonal (a fact we shall prove in Proposition 4.12).

Example 3.7. There are no matrices .ai;j / of shape D.f2; 5; 7; 8g; f1; 3; 4; 6g/
whose rows span an element of OG.4; 10/, because the isotropic relations on the
entries are inconsistent:0BB@

a1;1 a1;2 0 0 0 0 0 0 0 0

0 0 a2;3 a2;4 a2;5 0 0 0 0 0

0 0 0 a3;4 a3;5 a3;6 a3;7 0 0 0

0 0 0 0 0 a4;6 a4;7 a4;8 0 0

1CCA :
We leave it to the reader to verify this fact, as well as the fact that f1; 3; 4; 6g �
f2; 5; 7; 8g in type D.

4. Result 1: defining ZP;T in typeD

Let X WD OG.m; 2nC 2/ be a type-D Grassmannian, let N WD 2nC 2, and let
T � P be Schubert symbols in �.X/. Visible cuts, apparent cuts, lone stars, and
zero columns in D.P; T / are defined exactly as in types B and C . Similarly, CP;T
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continues to denote the set of all cuts in D.P; T /, and LP;T continues to denote the
set of integers c 2 Œ1; 2nC2� such that either c is a zero column or column 2nC3�c
contains a lone star. However, in order to define the subvariety ZP;T � P2nC1, we
must define a new type of cut in D.P; T /.

4A. Exceptional cuts. If for some i we have piDnC2� tiC1 or tiDnC1�pi�1,
we let nC 1 be a cut in D.P; T /, which we will refer to as an exceptional center
cut. This cut will induce a lone star in column nC 2 or nC 1 respectively.

Example 4.1. P D f2; 4g and T D f1; 2g in OG.2; 6/. D.P; T / is shown below,
and has an exceptional center cut. As a result, .2; 4/ is a lone star, and 3 2 LP;T .�

� � 0 0 0 0

0 � � � 0 0

�
:

There are additional exceptional cuts inD.P; T /. Let c 2 Œ1; n� be a cut candidate
if ŒcC 1; nC 1�� ŒP �\ ŒT � and #.T \ Œ1; c�/ = #.P \ Œ1; c�/C 1. If t.T /¤ t.P /,
then c and N C 1� c will also be cuts in D.P; T / for each cut candidate c. We’ll
refer to these as exceptional cuts as well. We give several examples of diagrams
with exceptional cuts, as the definition is somewhat complicated.

Example 4.2. P D f3; 6g and T D f2; 3g in OG.2; 6/. D.P; T / is shown below,
and CD f0; 1; 2; 3; 4; 5; 6g. Of these, 2, 3 (the center cut), and 4 are exceptional
cuts. .1; 2/; .1; 3/, and .2; 3/ are all lone stars, and LP;T D f1; 4; 5g.�

0 � � 0 0 0

0 0 � � � �

�
:

Example 4.3. P D f3; 4; 7g and T D f1; 3; 4g in OG.3; 8/. D.P; T / is shown
below, and CDf0; 1; 2; 3; 4; 5; 6; 7; 8g. Of these, 2, 3, 4 (the center cut), 5, and 6 are
exceptional cuts. By finding all the lone stars, one can check that LP;T Df2; 5; 6; 8g.0@� � � 0 0 0 0 0

0 0 � � 0 0 0 0

0 0 0 � � � � 0

1A :
Example 4.4. P D f4; 6; 8g and T D f1; 3; 5g in OG.3; 8/. D.P; T / is shown
below, and CD f0; 2; 6; 8g. Of these, 2 and 6 are exceptional cuts, and LP;T D∅.0@� � � � 0 0 0 0

0 0 � � � � 0 0

0 0 0 0 � � � �

1A :
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Example 4.5. P D f4; 5; 8; 9g and T D f1; 3; 4; 6g in OG.4; 10/. D.P; T / is
shown below, and C D f0; 1; 2; 8; 9; 10g. Of these, 2 and 8 are exceptional cuts,
and LP;T D f2; 10g. 0BB@

� � � � 0 0 0 0 0 0

0 0 � � � 0 0 0 0 0

0 0 0 � � � � � 0 0

0 0 0 0 0 � � � � 0

1CCA :
We relate certain features of the Richardson diagram D.P; T / to the type-D

Bruhat order and to the existence of exceptional cuts.

Lemma 4.6. For any Schubert symbol P , the following conditions are equivalent:

(1) ŒcC 1; nC 1�� ŒP �.

(2) #.ŒcC 1;N � c�\P /D nC 1� c.

Proof. Note that nC 1� c D #.ŒcC 1; nC 1�/. Because P is an isotropic Schubert
symbol, there can be at most nC 1 � c elements in Œc C 1;N � c� \ P . Since
ŒcC 1; nC 1�� ŒP �, there are at least that many. �
Lemma 4.7. Given Schubert symbols T � P such that ŒcC 1; nC 1�� ŒT �\ ŒP �,
we have

#.Œ1; c�\T /� #.Œ1; c�\P /D #.ŒN C 1� c;N �\P /� #.ŒN C 1� c;N �\T /:

Proof. By Lemma 4.6, #.ŒcC 1;N � c�\P /D #.ŒcC 1;N � c�\T /D nC 1� c.
It follows that

#.Œ1; c�\P /C #.ŒN C 1� c;N �\P /

Dm� .nC 1� c/

D #.Œ1; c�\T /C #.ŒN C 1� c;N �\T /: �

Lemma 4.7 says that whenever ŒcC 1; nC 1�� ŒT �\ ŒP �, the number of rows
crossing from column c to column cC1 of D.P; T / is equal to the number of rows
crossing from column N � c to column N C 1� c of D.P; T /. We therefore have
the following corollary:

Corollary 4.8. Given c 2 Œ1; n�, suppose ŒcC1; nC1�� ŒT �\ŒP � and t.P /¤ t.T /

for Schubert symbols T � P .

(1) The first four of the following statements are equivalent, and any of them implies
the last:

� #.Œ1; c�\T /D #.Œ1; c�\P /.

� #.ŒN � cC 1;N �\T /D #.ŒN � cC 1;N �\P /.

� c is a visible cut in D.P; T /.
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� N � c is a visible cut in D.P; T /.

� T � P .

(2) The following statements are equivalent:

� c and N � c are exceptional cuts in D.P; T /.

� #.Œ1; c�\T /D #.Œ1; c�\P /C 1.

� #.ŒN � cC 1;N �\P /D #.ŒN � cC 1;N �\T /C 1.

� D.P; T / has exactly one row crossing from column c to column cC 1.

� D.P; T / has exactly one row crossing from columnN �c to columnN �cC1.

We finish this section by proving that several important properties of Richardson
diagrams carry over to the type-D case. In particular, we extend Corollary 2.7 to
type D, and then prove in Corollary 4.13 that .P [T /\LP;T D∅ (a fact that is
obvious in types B and C ). Once these facts are established, we will be ready to
define ZP;T .

First we observe that, for any T � P , D.P; T / and D.T ;P / have the same cut
candidates, by Lemma 4.7. It follows that:

Observation 4.9. 180ı rotation of the diagram D.P; T / preserves all cuts, includ-
ing exceptional cuts. In other words, CP;T D CT ;P .

We can now prove the type-D version of Corollary 2.7:

Proposition 4.10. In type D, if c 2 LP;T , then c and c � 1 are both in CP;T .

Proof. If c is a zero column then the result is clear. Otherwise, it must be the case
that .i; N C 1� c/ is a lone star for some i . By Observation 4.9, we can assume
without loss of generality that N C 1� c � nC 1.

Case 1: N C 1� c D ti and ti is a cut in D.P; T /. We claim that ti � 1 must be
a cut as well. If ti D pi , then pi�1 < ti , and we are done. Thus, we only need to
consider the case that ti is an exceptional cut in D.P; T /.

If ti �1 is not a visible cut, then pi�1 � ti . In fact, if ti D nC1, then pi�1D ti ,
since that is the only way the exceptional center cut can arise. On the other hand, if
ti ¤ nC 1, then, since #.Œ1; ti �\T /D #.Œ1; ti �\P /C 1, row i of D.P; T / is the
only row crossing the exceptional cut ti . In this case too we must have pi�1 D ti .

We therefore have ti 2 ŒT � \ ŒP �. Furthermore, since row i � 1 is the only
row crossing from column ti � 1 to column ti , we have #.Œ1; ti � 1� \ T / D
#.Œ1; ti � 1�\P /C 1. Thus ti � 1 is also an exceptional cut in D.P; T /.

Case 2: N C1�cD pi and pi �1 is a cut inD.P; T /. We claim that pi must be a
cut as well. As before, we can assume that pi � 1 is an exceptional cut in D.P; T /.

If pi is not a visible cut, then tiC1 � pi . In fact, we must have tiC1 D pi , since
row i is the only row crossing the exceptional cut pi � 1.
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� � � � �

d N C 1� d

� � � � �

� � � � �

d N C 1� d

� � � � �

Figure 1. Conflicting lone stars in D.P; T / in Proposition 4.12.

If pi D nC 1, then, since tiC1 D pi , the diagram D.P; T / has the exceptional
center cut nC 1, and we are done.

If pi ¤ nC 1, then, since tiC1 D pi , row i C 1 must be the only row crossing
from column pi to column pi C 1. Hence, #.Œ1; pi �\ T / D #.Œ1; pi �\ P /C 1.
Thus pi is also an exceptional cut in D.P; T /. �

Given Schubert symbols T � P in �.OG.m; 2nC 2// such that t.T /¤ t.P /,
we define a critical window in D.P; T / to be an interval ŒcC 1;N � c� such that c
and N � c are visible cuts in D.P; T /, and ŒcC 1; nC 1�� ŒT �\ ŒP �.

Lemma 4.11. Given Schubert symbols T < P in �.OG.m; 2nC 2//, we have
T ˜ P if and only if a critical window exists in D.P; T /.

Proof. If T ˜P , then t.P /¤ t.T / and there exists c2 Œ1; n� such that ŒcC1; nC1��
ŒT �\ ŒP � and #Œ1; c�\P D #Œ1; c�\ T . By Corollary 4.8, both c and N � c are
visible cuts in D.P; T /, and hence ŒcC 1;N � c� is a critical window. Conversely,
if D.P; T / has a critical window, then it is clear that T ˜ P . �

The fact that .P [T /\LP;T D∅ follows easily from the next proposition:

Proposition 4.12. Given T < P in OG.m; 2nC 2/, T ˜ P if and only if there
exists an integer d 2 Œ1; N � such that D.P; T / has lone stars in columns d and
N C 1� d .

Proof. Suppose columns d and N C 1�d of D.P; T / both contain lone stars, and
assume d � nC1. If d D ti for some i , then N C1�d Dpj for some j , as shown
in the left side of Figure 1. It follows that ti ¤ pi , so ti must be an exceptional
cut in D.P; T /. Thus Œti C 1; nC 1� � ŒT �\ ŒP � and t.T /¤ t.P /. Furthermore,
row i must be the only row crossing from column ti to column ti C 1, and hence
pi�1< ti , implying that ti�1 is a visible cut. Therefore, Œti ; pj � is a critical window
in D.P; T /. On the other hand, if d D pi for some i , then N C 1� d D tj for
some j , as shown in the right side of Figure 1. In this case, pi � 1 must be an
exceptional cut, pi must be a visible cut, and Œpi C 1; ti � 1� must be a critical
window in D.P; T /. By Lemma 4.11, it follows that T � P .
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On the other hand, if T � P , then by Lemma 4.11 there exists a critical window
ŒcC 1;N � c� in D.P; T /. We claim that there exists a (possibly smaller) critical
window of the form Œti ; pj � for some i and j . To see why, note that if ŒcC1;N �c�
does not have the form Œti ; pj �, then either cC 1 D ti D pi or N � c D tj D pj .
Either way, ŒcC2;N �c�1� is a smaller critical window. However, this process of
shrinking can’t continue indefinitely. In particular, if ŒcC1;N �c�D ŒnC1; nC2�,
then the fact that ŒnC 1; nC 2� is a critical window implies that ti D nC 1 and
pi D nC 2 for some i .

Finally, note that whenever Œti ; pj � is a critical window in D.P; T / it must be
the case that ti and pj � 1 are exceptional cuts. Thus .i; ti / and .j; pj / are lone
stars and ti Cpj DN C 1, completing the proof. �

Corollary 4.13. Given T � P , we have .P [T /\LP;T D∅.

Proof. Suppose c 2 .P [ T /\LP;T . Since c is not a zero column, there exists
a lone star in column N C 1� c of D.P; T /. By Proposition 4.10, c and c � 1
are both cuts in D.P; T /. But then column c contains a lone star as well, since
c 2 .P [T /, contradicting Proposition 4.12. �

4B. A complete intersection. The quadratic equation characterizing isotropic vec-
tors in C2nC2 is f DnC1 WD x1xN C � � � C xnC1xnC2 D 0. We once again let
QP;T D .Œ0; n� \ C/ [ fn C 1g. We let ZP;T � P2nC1 denote the subvariety
cut out by the familiar polynomials ffc j c 2 QP;T g[ fxc j c 2 LP;T g, where we
let fnC1 D f DnC1.

It is not immediately obvious that ZP;T is a complete intersection in PN�1, or
even that it is an irreducible subvariety. To prove these facts, we need the following
lemma, which we prove in all three Lie types:

Lemma 4.14. Given Schubert symbols T � P for a Grassmannian X of Lie-type
B , C , or D, if c � 1 and c are both in QP;T , then c 2 LP;T or N C 1� c 2 LP;T .

Proof. If we are working in type B , and c D nC 1, then nC 1 must be a zero
column, and hence be in LP;T . Otherwise, we can assume that c �bN=2c. If either
c or N C 1� c is a zero column in D.P; T / then we are done, so assume neither
column is empty.

Note that if c � 1 is an exceptional cut, then c 2 ŒT �\ ŒP �. Otherwise, either
c� 1 or N C 1� c is a visible cut in D.P; T /, and hence c 2 T or N C 1� c 2 P
respectively, since neither c nor N C 1� c is a zero column in D.P; T /.

In all of these cases c 2 ŒT �[ ŒP �. Therefore .j; c/ or .j;N C 1� c/ is a lone
star for some j . It follows that N C 1� c or c is in LP;T . �

We can now prove that ZP;T is a complete intersection in types B , C , and D.
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Proposition 4.15. Given Schubert symbols T � P for a Grassmannian X of Lie-
type B , C , or D, the variety ZP;T is a complete intersection in PN�1 cut out by
the following polynomials:

(a) fd �fc D xcC1xN�cC� � �CxdxNC1�d , if c and d are consecutive elements
of QP;T such that d � c � 2.

(b) xc , if c 2 LP;T .

Proof. Let IP;T � CŒx1; : : : ; xN � be the ideal generated by the polynomials of
types (a) and (b) mentioned in the statement of this proposition. Note that each of
these polynomials is irreducible, and that by Corollary 2.7 and Proposition 4.10 no
variable xi appears in multiple generators.

It follows that CŒx1; : : : ; xN �=IP;T is a tensor product over C of finitely many
integral domains. Since C is algebraically closed, CŒx1; : : : ; xN �=IP;T must itself be
an integral domain, by [Springer 2009, Lemma 1.5.2]. Hence IP;T is a prime ideal.

Let I 0P;T be the ideal generated by the polynomials used to define ZP;T : namely,
ffc j c 2QP;T g[fxc j c 2LP;T g. Note that each of the generators of IP;T is a linear
combination of these defining polynomials, and is therefore contained in I 0P;T .

On the other hand, note that whenever d � 1 and d are elements of QP;T , the
polynomial fd �fd�1D xdxNC1�d is contained in IP;T , by Lemma 4.14. Thus if
c<d are any consecutive elements of QP;T , then fd�fc 2IP;T . Now, supposing fc
is one of the quadratic polynomials defining ZP;T , let f0D c0 < c1 < � � �< cs D cg
be the complete list of cuts between 0 and c. It follows that fc D fc � f0 D

.fcs
� fcs�1

/C .fcs�1
� fcs�2

/C � � � C .fc1
� fc0

/ 2 IP;T , and therefore that
I 0P;T � IP;T .

We have shown that I 0P;T D IP;T , and hence that ZP;T is the zero set of a prime
ideal. It follows that the polynomials used to define IP;T also cut out ZP;T as a
complete intersection in PN�1. �

5. Result 2:  .��1.YP;T //�ZP;T

Let X WD OG.m; 2nC 2/ and N WD 2nC 2. We would like to show that any
vector lying in any subspace † 2 YP;T satisfies the equations defining ZP;T . The
equations involving exceptional cuts are the most difficult to verify, so we’ll address
them first.

Let Y ıP;T DX
ı
P .E�/\X

ı
T_.E

op
� /. It is a dense open subset of YP;T (see [Richard-

son 1992]), so we can restrict our attention to  .��1.Y ıP;T //:

Proposition 5.1. Consider Schubert symbols T � P for OG.m; 2n C 2/, and
suppose c 2 Œ1; n� is an exceptional cut in D.P; T /. Then fc.w/ D 0 for all
w 2  .��1.Y ıP;T //.
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Proof. Since c is exceptional, we know ŒcC1; nC1�� ŒT �\ ŒP �, #P \ Œ1; c�C1D
#T \ Œ1; c�, and t.P /¤ t.T /.

Let `D nC 1� c, and let E.c/ DEN�c=Ec , which we identify with the span
hecC1; : : : ; eN�ci. Finally, let ˛ D #P \ Œ1; c�.

Suppose † is an element of Y ıP;T . Since † 2 XıP , we have dim.†\Ec/D ˛.
Similarly, since † 2 XıT_.E

op
� /, we have dim.†\Eop

c /Dm� .˛C `C 1/. Fur-
thermore, dim.†\EN�c/D ˛C ` and dim.†\Eop

N�c/Dm� .˛C 1/. Finally,
we know that

dim.†\E.c//D dim.†\EN�c \E
op
N�c/

� dim.†\EN�c/C dim.†\Eop
N�c/�m

D .˛C `/C .m� .˛C 1//�m

D `� 1:

Therefore we can choose vectors u1 through um spanning † such that

ui 2Ec D he1; : : : ; eci for 1� i � ˛;

ui 2E
.c/
D hecC1; : : : ; eN�ci for ˛C 2� i � ˛C `;

ui 2E
op
c D heN�cC1; : : : ; eN i for ˛C `C 2� i �m:

In other words, † can be represented as the rowspace of a matrix with the
following shape (in the sense that all the entries outside the horizontal arrows
are zero):

0BBBBBBBBBBBBBBBBBBBB@

 ��� u1 ���!
:::

 ��� u˛ ���!

 ���������������� u˛C1 ������������������!

 �� u˛C2 ��!
:::

 �� u˛C` ��!

 ���������������� u˛C`C1 ����������������!

 �� u˛C`C2 ��!
:::

„ ƒ‚ …
c

„ ƒ‚ …
2`

„ ƒ‚ …
c

 ��� um ���!

1CCCCCCCCCCCCCCCCCCCCA

:
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Furthermore, since dim.†\EN�c/D˛C`, we can assume without loss of gener-
ality that u˛C1 2EN�c . The matrix with rowspace † then has the following shape:0BBBBBBBBBBBBBBBBBBBB@

 ��� u1 ���!
:::

 ��� u˛ ���!

 ��������� u˛C1 ���������!

 �� u˛C2 ��!
:::

 �� u˛C` ��!

 ���������������� u˛C`C1 ����������������!

 �� u˛C`C2 ��!
:::

„ ƒ‚ …
c

„ ƒ‚ …
2`

„ ƒ‚ …
c

 ��� um ���!

1CCCCCCCCCCCCCCCCCCCCA

:

We shall now consider two cases, corresponding to whether or not u˛C1 is
contained in Eop

N�c :

Case 1: u˛C1 2E
op
N�c . The matrix with rowspace † then has the following shape:0BBBBBBBBBBBBBBBBBBBB@

 ��� u1 ���!
:::

 ��� u˛ ���!

 �� u˛C1 ��!

 �� u˛C2 ��!
:::

 �� u˛C` ��!

 ���������������� u˛C`C1 ����������������!

 �� u˛C`C2 ��!
:::

„ ƒ‚ …
c

„ ƒ‚ …
2`

„ ƒ‚ …
c

 ��� um ���!

1CCCCCCCCCCCCCCCCCCCCA

:

Note that for 1 � ˇ � ˛C `, we have uˇ;j D 0 for any N C 1� c � j � N .
Thus for 1� ˇ � ˛C ` we have

u˛C`C1;1 �uˇ;N C � � �Cu˛C`C1;c �uˇ;NC1�c D 0;

where ui;j is the j -th coordinate of ui .
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Because † is isotropic, we have !.u˛C`C1;uˇ / D 0 for all 1 � ˇ � m. In
particular, for ˛C `C 2� ˇ �m, we then have

u˛C`C1;1 �uˇ;N C � � �Cu˛C`C1;c �uˇ;NC1�c D 0:

Finally, let v be the orthogonal projection of u˛C`C1 onto E.c/. The span of
u˛C1; : : : ;u˛C`C1 is a maximal isotropic subspace of E.c/, so v must be contained
in that span. In particular, v is itself an isotropic vector. Thus

u˛C`C1;1 �u˛C`C1;N C � � �Cu˛C`C1;c �u˛C`C1;NC1�c D 0:

It follows that fc.w/D 0 for any vector w in †.

Case 2: u˛C1 62 E
op
N�c . Since dim.†\Eop

N�c/ D m� .˛C 1/, we may assume
u˛C`C1 2 E

op
N�c , after possibly adding a linear combination of u1; : : : ;u˛C1.

Hence there exists a matrix with rowspace † of the shape0BBBBBBBBBBBBBBBBBBBB@

 ��� u1 ���!
:::

 ��� u˛ ���!

 ��������� u˛C1 ���������!

 �� u˛C2 ��!
:::

 �� u˛C` ��!

 ��������� u˛C`C1 ���������!

 �� u˛C`C2 ��!
:::

„ ƒ‚ …
c

„ ƒ‚ …
2`

„ ƒ‚ …
c

 ��� um ���!

1CCCCCCCCCCCCCCCCCCCCA

:

Let � WCN !CN be the orthogonal projection on to E.c/. Notice that �.ui /D 0
for i � ˛ and i � ˛C `C 2. Define vi D �.u˛Ci / for i 2 Œ1; `C 1�. Note that
vi D u˛Ci for i 2 Œ2; `�, but

v1 D .0; : : : ; 0; u˛C1;cC1; : : : ; u˛C1;N�c ; 0; : : : ; 0/;

v`C1 D .0; : : : ; 0; u˛C`C1;cC1; : : : ; u˛C`C1;N�c ; 0; : : : ; 0/;

where ui;j is the j -th coordinate of ui .
Let

†0 D hv2; : : : ; v`i;

†1 D hv1; : : : ; v`i;

†2 D hv2; : : : ; v`C1i:
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Both †1 and †2 are elements of OG.`; E.c//, and both contain †0. It is a well-
known fact that there are exactly two isotropic `-planes containing a given isotropic
.`� 1/-plane [Fulton and Harris 1991, §23.3]. In particular, there are exactly two
elements of OG.`; E.c// that contain †0, so it remains to verify that †1 and †2
are indeed the same element. It is here that the types of P and T become relevant.

Namely, let

P .c/ WD fp� c W p 2 P \ ŒcC 1;N � c�g;

T .c/ WD ft � c W t 2 T \ ŒcC 1;N � c�g

be Schubert symbols for OG.`; E.c//ŠOG.`; 2`/. Note that whenever a subspace
ƒ is contained in an intersection of Schubert cells XıR and XıS_ in OG.`; 2`/, it
must be the case that S �R and hence that t.ƒ/D t.R/D t.S/. In particular, †1 2
Xı
P .c/ � OG.`; 2`/ by the definition of Xı

P .c/ , so it follows that t.†1/D t.P .c//.
Similarly, †2 2XıT .c/;_ � OG.`; 2`/ by Observation 3.4, and so t.†2/D t.T .c//.

We claim that t.P /D t.T / if and only if t.P .c//¤ t.T .c//. To see why, note that

#.Œ1; nC 1� nP /D #.Œ1; `� nP .c//C .c �˛/;

#.Œ1; nC 1� nT /D #.Œ1; `� nT .c//C .c � .˛C 1//:

Thus t.P /C t.T /� t.P .c//C t.T .c//C 1 .mod 2/.
Since we know that t.P /¤ t.T /, we can conclude that †1D†2. It follows that

v`C1 2†1. But†1 is isotropic, and therefore !.v1; v`C1/D 0. Thus, for allw2†,
the polynomial xcC1xN�c C � � �C xnC1xnC2 vanishes, and hence fc.w/D 0. �

Having addressed exceptional cuts, we can now prove a generalization of
Lemma 2.8 for a Grassmannian X of type B , C , or D:

Proposition 5.2. Given Schubert symbols T � P in �.X/, where X is a Grass-
mannian of type B , C , or D, the projected Richardson variety  .��1.YP;T // is
contained in ZP;T .

Proof. Fix † 2 YP;T and wD .w1; : : : ; wN / 2†. Suppose c 2 QP;T . We will first
show that fc.w/D 0.

If c (orN �c) is a visible cut, then there exists j 2 Œ1;m� such that pj � c < tjC1
(or pj �N � c < tjC1).

Let W1 D he1; : : : ; epj
i and W2 D hepjC1; : : : ; eN i. Since CN D W1 ˚W2,

there exists a unique decomposition w D w1 Cw2 with wi 2 Wi . Namely, we
have w1 D .w1; : : : ; wpj

; 0; : : : ; 0/ and w2 D .0; : : : ; 0; wpjC1; : : : ; wN /. Note
that, since wi D 0 for pj < i < tjC1, we have w2 D .0; : : : ; 0; wtjC1

; : : : ; wN /,
and hence fc.w/D .w1;w2/.
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Since †2 YP;T , dim.†\W1/� j and dim.†\W2/�m�j . We can therefore
write †D .†\W1/˚ .†\W2/, and decompose w as the sum of vectors in these
subspaces. Since there is only one such decomposition, we must have w1 2†\W1
and w2 2†\W2. Since † isotropic, fc.w/D .w1;w2/D 0.

If c D nC 1 (implying we are working in type B or D), then fc D fnC1, the
inherent quadratic equation, which vanishes on all isotropic vectors.

Lastly, if c is exceptional, then fc.w/D 0 by Proposition 5.1.
We have shown that the projected Richardson variety  .��1.YP;T // lies in the

zero set of the polynomial fc for any element c 2 QP;T . In particular, it satisfies
all the quadratic equations defining ZP;T .

We must now show that  .��1.YP;T // satisfies the linear equation xc D 0 for
any c 2LP;T . Suppose c 2 Œ1; N � is a zero column of D.P; T /, and let † continue
to denote an arbitrary element of YP;T . Let j D maxfi 2 Œ1;m� W pi < cg, and
note that tjC1 > c. This time let W1 D he1; : : : ; ec�1i and W2 D hecC1; : : : ; eN i.
Thus, dim.†\W1/ � j and dim.†\W2/ � m� j , so † �W1˚W2, which is
the hyperplane defined by xc D 0.

Finally, suppose column d 2 Œ1; N � contains a lone star. In other words, d D pj
or d D tj for some j , and d � 1 and d are both cuts in D.P; T /. Let c D
min.d;N C 1 � d/, which is in Œ1; dN=2e�. Both c � 1 and c are also cuts in
D.P; T /, so the set  .��1.YP;T // must lie in the zero set of the polynomial
fc � fc�1 D xcxNC1�c D xdxNC1�d . However, since  .��1.YP;T // is irre-
ducible (by [Richardson 1992]), it must lie in xd D 0 or xNC1�d D 0 (or both).

Consider any subspace ƒ in the dense subset XıP .E�/ \ X
ı
T_.E

op
� / � YP;T .

Since d 2 P [T , it is impossible that xd D 0 on all vectors in ƒ. Therefore, the
equation xNC1�d D 0 must be satisfied by  .��1.YP;T //. �

6. Result 3: ZP;T � .��1.YP;T //

Let X WD IG!.m;CN / be a Grassmannian of type B , C , or D. Given Schubert
symbols P and T in �.X/, we write P ! T whenever

(i) T � P ;

(ii) pi � tiC1 for all i , unless pi D nC 2 and tiC1 D nC 1 in type D; and

(iii) if pi D tiC1, then pi is not a cut in D.P; T /.

When pi > tiC1, we say D.P; T / has a 2�2 square. Thus, the second condition
says that D.P; T / has no 2� 2 squares, except that a single 2� 2 square in the
central columns is permitted in type D. When pi D tiC1 for some i and pi 2CP;T ,
then .i C 1; tiC1/ is a lone star in D.P; T / (in fact, so is .i; pi /), and hence
NC1�pi 2LP;T . If we are working in typeB or C , thenNC1�pi must be a zero
column, which yields the equivalent definition of P !T given in [Buch et al. 2009].
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If we are working in type D, then there are other possibilities involving excep-
tional cuts. For example, if pi D tiC1 2 fnC 1; nC 2g, then nC 1 will be an
exceptional cut, causing both .i; pi / and .i C 1; tiC1/ to be lone stars. It follows
that, when P ! T , the diagram D.P; T / cannot have exactly three stars in the
central columns nC 1 and nC 2, which yields the alternative type-D definition of
P ! T given in [Buch et al. 2009, §5.2].

The relation P ! T is important because it characterizes precisely when the
map  W ��1.YP;T /!ZP;T is a birational isomorphism. In particular, [Buch et al.
2009, Proposition 5.1] says the following:

Proposition 6.1. Given a Grassmannian X of Lie-type B , C , or D, the map
 W ��1.YP;T /! ZP;T is a birational isomorphism if and only if the Schubert
symbols P and T satisfy the relation P ! T .

A more detailed proof of Proposition 6.1 can be found in [Ravikumar 2013, §8].
In this section, we prove the following proposition:

Proposition 6.2. Given Schubert symbols T � P for a Grassmannian X of type B ,
C , or D, there exists a Schubert symbol zP such that

(1) T � zP � P ,

(2) Z zP;T DZP;T , and

(3) zP ! T .

We prove Proposition 6.2 by explicitly constructing the Schubert symbol zP . An
immediate consequence is that, for any T � P in �.X/, the Richardson variety
YP;T must contain a smaller Richardson variety Y zP;T such that  W ��1.Y zP;T /!
Z zP;T D ZP;T is a birational isomorphism (by Proposition 6.1). It follows that
ZP;T � .�

�1.YP;T //. By combining this observation with Proposition 5.2, which
states that ZP;T �  .��1.YP;T //, we have a proof of Theorem 1.1. We mention
that Proposition 6.2 is not the only way to prove that ZP;T �  .��1.YP;T //. For
example, instead of “lowering” P we could “raise” T . In fact, the construction we
give for zP does precisely that when carried out on the rotated diagram D.T ;P /.

6A. Constructing a “smaller” Schubert symbol P 0. Given Schubert symbols
T � P , define the set P 0 D fp01; : : : ; p

0
mg as follows:

If pi < tiC1, then

p0i D pi : (})

On the other hand, if pi � tiC1 and tiC1� 1 62 CP;T , then

p0i D tiC1: (|)
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Finally, if pi � tiC1 and tiC1� 1 2 CP;T , then

p0i Dmaxfc 2 Œti ; tiC1� 1� j c 62 LP;T g: (~)

Note that since ti cannot be in LP;T , the set fc 2 Œti ; tiC1 � 1� j c 62 LP;T g is
nonempty. Thus p0i is well-defined.

The next property of P 0 follows from its construction and Corollary 4.13:

Observation 6.3. For any 1� i �m, p0i 62 LP;T .

Proof. If p0i is defined by case (}) or case (|), then p0i 2P[T , so by Corollary 4.13
it is not in LP;T . If it is defined by case (~), then by its construction it cannot be
in LP;T . �

We also have the next observation, which follows directly from the construction
of P 0:

Observation 6.4. If p0i is produced by case (}) or case (~) of the previous
construction, then Œp0i ; tiC1 � 1� � CP;T . Furthermore, if p0i < tiC1 � 1, then
Œp0i C 1; tiC1� 1�� LP;T .

Lemma 6.5. P 0 is a Schubert symbol.

Proof. We will first show that p0i < p
0
iC1 for 1� i �m�1. By our construction of

P 0, we have p0i � tiC1 � p
0
iC1 for each i . Thus we only need to consider the case

that p0iC1 D tiC1. If p0iC1 D tiC1, then p0iC1 follows case (}) or case (~), so, by
Observation 6.4, tiC1 2 CP;T . But then .i C 1; tiC1/ is a lone star in D.P; T /, so
tiC1� 1 2 CP;T as well (by Corollary 2.7). Thus p0i follows case (}) or case (~),
and we have p0i < tiC1. It follows that p0i < p

0
iC1 for all 1 � i � m� 1, and in

particular that P 0 consists of m distinct integers.
We still have to check that P 0 satisfies the isotropic condition. Suppose on the

contrary that p0i Cp
0
j DN C 1 for some i and j in Œ1;m�. By Observation 6.4, if

p0i is not a cut in D.P; T /, then p0i D tiC1. Similarly, if p0j is not a cut in D.P; T /,
then p0j D tjC1.

We therefore have three possible cases to consider, each of which results in a
contradiction:

Case 1: Both p0i and p0j are cuts in D.P; T /. In this case N �p0j D p
0
i � 1 is also

a cut, and by Lemma 4.14 either p0i or p0j is in LP;T . But neither p0i nor p0j can be
in LP;T , by Observation 6.3.

Case 2: Exactly one of fp0i ; p
0
j g is a cut in D.P; T /. We will assume without loss

of generality that p0j is a cut in D.P; T /. We then have p0i � 1 2 CP;T , as in the
previous case, implying that p0i cannot follow case (|). However, since p0i 62 CP;T ,
Observation 6.4 implies that p0i does follow case (|), a contradiction.



704 Vijay Ravikumar

Case 3: Neither p0i nor p0j is a cut inD.P; T /. In this case, p0i D tiC1 and p0j D tjC1.
But tiC1C tjC1 ¤N C 1, since T is a Schubert symbol, so once again we arrive
at a contradiction. �

6B. Types B and C . If X is a Grassmannian of type B or C , we set zP WD P 0

in order to prove Proposition 6.2. The type-D case of Proposition 6.2 will be
addressed in Section 6C.

Since T �P if and only if T �P , it is clear by our construction that ti � Qpi �pi
for 1� i �m, and hence T � zP �P . Thus zP satisfies Proposition 6.2(1). We will
need the following lemma to verify the remaining conditions:

Lemma 6.6. The diagrams D.P; T / and D. zP ; T / have the same cuts.

Proof. Given an integer c 2 Œ1; N �, if pi � c < tiC1, then Qpi D pi � c < tiC1.
Therefore CP;T � C zP;T . On the other hand, if Qpi < tiC1, then Qpi is defined by
(}) or (~). We then have Œ Qpi ; tiC1 � 1� � CP;T , by Observation 6.4. Therefore
CP;T � C zP;T . �

Proof of Proposition 6.2. We show that zP satisfies conditions (2) and (3).

zP satisfies (2) .ZP;T D Z zP;T /: By Lemma 6.6, the diagrams D.P; T / and
D. zP ; T / have the same cuts. We still have to prove that LP;T D L zP;T . Suppose
c 2LP;T . Then, by Proposition 2.6, either pi D ti DN C1�c for some i or c is a
zero column of D.P; T /. If pi D ti DN C1� c for some i , then pi < tiC1, so Qpi
must follow case (}) of the construction. Thus Qpi D ti DN C 1� c, so c 2 L zP;T .
On the other hand, if c is a zero column in D.P; T /, then pi < c < tiC1 for some
i . Once again we have Qpi D pi , so c is a zero column in D. zP ; T /, and therefore
an element of L zP;T .

Now suppose c 2L zP;T . If Qpi < c < tiC1 for some i , then Qpi satisfies (}) or (~).
Either way, we must have c 2 LP;T . On the other hand, if .i; N C 1� c/ is a lone
star in D. zP ; T / for some i , then Qpi D ti DN C 1� c. Thus, Qpi 2 C zP;T D CP;T .
In this case .i; ti / is a lone star in D.P; T /, and c 2 LP;T .

zP satisfies (3) . zP ! T /: Since Qpi � tiC1 for 1� i �m�1, the diagram D. zP ; T /

has no 2�2 squares. If Qpi D tiC1 for some i , then tiC1�1 is not a cut in D.P; T /.
By Lemma 6.6 it is also not a cut in D. zP ; T /, so column N C 1� Qpi cannot be a
zero column in D. zP ; T /. �

6C. TypeD. LetX WDOG.m; 2nC2/ be a type-D Grassmannian, letN WD2nC2,
and let T � P be Schubert symbols in �.X/. Unfortunately the Schubert symbol
P 0 constructed in Section 6A fails to satisfy the conditions of Proposition 6.2, as
the following example illustrates:
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Example 6.7. Consider OG.2; 6/, and let T Df1; 3g and P Df5; 6g. The projected
Richardson varietyZP;T is the quadric hypersurface of P5 consisting of all isotropic
lines in C6. Since P 0 D f3; 6g and the variety ZP 0;T satisfies the additional linear
equation x4D 0, we have ZP;T ¤ZP 0;T . Furthermore, P 0 6! T , since p1D t2D 3
is a cut in D.P 0; T /— the exceptional center cut�

� � � 0 0 0

0 0 � � � �

�
:

We therefore define the set zP D f Qp1; : : : ; Qpmg as follows:
If pi < tiC1, then

Qpi D pi : (?)

On the other hand, if pi � tiC1 and tiC1� 1 62 C, then

Qpi D

�
tiC1 if tiC1 62 fnC 1; nC 2g;
N C 1� tiC1 if tiC1 2 fnC 1; nC 2g:

(�)

Finally, if pi � tiC1 and tiC1� 1 2 C, then

Qpi Dmaxfc 2 Œti ; tiC1� 1� j c 62 Lg: (�)

Note that since ti cannot be in L, the set fc 2 Œti ; tiC1� 1� j c 62Lg is nonempty.
Thus Qpi is well-defined.

Recall that � is the permutation of f1; : : : ; 2nC 2g that interchanges nC 1 and
nC 2 and leaves all other numbers fixed. We make the following observation:

Observation 6.8. zP is equal to �P 0 or P 0. Moreover, zP D �P 0 if and only if there
exists an element Qpi defined by case (�) and tiC1 2 fnC 1; nC 2g.

Given a type-D Schubert symbol R, the set �R is also a Schubert symbol, since
the isotropic condition is preserved. We therefore have the following corollary:

Corollary 6.9. zP is a Schubert symbol.

The following observations are exact restatements of Observations 6.3 and 6.4
for type D. We give a brief proof of the first, whereas the second follows directly
from the construction of zP .

Observation 6.10. For any 1� i �m, Qpi 62 LP;T .

Proof. If Qpi is defined by case (?), or if it is defined by case (�) and tiC1 62
fnC1; nC2g, then Qpi 2P [T . By Corollary 4.13, it is not in LP;T . If it is defined
by case (�), then by its construction it cannot be in LP;T .

Finally, suppose Qpi is defined by case (�) and tiC1 2 fnC 1; nC 2g. If Qpi D
N C 1� tiC1 2 LP;T , then tiC1� 1 2 CP;T , contradicting the assumption that Qpi
is defined by case (�). �
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Figure 2. Center columns of D. zP ; T / in Lemma 6.12.

Observation 6.11. If Qpi is produced by case (?) or case (�) of the previous
construction, then Œ Qpi ; tiC1 � 1� � CP;T . Furthermore, if Qpi < tiC1 � 1, then
Œ Qpi C 1; tiC1� 1�� LP;T .

We will now proceed to prove that T � P , zP ! T , ZP;T DZ zP;T , and zP � P ,
in that order. We begin with an important lemma:

Lemma 6.12. If nC 1 2 ŒT �\ Œ zP �, then t.T /D t. zP /.

Proof. Suppose Qpi 2 fnC 1; nC 2g for some i and tj 2 fnC 1; nC 2g for some j .
Since Qpk� tk>nC2 for all k>j , we have i�j . Furthermore, Qpk�1� tk<nC1

for all k < j , so i � j � 1. Thus we either have i D j or i C 1D j .

Case 1: i D j . We claim that ti D Qpi 2 fnC1; nC2g. Suppose on the contrary that
ti D nC1 and Qpi D nC2. Since tiC1¤ nC1, Qpi is not defined by (�). Therefore,
by Observation 6.11, Qpi 2 CP;T . It follows that both n and nC 2 are in QP;T , so,
by Lemma 4.14, either nC 1 or nC 2 is in LP;T . But neither ti nor Qpi can be in
LP;T , by Corollary 4.13 and Observation 6.10. To avoid this contradiction, we
must have ti D Qpi 2 fnC 1; nC 2g. Thus, nC 1 is a visible cut in D. zP ; T /, and
#.Œ1; nC 1�\T /D #.Œ1; nC 1�\ zP /. In other words, t.T /D t. zP /.

Case 2: iC1D j . If Qpi D tiC1, then Qpi is defined by (�) and tiC1 62 fnC1; nC2g.
Hence Qpi 62 fnC1; nC2g, a contradiction. It follows that Qpi ¤ tiC1. If Qpi D nC1
and tiC1 D nC2, then nC1 is a visible cut in D. zP ; T /, as seen on the left side of
Figure 2. On the other hand, if Qpi D nC 2 and tiC1 D nC 1, as seen on the right
side, then #.Œ1; nC1�\T /D #.Œ1; nC1�\ zP /C2, so once again t.T /D t. zP /. �

Lemma 6.12 says that ft. zP /; t.T /g ¤ f0; 1g. Since we also know that T � zP by
construction, we have the following immediate corollaries:

Corollary 6.13. T � zP .

Proof. The condition that ft. zP /; t.T /g D f0; 1g is necessary for T ˜ zP . �
Corollary 6.13 says that zP satisfies the first half of condition (1) of Proposition 6.2.

We prove the second half in Proposition 6.21.

Corollary 6.14. The diagramD. zP ; T / has no exceptional cuts, except possibly the
center cut nC 1.
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Proof. The condition that ft. zP /; t.T /g D f0; 1g is necessary for the existence of an
exceptional cut other than the center cut. �

In fact, any noncentral exceptional cut in D.P; T / becomes a visible cut in
D. zP ; T /. However, we will only need this fact in the special case that the excep-
tional cut is less than nC 1:

Lemma 6.15. If 1� c � n is an exceptional cut in D.P; T /, then c is a visible cut
in D. zP ; T /.

Proof. Since c is an exceptional cut in D.P; T /, we have that #.Œ1; c� \ T / D
#.Œ1; c�\P /C 1. In other words, there exists exactly one integer i 2 Œ1;m� such
that ti � c < pi .

Since row i is the only row crossing from column c to column cC 1, we must
have cC1� tiC1. Furthermore, since nC1 2 ŒT �, we must have tiC1 � nC2. We
will show that Qpi � c, and hence that c is a visible cut in D. zP ; T /. We divide the
rest of our argument into two cases:

Case 1: cC 1D tiC1. Since c 2 CP;T , Qpi is defined by (�), it follows that Qpi � c.

Case 2: cC 1 < tiC1 � nC 2. We claim that pi � tiC1. To see why, suppose for
the sake of contradiction that pi < tiC1. Then pi is a visible cut in D.P; T /, and
#.Œ1; pi �\T /D #.Œ1; pi �\P /. If pi <nC1, then since ŒpiC1; nC1�� ŒP �\ ŒT �
and t.T /¤ t.P / (which follow from the fact that c is an exceptional cut), we have
T ˜ P , a contradiction. If pi D nC 1, then #.Œ1; nC 1�\T /D #.Œ1; nC 1�\P /,
so t.P /D t.T /, contradicting the assumption that c is an exceptional cut. Finally,
if pi > nC 1, then tiC1 > nC 2, contradicting the assumption that nC 1 2 ŒT �. It
follows that pi � tiC1, as claimed.

Now note that any d 2 ŒcC 1; tiC1� 1� must be an exceptional cut in D.P; T /,
since #.Œ1; d �\T /D #.Œ1; d �\P /C1 (in particular row i is the only row crossing
from column d to column d C 1). Furthermore, for each d 2 Œc C 1; tiC1 � 1�,
we have N C 1 � d 2 T , since d 62 T and Œc C 1; nC 1� 2 ŒT �. It follows that
column N C1�d contains a lone star in D.P; T /, and hence that d 2LP;T . Since
ŒcC 1; tiC1� 1�� LP;T , it follows that Qpi is defined by (�) and that Qpi � c. �

The following proposition will also be needed:

Proposition 6.16. CP;T [fnC 1g D C zP;T [fnC 1g.

Proof. By Corollary 6.14, there are no exceptional cuts in D. zP ; T /. If c is a visible
cut in D. zP ; T /, then Qpi � c < tiC1 for some 1 � i �m� 1. If Qpi is defined, by
(?) or (�), then, by Observation 6.11, c 2 CP;T . Otherwise Qpi is defined by (�) and
Qpi D c D nC 1. Since all visible cuts in C zP;T are contained in CP;T [ fnC 1g,

the same is true for apparent cuts. It follows that C zP;T � CP;T [fnC 1g.
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On the other hand, if pi < tiC1 then Qpi D pi < tiC1. Thus any visible cut
c 2 CP;T is also contained in C zP;T . If c < nC 1 is an exceptional cut in D.P; T /,
then, by Lemma 6.15, c 2 C zP;T . It follows that CP;T � C zP;T [fnC 1g. �

We can now prove that zP satisfies condition (3) of Proposition 6.2.

Proposition 6.17. zP ! T .

Proof. By Corollary 6.13, T � zP . The construction of zP ensures that Qpi is never
greater than tiC1 except possibly when tiC1 D nC 1 and Qpi D nC 2. Furthermore,
if Qpi D tiC1, then tiC1� 1 is not a cut in D.P; T /. Therefore tiC1 cannot be a cut
in D.P; T / either, since that would make .i C 1; tiC1/ a lone star in D.P; T / and
hence make tiC1� 1 a cut in D.P; T /, by Proposition 4.10. It follows that tiC1 is
not a cut in D. zP ; T /, by Proposition 6.16. �

We will now show that ZP;T DZ zP;T by examining the diagrams D.P; T / and
D. zP ; T /. Recall that the quadratic equations definingZP;T are entirely determined
by CP;T , the set of cuts in the D.P; T /.

Notice that CP;T is not equal to C zP;T in general, because our construction of zP
adds the center cut nC1 whenever pi > tiC1 D nC2. By Proposition 6.16, that is
the only change in the cut set, and the addition of the center cut does not alter the
equations in these cases.

In fact, by Proposition 6.16,ZP;T andZ zP;T satisfy the same quadratic equations:
namely, ffc j c 2 .CP;T \ Œ1; n�/[fnC 1gg. The following proposition shows that
they satisfy the same linear equations as well:

Proposition 6.18. LP;T D L zP;T .

Proof. Suppose c 2 L zP;T . If c is a zero column in D. zP ; T /, then Qpi < c < tiC1
for some i . Whether Qpi satisfies (?) or (�), we then have c 2 LP;T .

If c is not a zero column in the diagram, then column N C 1� c contains a lone
star in D. zP ; T /. If neither N C 1� c nor N � c are exceptional cuts in D. zP ; T /
then we must have ti D Qpi D N C 1 � c for some i , by Proposition 2.6. Thus
ti 2 C zP;T , and hence, by Proposition 6.16, ti 2 CP;T . It follows that .i; ti / is a
lone star in D.P; T / and c 2 LP;T . On the other hand, if either N C 1 � c or
N � c is an exceptional cut in D.P; T / then, by Corollary 6.14, nC 1 must be that
exceptional cut. It follows that c 2 fnC 1; nC 2g. Since c 2L zP;T , we have that n
and nC 2 are in C zP;T , and hence in CP;T by Proposition 6.16. By Lemma 4.14,
either nC 1 or nC 2 (that is, either c or N C 1� c) must be in LP;T . But column
N C1� c contains a lone star in D. zP ; T /, and hence N C1� c 2 T [ zP . Thus by
Corollary 4.13 and Observation 6.10, it is impossible for N C 1� c to be in LP;T .
Therefore c 2 LP;T . It follows that L zP;T � LP;T .

On the other hand, if c 2 LP;T , then c � 1 and c are both cuts in D.P; T /. By
Proposition 6.16, they are both cuts in D. zP ; T / as well, and therefore either c or
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N C 1� c is in L zP;T by Lemma 4.14. If N C 1� c 2 L zP;T , then we have shown
that N C 1� c 2 LP;T as well. In that case, by Corollary 4.13, D.P; T / does not
have a lone star in column N C 1� c, so c must be a zero column in D.P; T /. In
other words pi < c < tiC1 for some i . But then Qpi D pi , so c is a zero column in
D. zP ; T / as well. �

We have condition (2) of Proposition 6.2 as an immediate corollary:

Corollary 6.19. ZP;T DZ zP;T .

Finally, we prove that zP � P , and hence that the Richardson variety Y zP;T
is indeed contained in YP;T . Our proof will require the following somewhat
technical lemma:

Lemma 6.20. Suppose t.T /¤ t.P /, and that there exists an integer 1� c � n such
that c 62 ŒT � and ŒcC 1; nC 1�� ŒP �\ ŒT �\ Œ zP �. Then c 62 ŒP �\ Œ zP �.

Proof. Suppose for the sake of contradiction that c 2 ŒP �\ Œ zP �. We divide our
argument into four cases.

Case 1: c 2 zP and N C 1� c 2 P . In this case, Qpi D c for some i 2 Œ1;m� and
pj DN C 1� c for some j 2 Œ1;m�.

Since c 62 T , Qpi is defined by (?) or (�). Hence Qpi 2 CP;T by Observation 6.11.
Since pj � 1 D N � Qpi is also a cut in D.P; T /, it follows that .j; pj / is a lone
star in D.P; T /, and therefore that Qpi 2 LP;T , contradicting Observation 6.10.

Case 2: c 2 P and N C 1� c 2 zP . In this case, pi D c for some i 2 Œ1;m� and
Qpj DN C 1� c for some j 2 Œ1;m�.

Since N C 1 � c 62 T , Qpj is defined by (?) or (�). Hence Qpj 2 CP;T by
Observation 6.11. Since pi � 1 D N � Qpj is also a cut in D.P; T /, it follows
that .i; pi / is a lone star in D.P; T /, and therefore that Qpj 2 LP;T , contradicting
Observation 6.10.

Case 3: c 2 zP \P . In this case, pi D c for some i .
Let ` WD n C 1 � c. Since Œc C 1; n C 1� � ŒP �, Lemma 4.6 tells us that

ŒpiC1; piC`�� ŒcC1;N � c�. We will show that QpiC1 < cC1 and that QpiC`C1 >
N�c, contradicting the assumption that ŒcC1; nC1�� zP and hence the assumption
that #.ŒcC 1;N � c�\ zP /D ` (by Lemma 4.6), since in this case there can be at
most `� 1 elements of zP contained in the interval ŒcC 1;N � c�.

We will first show that QpiC1 < c C 1. Since c 2 zP , it must be the case that
Qpj D c for some j � i . We will show that j D i C 1.

Note that if pi D Qpi < tiC1 then #.Œ1; c�\T /D #.Œ1; c�\P /, and hence T ˜P
(since t.T /¤ t.P /), contradicting the assumption that T � P .

Also note that if pi D Qpi D tiC1, then tiC1 D c, contradicting the assumption
that c 62 ŒT �.
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Therefore, Qpj D c for some j > i . Furthermore, Qpj is defined by (�) since
c < tjC1, and hence Qpj 2 CP;T .

However, neither c nor N �c is a visible cut in D.P; T /, since that would imply
T ˜ P by Corollary 4.8. It follows that c is an exceptional cut in D.P; T /.

Since c is an exceptional cut, and since pi D c, row i C 1 must be the only
row crossing from column c to column cC 1, by Corollary 4.8. In other words
tiC1 < c < piC1 and tiC2 > c. Thus j D i C 1 and QpiC1 D Qpj D c < cC 1.

It remains to show that QpiC`C1 >N � c.
Since ŒcC 1; nC 1�� ŒT �, and since tiC1 < c < tiC2, Lemma 4.6 tells us that

ŒtiC2; tiC`C1�� ŒcC1;N �c�. Furthermore, row iC`C1 must cross from column
N � c to column N � cC 1, since N � cC 1� piC`C1.

In fact, tiC`C1 <N � cC 1 < piC`C1, since piC`C1 ¤N � cC 1 (due to the
fact that c 2 P ). Therefore N � cC1 is not a visible cut in D.P; T /. It is not even
an apparent cut, since ti < c D pi . Finally, N C 1� c is not an exceptional cut,
since c 62 ŒT �. Thus N C 1� c 62 CP;T .

Note that tiC`C2 >N �cC1. Thus, if QpiC`C1 is defined by (�), then QpiC`C1 >
N � cC1. Furthermore, if QpiC`C1 is defined by (?) or (�), then since N C1� c 62
CP;T and tiC`C2 >N � cC 1, we must again have QpiC`C1 >N � cC 1.

Case 4: N C 1� c 2 zP \P . As in the previous case, let ` WD nC 1� c. We have
pj D N C 1� c for some j . Since ŒcC 1; nC 1�� ŒP �, we have Œpj�`; pj�1��
ŒcC 1;N � c� by Corollary 4.8. We will show that Qpj >N � c and Qpj�` < cC 1,
contradicting the assumption ŒcC 1; nC 1�� Œ zP �.

We will first show that Qpj >N � c. Suppose for the sake of contradiction that
Qpk D N C 1� c for some k > j . Then, since N C 1� c 62 T , Qpk is defined by

(?) or (�), and is therefore a cut in D.P; T / by Observation 6.11. Since c 62 ŒT �, it
follows that Qpk is not an exceptional cut. Since tk � Qpk D pj < pk , it follows that
Qpk is not a visible cut either.

But Qpk is a cut, and hence c � 1 must be a visible cut in D.P; T /. Since c 62 T ,
c must be a zero column inD.P; T /. But then c is a visible cut, so by Corollary 4.8
T ˜P , a contradiction. It follows that kD j , and hence that Qpj DNC1�c >N�c.

It remains to show that Qpj�` < cC 1. Since pj D Qpj D N C 1� c, and since
N C 1� c 62 T , it must be the case that Qpj is defined by (?), and therefore that pj
is a visible cut in D.P; T /. It follows that row j is the only row crossing from
column N � c to column N � cC 1, and hence that c and N � c are exceptional
cuts in D.P; T / by Corollary 4.8.

By Lemma 6.15, c is a visible cut in D. zP ; T /. It follows that Qpj�` � c,
since tj�` � c. �

We can now prove that zP satisfies the latter half of condition (1) of Proposition 6.2.

Proposition 6.21. zP � P .
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Proof. Note that zP �P by construction. Assuming zP <P , suppose zP ˜P for the
sake of contradiction. It follows that t. zP /¤ t.P /, and that there exists an integer
c 2 Œ1; n� such that ŒcC 1; nC 1�� Œ zP �\ ŒP � and #.Œ1; c�\ zP /D #.Œ1; c�\P /.

Case 1: nC1 62 ŒT �. Since nC12 Œ zP �, we have Qpi 2fnC1; nC2g for some i . Since
nC 1 62 ŒT �, Qpi must be defined by (?) or (�). By Observation 6.11, Qpi 2 CP;T . If
Qpi D nC1, this means nC12CP;T . If Qpi D nC2, then also we have nC12CP;T .

To see why, note that both n and nC1 are in QP;T , so by Lemma 4.14 either nC1
or nC 2 is in LP;T .

If nC1 is an exceptional center cut inD.P; T /, then pj DnC2<tjC1 for some j ,
since nC1 62 ŒT �. In this case, Qpj D pj D nC2, and hence nC1 is a visible cut in
D.P; zP /. On the other hand, if nC 1 is a visible cut in D.P; T /, then it must be a
visible cut in D.P; zP / as well. It follows that #.Œ1; nC1�\P /D #.Œ1; nC1�\ zP /.
In other words t.P /D t. zP /, a contradiction.

Case 2: nC 1 2 ŒT �. Since nC 1 2 ŒT �\ Œ zP �, Lemma 6.12 implies t.T /D t. zP /.
Since we are assuming t. zP /¤ t.P /, this means t.T /¤ t.P /. We can therefore
invoke Lemma 6.20 n� c times to deduce that ŒcC 1; nC 1�� ŒT �.

We divide the remainder of the proof into three subcases, depending on the
number of rows crossing from column c to column cC 1 of D.P; T /.

Case 2a: #.Œ1; c�\ T / D #.Œ1; c�\P /. Since t.T / ¤ t.P / and Œc C 1; nC 1� �
ŒT �\ ŒP �, we have T � P , a contradiction.

Case 2b: #.Œ1; c�\ T / D #.Œ1; c�\ P /C 1. In other words there is exactly one
integer i such that ti � c < pi . Furthermore, c is an exceptional cut in D.P; T /,
since ŒcC1; nC1�� ŒT � and t.T /¤ t.P /. Therefore, by Lemma 6.15, c is a visible
cut in D. zP ; T /. This means Qpi � c < tiC1. But c < pi , so we have Qpi � c < pi ,
contradicting the assumption that #.Œ1; c�\ zP /D #.Œ1; c�\P /.

Case 2c: #.Œ1; c� \ T / � #.Œ1; c� \ P /C 2. Let i be the smallest integer such
that ti � c < pi . Note that tiC1 � c < piC1. Since Qpi � tiC1 � c, it follows that
#.Œ1; c�\ zP /> #.Œ1; c�\P /, again contradicting the assumption that #.Œ1; c�\ zP /D
#.Œ1; c�\P /. �

Combining Propositions 6.17 and 6.21, and Corollaries 6.13 and 6.19, we see
that the Schubert symbol zP satisfies all three conditions of Proposition 6.2. By the
discussion at the beginning of Section 6, this completes the proof of Theorem 1.1.

7. The Grothendieck ring

In this section we summarize some facts about K-theory which will be used in
Sections 8 and 9. Further details can be found in [Fulton 1998] or [Brion 2005].

Given an algebraic variety X , let K0.X/ denote the Grothendieck ring of alge-
braic vector bundles on X . Let K0.X/ denote the Grothendieck group of coherent
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OX -modules, which is a module overK0.X/. Both the ring structure ofK0.X/ and
the module structure of K0.X/ are defined by tensor products. A closed subvariety
Z �X has a Grothendieck class ŒOZ � 2K0.X/ defined by its structure sheaf. If X
is nonsingular, the map K0.X/!K0.X/ sending a vector bundle to its sheaf of
sections is an isomorphism, and we write K.X/ WDK0.X/ŠK0.X/, which we
refer to as the Grothendieck ring of X .

A morphism of varieties f W X ! Y defines a pullback ring homomorphism
f � W K0.Y /! K0.X/ by pullback of vector bundles. If f is proper, then there
exists a pushforward group homomorphism f� W K0.X/! K0.Y /. Both these
maps are functorial with respect to composition of morphisms. The projection
formula says that f� is a K0-module homomorphism, in the sense that

f�.f
�A �B/DA �f�B; (3)

where A 2K0.Y / and B 2K0.X/. If X is a complete variety, then the sheaf Euler
characteristic map �X WK.X/!K.point/D Z is defined to be the pushforward
along the morphism X ! point.

We need the following well-known fact (see, e.g., [Buch and Ravikumar 2012,
Lemma 2.2]).

Lemma 7.1. Let X be a nonsingular variety, and let Y and Z be closed varieties
of X with Cohen–Macaulay singularities. Assume that each component of Y \Z
has dimension dim.Y /C dim.Z/� dim.X/. Then Y \Z is Cohen–Macaulay and
ŒOY � � ŒOZ �D ŒOY\Z � in K.X/.

Finally we recall some facts about theK-theory of the projective space PN�1. Let
h2K.PN�1/ be the class of a hyperplane. Then hj is the class of a codimension-j
linear subvariety, 2h� h2 is the class of a quadric hypersurface, and K.PN�1/D
ZŒh�=.hN /. The sheaf Euler characteristic �PN�1 WK.PN�1/! Z is determined
by hj 7! 1 for 1� j < N .

8. Computing triple intersection numbers

Let X WD IG!.m;CN / be a Grassmannian of type B , C , or D. In this section, we
calculate the K-theoretic Pieri-type triple intersection numbers

�X .ŒOXP
� � ŒOXT � � ŒOX.r/

�/; (4)

where T � P are Schubert symbols in �.X/ and X.r/ �X is a special Schubert
variety, which we will define shortly for each type of Grassmannian. Our technique
relies on the projection formula to move our calculation to theK-theory of projective
space. A similar technique was used for the type-A Grassmannian in [Buch and
Ravikumar 2012].
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Recall the projections � and  from IF WD IF!.1;m;CN / to X and Z WD
IG!.1;CN / respectively. Since the K-theoretic pushforward is functorial with
respect to composition, the following diagram commutes:

K.IF/

K.X/

K.Z/

Z

��

 �

�IF

�X

�Z

Lemma 8.1. Let X WD IG!.m;CN / be a Grassmannian of type B , C , or D. Sup-
pose there exists a Schubert varietyW �Z WD IG!.1;CN / such that �. �1.W //D
X.r/. We then have

�X .ŒOXP
� � ŒOXT � � ŒOX.r/

�/D �Z.ŒOZP;T
� � ŒOW �/ (5)

for any Schubert symbols T � P .

Proof. Since ��1.XP / and ��1.XT / are opposite Schubert varieties in IF, it
follows that ��1.YP;T / is a Richardson variety in IF (see, e.g., [Brion 2005]). By
[Knutson et al. 2014, Theorem 4.5] or [Billey and Coskun 2012, Theorem 3.3],
the projection  W ��1.YP;T /!ZP;T is cohomologically trivial, in the sense that
 �ŒO��1.YP;T /

�D ŒOZP;T
�. Since � is flat, it follows that

 ��
�ŒOYP;T

�D ŒOZP;T
� 2K.Z/:

Similarly, � W  �1.W /!X.r/ is cohomologically trivial and � is flat, so we have

�� 
�ŒOW �D ŒOX.r/

� 2K.X/:

It is known that all Schubert varieties have rational singularities [Mehta and Srinivas
1987]. Therefore by Lemma 7.1 and two applications of the projection formula,
we have

�X .ŒOXP
� � ŒOXT � � ŒOX.r/

�/D �X .ŒOYP;T
� ��� 

�ŒOW �/

D �IF.�
�ŒOYP;T

� � �ŒOW �/

D �Z. ��
�ŒOYP;T

� � ŒOW �/

D �Z.ŒOZP;T
� � ŒOW �/: �

By Lemma 8.1, the projected Richardson variety ZP;T assumes a crucial role
in the calculation of (4). Let q be the number of quadratic equations and let l be
the number of linear equations defining ZP;T as a complete intersection in PN�1

(from Sections 2 and 4 we know that q D #fc 2 QP;T W c > 0 and c � 1 62 QP;T g
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and l D #LP;T ). We now calculate (4) when X has Lie-type C , B , or D, in that
order, finally presenting a unified treatment in Corollary 8.7.

8A. Type C . Let X D SG.m; 2n/. Note that SG.1; 2n/, the image of  , is equal
to P2n�1. The codimension-r special Schubert variety X.r/ is defined for 1� r �
2n�m by

X.r/ WD f† 2X W dim.†\E2n�m�rC1/� 1g

In other words, X.r/ D �. �1.W //, where W WD P.E2n�m�rC1/. Note that W
is a linear subvariety of P2n�1 and therefore a Schubert variety.

Proposition 8.2. Let X WD SG.m; 2n/. Given T �P in�.X/ and 1� r � 2n�m,
we have

�X .ŒOXP
� � ŒOXT � � ŒOX.r/

�/D

2n�m�r�l�qX
jD0

�q
j

�
.�1/j .2/q�j ;

where we define
�
q
j

�
to be zero for j > q.

Proof. The triple intersection number is equal to �P2n�1.ŒOZP;T
� � ŒOW �/, by

Lemma 8.1. Since ZP;T is a complete intersection defined by l linear and q
quadratic polynomials, we have ŒOZP;T

�D hlhq.2�h/q . Since ŒOW �D hm�1Cr ,
it follows that

ŒOZP;T
� � ŒOW �D h

mCrClCq�1.2� h/q

D

2n�m�r�l�qX
jD0

hmCrClCq�1
�q
j

�
.�h/j .2/q�j ;

where we define
�
q
j

�
to be zero for j > q. Taking sheaf Euler characteristic yields

the desired triple intersection formula. �

8B. TypeB. LetX WDOG.m; 2nC1/. LetQ WDOG.1; 2nC1/ denote the quadric
hypersurface of isotropic lines in P2n, with inclusion � WQ ,! P2n.

We describe the Schubert varieties relative to E� for the odd-dimensional quadric
Q. For 0 � j � 2n � 1 there is exactly one codimension-j Schubert variety
Q.j / �Q, defined by

Q.j / D

�
P.E2nC1�j /\Q if 0� j � n� 1;
P.E2n�j / if n� j � 2n� 1:

The Schubert varieties Q.j / have a straightforward Bruhat ordering:

Q.2n�1/ Q.2n�2/ Q.n/ Q.n�1/ Q.1/ Q.0/ DQ.

P.E1/ P.E2/ P.En/

P.EnC2/\Q P.E2n/\Q

� � � � � � � � � � � � �
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We mention some facts about the Schubert classes in K.Q/ (see [Buch and
Samuel 2014] for details). For 0� j � n� 1, we have ŒOQ.j /

�D ��.hj /. Pushfor-
wards of Schubert classes are given by

��ŒOQ.j /
�D

�
hj .2h� h2/ for 0� j � n� 1;
hjC1 for n� j � 2n� 1:

Returning to the type-B Grassmannian X , the codimension-r special Schubert
variety X.r/ is defined by

X.r/ D f† 2X W P.†/\Q.mC1�r/ ¤∅g

for 1� r � 2n�m. In other words, X.r/ D �. �1.Q.mC1�r///.
We now rewrite the type-B triple intersection number as the sheaf Euler char-

acteristic of a K.P2n/ class. The final step of computing Euler characteristic is
exactly the same as in Proposition 8.2, and is postponed to the unified formula in
Corollary 8.7.

Proposition 8.3. LetX WDOG.m; 2nC1/. For T �P in�.X/ and 1� r �2n�m,
we have

�X .ŒOXP
� � ŒOXT � � ŒOX.r/

�/

D

8<:
�P2n.hmCrClCq�1.2� h/q/ if r � n�m;
�P2n.hmCrClCq�1.2� h/q�1/ if r > n�m and q > 0;
�P2n.hmCrCl�1/D 0 if r > n�m and q D 0:

Proof. By Lemma 8.1, we must simplify �Q.ŒOZP;T
� � ŒOQ.m�1Cr/

�/. In certain
situations we can use the projection formula along � to do this.

Situation 1: Suppose r � n�m. In this case, m� 1C r � n� 1. It follows that
the inclusion �.Q.m�1Cr// is a complete intersection in P2n cut out by m� 1C r
linear equations and the single quadratic equation defining Q. Thus, ŒOQ.m�1Cr/

�D

��.hm�1Cr/. Using the projection formula, we have

�Q.ŒOZP;T
� � ŒOQ.m�1Cr/

�/D �Q.ŒOZP;T
� � ��.hm�1Cr//

D �P2n.ŒOZP;T
� � hm�1Cr/

D �P2n.hlCqCmCr�1.2� h/q/:

Situation 2: Suppose q, the number of quadratic equations defining ZP;T , is
greater than zero. By ignoring one of the quadratic equations defining ZP;T , we
define a larger subvariety Z0 � P2n such that ZP;T D Z0 \Q. It follows that
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ŒOZP;T
�D ��ŒOZ0 �, so by the projection formula we have

�Q.ŒOZP;T
� � ŒOQ.m�1Cr/

�/

D �Q.�
�ŒOZ0 � � ŒOQ.m�1Cr/

�/

D �P2n.ŒOZ0 � � ��ŒOQ.m�1Cr/
�/

D

�
�P2n.hlhq�1.2� h/q�1 � hm�1Cr.2h� h2// if r � n�m;
�P2n.hlhq�1.2� h/q�1 � hmCr/ if r > n�m;

D

�
�P2n.hlCqCmCr�1.2� h/q/ if r � n�m;
�P2n.hlCqCmCr�1.2� h/q�1/ if r > n�m:

Note that these situations are not mutually exclusive, and that when r � n�m and
q > 0 both methods agree.

Situation 3: Suppose r > n�m and qD 0. In this case, both ZP;T and Q.m�1Cr/
can be thought of as linear subvarieties of P2n that are contained in Q. Note that
��ŒOZP;T

�D hl and ��ŒOQ.m�1Cr/
�D hmCr , but that

��.ŒOZP;T
� � ŒOQ.m�1Cr/

�/D hmCrCl�1;

since one of these linear equations is redundant in the intersection of generic
translates of ZP;T and Q.m�1Cr/. However, the integer mC r C l � 1 is at least
2nC 1, and therefore the Grothendieck class hmCrCl�1 2K.P2n/ vanishes. �

8C. Type D. Let X WD OG.m; 2n C 2/. Let Q WD OG.1; 2n C 1/ denote the
quadric hypersurface of isotropic lines in P2nC1 with inclusion � WQ ,! P2nC1.
We describe the Schubert varieties relative to E� for the even-dimensional quadric
Q. Let zEnC1 D he1; : : : ; en; enC2i.

The quadric Q has two Schubert varieties of codimension n, defined by

Q.n/ WD P.EnC1/ and zQ.n/ WD P. zEnC1/:

For j ¤ n, there is a single codimension-j Schubert variety, defined by

Q.j / D

�
P.E2nC2�j /\Q if 0� j � n� 1;
P.E2nC1�j / if nC 1� j � 2n:

The Schubert varieties in Q have the following Bruhat order:

Q.2n/ Q.2n�1/ Q.nC1/

Q.n/

zQ.n/

Q.n�1/ Q.1/ Q.0/ DQ

P.E1/ P.E2/ P.En/
P.EnC1/

P. zEnC1/
P.EnC3/\Q

P.E2nC1/\Q

� � � � � �

�

�

�

�

� � � � � �
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We mention some facts about the Grothendieck ring K.Q/, which can be found
in [Buch and Samuel 2014, pp. 17–18]. As in type B , we have ŒOQ.j /

�D ��.hj / for
0� j � n�1. Pushforwards of Schubert classes are the same as in type B , the only
addition being that ��ŒOQ.n/

�D ��ŒO zQ.n/
�D hnC1. The products of codimension-n

classes with one another depend on the parity of n, in the sense that

ŒOQ.n/
�2 D ŒO zQ.n/

�2 D

�
ŒOQ.2n/

�D ŒOpoint� if n is even,
0 if n is odd;

whereas

ŒOQ.n/
� � ŒO zQ.n/

�D

�
0 if n is even;
ŒOQ.2n/

�D ŒOpoint� if n is odd:

The maximal even orthogonal Grassmannian OG.nC 1; 2nC 2/ has two con-
nected components. For any † 2 OG.nC 1; 2nC 2/, let t.†/ 2 f0; 1g to be the
codimension mod 2 of † \ EnC1 in EnC1. If L � Q and L0 � Q are linear
subvarieties of codimension n in Q, then the affine cones ƒ.L/ and ƒ.L0/ are
elements of OG.nC 1; 2nC 2/. The K.Q/ classes ŒOL� and ŒOL0 � are equal if and
only if ƒ.L/ and ƒ.L0/ are in the same SO.2nC 2/-orbit, which is the case if and
only if t.ƒ.L//D t.ƒ.L0//. For any codimension-n linear subvariety L�Q, we
let t.ŒOL�/ WD t.ƒ.L//. It is easy to check that t.ŒOQ.n/

�/D 0 and t.ŒO zQ.n/
�/D 1.

Hence, for A and B in fŒOQ.n/
�; ŒO zQ.n/

�g, we have

A �BD ..t.A/C t.B/CnC 1/ .mod 2//ŒOQ.2n/
�;

where mod 2 means “remainder mod 2”: the coefficient is 1 if t.A/C t.B/CnC1

is odd, and 0 otherwise.
The following lemma describes t.ŒOZP;T

�/ whenever ZP;T has codimension n
in Q. The lemma is adapted from the definition of the function h.P; T / in [Buch
et al. 2009, §5.2].

Lemma 8.4. IfZP;T is a linear subvariety of codimension n in the quadricQ, then
t.ZP;T /� jS jC jS

0jCnC 1 .mod 2/, where

S D fi 2 Œ1; nC 1� W tj � i � pj for some j g;

S 0 D fp 2 P W p � nC 2 and 2nC 3�p 2 Sg:

Proof. Let ƒ.ZP;T / � C2nC2 be the affine cone over ZP;T � P2nC1. Note that
jS j is the number of c 2 Œ1; nC 1� such that c is not a zero column in D.P; T /,
and that jS 0j is the number of nonzero columns c 2 Œ1; nC 1� such that column
N C 1� c of D.P; T / contains a lone star. It follows that jS j � jS 0j is the number
of c 2 Œ1; nC 1� such that ec 2ƒ.ZP;T /, and hence that nC 1� .jS j � jS 0j/ is the
codimension of ƒ.ZP;T /\EnC1 in EnC1. �
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We give an example in which t.ŒOZP;T
�/ affects a product in K.Q/ (which is in

fact a triple intersection number).

Example 8.5. Consider OG.2; 8/, and let P D f1; 4g and T D f1; 2g. In this case
t.ŒOZP;T

�/D 0. It follows that ŒOZP;T
��ŒOQ.n/

�D .0C0C3C1 mod 2/ŒOQ.2n/
�D 0

and ŒOZP;T
� � ŒO zQ.n/

�D .0C 1C 3C 1 mod 2/ŒOQ.2n/
�D ŒOQ.2n/

�.

Returning to the even orthogonal Grassmannian X , the codimension-r special
Schubert variety X.r/ is defined by X.r/ WD f† 2X W P.†/\Q.m�1Cr/ ¤∅g for
1� r � 2nC1�m. As in the quadric case, there is an additional special Schubert va-
riety3 of codimension k WDn�mC1, defined by zX.k/ WDf†2X WP.†/\ zQ.n/¤∅g.
ThusX.r/D�. �1.Q.m�1Cr/// for 1� r�2nC1�m and zX.k/D�. �1. zQ.n///.

Consider the triple intersection number corresponding toXP ,XT , and a codimen-
sion-r special Schubert variety. By Lemma 8.1, this equals �Q.ŒOZP;T

� �A/, where
A is the corresponding codimension-.m� 1C r/ special Schubert class in K.Q/.
We now translate this expression to the sheaf Euler characteristic of a K.P2nC1/
class. The final step of computing Euler characteristic is postponed to the unified
formula in Corollary 8.7.

Proposition 8.6. LetX WDOG.m; 2nC2/, and let A be a codimension-.m�1Cr/
Schubert class in K.Q/. Define ı 2 f0; 1g by

ı �

�
t.A/CjS jC jS 0j .mod 2/ if r D k; q D 0; and l D nC 1;
1 .mod 2/ otherwise.

We then have

�Q.ŒOZP;T
� �A/D

8<:
�P2nC1.hmCrClCq�1.2� h/q/ if r < k;
�P2nC1.hmCrClCq�1.2� h/q�1/ if r � k and q > 0;
�P2nC1.ı � hmCrCl�1/ if r � k and q D 0:

Proof. The proof is exactly as in type B , except in the case r � k and q D 0. In
this case, ZP;T is a linear subvariety of Q of codimension at least n. If r > k
or if ZP;T has codimension greater than n, then ŒOZP;T

� � A D 0 (in this case
hmCrCl�1 2 K.P2nC1/ is also zero, since r > n�mC 1 or l > nC 1). We can
therefore assume ŒOZP;T

� and A are both in fŒOQ.n/
�; ŒO zQ.n/

�g. By Lemma 8.4, it
follows that

�Q.ŒOZP;T
� �A/D t.ŒOZP;T

�/C t.A/CnC 1 .mod 2/

D jS jC jS 0jC t.A/ .mod 2/:

This number agrees with �P2nC1.ı �hmCrCl�1/, since mC rC l �1D 2nC1. �

3 We note that our definition of the codimension-k special Schubert varieties differs slightly from
the definition in [Buch et al. 2009, §3.2], in which X.k/ and zX.k/ are switched when n is odd.
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8D. A general formula. Propositions 8.2, 8.3, and 8.6 are summarized concisely
in the following formulation of the triple intersection number, which holds for
isotropic Grassmannians of all types:

Corollary 8.7. LetX WD IG!.m;N / be an isotropic Grassmannian, whereN D 2n
in type C , N D 2nC 1 in type B , and N D 2nC 2 in type D. Let k D n�m
in types B and C and let k D n � m C 1 in type D. Given 1 � r � n C k,
suppose A 2 K.IG!.1;N // is a Schubert class of codimension .m� 1C r/, so
that �� �A 2K.X/ is a special Schubert class of codimension r . Given T � P
in �.X/, let l and q be the numbers of linear and quadratic equations defining
ZP;T as a complete intersection, and let S and S 0 be the sets defined in Lemma 8.4.
Define the integers l 0, q0, �, and ı as follows:

q0 D

�
q� 1 if X is orthogonal and q > 0;
q otherwise,

l 0 D

�
l CmC r if X is orthogonal, q > 0; and r � k;
l CmC r � 1 otherwise,

�D

�
t.A/CjS jC jS 0j if X is type D, q D 0, and r D k;
1 otherwise,

ı D

�
0 if � is even,
1 if � is odd:

We then have

�X .ŒOXP
� � ŒOXT � ��� 

�A/D �PN�1.ıhl
0

.2h� h2/q
0

/

D ı �

N�1�l 0�q0X
jD0

�q0
j

�
.�1/j .2/q

0�j ;

where we define
�
q0

j

�
to be zero for j > q0.

9. Computing Pieri coefficients

Let X be an isotropic Grassmannian of type B , C , or D. Given Schubert symbols
P and Q and a special Schubert class ŒOX.r/

�, the K-theoretic structure constant
N
Q
P;r.X/ is the coefficient of ŒOXQ

� in the Pieri product ŒOXP
� � ŒOX.r/

�. In this
section, we compute N

Q
P;r.X/ as an alternating sum of triple intersection numbers

�X .ŒOXP
��ŒOXT ��ŒOX.r/

�/, where T ranges over a certain subset of Schubert symbols
(if X is type D, the special Schubert class ŒO zX.k/

� can be substituted in order to
calculate the additional Pieri coefficients zNQP;r.X/).
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Given Schubert symbols Q and P , the Möbius function �.Q;P / is defined by

�.Q;P /D

8<:
1 if QD P;
�
P
Q�T�P �.Q; T / if Q � P;

0 otherwise:

For each Q 2�.X/, we define a class O�Q 2K.X/ by

O�Q WD
X

T2�.X/

�.Q; T /ŒOXT �:

Lemma 9.1. The class O�Q is the K-theoretic dual to OQ, in the sense that

�X .ŒOXP
� �O�Q/D ıP;Q:

Proof. Given Schubert symbols T � P , the Richardson variety YP;T is rational
[Deodhar 1985] with rational singularities [Brion 2002]. By [Griffiths and Harris
1978, p. 494] it follows that

�X .ŒOXP
� � ŒOXT �/D

�
1 if T � P;
0 otherwise:

If Q � P , then we have

�X .ŒOXP
� �O�Q/D

X
T2�.X/

�.Q; T /�X .ŒOXP
� � ŒOXT �/

D

X
T�P

�.Q; T /

D

X
Q�T�P

�.Q; T /C�.Q;P /D 0:

If Q � P , then for any T �Q we have T � P . Thus, ŒOXP
� � ŒOXT �D 0 for every

Schubert class ŒOXT � that has nonzero coefficient in O�Q. Finally, if P DQ then
�X .ŒOXQ

� �O�Q/D �X .ŒOXQ
� � ŒOXQ �/D 1. �

Since �.Q; T /D 0 for Q � T and ŒOXP
� � ŒOXT �D 0 for T � P , we have the

following corollary:

Corollary 9.2. N
Q
P;r.X/D

X
Q�T�P

�.Q; T /�X .ŒOXP
� � ŒOXT � � ŒOX.r/

�/.

It is known that �.Q; T / 2 f0; .�1/jQj�jT jg for any Schubert symbols Q and T
[Björner and Brenti 2005, Corollary 2.7.10]. In [Ravikumar 2013, Appendix A] a
conjectured criterion is stated for when �.Q; T / vanishes. We hope Corollary 9.2
will lead to a Pieri formula for N

Q
P;r.X/ with manifestly alternating signs, in the

sense that .�1/jQj�jP j�rN
Q
P;r.X/D 1 (see [Brion 2002] for a proof of this fact).
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9A. A global rule. We briefly describe how to determine K-theoretic dual classes,
and hence Pieri coefficients, without a “local” rule, but rather using the global data
of the entire Bruhat order. This method requires us to invert an L�L matrix, where
L is the number of Schubert symbols in �.X/, and allows for relatively efficient
computation of N

Q
P;r.X/.

Let fP1; : : : ; PLg be the set of Schubert symbols for X . Let Oi WD ŒOXPi
� and

Oi WD ŒOXPi �. The sets fO1; : : : ;OLg and fO1; : : : ;OLg are both additive bases
for K.X/.

We will use the following four L�L matrices:

(1) Let M WD .mij / be the intersection matrix for X , where

mij D

�
1 if Pj � Pi ;
0 otherwise:

(2) Let C.r/ WD .cij / be the Pieri coefficient matrix for X , where

Oi �O.r/ D cijOj :

(3) Let T.r/ WD .tij / be the triple intersection matrix for X , where

tij D �X .Oi �O
j
�O.r//:

(4) Let D WDM�1 be the matrix of duals on X .

Let dj denote the j -th column vector of D, and let Odj WD
PL
kD1 dkjOk .

Observation 9.3. The element Odj is dual to Oj in the sense that

�X .Oi �Odj /D ıi;j :

Proof. �X .Oi �Odj /Dmi �d
j , where mi is the i -th row of M . �

Observation 9.4. The matrixD transforms triple intersection numbers into Pieri
coefficients, via the relation

T.r/ �D D C.r/:

Proof.
LX
kD1

tikdkj D

LX
kD1

�X .dkjOi �O
k
�O.r//D �X .Oi �Odj �O.r//D cij : �
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On the basepoint-free theorem
for log canonical threefolds over the
algebraic closure of a finite field

Diletta Martinelli, Yusuke Nakamura and Jakub Witaszek

We prove the basepoint-free theorem for big line bundles on a three-dimensional
log canonical projective pair defined over the algebraic closure of a finite field.
This theorem is not valid for any other algebraically closed field.

1. Introduction

A line bundle L is called semiample if some positive tensor power L⊗r is generated
by global sections. Semiample line bundles play an important role in algebraic
geometry, because they determine morphisms of a variety into projective spaces.
Therefore, one would like to find necessary and sufficient conditions for semi-
ampleness. A semiample line bundle is necessarily nef, but the converse is false
in general. However, if we assume that L is the canonical bundle and is nef, then
the abundance conjecture [Kollár and Mori 1998, Conjecture 3.12] states that L
must be semiample. Furthermore, the basepoint-free theorem [Kollár and Mori
1998, Theorem 3.3] asserts that a nef line bundle L on a Kawamata log terminal
projective pair (X,1) defined over an algebraically closed field of characteristic
zero is semiample when L − (K X +1) is nef and big.

In positive characteristic, questions regarding semiampleness are more difficult,
due to the absence of a proof of the resolution of singularities for varieties of
dimension greater than three and the failure of the Kawamata–Viehweg vanishing
theorem. As such, the basepoint-free theorem remains still unsolved in general.
However, many partial results for threefolds may be obtained by reductions to the
two-dimensional cases.

The basepoint-free theorem in positive characteristic is known for big line bundles
L when (X,1) is a three-dimensional Kawamata log terminal projective pair defined
over an algebraically closed field of characteristic larger than five (see [Birkar 2013;
Xu 2013]). Over Fp, the algebraic closure of a finite field, there is a stronger result,
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due to Keel [1999], who proved the basepoint-free theorem for big line bundles
L when (X,1) is a three-dimensional projective log pair defined over Fp with all
coefficients of 1 less than one.

In this paper, we generalize Keel’s result to the cases where the coefficients of
1 may be equal to one. Our main theorem is the following:

Theorem 1.1. Let (X,1) be a three-dimensional projective log pair defined over Fp.
Assume that one of the following conditions holds:

(1) (X,1) is log canonical.

(2) All the coefficients of 1 are at most one and each irreducible component of
Supp(b1c) is normal.

Let L be a nef and big line bundle on X. If L − (K X +1) is also nef and big, then
L is semiample.

The next corollary follows easily from Theorem 1.1.

Corollary 1.2. Let (X,1) be a three-dimensional log canonical projective pair
defined over Fp.

(1) If K X +1 is nef and big, then K X +1 is semiample.

(2) If −(K X +1) is nef and big, then −(K X +1) is semiample.

Remark 1.3. Theorem 1.1 does not hold over fields k 6= Fp even in the two-
dimensional case (Example 7.2). Corollary 1.2(2) also does not hold over alge-
braically closed fields k 6= Fp (Example 7.3).

In Example 7.1, we give a counterexample to Theorem 1.1 if one does not impose
any conditions on the effective Q-divisor 1. It is not clear whether the theorem
remains true if we only assume that all the coefficients of 1 are at most one.

We also prove the basepoint-free theorem for normal surfaces defined over Fp

without assuming bigness:

Theorem 1.4. Let X be a normal projective surface defined over Fp and let 1 be
an effective Q-divisor. Assume that we have a nef line bundle L on X such that
L − (K X +1) is also nef. Then L is semiample.

Remark 1.5. It is not true in general that nef line bundles on smooth surfaces over
Fp are semiample (see Totaro’s example [2009]).

Remark 1.6. Theorem 1.1 and Theorem 1.4 hold if we assume that L is only a
Q-Cartier Q-divisor. Note that if L and L − (K X +1) are big and nef, then

nL − (K X +1)= (n− 1)L + (L − (K X +1))

is also big and nef for any integer n ≥ 1.
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The paper is organized as follows: in Section 2, we review some definitions and
facts from minimal model theory and about the conductor scheme. Further, we
list some results from [Keel 1999] and show lemmas necessary for the proof of
the main theorem. In Section 3, we prove the basepoint-free theorem for surfaces
under weaker assumptions (Theorem 1.4). In Section 4, generalizing the proof
of [Keel 1999, Theorem 0.5], we reduce Theorem 1.1 to showing that the line
bundle L|Suppb1c is semiample (Theorem 4.1). If Suppb1c is irreducible, we know
that L|Suppb1c is semiample by Theorem 1.4. The nonirreducible case is treated
in Section 5. In order to generalize Theorem 1.4 to the nonirreducible surfaces,
we combine ideas from Fujino [2000] and Tanaka [2014], together with special
properties of varieties defined over Fp, which are proved in Section 2. In Section 6,
we complete the proof of Theorem 1.1 and of Corollary 1.2. In Section 7, we give
the counterexamples stated in Remark 1.3.

Notation and conventions. • When we work over a normal variety X , we often
identify a line bundle L with the divisor corresponding to L . For example, we use
the additive notation L + A for a line bundle L and a divisor A.

• Following the notation of [Keel 1999], for a morphism f : X→ Y , a line bundle
L on Y , and a section s ∈ H 0(Y, L), we denote by L|X and s|X the pullbacks f ∗L
and f ∗s, respectively.

• With the same notation as above, we say that a section t ∈ H 0(X, L|X ) descends
to Y if there exists a section s ∈ H 0(Y, L) such that f ∗s = t .

• Let X be a reduced scheme of finite type over a field, X =
⋃

X i the decomposition
into irreducible components, and X i → X i the normalizations. Then we define the
normalization of X as the composition

⊔
X i →

⊔
X i → X .

• Let X be a scheme and F ⊂ X a closed subscheme. Let L be a line bundle on X
and s ∈ H 0(X, L) its section. We say that s is nowhere-vanishing on F if s|{x} is
not zero as an element in the one-dimensional vector space H 0({x}, L|{x}) for any
closed point x ∈ F .

• We say that a line bundle L on X is semiample when the linear system |mL| is
basepoint-free for a sufficiently large and divisible positive integer m. When L is
semiample, the surjective map f : X→Y defined by |mL| satisfies f∗OX =OY for a
sufficiently large and divisible positive integer m. We call f the map associated to L .

2. Preliminaries

2A. Log pairs. A log pair (X,1) is a normal variety X and an effective Q-divisor
1 such that K X +1 is Q-Cartier.
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For a proper birational morphism f : X ′→ X from a normal variety X ′, we write

K X ′ +
∑

i

ai Ei = f ∗(K X +1),

where the Ei are prime divisors. We say that the pair (X,1) is log canonical if
ai ≤ 1 for any proper birational morphism f . Further, we say that the pair (X,1)
is Kawamata log terminal if ai < 1 for any proper birational morphism f .

2B. Conductor schemes. Let X be a reduced scheme of finite type over a field
and X→ X its normalization. We identify the sheaf of rings OX as a subring of OX .
Let I⊂ OX be the maximal ideal sheaf satisfying IOX ⊂ OX . The conductor of X
is the subscheme D⊂ X defined by I. By abuse of notation, the subscheme C⊂ X
defined by IOX will also be called the conductor.

The notion of conductor is important to descend sections, because of the following
remark:

Remark 2.1. Let C⊂ X , D⊂ X be conductors and let L be a line bundle on X :

C

��

� � // X

��

D �
�

// X

By definition of the conductor, we have the following exact sequence

0−→ H 0(X, L)−→ H 0(X , L|X )⊕ H 0(D, L|D)−→ H 0(C, L|C),

where the second map is defined by t 7→ (t |X , t |D) and the third map is defined by
(t, u) 7→ t |C−u|C. Therefore, a section s ∈ H 0(X , L|X ) descends to X if and only
if s|C descends to D.

2C. Adjunction formula. Let (X,1) be a log pair and S the union of the supports
of some of the divisors with coefficient one in1. Let p : S→ S be the normalization
of S. Then there exists an effective Q-divisor 1S on S such that

KS +1S = (K X +1)|S

holds (see for instance [Kollár 2013, Definition 4.2]).
We denote by C the possibly nonreduced divisor on S corresponding to the

codimension-one part of C, where C⊂ S is the conductor of S.
When X is Q-factorial, it follows that C ≤ 1S by [Keel 1999, Theorem 5.3].

In this paper, we use the following proposition, which only states Supp(C) ⊂
Supp(b1Sc), but is valid even for a non-Q-factorial variety X .
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Proposition 2.2. Let (X,1) be a log pair, and let S be the union of the supports of
some of the divisors with coefficient one in 1. Let p : S→ S be the normalization
of S, and let 1S be an effective Q-divisor on S defined by the adjunction as above.
Further, we denote by C the (possibly nonreduced) divisor on S corresponding
to the codimension-one part of C, where C ⊂ S is the conductor of S. Then the
following hold:

(1) Supp(C)⊂ Supp(b1Sc).

(2) Let D1, . . . , Dc be prime divisors with coefficient greater than or equal to
one in 1, and let T =

⋃
1≤i≤c Supp(Di ). Assume that each Di satisfies

Supp(Di ) 6⊂ S. Then, the codimension-one part of p−1(S ∩ T ) is contained in
Supp(b1Sc).

Proof. First we prove (1). Let V ⊂ S be a codimension-one subvariety such that
V ⊂ C. It is sufficient to show coeffV 1S ≥ 1. When (X,1) is not log canonical
at the generic point ηp(V ) of p(V ), we have coeffV 1S > 1 (see [Kollár 2013,
Proposition 4.5(2)]). Hence, we may assume that (X,1) is log canonical at ηp(V ).
In this case, S has a node at ηp(V ) and coeffV 1S = 1 (see the proof of [Kollár 2013,
Proposition 4.5(6)]).

Next, we prove (2). Let V ⊂ S be a codimension-one subvariety such that
V ⊂ p−1(S∩ T ). It is sufficient to show coeffV 1S ≥ 1. Since the problem is local
around V , we may assume that p(V ) ⊂ Supp(Di ) for all i . If coeffDi 1 > 1 for
some i , then (X,1) is not log canonical at the generic point ηp(V ) of p(V ). In this
case, we have coeffV 1S > 1 as above. Hence, we may assume that coeffDi 1= 1
for all i . Note that S∩T is contained in the conductor of the normalization of S∪T .
Therefore, we conclude the proof by applying (1) to S ∪ T . �

2D. Some properties of varieties over Fp. The following fact distinguishes Fp from
other fields of positive characteristic. For the proof, see for instance [Keel 1999,
Lemma 2.16].

Proposition 2.3. The Picard scheme Pic0 X is a torsion group when X is a projec-
tive scheme defined over Fp. In particular, any numerically trivial Cartier divisor is
Q-linearly trivial.

We need the following lemmas in Section 5:

Lemma 2.4. Let X be a proper scheme over Fp. Let s1, s2 ∈ H 0(X,OX ) be sections
of the structure sheaf. Assume that s1 and s2 are nowhere-vanishing on X. Then
there exists n ≥ 1 such that sn

1 = sn
2 in H 0(X,OX ).

Proof. Without loss of generality we may assume that X is connected. Set A :=
H 0(X,OX ). It is a finite-dimensional vector space over Fp, because X is proper.
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Since X is connected, A has a unique maximal ideal m, and it follows that A/m∼=
H 0(X red,OX red)∼= Fp.

Let ai be the element of A corresponding to si , and ai the image of ai in Fp.
Since si is nowhere-vanishing on X , the element ai ∈ Fp is not zero. Hence, there
exists e ≥ 1 for which a1

pe
−1
= a2

pe
−1
= 1. Take r ≥ 1 such that mpr

= 0. Then
we have

a pr (pe
−1)

1 − a pr (pe
−1)

2 =
(
a pe
−1

1 − a pe
−1

2

)pr

∈mpr
= 0.

Therefore, it is sufficient to set n = pr (pe
− 1). �

Lemma 2.5. Let X be a one-dimensional reduced scheme of finite type over Fp,
L a line bundle on X , and p : X → X the normalization of X. Let C ⊂ X be the
conductor of X , and s ∈ H 0(X , L|X ) a section nowhere-vanishing on C. Then sn

descends to X for some n ≥ 1.

Proof. Let D ⊂ X be the conductor. Note that C and D are either empty or have
dimension zero. By Remark 2.1, it is sufficient to prove that sn

|C descends to D

for some n ≥ 1. Let t ∈ H 0(D, L|D) be a section nowhere-vanishing on D. Then
t |C is nowhere-vanishing on C. Any line bundle is trivial on a zero-dimensional
scheme, and so, by Lemma 2.4, we get sn

|C = tn
|C for some n ≥ 1. In particular,

sn
|C descends to D. �

Lemma 2.6. Let C be a smooth proper connected curve over Fp. Then a finitely
generated subgroup of Aut(C) is finite.

Proof. If g(C) ≥ 2, then Aut(C) is finite and the statement is trivial. If C = P1,
then Aut(C) ∼= PGL(2, Fp). A finitely generated subgroup G of PGL(2, Fp) is
always finite, because G is contained in PGL(2, Fpe) for some e ≥ 1. If C is an
elliptic curve, then we get Aut(C)∼= T o F , where T is the group of translations
and F is a finite group (see for instance [Silverman 2009, Section X.5]). Note
that each element of T has finite order, because C is defined over Fp. Hence, a
finitely generated subgroup of the abelian group T is always finite, and so a finitely
generated subgroup of Aut(C) is also finite.

For completeness, we note a general fact in group theory: any finitely generated
subgroup of G1 oG2 is finite, if we assume that any finitely generated subgroup of
Gi is finite for each i . �

2E. Keel’s theorems. The following theorem is crucial in reducing problems from
threefolds to surfaces:

Theorem 2.7 [Keel 1999, Proposition 1.6]. Let X be a projective scheme over a
field of positive characteristic. Let L be a nef line bundle on X , and let E be an
effective Cartier divisor on X such that L− E is ample. Then L is semiample if and
only if L|Ered is semiample.
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We note that Cascini, McKernan, and Mustat,ă [Cascini et al. 2014, Theorem 3.2]
gave a different proof of Theorem 2.7.

Theorem 2.8 [Artin 1962, Theorem 2.9; Keel 1999, Corollary 0.3]. Let X be a
projective surface over Fp, and let L be a nef and big line bundle on X. Then L is
semiample.

Proof. Since by Proposition 2.3 nef line bundles on curves over Fp are semiample,
the claim follows from Theorem 2.7. �

We say that a map f : X→ Y is a finite universal homeomorphism if it is a finite
homeomorphism under any base change. In this case, we have a correspondence,
up to taking powers, between the set of sections of a line bundle L on Y and the set
of sections of L|X .

Theorem 2.9 [Keel 1999, Lemma 1.4]. Let f : X→ Y be a finite universal homeo-
morphism between varieties defined over a field of characteristic p > 0, and let L
be a line bundle on Y . Then the following hold:

(1) For s ∈ H 0(X, L|X ), the section s pe
∈ H 0(X, L⊗pe

|X ) descends to Y for a
sufficiently large integer e ≥ 1.

(2) If t ∈ H 0(Y, L) satisfies t |X = 0, then t pe
= 0 holds for a sufficiently large

integer e ≥ 1.

In this paper, we frequently use the following theorems:

Theorem 2.10 [Keel 1999, Corollary 2.12]. Let X = X1∪X2 be a projective scheme
over Fp, where the X i are closed subsets. Let L be a nef line bundle on X such that
the L|X i are semiample. Let gi : X i → Zi be the map associated to L|X i . Assume
that all but finitely many fibers of g2|X1∩X2 are geometrically connected. Then L
is semiample.

Theorem 2.11 [Keel 1999, Corollary 2.14]. Let X be a reduced projective scheme
over Fp. Let p : X→ X be the normalization of X. Let D ⊂ X and C ⊂ X be the
reductions of the conductors. Let L be a nef line bundle on X such that L|X and
L|D are semiample. Let g : X→ Z be the map associated to L|X . Assume that all
but finitely many fibers of g|C are geometrically connected. Then L is semiample.

3. Basepoint-free theorem for normal surfaces

In this section, we prove Theorem 1.4. The key tool is the following theorem of
Tanaka. We say that a Q-divisor B on a variety X is Q-effective if h0(X,m B) 6= 0
for some m ≥ 1. Note that a normal surface over Fp is always Q-factorial (see
[Tanaka 2012, Theorem 11.1]).
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Theorem 3.1 [Tanaka 2012, Theorem 12.6]. Let X be a projective normal surface
over Fp and let D be a nef divisor. If q D − K X is Q-effective for some positive
rational number q ∈Q, then D is semiample.

We will use the following proposition to reduce the case of hyperelliptic surfaces
to abelian surfaces:

Proposition 3.2. Let p : Y → X be a proper surjection between varieties defined
over an algebraically closed field, and let L be a line bundle on X. Assume that X
is normal. Then L is semiample if and only if p∗(L) is semiample.

Proof. See for instance the proof of [Keel 1999, Lemma 2.10]. �

Proof of Theorem 1.4. Recall that we have the nef line bundle L and the Q-divisor
D := L − (K X +1) on the normal surface X over Fp.

Claim 3.3. We can assume that X is smooth.

Proof. Let f : Y → X be the minimal resolution of singularities of X . Define 1Y

so that KY +1Y = f ∗(K X +1). The divisor 1Y is an effective Q-divisor by the
negativity lemma (see [Kollár and Mori 1998, Corollary 4.3]). Note that f ∗L and
f ∗D= f ∗L−(KY +1Y ) are nef. By Proposition 3.2 we know that L is semiample
if and only if f ∗L is semiample. Thus, by replacing X by Y , we may assume that
the surface is smooth. �

We extensively use the following lemma:

Lemma 3.4. If D is Q-effective, then L is semiample.

Proof. Since D is Q-effective, L − K X = D+1 is also Q-effective, and so L is
semiample by Theorem 3.1. �

Claim 3.5. We can assume that all the following statements are true.

(1) L 6≡ 0 and D 6≡ 0, (2) L2
= 0, (3) D2

= 0,

(4) L ·1= 0, (5) L · K X = 0, (6) (K X +1) ·1= 0,

(7) (K X +1) · K X = 0, (8) χ(OX )≤ 0.

Proof. If L ≡ 0, then L ∼Q OX by Proposition 2.3, so L is semiample. Thus, we
may assume that L 6≡ 0. Analogously, we may assume that D 6≡ 0.

As L and D are nef, we get L2
≥ 0 and D2

≥ 0. If L2 > 0, then, by Theorem 2.8,
the line bundle L is semiample. Thus, we may assume that L2

= 0. If D2 > 0, then
D is big, and so Q-effective. In this case L is semiample by Lemma 3.4. Hence,
we may assume D2

= 0.
Since L 6≡ 0, we know that there exists a curve C on X satisfying L ·C > 0. Take

an ample divisor A such that A−C is effective. Then L ·A= L ·C+L ·(A−C)> 0.
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If m is sufficiently large that it satisfies (K X −mL) · A < 0, then h2(X,mL) =
h0(X, K X −mL)= 0. The Riemann–Roch theorem gives

h0(X,mL)= h1(X,mL)+ 1
2 mL · (mL − K X )+χ(OX )

= h1(X,mL)− 1
2 mL · K X +χ(OX ).

As L and D are nef, it follows that

0≤ L · D =−L · K X − L ·1.

Since 1 is effective and L is nef, we find 0 ≤ L · D ≤ −L · K X . If −L · K X > 0,
then κ(X, L)= 1 by the calculation of h0(X,mL) above. A nef line bundle L with
κ(X, L) = 1 is always semiample (see for instance [Fong and McKernan 1992,
Theorem 11.3.1]). Thus, we may assume that L ·1= 0 and L · K X = 0.

As above, h2(X,m D)= 0 holds for sufficiently large m, and so the Riemann–
Roch theorem gives

h0(X,m D)= h1(X,m D)− 1
2 m D · K X +χ(OX )

= h1(X,m D)+ 1
2 m D · (D− L +1)+χ(OX )

= h1(X,m D)+ 1
2 m D ·1+χ(OX )

= h1(X,m D)− 1
2 m(K X +1) ·1+χ(OX ).

If −(K X +1) ·1 > 0, then D is Q-effective and by Lemma 3.4 the line bundle
L is semiample. Since 0 ≤ D ·1 = −(K X +1) ·1 holds by the nefness of D,
we may assume (K X +1) ·1 = 0. Given D2

= L2
= D · L = 0, it follows that

(K X +1) · K X = 0.
By the Riemann–Roch theorem, we get h0(X,m D)= h1(X,m D)+χ(OX ). If

χ(OX )> 0, then D is Q-effective and by Lemma 3.4 the line bundle L is semiample.
Hence, we may assume that χ(OX )≤ 0. �

We divide the proof into cases depending on the Kodaira dimension.

Case 1: Assume κ(X)≥ 0.

Claim 3.6. We may assume that K X is nef.

Proof. Let π : X → Xmin be the minimal model of X . By π∗L we denote the
pushforward of L as a divisor.

By the assumption κ(X) ≥ 0, we have that K X is Q-linearly equivalent to an
effective Q-divisor containing every π-exceptional curve in its support. Since
L · K X = 0 and L is nef, it follows that L · E = 0 for every π-exceptional curve
E . Hence, we get L = π∗π∗L by the negativity of the intersection form on the
exceptional locus (see [Kollár and Mori 1998, Lemma 3.40]).
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Since L = π∗π∗L , it is sufficient to show the semiampleness of π∗L . Note
that π∗L and π∗D are nef, because L and D are nef. Further, we have π∗D =
π∗L − (K Xmin + π∗1). Therefore, we can reduce the problem to the case of the
minimal model Xmin. �

In what follows, we assume that X is minimal. We use the classification of mini-
mal surfaces in positive characteristic (see for instance [Mumford 1969; Bombieri
and Mumford 1977; 1976; Liedtke 2013]).

Case 1.1: Assume κ(X)= 2.
We can write K X = A+ E for an ample Q-divisor A and an effective Q-divisor

E , because K X is big. Since L , D are nef and L · K X = D · K X = 0, it follows that
L · A = D · A = 0. Thus, (L − D) · A = (K X +1) · A = 0. We get a contradiction

0< A2
≤ (K X +1) · A = 0.

Hence, there are no line bundles L satisfying the assumptions in Claim 3.5.

Case 1.2: Assume κ(X)= 1.
In our case, K X is semiample and it gives an elliptic or quasielliptic fibration

f : X → B. Let F be its general fiber. Then K X ≡ aF holds for some positive
rational number a.

Since D · K X = 0, it follows that D · F = 0. Therefore, D is f -numerically
trivial by the nefness of D. Since D is nef and f -numerically trivial, it satisfies
D≡ bF for some b≥ 0, by Lemma 3.7. Hence, D is Q-effective by Proposition 2.3.
Therefore, L is semiample by Lemma 3.4.

Lemma 3.7. Let f : X→ B be a surjective morphism satisfying f∗(OX )= OB from
a smooth projective surface X to a smooth projective curve B. Suppose that L is
an f -numerically trivial nef Q-Cartier Q-divisor. Then L ≡ bF for some b ≥ 0,
where F denotes a general fiber of f .

Proof. See for instance [Lehmann 2012, Lemma 2.4]. �

Case 1.3: Assume κ(X)= 0.
By the classification of minimal surfaces, there are five possibilities: a K3 surface,

an Enriques surface, an abelian surface, a hyperelliptic surface, or a quasihyperel-
liptic surface.

If X is a K3 surface or an Enriques surface, then χ(OX ) = 2 or χ(OX ) = 1,
respectively, which contradicts Claim 3.5.

If X is an abelian surface, then every nef divisor is numerically equivalent
to a semiample divisor (see Proposition 3.10). Therefore, L is semiample by
Proposition 2.3.
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If X is a hyperelliptic surface, then X is a finite quotient of an abelian surface by
a finite group. Therefore, we have a surjective morphism A→ X from an abelian
surface A. Since L|A is a nef line bundle on an abelian surface, it is semiample
(see Proposition 3.10). Hence, L is also semiample by Proposition 3.2.

If X is a quasihyperelliptic surface, then X can be written as a finite quotient
E ×C → X , where E is an elliptic curve and C is a rational curve with a cusp.
Therefore, we have a surjective morphism X ′ := E ×P1

→ X . Any divisor on X ′

is numerically equivalent to aF1+ bF2 with a, b ∈Q, where F1 is the fiber class
of X ′→ E and F2 is the fiber class of X ′→ P1. Hence, any nef divisor on X ′ is
numerically equivalent to a semiample divisor. Thus, we can conclude that L is
semiample by Proposition 2.3 and Proposition 3.2.

Case 2: Assume κ(X)=−∞.
Since χ(OX )≤0, the surface X is irrational. Thus, we can assume that f : X→ B

is a birationally ruled surface, where B is a curve with g(B)≥ 1.
We need the following lemma, which can be found in the proof of [Tanaka 2012,

Theorem 12.4].

Lemma 3.8. Let C be an f -horizontal curve on X such that D ·C = 0. Then D is
Q-effective.

Proof. Since C is a horizontal curve, it holds that g(B) ≤ h1(C,OC). By the
Riemann–Roch theorem, we get

h0(X,m D)= h1(X,m D)+χ(OX )= h1(X,m D)+ 1− g(B),

so it is sufficient to show h1(X,m D)≥ h1(C,OC) for some m > 0.
Since D ·C = 0, we have D|C ≡ 0. Hence, by Proposition 2.3 we can conclude

that m D|C is trivial for a sufficiently divisible m > 0. Therefore, we get an exact
sequence

0−→ OX (m D−C)−→ OX (m D)−→ OC −→ 0.

By the same reason as before, h2(X,m D−C)= 0 holds for sufficiently large
m. Hence, we get h1(X,m D)≥ h1(C,OC). �

For any irreducible component C of1, it follows that D ·C = 0, because D is nef
and D ·1= 0. In particular, if 1 has an f -horizontal component, then the lemma
above implies that D is Q-effective, and hence L is semiample by Lemma 3.4.
Thus, in what follows, we may assume that 1 has only f -vertical components.

Claim 3.9. Under these assumptions, it follows that 1= 0, g(B)= 1, and X is a
minimal ruled surface.
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Proof. Let π : X→ Xmin be a minimal model of X . We have K X ∼ π
∗K Xmin + E ,

where E is an exceptional divisor. We refer the reader to [Hartshorne 1977, Chap-
ter V, Section 2] for properties of ruled surfaces. It holds that

K Xmin ≡−2C0+ (2g(B)− 2− e)F

for C0 a normalized section, e =−C2
0 , and F a general fiber of Xmin→ B. Note

that K 2
Xmin
= 8(1− g(B)).

Since (K X +1) ·1= 0 and (K X +1) · K X = 0, we get

12
=−K X ·1= K 2

X .

As 1 has only f -vertical components, we have π∗F ·1= 0, and so

0= (K X +1) ·1=−2π∗C0 ·1+ (E +1) ·1.

Since π∗C0 ·1≥ 0, it follows that E ·1≥−12. Therefore,

(E+1)2= E2
+2E ·1+12

≥ E2
−12

= E2
−K 2

X =−K 2
Xmin
= 8(g(B)−1)≥ 0.

By the Zariski lemma [Liu 2002, Section 9, Theorem 1.23], the intersection form
on f -vertical fibers is seminegative-definite with one-dimensional radical equal to
the span of a general fiber, so (E +1)2 = 0 and E +1≡ π∗ pF for some p ∈Q.

Since all the inequalities must be equalities, it follows that E ·1 = −12 and
g(B)= 1. Furthermore, we have 2π∗C0 ·1= (E +1) ·1, and thus

0= π∗C0 ·1= π
∗C0 · (E +1)= p.

This implies that E +1 = 0. Since 1 and E are both effective divisors, we get
1= 0 and E = 0. Hence, X is minimal. �

By this claim, we can assume that X is a minimal ruled surface over an el-
liptic curve. In this case, it is well-known that NEF(X) ⊂ NE(X) holds (see
Proposition 3.13). We can conclude that the nef divisor D is Q-effective and L is
semiample by Lemma 3.4. �

For completeness, we prove two propositions which were used in the above proof:

Proposition 3.10. Let A be an abelian variety defined over an algebraically closed
field. Then any nef line bundle on A is numerically equivalent to a semiample line
bundle.

Remark 3.11. Note that any effective divisor on an abelian variety is always
semiample (see the proof of Application 1((i)⇒(iii)) in [Mumford 2008, Section 6]).

Proof. Let L be a nef line bundle on A. Define K (L) to be the maximal subscheme
of A such that

(m∗L − p∗1 L − p∗2 L)|K (L)×A = OK (L)×A
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as in [Mumford 2008, Section 13], where m : A× A→ A is the multiplication map
and p1 and p2 are the first and second projections.

By the above remark, we may assume that L is not big, so that Lg
= 0, where

g=dim A. By the Riemann–Roch theorem [loc. cit., Section 16], we have χ(L)=0.
Hence, it follows that dim K (L) > 0 by the vanishing theorem [loc. cit., Section 16].

Set X := K (L)0red. This is a subabelian variety of A. Thus, there exists a
subabelian variety Y ⊂ A such that the morphism m : X ×Y → A, (x, y) 7→ x + y
defined by the group law on A is an isogeny [loc. cit., Section 19, Theorem 1]).
Note that L|X ∈ Pic0(X), because it is invariant under translations by any element
of X (see Remark 3.12).

First, we prove m∗L ≡ p∗Y (L|Y ), where pY : X×Y→ Y is the second projection.
By definition of K (L), we get m∗L = p∗X (L|X )+ p∗Y (L|Y ). Since L|X ∈ Pic0(X),
we have L|X ≡ 0, which proves m∗L ≡ p∗Y (L|Y ).

Since dim Y < dim A, we may assume that L|Y is numerically equivalent to
a semiample line bundle by induction on dim A. By Proposition 3.2, in order to
complete the proof, it is sufficient to show that p∗Y (L|Y ) descends to A. This is true,
because Pic0(A)→ Pic0(X×Y ) is surjective [loc. cit., Section 15, Theorem 1]). �

Remark 3.12. Mumford [2008, Section 8] defines Pic0(X), for an abelian variety X ,
to be the subgroup of Pic(X) consisting of line bundles invariant under translations
by any element of X . The existence of the dual abelian variety and the Poincaré line
bundle [loc. cit., Section 13] shows that this definition is equivalent to the standard
definition of Pic0(X) as the identity component of the Picard functor.

Proposition 3.13. Let X be a minimal ruled surface over an elliptic curve B. Then
it follows that NEF(X)⊂ NE(X).

Proof. Let C0 ⊂ X be a normalized section and F a fiber of X→ B. Set e := −C2
0 .

When e ≥ 0, we get

NEF(X)= Cone(F,C0+ eF),

and so nef line bundles are effective.
In what follows, we may assume e=−1 by [loc. cit., Chapter V, Theorem 2.15].

We know that

NEF(X)= NE(X)= Cone(F, 2C0− F)

by [loc. cit., Chapter V, Proposition 2.21]. Further, there exists a rank-two indecom-
posable vector bundle E of degree one on C such that X ∼=PC(E) holds. We denote
the projection by p : PC(E)→C . It is sufficient to show H 0(X,OX (2C0− p∗Q)) 6=
0 for some point Q ∈ C , because then NE(X)= NE(X). Note that

H 0(X,OX (2C0− p∗Q))∼= H 0(C, S2(E)⊗OC(−Q))
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and S2(E) has both rank and degree equal to three (see [loc. cit., Chapter II,
Example 5.16] and the proof of [loc. cit., Chapter V, Theorem 2.15]). When S2(E)
is indecomposable, we can complete the proof by using the following proposition:

Proposition 3.14 [Atiyah 1957, Lemma 11]. Let F be an indecomposable vector
bundle of rank r and degree d on an elliptic curve. If r = d, then F contains a
degree-one line bundle as a subbundle.

When S2(E) is decomposable, it can be written as S2(E)∼= E1⊕ E2, where E1

is a line bundle and E2 is a vector bundle of rank two. If deg E1 ≥ 1, then

H 0(C, S2(E)⊗OC(−Q))⊃ H 0(C, E1⊗OC(−Q)) 6= 0

for some point Q ∈ C , which finishes the proof in this case. If deg E1 < 1, then
deg E2 ≥ 3, and so deg(E2⊗OC(−Q))≥ 1 for any point Q ∈ C . Therefore,

H 0(C, S2(E)⊗OC(−Q))⊃ H 0(C, E2⊗OC(−Q)) 6= 0

by the Riemann–Roch theorem. �

4. Reduction to surfaces

The first step in the proof of Theorem 1.1 is to reduce the problem to the case
of surfaces.

Theorem 4.1. Let (X,1) be a three-dimensional projective log pair defined over
Fp, and L a line bundle on X. If we assume that

• L and L − (K X +1) are nef and big,

• L|Suppb1c is semiample,

then L is semiample.

Here, we adopt the convention that, when b1c=0, then L|Suppb1c is automatically
semiample.

Remark 4.2. Under the assumption b1c = 0, Theorem 4.1 was proved by Keel
[1999, Theorem 0.5].

Proof of Theorem 1.1. Set S := b1c. Since L is a big line bundle, we can decompose
it as L ∼Q A+ E , where A is an ample and E is an effective Q-Cartier Q-divisor.
By Theorem 2.7, it is enough to show that L|Ered is semiample.

We write Ered = T +
∑m

i=1 Ei , where Supp(T )⊂ Supp(S) and the Ei are prime
divisors not contained in Supp(S). Define λi ∈Q so that 1+λi E contains Ei with
coefficient one. Then, by definition of λi , there exists an effective Q-divisor 0i

such that
1+ λi E = Ei +0i
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and Ei 6⊂ Supp(0i ). Since Ei 6⊂ Supp(S), it follows that λi > 0. By rearranging
indices, we may assume without loss of generality that

λ1 ≤ λ2 ≤ · · · ≤ λm,

so we have
T +

∑
1≤ j≤i−1

E j ≤ 0i

for each i .
We define U0 := Supp(T ) and Ui := Ui−1 ∪ Ei for i > 0. Recall that it is

sufficient to show that L restricted to Um = Supp(Ered) is semiample. We prove it
by induction on i .

Observe that L|U0 is semiample, because U0 = Supp(T )⊂ Supp(S) and L|S is
semiample by hypothesis. Let us assume that L|Ui−1 is semiample. In order to prove
the semiampleness of L|Ui , we first prove the semiampleness of L|Ei .

We consider the normalization pi : Ei → Ei . By adjunction (see Section 2C),
there exists an effective Q-divisor 1Ei

such that

(K X + Ei +0i )|Ei
∼ KEi

+1Ei
.

Lemma 4.3. L|Ei
is semiample.

Proof. We define auxiliary divisors Di by

Di := (1+ λi )L − (K X +1+ λi E).

Observe that

Di = L − (K X +1)+ λi (L − E)∼Q (L − (K X +1))+ λi A,

and so Di is ample, because L − (K X +1) is nef and λi A is ample. Hence,

Di |Ei
= (1+ λi )L|Ei

− (KEi
+1Ei

)

is nef. Since (1+ λi )L|Ei
is also nef, the semiampleness of L|Ei

follows from
Theorem 1.4 and Remark 1.6. �

Assume κ(L|Ei
) is equal to 0 or 2. Then the assumptions of Theorem 2.11

are satisfied, and so L|Ei is semiample. Using Theorem 2.10 for X1 = Ui−1 and
X2 = Ei , we get that L|Ui is semiample.

In what follows, we assume κ(L|Ei
)= 1.

Lemma 4.4. Let πi : Ei → Zi be the map associated to the semiample line bundle
L|Ei

, and let F be a general fiber of πi . Further, let Ci ⊂ Ei be the reduction of the
conductor of the normalization pi : Ei → Ei . Then F and Ci intersect in at most
one point.
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Proof. Let Di be the Q-divisor on Ei as in the proof of Lemma 4.3. Then, Di is
ample, so we have F · Di |Ei

> 0. Since F · L|Ei
= 0, we get

F · KEi
+ F ·1Ei

< 0.

Hence
F ·1Ei

<−F · KEi
= 2− 2h1(F,OF )≤ 2.

By the adjunction formula (Proposition 2.2), the one-dimensional part of Ci is
contained in Supp(b1Ei

c). Hence, we get #(F ∩Ci )≤ F ·1Ei
< 2. �

By this lemma, the assumptions of Theorem 2.11 are satisfied, and so L|Ei

is semiample. Let ρi : Ei → Z ′i be the map associated to L|Ei , and let G be a
general fiber of ρi . Since πi is the Stein factorization of ρi ◦ pi , there exists a finite
map Zi → Z ′i such that the following diagram commutes [Keel 1999, Definition-
Lemma 1.0(4)]:

Ei

πi

��

pi
// Ei

ρi

��

Zi // Z ′i

We want to apply Theorem 2.10 to X1 =Ui−1 and X2 = Ei to show that L|Ui is
semiample. It is sufficient to prove that G intersects Ui−1∩ Ei in at most one point.

Recall that

T +
∑

1≤ j≤i−1

E j ≤ 0i , Ui−1 = Supp
(

T +
∑

1≤ j≤i−1

E j

)
.

Hence, the one-dimensional part of p−1
i (Ui−1 ∩ Ei ) is contained in Supp(b1Ei

c)

by the adjunction formula (Proposition 2.2). By the proof of Lemma 4.4, we
can conclude

#((Ui−1 ∩ Ei )∩G)= #
(

pi (p−1
i (Ui−1 ∩ Ei )∩ F)

)
≤ #(p−1

i (Ui−1 ∩ Ei )∩ F)

≤ F ·1Ei
< 2,

which completes the proof. �

5. Semiampleness on nonirreducible surfaces

In this section, we prove Theorem 5.2. Before stating it, we need to introduce some
notation. Let S be a pure two-dimensional reduced projective scheme over Fp, and let
S=

⋃n
i=1 Si be its irreducible decomposition and S→ S its normalization. Let D⊂ S

and C⊂ S be the conductors of S. Let C
norm.
−−−−→Cred−→C and D

norm.
−−−−→Dred−→D
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be the compositions of the reduction map and the normalization. Then we have a
natural morphism f : C→ D such that the following diagram commutes:

C

f
��

normalization
// Cred // C �

�
//

��

S

��

D
normalization

// Dred // D �
�

// S

Consider the one-dimensional part C (1) of C and the restriction f : C (1)
→D. We

say that S satisfies the condition (?) when the restriction of f to any one-dimensional
connected component of C is an isomorphism onto its image. Further, we say that
S satisfies the condition (??) when any fiber of the restriction f : C (1)

→ D has
length at most two.

Remark 5.1. If each Si is normal, then S satisfies the condition (?). If S is regular
or nodal in codimension one, then S satisfies the condition (??). See the proof of
Theorem 1.1.

Theorem 5.2. Let S be a pure two-dimensional reduced projective scheme over Fp,
and let S =

⋃n
i=1 Si be its irreducible decomposition. Let L be a nef line bundle

on S. Suppose that S satisfies the condition (?) or (??) defined above and that there
exists an effective Q-divisor 1S on the normalization S of S such that:

• L|S − (KS +1S) is nef.

• Supp(C(1)) is contained in Supp(b1Sc), where C(1)⊂ S is the one-dimensional
part of the conductor scheme of the normalization of S.

Then L is semiample.

Proof. We use the same notation as above. Let ν : S :=
⊔

Si→ S be the normaliza-
tion of S. Set1Si

:=1S|Si
. We know that the L|Si

are semiample from Theorem 1.4.
Let gi : Si → Zi be the map associated to L|Si

. Set g : S→ Z , where g :=
⊔

gi

and Z :=
⊔

Zi . If dim Zi 6= 1, then gi satisfies the conditions of Theorem 2.10.
Hence, we may assume that dim Zi = 1 for any i by the inductive argument in the
proof of Theorem 4.1.

C

f2

++

f1
��

normalization
// Cred // C �

�
//

��

S g
//

ν

��

Z

D normalization
// Dred // D �

�
// S
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By Remark 2.1, it is sufficient to show that, for any point p ∈ S, there exist m ≥ 1
and a section s ∈ H 0(S, L⊗m

|S) such that s|C descends to D and s|p 6= 0. To obtain
this, we prove the following claim:

Claim 5.3. For any finite set F ⊂ S of closed points of S, we can find m ≥ 1 and a
section s ∈ H 0(S, L⊗m

|S) such that s|C descends to D and s is nowhere-vanishing
on F.

First, we assume this claim and complete the proof of Theorem 5.2. Let F ′⊂Dred

be the conductor corresponding to the normalization D → Dred. Let F ′′ be the
image of F ′ in S. Set F := ν−1(F ′′)∪ {p}. Then F is a finite set.

By Claim 5.3, we can take s ∈ H 0(S, L⊗m
|S) and sD ∈ H 0(D, L⊗m

|D) such that
s|C = sD|C and s is nowhere-vanishing on F . By Lemma 2.5, if we replace sD by
some power of it, then sD descends to a section sDred on Dred. Since Dred→ D is a
universal homeomorphism, sDred descends to a section sD on D, if we replace sD by
some power of it (see Theorem 2.9).

It is sufficient to show that s|C = sD|C. By construction, (s|C)|C = (sD|C)|C
holds. Since C→ Cred is surjective, we get (s|C)|Cred = (sD|C)|Cred . As Cred→ C

is a universal homeomorphism, if we replace s by some power of it, then we get
s|C = sD|C (see Theorem 2.9). This completes the proof of Theorem 5.2.

Proof of Claim 5.3. Let f1 and f2 be as in the above diagram. For a one-dimensional
scheme X , we write X = X (0)

t X (1), where X (i) is the i-dimensional part. Further,
we write C (1)

=C h
tCv, where C h is the f2-horizontal part and Cv is the f2-vertical

part.
First, we claim that, for any closed point p ∈ Z , the inverse image of p by

C h
→ Z has length at most two. This can be proved as follows: by the nefness of

L − (KSi
+1Si

), we have

0≤ Gi · (L − (KSi
+1Si

))=−Gi · (KSi
+1Si

)≤ 2−Gi ·1Si
,

where Gi is a general fiber of gi : Si → Zi . Since the one-dimensional part of C|Si

is contained in Supp(b1Si
c), we have

#(Gi ∩C|Si
)≤ Gi ·1Si

≤ 2.

Hence, f2 : C h
→ Z satisfies the assumption of Lemma 5.4. Further, by condi-

tions (?) and (??), f1 : C h
→ D′ also satisfies the assumption of Lemma 5.4, where

we define D′ := f1(C h).

C = C h
tCv
tC (0)

f1
��

f2
// Z C h

f1
��

f2
// Z

D = D′ t (D \ D′) D′
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By Lemma 5.4, we can find sections sD∈H 0(D, L⊗m
|D) and sZ ∈H 0(Z , L⊗m

|Z )

such that sD|C h = sZ |C h holds, the section sZ is nowhere-vanishing on the finite set
g(F)∪ f2(Cv

tC (0)), and the section sD is nowhere-vanishing on D \ D′. Since
L|CvtC (0) is trivial, we have sn

D
|CvtC (0) = sn

Z |CvtC (0) for some n ≥ 1 by Lemma 2.4.
Therefore, we get sn

D
|C = sn

Z |C and this completes the proof of Claim 5.3. �

Finally, we show the next lemma, which was used in the proof of Theorem 5.2.

Lemma 5.4. Let X, Z1, Z2 be disjoint unions of smooth proper curves and f1 : X→
Z1, f2 : X→ Z2 finite surjective morphisms. Let L1 and L2 be line bundles on Z1

and Z2, respectively, such that f ∗1 L1 = f ∗2 L2. Suppose that L := f ∗1 L1 = f ∗2 L2 is
semiample. Further, assume that each fi satisfies either of the following conditions:

• The restriction of fi to any connected component of X is an isomorphism onto
its image.

• Any fiber of fi has length at most two.

Then, for any finite set F ⊂ X of closed points of X , we can take m ≥ 1 and a
section s ∈ H 0(X, L⊗m) such that s is nowhere-vanishing on F and s descends to
both Z1 and Z2.

Proof. First, we prove that there exists a finite group Gi acting on X such that
X → Zi decomposes into the quotient morphism X → X/Gi and a universal
homeomorphism X/Gi → Zi :

X

~~

f1

tt
  

f2

**Z1 X/G1universal homeomorphism
oo X/G2universal homeomorphism

// Z2

This is trivial when the restriction of fi to any connected component of X is an
isomorphism. Indeed, it is sufficient to take Gi such that it identifies the components
with the same image under fi . Then X→ Zi is isomorphic to the quotient morphism
X→ X/Gi .

For the second case, assume that any fiber of fi has length at most two. Let Z ′i
be a connected component of Zi . Set X ′ = f −1

i (Z ′i ). There are four possibilities:

(1) X ′ is connected and X ′→ Z ′i is an isomorphism.

(2) X ′ is connected and X ′→ Z ′i is the Frobenius map (this case may only occur
for characteristic p = 2).

(3) X ′ is connected and every fiber of X ′→ Z ′i has length two. There exists an
involution ι : X ′→ X ′ such that X ′→ Z ′i is the quotient by ι.
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(4) X ′ has two connected components X ′1 and X ′2. Further, X ′1→ Z ′i and X ′2→ Z ′i
are isomorphisms. In this case, we have X ′1 ∼= X ′2.

In the cases (3) and (4), we have a finite group G ′ acting on X ′ such that the
morphism X ′→ Z ′i is isomorphic to the quotient morphism X ′→ X ′/G ′.

Hence, we have a finite group Gi acting on X such that the morphism X→ Zi

decomposes as X→ X/Gi→ Zi , where X→ X/Gi is the quotient morphism and
X/Gi→ Zi is a universal homeomorphism (actually, if we restrict it to a connected
component, it is either an isomorphism or the Frobenius map).

Note that L = g∗L for any g ∈ Gi . We claim that if s ∈ H 0(X, L⊗m) is Gi -
equivariant, then s pe

descends to Zi for sufficiently large e. This is because s de-
scends to X/Gi and X/Gi→ Zi is a universal homeomorphism (see Theorem 2.9).

Let G := G1G2 ⊂ Aut(X) be a composition of the groups, and let S ⊂ X be the
G-orbit of the set F . By Lemma 2.6, G is a finite group, and therefore S is a finite set.

Take m ≥ 1 and a section s ∈ H 0(X, L⊗m) such that s is nowhere-vanishing
on S. Set

sG
:=

∏
σ∈G

σ ∗s ∈ H 0(X, L⊗m|G|).

The section sG is Gi -invariant for each i and nowhere-vanishing on F . Hence,
(sG)pe

satisfies the statement of the lemma for sufficiently large e ≥ 1. �

The main issue of this section is related to the following question, discussed by
Keel [2003].

Question 5.5. Let L be a line bundle on a variety X and let p : X → X be the
normalization of X . Assume that p∗L is semiample. What additional assumptions
are necessary for L to be semiample?

6. Proof of Theorem 1.1

In this section, we prove Theorem 1.1 using Theorem 4.1 and Theorem 5.2.

Proof of Theorem 1.1. Let S := b1c. By Theorem 4.1, it is sufficient to show that
L|Supp(S) is semiample. Note that in both case (1) and case (2), all the coefficients
of 1 are at most one.

By the adjunction formula (Proposition 2.2), if we define 1S on S so that
(K X + 1)|S = KS + 1S , then 1S satisfies the conditions in the statement of
Theorem 5.2.

In the case (2), that is, the case when each component Si of S is normal, S clearly
satisfies the condition (?). In the case (1), that is, the case when (X,1) is log
canonical, the surface S is regular or nodal in codimension one (see [Kollár 2013,
Corollary 2.32]), and so S satisfies condition (??) (see [Kollár 2013, Claim 1.41.1]
or [Tanaka 2014, Lemma 3.4, 3.5]).
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Thus, we can complete the proof by using Theorem 5.2. �

We easily deduce Corollary 1.2:

Proof of Corollary 1.2. It is enough to take L = 2(K X +1) and L =−(K X +1),
respectively. �

7. Examples

Theorem 1.1 does not hold if we do not impose any conditions on 1. It is in fact
possible to construct a nef and big line bundle L on a smooth threefold X such that
L− (K X +1) is nef and big for 1≥ 0, but L is not semiample. We construct such
L and 1 in the following way:

Example 7.1. Let L be a nef and big line bundle on a smooth threefold which is
not semiample (see an example in [Totaro 2009, Theorem 7.1]). Since L is big, we
can write L = A+E for an ample Q-Cartier Q-divisor A and an effective Q-Cartier
Q-divisor E . Take 1 = m E for m ∈ N big enough. Then mL − (K X +1) is an
ample Cartier divisor, and so the pair L ′ := mL and 1 is an example which we
were looking for.

Theorem 1.1 does not hold over algebraically closed fields k 6= Fp even in the
two-dimensional case:

Example 7.2 [Tanaka 2012, Example 19.3]. Let C0 ⊂ P2 be an elliptic curve in
P2, and let p1, . . . , p10 ∈ C0 be ten general points on C0. Let X be the blowup of
P2 along these ten points, and C the proper transform of C0. Note that K X +C ∼ 0
and C2

=−1.
Take an ample divisor H on X , and set L := H+aC , where a := H ·C > 0. Note

that L is a nef and big divisor. Further, (X,C) is log canonical, and L − (K X +C)
is also nef and big. Nevertheless, L is not semiample if the base field is not Fp.
This is because L ·C = 0, but the elliptic curve C is not contractible.

Corollary 1.2(2) also does not hold over algebraically closed fields k 6= Fp:

Example 7.3 [Gongyo 2012, Example 5.2]. Let S be the blowup of P2 along nine
general points. Note that −KS is nef but not semiample if the base field is not Fp.
Take a very ample divisor H on S, and set X := PS(OS ⊕OS(−H)). Let E be the
tautological section of OS ⊕ OS(−H). Since E ∼= S, it follows that −KE is not
semiample.

Then, (X, E) is log canonical, and L :=−(K X+E) is nef and big by the nefness
of −KS (for details, see [Gongyo 2012, Example 5.2]). Nevertheless, L is not
semiample, because L|E =−KE is not semiample.
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The torsion group of endotrivial modules
Jon F. Carlson and Jacques Thévenaz

Let G be a finite group and let T (G) be the abelian group of equivalence classes
of endotrivial kG-modules, where k is an algebraically closed field of characteris-
tic p. We determine, in terms of the structure of G, the kernel of the restriction
map from T (G) to T (S), where S is a Sylow p-subgroup of G, in the case when
S is abelian. This provides a classification of all torsion endotrivial kG-modules
in that case.

1. Introduction

Endotrivial modules for a finite group G over a field k of prime characteristic p play
a significant role in modular representation theory. Among other things, they form
an important part of the Picard group of self-equivalences of the stable category
stmod(kG) of finitely generated kG-modules modulo projectives. They are modules
which have universal deformation rings [de Smit and Lenstra 1997]. The endotrivial
modules have been classified in the case that G is a p-group [Carlson and Thévenaz
2004; 2005] and various results have appeared since for some specific families of
groups [Carlson et al. 2006; 2009; 2010; 2011; 2013; 2014a; 2014b; Mazza 2007;
Mazza and Thévenaz 2007; Navarro and Robinson 2012; Lassueur and Mazza
2015]. Recently, another line of research has developed that is concerned with the
classification of all endotrivial modules which are simple [Robinson 2011; Lassueur
et al. 2013; Lassueur and Malle 2015].

The main purpose of this paper is to classify all torsion endotrivial modules when
a Sylow p-subgroup is abelian. We let G be a finite group and T (G) be the abelian
group of equivalence classes of endotrivial kG-modules, where k is an algebraically
closed field of characteristic p. Let S be a Sylow p-subgroup of G. We fix the
notation

K (G)= Ker{ResG
S : T (G)−→ T (S)}.

One of the main open questions is to describe this kernel explicitly, and we achieve
this goal here in the case that S is abelian. Actually, K (G) is known to be equal to
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the torsion subgroup of T (G) in most cases. Specifically, this happens whenever S is
not cyclic, generalized quaternion, or semidihedral — because, if we exclude these
three cases, then T (S) is torsion-free by [Carlson and Thévenaz 2005]. The excluded
cases are treated in [Mazza and Thévenaz 2007; Kawata 1993; Carlson et al. 2013].

Let N = NG(S) denote the normalizer of a Sylow p-subgroup S of G. It is
known that the restriction map ResG

N : K (G)→ K (N ) is injective, induced by the
Green correspondence, and the problem is to describe its image. In fact, K (N )
consists of all one-dimensional representations of N and the main difficulty is to
know which of them lie in the image of ResG

N ; that is, which of them have Green
correspondents that are endotrivial. Indeed, if J is the intersection of the kernels of
the one-dimensional k N -modules whose Green correspondents are endotrivial, then
K (G) is isomorphic to the dual group (N/J )∗. So the problem of finding K (G)
comes down to the question of what is J .

Another approach was introduced by Balmer [2013], in which he shows that
K (G) is isomorphic to the group A(G) of all weak homomorphisms G → k×

(defined below in Section 3). Balmer’s method was used effectively in [Carlson
et al. 2014a] to compute K (G) in some crucial cases for G a special linear group.
The method involved the construction of a system of local subgroups {ρi (Q)}
indexed on the collection of nontrivial subgroups Q of the Sylow subgroup S of G
and for i ≥ 1 (see Section 4 for the definition). These subgroups are in the kernels
of all weak homomorphisms and we show here that ρi (S)⊆ NG(S) is in the kernel
of all one-dimensional representations of NG(S) whose Green correspondents are
endotrivial modules. That is, ρi (S)⊆ J , for J defined as above.

Hence, the question of determining K (G) becomes: is J equal to ρ∞(S), the
limit of the system? The answer is yes in all examples that we know. The main
theorem of this paper says that the answer is yes whenever the Sylow p-subgroup
of G is abelian. Indeed, we prove more. We show that J = ρ2(S), the subgroup of
N = NG(S) generated by the commutator subgroup [N , N ], S, and all intersections
N∩[NG(Q), NG(Q)] for Q a nontrivial subgroup of S. Thus, K (G)∼= (N/ρ2(S))∗

in the case that S is abelian. Balmer’s characterization of K (G) in terms of weak
homomorphisms is crucial for the proof, which appears in Section 5.

In Section 6 we show that the main theorem can be used to describe K (G)
explicitly when S is cyclic. An extension of the main theorem to the case where the
normalizer N of S controls p-fusion is given in Section 7. The paper ends with some
examples of simple or almost simple groups where the subgroup K (G) is not trivial.

2. Endotrivial modules and the restriction to the Sylow subgroup

Throughout this paper, k denotes an algebraically closed field of prime characteris-
tic p and G is a finite group. We assume that all modules are finitely generated. If



The torsion group of endotrivial modules 751

M and L are kG-modules, the notation M ∼= L⊕(proj) means that M is isomorphic
to the direct sum of L with some projective kG-module, which might be zero. We
write k for the trivial kG-module. Unless otherwise specified, the symbol ⊗ is
the tensor product ⊗k of the underlying vector spaces. In the case that M and L
are kG-modules, the tensor product M ⊗ L is a kG-module with G acting by the
diagonal action on the factors.

We assume that G has order divisible by p and we let S be a Sylow p-subgroup
of G. Recall that a kG-module M is endotrivial provided its endomorphism al-
gebra Endk(M) is isomorphic (as a kG-module) to the direct sum of the trivial
module k and a projective kG-module. In other words, M is endotrivial if and
only if Homk(M,M) ∼= M∗ ⊗ M ∼= k ⊕ (proj), where M∗ denotes the k-dual
of M . Any endotrivial module M splits as the direct sum M = M0⊕ (proj) for an
indecomposable endotrivial kG-module M0, which is unique up to isomorphism.
We let T (G) be the set of equivalence classes of endotrivial kG-modules for the
equivalence relation

M ∼ L ⇐⇒ M0 ∼= L0.

Every equivalence class contains a unique indecomposable module up to isomor-
phism. The tensor product induces an abelian group structure on the set T (G),
written additively as [M]+[L]= [M⊗L]. The zero element of T (G) is the class [k]
of the trivial module, while the inverse of the class of a module M is the class of
the dual module M∗. The group T (G) is known to be a finitely generated abelian
group.

Lemma 2.1 [Carlson et al. 2011, Lemma 2.3]. Let K (G) be the kernel of the
restriction map ResG

S : T (G)−→ T (S) to a Sylow p-subgroup S.

(a) K (G) is a finite subgroup of T (G).

(b) K (G) is the entire torsion subgroup T T (G) of T (G), provided S is not cyclic,
generalized quaternion, or semidihedral.

We say that a kG-module M has trivial Sylow restriction if the restriction of M
to a Sylow p-subgroup S has the form M↓G

S
∼= k ⊕ (proj). Any such module is

endotrivial and is the direct sum of an indecomposable trivial source module and a
projective module. Thus M has trivial Sylow restriction if and only if its class [M]
belongs to K (G).

Proposition 2.2. Suppose that a finite group H has a nontrivial normal p-subgroup.
Then every indecomposable k H-module with trivial Sylow restriction has dimension
one.

Proof. The proof is a straightforward application of the Mackey formula. The
details appear in Lemma 2.6 in [Mazza and Thévenaz 2007]. �
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In the situation of Proposition 2.2, for any one-dimensional k H -module L we
write χL : H → k× for the corresponding group homomorphism (representation).

Our next result is an easy application of the Green correspondence. For details,
see Proposition 2.6 in [Carlson et al. 2006].

Proposition 2.3. Let S be a Sylow p-subgroup of G and let N = NG(S).

(a) The restriction map ResG
N : T (G)→ T (N ) is injective, induced by the Green

correspondence.

(b) In particular, the restriction map ResG
N : K (G)→ K (N ) is injective.

We emphasize that, if M and L are kG-modules with trivial Sylow restriction
then, by Proposition 2.2, M↓G

N
∼= U ⊕ (proj) and L↓G

N
∼= V ⊕ (proj), where U

and V are k N -modules of dimension one. Here U is the Green correspondent of M ,
V is the Green correspondent of L , and we see automatically that U ⊗ V is the
Green correspondent of (M⊗ L)0, the unique indecomposable nonprojective direct
summand of M ⊗ L .

We know that K (NG(S)) consists exactly of all one-dimensional representations
of N . The main problem is to know which of them are in the image of the restriction
map from K (G). In other words, given a one-dimensional k N -module U , we need
to know when its Green correspondent M is endotrivial.

Another way of viewing the situation is the following:

Proposition 2.4. Let S denote a Sylow p-subgroup of G and let N = NG(S). Let
J ⊆ N be the intersection of the kernels of all one-dimensional k N-modules U such
that the Green correspondent M of U is an endotrivial kG-module. That is, J is
the intersection of the kernels of U such that [U ] is in the image of the restriction
ResG

N : T (G)→ T (N ). Then K (G)∼= (N/J )∗ ∼= Hom(N/J, k×).

Proof. The restriction map ResG
N : K (G) → K (N ), being injective, gives an

isomorphism between K (G) and a subgroup A⊆ K (N )∼=Hom(N , k×), the group
of one-dimensional representations of N . But A is isomorphic to the dual group of
N/J , where J is the intersection of the kernels of the elements of A. �

From the proposition, we see that the problem of characterizing the group K (G)
is equivalent to finding the group J . The main purpose of this paper is to offer a
possible candidate for the subgroup J . In addition, we prove that the candidate is,
in fact, equal to J in the case that the Sylow p-subgroup S is abelian.

3. Weak homomorphisms and the kernel of restriction

Balmer [2013] provided a new characterization of the group K (G) in terms of the
group of weak S-homomorphisms, which we describe in this section. Note that
Balmer’s construction is more general than the one that we use here. He defined
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“weak H -homomorphisms” for any subgroup H containing S. Because, we only
deal with the case that H = S in this paper, we call them “weak homomorphisms”.
Balmer [2015] has expanded his results, but here we only need the formulation
in [Balmer 2013].

For notation, recall that gS denotes the conjugate subgroup gSg−1, while Sg

denotes g−1Sg.

Definition 3.1. A map χ : G → k× is called a weak homomorphism (“weak S-
homomorphism” in the language of [Balmer 2013]) if it satisfies the following three
conditions:

(a) If s ∈ S, then χ(s)= 1.

(b) If g ∈ G and S ∩ gS = {1}, then χ(g)= 1.

(c) If a, b ∈ G and if S ∩ aS ∩ abS 6= {1}, then χ(ab)= χ(a)χ(b).

The product of two weak homomorphisms χ and ψ is defined pointwise by
(χψ)(g) = χ(g)ψ(g) and is again a weak homomorphism. The set A(G) of all
weak homomorphisms is an abelian group under this operation.

Theorem 3.2 [Balmer 2013]. The groups K (G) and A(G) are isomorphic.

The isomorphism is explicit and is described in detail in [Balmer 2013]. In
particular, it is shown that, given a weak homomorphism χ , there is a certain
norm-type formula using χ that constructs a homomorphism from the permutation
module k(G/S) to itself, whose image is the endotrivial module associated to χ .

It is important, in what follows, to understand Balmer’s isomorphism on restric-
tion to a subgroup H having a nontrivial normal p-subgroup. This is our next result.
For notation, given a finite group H , we let ♦(H) be the smallest normal subgroup
of H such that H/♦(H) is an abelian p′-group. In other words ♦(H)= [H, H ]S is
the subgroup of H generated by the commutator subgroup [H, H ] and by a Sylow
p-subgroup S of H .

Proposition 3.3. Suppose that a finite group H has a nontrivial normal p-subgroup.

(a) Every weak homomorphism χ : H → k× is a group homomorphism.

(b) The isomorphism K (H)→ A(H) maps the class of a one-dimensional k H-
module M to the corresponding group representation H → k×.

(c) The group A(H) is isomorphic to the group of one-dimensional representations
of H , that is, the dual group (H/♦(H))∗.

Proof. To prove (a), let Q be a nontrivial normal p-subgroup of H . For any a, b∈G,
the subgroup S ∩ aS ∩ abS is nontrivial because it contains Q = aQ = abQ. Thus
the third condition in Definition 3.1 implies that χ(ab)= χ(a)χ(b).

Statement (b) follows from the construction of the isomorphism given in Sec-
tion 2.5 of [Balmer 2013]. See also Corollary 5.1 in [Balmer 2013]. The proof
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of (c) is straightforward, because the image of any group homomorphism H → k×

is contained in the subgroup of k× consisting of roots of unity, namely the group of
all p′-roots of unity since k is algebraically closed and has characteristic p. �

Proposition 3.4. Let N = NG(S), where S is the Sylow p-subgroup of G. The
restriction map ResG

N : A(G)→ A(N ) is injective.

Proof. This follows from Proposition 2.3, Balmer’s isomorphism in Theorem 3.2,
and the fact that this isomorphism is natural. �

4. A system of local subgroups

In this section, we discuss the properties of a sequence of subgroups ρi (Q)⊆NG(Q),
where Q is a nontrivial p-subgroup of S and i ≥ 1. The construction of the sequence
was first presented in [Carlson et al. 2014a], though the version here is slightly
different. The definition of the subgroups ρi (Q) depends not only on NG(Q), but
involves all normalizers of nontrivial subgroups of the Sylow subgroup S of G.

The definition proceeds inductively as follows. We fix a Sylow p-subgroup S
of G. For any nontrivial subgroup Q of S, let

ρ1(Q) := ♦(NG(Q)).

As before, ♦(NG(Q)) is the product of the commutator subgroup of NG(Q) and a
Sylow p-subgroup of NG(Q). The original version in [Carlson et al. 2014a] uses
simply the commutator subgroup of NG(Q). For i > 1, we let

ρi (Q) := 〈NG(Q)∩ ρi−1(Q′) | {1} 6= Q′ ⊆ S〉,

the subgroup generated by the subgroups NG(Q) ∩ ρi−1(Q′) for all nontrivial
subgroups Q′ of S. This contains ρi−1(Q), so we have a nested sequence of
subgroups

ρ1(Q)⊆ ρ2(Q)⊆ ρ3(Q)⊆ · · · ⊆ NG(Q).

Since G is finite, the sequence eventually stabilizes, and we let ρ∞(Q) be the limit
subgroup of the sequence {ρi (Q) | i ≥ 1}, namely their union.

The definition of the subgroups ρi (Q) was originally motivated in [Carlson et al.
2014a] by the following observation:

Proposition 4.1. Suppose that χ : G→ k× is a weak homomorphism as defined in
the last section. If x ∈ ρi (Q) for some i ≥ 1 and for some nontrivial subgroup Q
of S, then χ(x)= 1.

Proof. In the case that i =1, the statement is a trivial consequence of the definition of
a weak homomorphism. That is, χ(x)=1 for any x ∈Q by Definition 3.1(a), and is a
homomorphism to an abelian group when restricted to NG(Q) by Definition 3.1(c).
So assume that i > 1 and that χ(x) = 1 for all x ∈ ρi−1(Q) for all nontrivial
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subgroups Q ⊆ S. Then χ(x)= 1 for all x ∈ NG(Q)∩ρi−1(Q′) for any nontrivial
subgroups Q and Q′. Thus, χ(x) = 1 for all x ∈ ρi (Q), and the proposition is
proved by induction. �

Suppose that M is a kG-module with trivial Sylow restriction. By Proposition 2.2,
for any nontrivial subgroup Q of S there is a one-dimensional k NG(Q)-module L Q

such that M↓G
NG(Q)

∼= L Q⊕(proj). We write χQ =χL Q for the corresponding group
homomorphism χQ : NG(Q)→ k×.

The next result encapsulates the main idea of this section. It should be compared
with Proposition 4.1.

Proposition 4.2. Suppose that M is a kG-module with trivial Sylow restriction, let
Q be a nontrivial subgroup of S and let χQ : NG(Q)→ k× be defined as above.
Then ρ∞(Q) is contained in the kernel of χQ .

Proof. We prove, by induction on i , that if x ∈ ρi (Q) then χQ(x)= 1. In the case
that i = 1, the result is a consequence of the fact that ρ1(Q)=♦(NG(Q)) is in the
kernel of every one-dimensional character on NG(Q). Inductively, we assume that
the lemma is true for ρ j (Q′) whenever j < i and 1 6= Q′ ⊆ S. Because x ∈ ρi (Q),
we have that x = x1 · · · xm for some m, where xt ∈ NG(Q)∩ ρi−1(Qt), for some
nontrivial subgroup Qt of S, for each t = 1, . . . ,m. For each t we consider the
restriction of M to NG(Q)∩ NG(Qt). Using the notation above, this yields

M↓G
NG(Q)∩NG(Qt )

∼= L Q ↓
NG(Q)
NG(Q)∩NG(Qt )

⊕ (proj)∼= L Qt ↓
NG(Qt )
NG(Q)∩NG(Qt )

⊕ (proj) .

The intersection NG(Q)∩ NG(Qt) contains the center of S, which is a nontrivial
p-subgroup. Thus, any indecomposable projective module over NG(Q)∩ NG(Qt)

has dimension divisible by p. Therefore, by the Krull–Schmidt theorem,

L Q ↓
NG(Q)
NG(Q)∩NG(Qt )

∼= L Qt ↓
NG(Qt )
NG(Q)∩NG(Qt )

.

For all t , it follows by induction that χQ(xt)= χQt (xt)= 1, because xt ∈ ρ
i−1(Qt).

Thus χQ(x)= 1, as asserted. �

The main theorem of this section is a special case of the above.

Theorem 4.3. Suppose that M is an endotrivial kG-module with trivial Sylow
restriction, i.e., M↓G

S
∼= k⊕ (proj). Then M↓G

ρ∞(S)
∼= k⊕ (proj).

There are several immediate corollaries.

Corollary 4.4. Suppose that ρ∞(S) = NG(S). Then the only indecomposable
kG-module with trivial Sylow restriction is the trivial module; that is, K (G)= {0}.

Proof. If M is a kG-module with trivial Sylow restriction, then our assumption
implies that M↓G

NG(S)
∼= k⊕ (proj). Because M is indecomposable, it is the Green

correspondent of the trivial module kNG(S). Thus M is the trivial module. �
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Corollary 4.5. Suppose that Q is a normal subgroup of S and that, for some i ,
NG(S) ⊆ ρi (Q). Then the only indecomposable kG-module with trivial Sylow
restriction is the trivial module. In other words, K (G)= {0}.

Proof. Under the hypothesis, we have that NG(S)⊆ ρi+1(S), and we are done by
the previous corollary. �

Note in the above corollary that Q being normal in S does not assure that NG(S)
is a subgroup of NG(Q). However, if Q is characteristic in S, then this is a certainty.

Corollary 4.6. Suppose that Q is a characteristic subgroup of S and that, for
some i , NG(Q) = ρi (Q). Then the only indecomposable kG-module with trivial
Sylow restriction is the trivial module. In other words, K (G)= {0}.

5. Abelian Sylow subgroup

The purpose of this section is to prove our main theorem, which describes K (G)
when a Sylow p-subgroup S of G is abelian. Specifically, we show the following:

Theorem 5.1. Suppose that a Sylow p-subgroup S of G is abelian. Let N = NG(S).

(a) The image of the restriction map ResG
N : A(G)→ A(N ) consists exactly of all

group homomorphisms NG(S)→ k× having ρ2(S) in their kernel.

(b) K (G)∼= A(G)∼= (NG(S)/ρ2(S))∗.

(c) ρ2(S)= ρ∞(S).

In other words, the theorem says that if the Sylow subgroup S of G is abelian, then
the subgroup J of Proposition 2.4 is equal to ρ2(S) and that K (G)∼= (N/ρ2(S))∗.

Note that, by Proposition 4.1, the restriction to NG(Q) of any weak homomor-
phism φ : G → k× is a homomorphism having ρ2(Q) in its kernel. Our task
then is to prove a very strong converse, namely, that any group homomorphism
χ : N = NG(S)→ k× having ρ2(S) in its kernel is the restriction to N of a weak
homomorphism.

We need a couple of preliminary results before beginning the proof. The first
observation is essential to our efforts.

Lemma 5.2. Let S be a Sylow p-subgroup of a finite group H.

(a) The inclusion map NH (S)→ H induces an isomorphism

NH (S)/NH (S)∩♦(H)∼= H/♦(H).

(b) For any group homomorphism φ : NH (S)→ k× having NH (S) ∩ ♦(H) in
its kernel, there exists a unique group homomorphism ψ : H → k× whose
restriction to NH (S) is equal to φ.
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Proof. By the definition of ♦(H), the Sylow p-subgroup S is contained in ♦(H).
The Frattini argument yields NH (S)♦(H) = H , proving (a). Then (b) follows
from (a). �

Lemma 5.3 (Burnside’s fusion theorem). Let S be an abelian Sylow p-subgroup
of G and suppose that R is a nontrivial subgroup of S ∩ gS.

(a) There exists c ∈ CG(R) and n ∈ NG(S) such that g = cn.

(b) If g=c′n′ with c′∈CG(R) and n′∈NG(S), then there exists d∈NG(S)∩CG(R)
such that c′ = cd and n′ = d−1n.

Proof. Statement (a) is essentially Burnside’s theorem. For the proof, observe
that S and gS are Sylow p-subgroups of CG(R), hence conjugate by an element
c ∈ CG(R). Then n = c−1g normalizes S. Statement (b) follows by defining
d = c−1c′ = nn′−1. �

The essence of the proof of Theorem 5.1 is the following:

Proposition 5.4. Suppose that a Sylow p-subgroup S of G is abelian, and let
N = NG(S). Let χ : N → k× be a homomorphism whose kernel contains ρ2(S).
Then there is a unique weak homomorphism θ : G→ k× whose restriction to N is
equal to χ .

Proof. Let Q be a nontrivial subgroup of S, and let H =CG(Q), the centralizer of Q
in G. Since S is abelian, S⊆ H ⊆ NG(Q). Clearly,♦(H)=[H, H ]S⊆♦(NG(Q)),
hence χ vanishes on NH (S)∩♦(H)⊆ ρ2(S) by assumption. By Lemma 5.2, there
exists a unique group homomorphism

ψQ : H = CG(Q)−→ k×

that coincides with χ on the subgroup NH (S)= NG(S)∩CG(Q)= N ∩ H .
We define θ : G→ k× by the following rule. First, we set θ(g)= 1 if S∩ gS = 1.

If S ∩ gS 6= {1}, we use Lemma 5.3 and write g = cn, with c ∈ CG(S ∩ gS)
and n ∈ NG(S). Then let

θ(g)= ψS∩gS(c)χ(n).

In order to prove that θ is well defined, we must consider another decomposition
g = c′n′, with c′ ∈ CG(S ∩ gS) and n′ ∈ NG(S), and show that the algorithm
produces the same result for θ(g). In fact, we prove more: that the algorithm
produces the same result even if we replace S ∩ gS by a proper nontrivial subgroup.
That is, assume that R is any nontrivial subgroup of S∩ gS and write g = c′n′, with
c′ ∈ CG(R) and n′ ∈ NG(S). We claim that

ψS∩gS(c)χ(n)= ψR(c′)χ(n′).
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In order to prove the claim, we observe that CG(S ∩ gS) ⊆ CG(R) because
R ⊆ S ∩ gS. So we have two decompositions g = cn = c′n′ with c, c′ ∈ CG(R)
and n, n′ ∈ NG(S). By Lemma 5.3, there exists d ∈ NG(S) ∩ CG(R) such that
c′ = cd and n′ = d−1n. Thus,

ψR(c′)χ(n′)= ψR(cd)χ(d−1n)= ψR(c)ψR(d)χ(d)−1χ(n)= ψR(c)χ(n)

because d∈NG(S)∩CG(R) and we know thatψR and χ coincide on NG(S)∩CG(R).
We next observe that the uniqueness of ψS∩gS : CG(S ∩ gS)→ k× implies that
it must be equal to the restriction to CG(S ∩ gS) of the group homomorphism
ψR : CG(R)→ k×. Therefore ψR(c) = ψS∩gS(c), completing the proof of the
claim.

Our next task is to prove that θ is a weak homomorphism. If s ∈ S, then S∩sS= S
and we have CG(S)⊆ NG(S). We use the decomposition s = 1 · s with 1 ∈ CG(S)
and s ∈ NG(S) and we get θ(s)= χ(s). But χ vanishes on S because S ⊆♦(N ).
Therefore θ(s) = 1, proving the first condition for a weak homomorphism. The
second condition is obvious, since θ(g)= 1 if S ∩ gS = 1, by definition.

Assume that a, b∈G with S∩aS∩abS 6={1}. We must show that θ(ab)=θ(a)θ(b).
Let R = S ∩ aS ∩ abS, and note that R ⊆ S ∩ aS. Using what we have proved, we
can write

θ(a)= ψR(c)χ(n), where a = cn, c ∈ CG(R), n ∈ NG(S).

Next notice that R ⊆ aS ∩ abS, so that Ra
⊆ S ∩ bS. We write

θ(b)= ψRa (d)χ(m), where b = dm, d ∈ CG(Ra), m ∈ NG(S).

It follows that ab = adam, with ad ∈ CG(R), am ∈ NG(
aS). Therefore

ab = aba = adama = adcc−1am = adcnm,

because c−1a = n. But adc ∈ CG(R), because d ∈ CG(Ra) and nm ∈ NG(S). So
we obtain

θ(ab)= ψR(
adc)χ(nm)= ψR(

ad)ψR(c)χ(n)χ(m)= ψR(c)χ(n)ψR(
ad)χ(m).

Now we claim that ψR(
ad)= ψRa (d). Writing a = cn, we first find that

ψR(
ad)= ψR(cndc−1)= ψR(c)ψR(

nd)ψR(c−1)= ψR(
nd),

because k× is commutative. Moreover, writing conjn(x)= nxn−1, we observe that
the composite

CG(Ra)= CG(Rn)
conjn // CG(R)

ψR // k×
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has a restriction to NG(S)∩CG(Rn) equal to

NG(S)∩CG(Rn)
conjn // NG(S)∩CG(R)

χ // k×.

Hence, it is equal to the map

NG(S)∩CG(Rn)
χ // k× ,

because n ∈ NG(S) and χ(nxn−1)= χ(n)χ(x)χ(n−1)= χ(x) by commutativity
of k×. It follows that ψR ◦ conjn : CG(Rn) → k× is the unique extension of
χ : NG(S)∩CG(Rn)→ k×, hence equal to the homomorphism ψRn :CG(Rn)→ k×.
In other words, ψR(

nd)= ψR(conjn(d))= ψRn (d). Finally,

ψR(
ad)= ψR(

nd)= ψRn (d)= ψRa (d),

as claimed.
Returning to the computation of θ(ab), we find

θ(ab)= ψR(c)χ(n)ψR(
ad)χ(m)= ψR(c)χ(n)ψRa (d)χ(m)= θ(a)θ(b).

This completes the proof of the third condition for a weak homomorphism. Thus
θ : G→ k× is a weak homomorphism, and we have proved the proposition. �

Proof of Theorem 5.1. To prove (a), we recall that any weak homomorphism on N
is a homomorphism. The image under the restriction map ResG

N : A(G)→ A(N )
of any element of A(G) must be a homomorphism with ρ2(S) in its kernel. The
previous proposition says that the restriction map must be injective and surjective
onto this subset.

Statement (b) follows immediately from (a) and the injectivity of the restriction
map (Proposition 3.4). The proof of (c) — that is, the equality ρ2(S)= ρ∞(S)—
follows from (a) and the fact that ρ∞(S) is in the kernel of any weak homomorphism,
by Theorem 4.3. �

All of the experimental evidence suggests that something like Theorem 5.1 should
be true in general. Hence, we suggest the following question:

Question 5.5. Suppose that G is any finite group with Sylow p-subgroup S. Let
N = NG(S), and let J ⊆ N be the intersection of the kernels of all one-dimensional
k N-modules U such that the Green correspondent of U is an endotrivial kG-module.
Is J = ρ∞(S)?

While it might be possible to prove an affirmative answer by means similar to
those in the proof of Theorem 5.1, we should point out that at least two difficulties
arise. The first is that the fusion theorem of Burnside does not hold in greater
generality. It would have to be replaced with something like Alperin’s fusion
theorem, whose conditions are more complicated. In addition, as we see in Section 7,
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even a stringent assumption such as control of fusion by the normalizer of the Sylow
subgroup S does not readily lead to a generalization. Other assumptions seem to be
necessary for the proof.

A second difficulty generalizing Theorem 5.1 is that the equality ρ2(S)= ρ∞(S)
does not hold in general. An example is G2(5) for k a field of characteris-
tic 3. Computer calculations using Magma [Bosma and Cannon 1996] show that
ρ3(S)= ρ∞(S)= NG(S), but ρ2(S) is a proper subgroup of NG(S).

6. The cyclic case

If a Sylow p-subgroup S of G is cyclic, then the structure of K (G) is determined
in Theorem 3.6 of [Mazza and Thévenaz 2007]. In this section, we show that this
result can be recovered using Theorem 5.1. We prove the following:

Theorem 6.1. Suppose that a Sylow p-subgroup S of G is cyclic. Let Z be the
unique subgroup of S of order p. Then K (G)∼=K (NG(Z))∼=

(
NG(Z)/♦(NG(Z))

)∗.
Proof. For any subgroup Q such that Z ⊆ Q ⊆ S, we have that NG(Q)⊆ NG(Z).
Hence ♦(NG(Q))⊆♦(NG(Z)), and

ρ2(S)= NG(S)∩♦(NG(Z)).

By Lemma 5.2 applied to the subgroup H = NG(Z), we have an isomorphism

NG(S)/ρ2(S)= NG(S)/NG(S)∩♦(NG(Z))∼= NG(Z)/♦(NG(Z)) .

Since K (G)∼=
(
NG(Z)/ρ2(S)

)∗ by Theorem 5.1, we obtain

K (G)∼=
(
NG(Z)/♦(NG(Z))

)∗
,

as required. This is also isomorphic to K (NG(Z)), by Proposition 3.3. �

The isomorphism K (G) ∼= K (NG(Z)) actually follows directly from the iso-
morphism T (G)∼= T (NG(Z)), which is a consequence of the fact that NG(Z) is
strongly p-embedded in G (see Lemma 3.5 in [Mazza and Thévenaz 2007]).

7. Control of fusion

Assume that the normalizer NG(S) of a Sylow p-subgroup S of G controls p-fusion.
One may wonder if Theorem 5.1 still holds under this assumption. The analysis of
the proof shows that we need more, as follows.

Theorem 7.1. Suppose that the normalizer N = NG(S) of a Sylow p-subgroup S
of G controls p-fusion. Assume, in addition, that, for any subgroup Q of S, we
have NH (S)♦(H) = H , where H = CG(Q) and NH (S) = NG(S)∩ H. Then the
following hold:
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(a) The image of the restriction map ResG
NG(S) : A(G)→ A(NG(S)) consists exactly

of all group homomorphisms NG(S)→ k× having ρ2(S) in their kernel.

(b) K (G)∼= A(G)∼= (NG(S)/ρ2(S))∗.

(c) ρ2(S)= ρ∞(S).

Proof. The proof is exactly the same as that of Theorem 5.1, with the following ob-
servations. The assumption on each group H =CG(Q) implies that the conclusions
of Lemma 5.2 hold. Thus the use of Lemma 5.2 remains valid. More precisely, for
any group homomorphism χ : NG(S)→ k× vanishing on NH (S)∩♦(H), there
exists a unique group homomorphism ψQ : CG(S)→ k× which coincides with χ
on the subgroup NH (S)= NG(S)∩ H . Here S is not necessarily contained in H
(while it is when S is abelian), so the Frattini argument cannot be applied as it was
in Lemma 5.2. However, our assumption allows us to make the argument work.

On the other hand, the assumption on control of fusion means exactly that the
conclusions of Lemma 5.3 hold. Thus, the use of Lemma 5.3 remains valid, and
the whole proof goes through. �

8. Examples

If H is a strongly p-embedded subgroup of G, then any one-dimensional represen-
tation of H has a Green correspondent which is endotrivial (see Proposition 2.8
and Remark 2.9 in [Carlson et al. 2006]). This fact was used to produce torsion
endotrivial modules of dimension greater than one in various cases, in particular
for groups of Lie type of rank one in the defining characteristic (Proposition 5.2
in [Carlson et al. 2006]) and for groups with a cyclic Sylow p-subgroup (Lemma 3.5
in [Mazza and Thévenaz 2007]).

However, there are other cases when torsion endotrivial modules of dimension
greater than one occur. Several examples are given in [Lassueur and Mazza 2015]
for various sporadic groups. The purpose of this section is to provide two explicit
examples for classical groups with an abelian Sylow p-subgroup. We first start by
an easy case.

Example 8.1 (PSL(2, q) in characteristic 2). Let G = PSL(2, q) in characteristic 2
and assume that q ≡ 3 or 5 modulo 8, so that a Sylow 2-subgroup S of G is a Klein
four-group. Then CG(S) = S has index 3 in NG(S), hence ♦(NG(S)) = S. Any
subgroup C of order 2 satisfies NG(C)= CG(C) and

S ⊆ NG(S)∩♦(NG(C))⊆ NG(S)∩ NG(C)= NG(S)∩CG(C)= S.

Therefore NG(S) ∩♦(NG(C)) = S, and it follows that ρ2(S) = ρ1(S) = S. By
Theorem 5.1, K (G) is the dual group of NG(S)/S, which is cyclic of order 3.
Hence T T (G)= K (G)∼= Z/3Z.
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For our second example, we compute the torsion part of the group of endotrivial
modules over the group G = PSL(3, q) in characteristic 3, in the case that q ≡ 4
or 7 modulo 9. In this case, the Sylow 3-subgroup of G is elementary abelian of
order 9. The point is to show that the torsion subgroup T T (G) = K (G) of the
group of endotrivial module is isomorphic to (Z/2Z)2, which has three nontrivial
elements.

For notation, we use an overline to indicate the class in G of an element
in H = SL(3, q). Let ζ denote a cubed root of unity in Fq . We fix the following
elements of H :

a =

1 0 0
0 ζ 0
0 0 ζ 2

 , x =

0 1 0
0 0 1
1 0 0

 , u =

1 1 1
1 ζ ζ 2

1 ζ 2 ζ

 , v =

ζ 1 1
ζ ζ ζ 2

1 ζ 1

 .
Then it is not difficult to verify the following:

Lemma 8.2. The subgroup 〈a, x〉 is a Sylow 3-subgroup of H = SL(3, q), and
hence the Sylow 3-subgroup of G is S = 〈a, x〉. In addition, we have the relations:

(1) u−1xu = a,

(2) u−1au = x−1,

(3) v−1xv = a2v,

(4) v−1av = ζ(ax)−1.

In particular, the elements u and v are in the normalizer of S, and each acts on S by
exchanging the four maximal subgroups in pairs. The commutator σ = u−1v−1uv
acts on S by inverting a and x , and hence also inverts every nonidentity element.

Now we consider the centralizers and normalizers. Let z ∈ H be the scalar matrix
with nonzero entries equal to ζ . Then 〈z〉 is the kernel of the natural homomorphism
of H onto G. A general principle here is that, if y is an element of H such that
y commutes with x , then, for some j , a j y is in the centralizer of x , and the same
holds with a and x exchanged.

It is easy to see that the centralizer of a in H is the Levi subgroup L of all diagonal
matrices of determinant one. Then the normalizer of 〈a, z〉 is the normalizer of L
which is generated by L , x and the element σ , the commutator of u and v. The
centralizer of x , which has the same order as that of a, consists of all elements of
the form c d e

e c d
d e c


having determinant one (that is, c3

+ d3
+ e3
− 3cde = 1). Then, the normalizer of

〈x, z〉 is generated by this centralizer, a and σ .
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Thus we can prove the following:

Proposition 8.3. The Sylow 3-subgroup S is self-centralizing. Its normalizer is
generated by a, x , u, v and σ .

Proof. We can see that the centralizer of S is generated by the classes a, x and
the classes of the intersection of the centralizers of a and x in H . However, this
intersection consists only of the elements of 〈z〉. The elements u and v permute
the maximal subgroups of S transitively. So suppose that y is an element of the
normalizer of S and y a preimage of y in H . By replacing y by its product with
a power of u and/or a power of v we may assume that y normalizes 〈a〉. By
replacing y by its product with σ , if necessary, we may assume that y centralizes a.
Multiplying y by a power of x , if necessary, we may assume that y has the formr 0 0

0 s 0
0 0 t

 ,
where rst = 1. Thus we have that

yxy−1
=

 0 r2t 0
0 0 rs2

st2 0 0

 .
The point of this is that yx y−1 must be one of the elements x , ax or a2x and cannot
be x2, ax2 or a2x2. Because y centralizes a, conjugation by y is an automorphism
of order either one or three on S. Order 3 is not possible. Consequently, yx y−1

= x
and y centralizes S. This proves the proposition. �

Now we are ready for the main theorem.

Theorem 8.4. Assume that G=PSL(3, q), where q is congruent to 4 or 7 modulo 9.

(a) Let S be a Sylow 3-subgroup of G. Then ρ∞(S)= ρ1(S)= [NG(S), NG(S)].

(b) T T (G)= K (G)∼= (Z/2Z)2.

Proof. (a) First, ρ1(S)=♦(NG(S))= [NG(S), NG(S)] by definition and the fact
that [NG(S), NG(S)] has index prime to 3 in NG(S) (namely index 4). We also
have that, for any subgroup U of order 3 in S, NG(U )∩ NG(S)⊆ [NG(S), NG(S)].
Consequently, again from the definition, we have that ρn(S)= [NG(S), NG(S)] for
all n.

(b) Since a Sylow 3-subgroup is abelian of rank two, T T (G)= K (G) is isomorphic
to the dual group of NG(S)/ρ2(S) by Theorem 5.1. By (a), ρ2(S)=[NG(S), NG(S)]
and, by Proposition 8.3, NG(S)/[NG(S), NG(S)] ∼= (C2)

2, a Klein four-group, gen-
erated by the classes of u and v. Its dual group (in additive notation) is isomorphic
to (Z/2Z)2. �
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Remark 8.5. In the case that q = 4, the normalizer of the Sylow subgroup S of G
is strongly 3-embedded, and the result of the theorem could be deduced from that
fact. In all other cases, NG(S) is not strongly 3-embedded and it is not strongly
3-embedded in any subgroup of G that properly contains it.

Finally, it is not difficult to perform the computations of the subgroups ρi (Q)
for all subgroups Q of the Sylow subgroup S of G on a computer using a standard
computer algebra system. From this computation, the structure of K (G)= T T (G)
can in many cases be deduced using Theorem 5.1 or something similar. Below are
a few calculations using Magma [Bosma and Cannon 1996]. In most cases, only
a few seconds of computing time was required. The computing time depends on
such things as the size of the permutation representation of G and the number of
subgroups of S. Here we list only groups where K (G) is not trivial. The results
should be compared with those of [Lassueur et al. 2013; Lassueur and Malle 2015;
Lassueur and Mazza 2015]. The notation for the groups is the Atlas notation.

TT(G) Group Characteristic p

Z/2Z
M23, Ru 3

J2, Suz, 2Suz, 6Suz, Fi22, Fi23 5
Z/2Z×Z/2Z M11, M22, M23, HS 3

Z/4Z
2Ru 3

Co3, Sz32 5
Z/2Z×Z/4Z 2M22, 4M22 3

Z/8Z McL 5
Z/24Z 3McL 5

Acknowledgment

The authors are grateful to Paul Balmer and Caroline Lassueur for several useful
discussions.

References

[Balmer 2013] P. Balmer, “Modular representations of finite groups with trivial restriction to Sylow
subgroups”, J. Eur. Math. Soc. (JEMS) 15:6 (2013), 2061–2079. MR 3120735 Zbl 1291.20009

[Balmer 2015] P. Balmer, “Stacks of group representations”, J. Eur. Math. Soc. (JEMS) 17:1 (2015),
189–228. MR 3312406

[Bosma and Cannon 1996] W. Bosma and J. Cannon, “Handbook on Magma functions”, University
of Sydney, 1996, http://magma.maths.usyd.edu.au/magma/handbook/.

[Carlson and Thévenaz 2004] J. F. Carlson and J. Thévenaz, “The classification of endo-trivial
modules”, Invent. Math. 158:2 (2004), 389–411. MR 2005e:20013 Zbl 1110.20004

http://dx.doi.org/10.4171/JEMS/414
http://dx.doi.org/10.4171/JEMS/414
http://msp.org/idx/mr/3120735
http://msp.org/idx/zbl/1291.20009
http://dx.doi.org/10.4171/JEMS/501
http://msp.org/idx/mr/3312406
http://magma.maths.usyd.edu.au/magma/handbook/
http://dx.doi.org/10.1007/s00222-004-0385-0
http://dx.doi.org/10.1007/s00222-004-0385-0
http://msp.org/idx/mr/2005e:20013
http://msp.org/idx/zbl/1110.20004


The torsion group of endotrivial modules 765

[Carlson and Thévenaz 2005] J. F. Carlson and J. Thévenaz, “The classification of torsion endo-trivial
modules”, Ann. of Math. (2) 162:2 (2005), 823–883. MR 2006f:20012 Zbl 1110.20005

[Carlson et al. 2006] J. F. Carlson, N. Mazza, and D. K. Nakano, “Endotrivial modules for finite
groups of Lie type”, J. Reine Angew. Math. 595 (2006), 93–119. MR 2007c:20023 Zbl 1106.20007

[Carlson et al. 2009] J. F. Carlson, N. Mazza, and D. K. Nakano, “Endotrivial modules for the sym-
metric and alternating groups”, Proc. Edinb. Math. Soc. (2) 52:1 (2009), 45–66. MR 2009k:20023
Zbl 1165.20005

[Carlson et al. 2010] J. F. Carlson, D. J. Hemmer, and N. Mazza, “The group of endotrivial mod-
ules for the symmetric and alternating groups”, Proc. Edinb. Math. Soc. (2) 53:1 (2010), 83–95.
MR 2011d:20017 Zbl 1217.20004

[Carlson et al. 2011] J. F. Carlson, N. Mazza, and J. Thévenaz, “Endotrivial modules for p-solvable
groups”, Trans. Amer. Math. Soc. 363:9 (2011), 4979–4996. MR 2012f:20026 Zbl 1250.20007

[Carlson et al. 2013] J. F. Carlson, N. Mazza, and J. Thévenaz, “Endotrivial modules over groups with
quaternion or semi-dihedral Sylow 2-subgroup”, J. Eur. Math. Soc. (JEMS) 15:1 (2013), 157–177.
MR 2998832 Zbl 1276.20007

[Carlson et al. 2014a] J. F. Carlson, N. Mazza, and D. K. Nakano, “Endotrivial modules for the general
linear group in a nondefining characteristic”, Math. Z. 278:3-4 (2014), 901–925. MR 3278897
Zbl 06384008

[Carlson et al. 2014b] J. F. Carlson, N. Mazza, and J. Thévenaz, “Torsion-free endotrivial modules”,
J. Algebra 398 (2014), 413–433. MR 3123775 Zbl 06334760

[Kawata 1993] S. Kawata, “On Auslander–Reiten components for certain group modules”, Osaka J.
Math. 30:2 (1993), 137–157. MR 95c:20008 Zbl 0819.20007

[Lassueur and Malle 2015] C. Lassueur and G. Malle, “Simple endo-trivial modules for the linear,
unitary and exceptional groups”, preprint, 2015. arXiv 1501.00400

[Lassueur and Mazza 2015] C. Lassueur and N. Mazza, “Endotrivial modules for the sporadic simple
groups and their covers”, J. Pure Appl. Algebra (online publication February 2015).

[Lassueur et al. 2013] C. Lassueur, G. Malle, and E. Schulte, “Simple endotrivial modules for
quasi-simple groups”, J. Reine Angew. Math. (online publication November 2013).

[Mazza 2007] N. Mazza, “The group of endotrivial modules in the normal case”, J. Pure Appl.
Algebra 209:2 (2007), 311–323. MR 2007j:20010 Zbl 1117.20009

[Mazza and Thévenaz 2007] N. Mazza and J. Thévenaz, “Endotrivial modules in the cyclic case”,
Arch. Math. (Basel) 89:6 (2007), 497–503. MR 2009b:20015 Zbl 1155.20009

[Navarro and Robinson 2012] G. Navarro and G. R. Robinson, “On endo-trivial modules for p-
solvable groups”, Math. Z. 270:3-4 (2012), 983–987. MR 2892933 Zbl 1242.20004

[Robinson 2011] G. R. Robinson, “On simple endotrivial modules”, Bull. Lond. Math. Soc. 43:4
(2011), 712–716. MR 2012g:20022 Zbl 1234.20003

[de Smit and Lenstra 1997] B. de Smit and H. W. Lenstra, Jr., “Explicit construction of universal
deformation rings”, pp. 313–326 in Modular forms and Fermat’s last theorem (Boston, MA, 1995),
edited by G. Cornell et al., Springer, New York, 1997. MR 1638482 Zbl 0907.13010

Communicated by David Benson
Received 2014-11-05 Revised 2015-01-28 Accepted 2015-02-27

jfc@math.uga.edu Department of Mathematics, University of Georgia,
Athens, GA 30602, United States

jacques.thevenaz@epfl.ch Section de mathématiques, EPFL, Station 8,
CH-1015 Lausanne, Switzerland

mathematical sciences publishers msp

http://dx.doi.org/10.4007/annals.2005.162.823
http://dx.doi.org/10.4007/annals.2005.162.823
http://msp.org/idx/mr/2006f:20012
http://msp.org/idx/zbl/1110.20005
http://dx.doi.org/10.1515/CRELLE.2006.045
http://dx.doi.org/10.1515/CRELLE.2006.045
http://msp.org/idx/mr/2007c:20023
http://msp.org/idx/zbl/1106.20007
http://dx.doi.org/10.1017/S0013091506001179
http://dx.doi.org/10.1017/S0013091506001179
http://msp.org/idx/mr/2009k:20023
http://msp.org/idx/zbl/1165.20005
http://dx.doi.org/10.1017/S0013091508000618
http://dx.doi.org/10.1017/S0013091508000618
http://msp.org/idx/mr/2011d:20017
http://msp.org/idx/zbl/1217.20004
http://dx.doi.org/10.1090/S0002-9947-2011-05307-9
http://dx.doi.org/10.1090/S0002-9947-2011-05307-9
http://msp.org/idx/mr/2012f:20026
http://msp.org/idx/zbl/1250.20007
http://dx.doi.org/10.4171/JEMS/358
http://dx.doi.org/10.4171/JEMS/358
http://msp.org/idx/mr/2998832
http://msp.org/idx/zbl/1276.20007
http://dx.doi.org/10.1007/s00209-014-1338-y
http://dx.doi.org/10.1007/s00209-014-1338-y
http://msp.org/idx/mr/3278897
http://msp.org/idx/zbl/06384008
http://dx.doi.org/10.1016/j.jalgebra.2013.01.020
http://msp.org/idx/mr/3123775
http://msp.org/idx/zbl/06334760
http://projecteuclid.org/euclid.ojm/1200784354
http://msp.org/idx/mr/95c:20008
http://msp.org/idx/zbl/0819.20007
http://msp.org/idx/arx/1501.00400
http://dx.doi.org/10.1016/j.jpaa.2015.02.014
http://dx.doi.org/10.1016/j.jpaa.2015.02.014
http://dx.doi.org/10.1515/crelle-2013-0100
http://dx.doi.org/10.1515/crelle-2013-0100
http://dx.doi.org/10.1016/j.jpaa.2006.05.031
http://msp.org/idx/mr/2007j:20010
http://msp.org/idx/zbl/1117.20009
http://dx.doi.org/10.1007/s00013-007-2365-2
http://msp.org/idx/mr/2009b:20015
http://msp.org/idx/zbl/1155.20009
http://dx.doi.org/10.1007/s00209-010-0835-x
http://dx.doi.org/10.1007/s00209-010-0835-x
http://msp.org/idx/mr/2892933
http://msp.org/idx/zbl/1242.20004
http://dx.doi.org/10.1112/blms/bdr006
http://msp.org/idx/mr/2012g:20022
http://msp.org/idx/zbl/1234.20003
http://msp.org/idx/mr/1638482
http://msp.org/idx/zbl/0907.13010
mailto:jfc@math.uga.edu
mailto:jacques.thevenaz@epfl.ch
http://msp.org




Guidelines for Authors

Authors may submit manuscripts in PDF format on-line at the Submission page at
the ANT website.

Originality. Submission of a manuscript acknowledges that the manuscript is orig-
inal and and is not, in whole or in part, published or under consideration for pub-
lication elsewhere. It is understood also that the manuscript will not be submitted
elsewhere while under consideration for publication in this journal.

Language. Articles in ANT are usually in English, but articles written in other
languages are welcome.

Length There is no a priori limit on the length of an ANT article, but ANT con-
siders long articles only if the significance-to-length ratio is appropriate. Very long
manuscripts might be more suitable elsewhere as a memoir instead of a journal
article.

Required items. A brief abstract of about 150 words or less must be included.
It should be self-contained and not make any reference to the bibliography. If the
article is not in English, two versions of the abstract must be included, one in the
language of the article and one in English. Also required are keywords and sub-
ject classifications for the article, and, for each author, postal address, affiliation (if
appropriate), and email address.

Format. Authors are encouraged to use LATEX but submissions in other varieties
of TEX, and exceptionally in other formats, are acceptable. Initial uploads should
be in PDF format; after the refereeing process we will ask you to submit all source
material.

References. Bibliographical references should be complete, including article titles
and page ranges. All references in the bibliography should be cited in the text. The
use of BibTEX is preferred but not required. Tags will be converted to the house
format, however, for submission you may use the format of your choice. Links will
be provided to all literature with known web locations and authors are encouraged
to provide their own links in addition to those supplied in the editorial process.

Figures. Figures must be of publication quality. After acceptance, you will need
to submit the original source files in vector graphics format for all diagrams in your
manuscript: vector EPS or vector PDF files are the most useful.

Most drawing and graphing packages (Mathematica, Adobe Illustrator, Corel Draw,
MATLAB, etc.) allow the user to save files in one of these formats. Make sure that
what you are saving is vector graphics and not a bitmap. If you need help, please
write to graphics@msp.org with details about how your graphics were generated.

White space. Forced line breaks or page breaks should not be inserted in the
document. There is no point in your trying to optimize line and page breaks in
the original manuscript. The manuscript will be reformatted to use the journal’s
preferred fonts and layout.

Proofs. Page proofs will be made available to authors (or to the designated corre-
sponding author) at a Web site in PDF format. Failure to acknowledge the receipt of
proofs or to return corrections within the requested deadline may cause publication
to be postponed.

http://dx.doi.org/10.2140/ant
mailto:graphics@msp.org


Algebra & Number Theory
Volume 9 No. 3 2015

511Hurwitz monodromy and full number fields
DAVID P. ROBERTS and AKSHAY VENKATESH

547The characteristic polynomial of the Adams operators on graded connected Hopf
algebras

MARCELO AGUIAR and AARON LAUVE

585Secant spaces and syzygies of special line bundles on curves
MARIAN APRODU and EDOARDO SERNESI

601Complex group algebras of the double covers of the symmetric and alternating groups
CHRISTINE BESSENRODT, HUNG NGOC NGUYEN, JØRN B. OLSSON and HUNG P.
TONG-VIET

629Fano schemes of determinants and permanents
MELODY CHAN and NATHAN ILTEN

681Triple intersection formulas for isotropic Grassmannians
VIJAY RAVIKUMAR

725On the basepoint-free theorem for log canonical threefolds over the algebraic closure of
a finite field

DILETTA MARTINELLI, YUSUKE NAKAMURA and JAKUB WITASZEK

749The torsion group of endotrivial modules
JON F. CARLSON and JACQUES THÉVENAZ

1937-0652(2015)9:3;1-6

A
lgebra

&
N

um
ber

Theory
2015

Vol.9,
N

o.3


	 vol. 9, no. 3, 2015
	Masthead and Copyright
	David P. Roberts and Akshay Venkatesh
	1. Introduction
	1A. Overview
	1B. The full-monodromy theorem

	2. Hurwitz covers
	2A. Configuration spaces Conf
	2B. Standard Hurwitz varieties Hurh
	2C. Quotiented Hurwitz varieties Hurh*
	2D. Descent to Q

	3. Braid groups
	3A. Braid groups Br
	3B. Fundamental groups
	3C. Catch-all actions
	3D. The Br-sets Fh and Fh*
	3E. The asymptotic mass formula

	4. Lifting invariants
	4A. The Schur multiplier H2(G)
	4B. The reduced Schur multiplier H2(G, C)
	4C. Torsors H2(G, C, )
	4D. The lifting map
	4E. Functoriality
	4F. The Conway–Parker theorem

	5. The full-monodromy theorem
	5A. Preliminary definitions
	5B. Fiber powers of Hurwitz parameters
	5C. Statement
	5D. The homological condition for G of split-cyclic type
	5E. The homological condition for G of split-``p-``p type

	6. Proof of I =-9muII
	6A. A Goursat lemma
	6B. Identifying braid orbits
	6C. End of the proof of I =-9muII in the split-cyclic case
	6D. A lemma on 2-transitive groups
	6E. End of the proof of I =-9mu II in general

	7. Proof of II =-9mu I
	7A. Failure of Condition 1
	7B. Failure of Condition 2
	7C. Failure of Condition 3

	8. Full number fields
	8A. Specialization to number fields
	8B. Heuristic argument for 0=Theorem.921=Conjecture 8.1
	8C. Specializing a sample cover
	8D. Comparison with the mass heuristic
	8E. Concluding discussion

	Acknowledgements
	References

	Marcelo Aguiar and Aaron Lauve
	Introduction
	1. Preliminaries on Hopf algebras
	1.1. Convolution
	1.2. Adams operators
	1.3. Coradical filtration and primitive elements
	1.4. Antipode and Eulerian idempotents
	1.5. Hopf–Lie theory
	1.6. Graded bialgebras

	2. Characteristic polynomials of the Adams operators
	2.1. Sampling with replacement and the symmetric algebra
	2.2. Characteristic polynomial
	2.3. Eigenvalues of the antipode
	2.4. Composition powers of the antipode

	3. The trace of the Adams operators
	3.1. Generating functions for the trace
	3.2. The trace of the antipode versus the dimension sequence
	3.3. Schur indicators

	4. The case of cofree graded connected Hopf algebras
	4.1. Cofreeness
	4.2. Palindromes and Lyndon words
	4.3. Characteristic polynomial and trace of the antipode in the cofree case
	4.4. Generating functions

	5. Examples
	5.1. Symmetric functions
	5.2. Schur P-functions
	5.3. Quasisymmetric functions
	5.4. Peak quasisymmetric functions

	Appendix A. Hopf monoids in species
	A.1. Characteristic polynomial
	A.2. Trace of the antipode

	Appendix B. q-Hopf algebras
	B.1. Cofreeness for connected q-Hopf algebras
	B.2. Characteristic polynomial and trace of the antipode
	B.3. Generating functions
	B.4. q-deformations
	B.5. (-1)-Hopf algebras

	References

	Marian Aprodu and Edoardo Sernesi
	1. Introduction
	2. The condition (q)
	2A. Secant loci
	2B. Condition (q)

	3. The case L=KC
	4. Condition (q) and geometry
	5. Condition (3) and Koszul cohomology
	References

	Christine Bessenrodt and Hung Ngoc Nguyen and Jørn B. Olsson and Hung P. Tong-Viet
	1. Introduction
	2. Prime power degrees of n and n
	2A. Characters of Sn and An
	2B. Spin characters of Sn and An

	3. Low degrees of n and n
	4. Some useful lemmas
	5. Complex group algebra of n —0=theoremA.21=Theorem A 
	6. Triple and 6-fold covers of A6 and A7
	7. Excluding critical character degrees of n
	8. Eliminating simple groups of Lie type in even characteristic
	9. Eliminating simple groups other than An
	10. Completion of the proof of 0=theoremC.41=Theorem C 
	Acknowledgements
	References

	Melody Chan and Nathan Ilten
	1. Introduction
	1A. The Fano scheme Fk(Dm,nr)
	1B. The Fano scheme Fk(Pm,nr)
	1C. Related work and organization

	2. Compression spaces and torus fixed points
	2A. Compression spaces
	2B. Torus fixed points

	3. Tangent space calculations
	4. Results on compression spaces
	5. Smoothness and connectedness
	5A. Smoothness and connectedness for Fk(Dm,nr)
	5B. Smoothness and connectedness for Fk(Pm,nr)

	6. Fano schemes of lines
	7. Fano schemes for 33 matrices
	7A. The Fano schemes Fk(D3,33)
	7B. The Fano schemes Fk(P3,33)

	8. Comparisons and further questions
	Acknowledgments
	References

	Vijay Ravikumar
	1. Introduction
	1A. Methods and results

	2. Preliminaries 1: types B and C
	2A. Schubert symbols
	2B. Richardson diagrams
	2C. The projected Richardson variety

	3. Preliminaries 2: type D
	4. Result 1: defining ZP,T in type D
	4A. Exceptional cuts
	4B. A complete intersection

	5. Result 2: (-1(YP,T)) ZP,T
	6. Result 3: ZP,T (-1(YP,T))
	6A. Constructing a ``smaller'' Schubert symbol P'
	6B. Types B and C
	6C. Type D

	7. The Grothendieck ring
	8. Computing triple intersection numbers
	8A. Type C
	8B. Type B
	8C. Type D
	8D. A general formula

	9. Computing Pieri coefficients
	9A. A global rule

	Acknowledgments
	References

	Diletta Martinelli and Yusuke Nakamura and Jakub Witaszek
	1. Introduction
	2. Preliminaries
	2A. Log pairs
	2B. Conductor schemes
	2C. Adjunction formula
	2D. Some properties of varieties over 0mu-0mu F-0mu0mup
	2E. Keel's theorems

	3. Basepoint-free theorem for normal surfaces
	4. Reduction to surfaces
	5. Semiampleness on nonirreducible surfaces
	6. Proof of 0=theorem.21=Theorem 1.1
	7. Examples
	Acknowledgements
	References

	Jon F. Carlson and Jacques Thévenaz
	1. Introduction
	2. Endotrivial modules and the restriction to the Sylow subgroup
	3. Weak homomorphisms and the kernel of restriction
	4. A system of local subgroups
	5. Abelian Sylow subgroup
	6. The cyclic case
	7. Control of fusion
	8. Examples
	Acknowledgment
	References

	Guidelines for Authors
	Table of Contents

