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Refined height pairing
Bruno Kahn

Appendix by Qing Liu

For a d-dimensional regular proper variety X over the function field of a smooth variety B over a field k
and for i ≥ 0, we define a subgroup CHi (X)(0) of CHi (X) and construct a “refined height pairing”

CHi (X)(0)×CHd+1−i (X)(0)→ CH1(B)

in the category of abelian groups up to isogeny. For i = 1, d , CHi (X)(0) is the group of cycles numerically
equivalent to 0. This pairing relates to pairings defined by P. Schneider and A. Beilinson if B is a curve,
to a refined height defined by L. Moret-Bailly when X is an abelian variety, and to a pairing with values
in H 2(Bk̄,Ql(1)) defined by D. Rössler and T. Szamuely in general. We study it in detail when i = 1.
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Introduction

Let X be a regular proper (for example, smooth projective) variety of dimension d over a field K , finitely
generated of transcendence degree δ over a subfield k. Suppose given a smooth (separated) k-scheme of
finite type B, with function field K . For i ∈ [0, d], write CHi (X) for the i-th Chow group of X . In this
paper, we define a subgroup CHi (X)[0] and a “refined height pairing”

CHi (X)[0]×CHd+1−i (X)[0]→ CH1(B) (1)

in the category Ab⊗Z[1/p] of abelian groups up to p-isogeny: this category is recalled in Section 4C.
Here p is the exponential characteristic of k, so nothing is inverted in characteristic 0; the only reason to
invert it in nonzero characteristic is a lack of resolution of singularities; see Section 4A.
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If B is a smooth projective curve and we compose (1) with the degree map, we get a Z[1/p]-valued
pairing (with values in p−sZ for some integer s ≥ 0), which relates to the one constructed by Beilinson
[1987, §1]. Beilinson [1987, p. 5] asked what happens when trdeg(K/k) > 1: (1) gives one answer to
this question.

The quotient CHi (X)/CHi (X)[0] is finitely generated. When we vary (X, i), CHi (X)[0] defines an
adequate equivalence relation for smooth projective K-varieties, which a priori depends on the choice
of B. Its saturation CHi (X)(0) lies between the subgroups CHi

alg(X) and CHi
num(X) of algebraically and

numerically trivial cycles, hence equals CHi
num(X) when i = 1, d . We conjecture that this holds for all i ,

and prove it in further special cases (Theorem 5.5(ii)). One can show that it would follow in general from
the Tate conjecture, or the Hodge conjecture in characteristic 0, for cycles of codimension < i , although
we don’t include a proof here. More generally, one might hope that Lemma 1.1 below induces pairings in
Ab⊗Q

FnCHi (X)× FnCHd+n−i (X)→ CHn(B), i ≥ 0,

where F∗CH∗(X) is the conjectural Bloch–Beilinson–Murre filtration [Jannsen 1994], the case n = 0
(resp. 1) being the intersection pairing (resp. (1)).

Works following Néron’s seminal paper [1965] have much relied on l-adic cohomology to analyse or
define height pairings (because of the cohomological definition of Hasse–Weil L-functions): for δ = 1,
this is the case in [Schneider 1982] (i = 1, X an abelian variety), [Bloch 1984] and [Beı̆linson 1987].
This is also the case in the work of Damian Rössler and Tamás Szamuely [2022], which is the direct
inspiration of this one: they construct a pairing

CHi
l (X)×CHd+1−i

l (X)→ H 2
ét(Bk̄,Ql(1)), (2)

where l is a prime number invertible in k and CHi
l (X) denotes cycles homologically equivalent to 0 with

respect to l-adic cohomology. By contrast, our approach here is completely cycle-theoretic and very
close in spirit to Moret-Bailly’s geometric height [1985, chapitre III, définition 3.2]; it relies on Fulton’s
marvellous theory of Gysin maps [1984, Chapters 6 and 8]. This gives a different flavour to the definitions
because numerical and homological equivalence have rather opposite functoriality under specialisation,
as described in detail by Grothendieck in [SGA 6 1971, 7.9 and 7.13]. See Remark 2.7.

Comparing various definitions of height pairings is a highly nontrivial issue, which is solved only in a
few cases: for example, as far as I know those defined by Bloch [1984] and Beilinson [1987] have still
not been checked to agree. Schneider [1982] compares an l-adic height pairing [loc. cit., p. 298] with the
Néron–Tate height by comparing each to an intermediate Yoneda pairing [loc. cit., p. 502]

H 0(B,A0)×Ext1B(A
0,Gm)→ CH1(B), (3)

where A0 is the connected component of the identity of the Néron model A of the abelian variety A (= X
here).
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In Proposition 2.11, I show that (1) and (2) are compatible (at least in characteristic 0) on a common
subgroup CH∗B,l(X) of CH∗l (X) and CH∗(X)[0] via the cycle class map Pic(B)→ H 2

ét(Bk̄,Ql(1)): this is
what Rössler and Szamuely [2022, Proposition 6.1] had checked in the special case where X/K has a
smooth model, by using a variant of Proposition 2.8 here. In Theorem 5.10, I show that (1) is the opposite
of Silverman’s refined height pairing [1994, Theorem III.9.5(b)] in the classical case of an elliptic curve
X over the function field of a smooth projective curve B over an algebraically closed field k.

Another case where a compatibility should not be hard to show is that of [Moret-Bailly 1985].
Note that (1) is finer than (2) inasmuch as it takes homologically trivial cycles on B into account. This

extra structure is presumably arithmetically significant; it is studied in Section 6E in the case d = 1, B
projective.

It may seem disturbing that (1) is essentially integral, while the classical height pairing is usually
rational: this may be “explained” by (3) which is integral but takes values on the subgroup of finite index
A0(B)⊆ A(K ). In this spirit, I show in Remarks 5.13(a) that in the elliptic curve case mentioned above,
CH1(X)[0] contains N 0(B) as a subgroup of finite index, where N 0 is the identity component of the
Néron model of X .

The raison d’être of [Beı̆linson 1987; Bloch 1984] was to refine the conjectures of Tate [1965] on the
orders of poles of zeta functions at integers by describing special values at these integers, when K is a
global field. Thus one might like to extend (1) to the case where B is regular and flat over Z. I consider
this as beyond the scope of this article for two reasons:
• The present method fails in this case even if one is given a regular projective model f : X → B of X ,
because Fulton’s techniques do not define an intersection product on X , except when δ = 1 and f is
smooth [1984, p. 397]. One does get an intersection product with Q coefficients, by using either K-theory
as in [Gillet and Soulé 1987, 8.3], or alterations and deformation to the normal cone as in Andreas Weber’s
thesis [2015, Corollary 4.2.3 and Theorem 4.3.3]; it is possible that the present approach may be adapted
by using one of these products.
• However, the main point in characteristic 0 is to involve archimedean places to get a complete height
pairing whose determinant has a chance to describe the special values as mentioned above: this is what was
done successfully in [Bloch 1984; Beı̆linson 1987] when δ= 1. In higher dimensions, one probably would
have to use something like Arakelov intersection theory (see [Rössler and Szamuely 2022, Conjecture 7.1]
for a conjectural statement).

I leave these issues to the interested readers. Rather, I hope to show here that height pairings in the
style of (1) also raise interesting geometric questions. These are discussed in Section 6, which is closely
related to [Kahn 2014, Question 7.6].

Contents. Up to Section 4F, we assume k perfect; this assumption is removed in the said subsection.
In Definition 2.2, we introduce subgroups CHi (X )0 of admissible cycles in the Chow groups of a k-
model f : X → B of f ′ : X → Spec K , with X smooth; when B is projective, CHi (X )0 contains
numerically trivial cycles (Proposition 2.5) and in general it contains locally homologically trivial cycles
in the sense of Beilinson [1987, 1.2] (Proposition 2.6). From the intersection pairing on X , pushed
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forward to CH1(B), we then get, thanks to Proposition 2.8, a height pairing ⟨ , ⟩ f defined on the groups
CHi (X)0f := Im(CHi (X )0→ CHi (X)) (2-9). This is a pairing of genuine abelian groups. We prove in
Propositions 3.6 and 3.8 that the CHi (X)0f and ⟨ , ⟩ f are independent of f and compatible with the
action of correspondences, and in Proposition 3.9 that they behave well with respect to base change. The
group CHi (X)/CHi (X)0 is finitely generated (Proposition 3.11).

If we are in characteristic 0, the construction is finished since X always admits a smooth model by
resolution of singularities (Proposition 4.1). In characteristic p > 0, there turns out to be quite a bit of
work to get a pairing in general after suitably inverting p, by using Gabber’s refinement of de Jong’s
theorem: the general height pairing (4-1) is defined in Theorem 4.14; as said above, it makes sense in the
category Ab⊗Z[1/p]. Functoriality and base change extend to this pairing (Theorem 4.14).

In Section 5, we investigate Conjecture 5.1: CHi (X)[0] is of finite index in CHi
num(X), the group of

cycles numerically equivalent to 0 (the inclusion is always true by Lemma 4.3(d)); we prove it for i = 1, d
in Theorem 5.6(b) (see Theorem 5.5(ii) for other cases). In Section 5C, we also relate (1) to the classical
Néron–Tate height pairing in the case where X is an elliptic curve and B is a smooth projective curve.

In Section 6, we study the height pairing (2-9) in the basic case i = 1. If B is projective, it leads to a
coarser pairing (6-2) between the Lang–Néron groups LN(Pic0

X , K/k) and LN(AlbX , K/k) with values
in N 1(B), codimension 1 cycles modulo numerical equivalence (Theorem 6.2). When δ = 1, a version
of this pairing involving an ample divisor is negative definite (Theorem 6.6): one should compare this
with a result of Shioda [1999] when d = 1. See also Theorem 6.6 for a conjectural statement when δ > 1.
We finally get an intriguing homomorphism from LN(Pic0

X , K/k) to homomorphisms between certain
abelian varieties in (6-6).

Notation and conventions. We try and follow Fulton’s notation [1984] as much as possible. In particular,
given a morphism of k-schemes f : X→ Y , we write γ f for the associated graph morphism X→ X×k Y
and δX for γ1X ; if f admits refined Gysin morphisms as in [loc. cit., Chapters 6 and 8], we write them f !

and sometimes use the notation f ∗ for ordinary Gysin morphisms.
We usually abbreviate the notation ×k (fibre product over k) to ×, and re-establish it when it may be

confused with other fibre products.
We shall encounter k-schemes essentially of finite type, being of finite type over some localisation of B.

We shall sometimes commit the abuse of treating them as if they were of finite type: for example, call
them smooth even if they really are essentially smooth, and take (refined) Gysin morphisms associated to
morphisms between them even if these morphisms are not of finite type. This is easily justified by the
fact that Chow groups commute with inverse limits of open immersions [Bloch 2010, Lemma IA.1].

1. An elementary reduction

1A. Intersection on regular K-schemes. Let K be a field. If char K = 0, every regular K-scheme X ,
separated of finite type, is smooth, so the intersection theory of [Fulton 1984, Chapter 8] applies. Here
we point out that this is also true in characteristic p > 0: it will be needed in and after Section 4B.
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We may assume K to be finitely generated over its (perfect) subfield k = Fp, and X (regular) to be
irreducible of dimension d. We may find a smooth connected separated k-scheme B of finite type with
generic point η = Spec K , and a dominant morphism f : X → B with X k-smooth, of generic fibre X .
We have the intersection pairing of [Fulton 1984, §8.1]: for i, r ≥ 0,

CHi (X )×CHd+r−i (X ) ·−→ CHd+r (X ), (1-1)

which commutes with base change by [Fulton 1984, Proposition 6.6(c) and 8.3(a)]. Then (1-1) induces
an intersection product on X by passing to the limit. If f1 : X1→ B1 is another choice, then B and B1

share a common open subset with isomorphic fibres, so this intersection product is independent of the
choice of (B, f ).

Suppose moreover X and f proper. Composing (1-1) with f∗, we get a pairing

CHi (X )×CHd+r−i (X )
⟨ , ⟩
−−→ CHr (B). (1-2)

For the same reason, numerical equivalence makes sense on X via (1-2), and does not depend on any
choice.

1B. The set-up. Let now k be any perfect field; we place ourselves in the situation (B,X , f ) of Section 1A
with f proper, and let f ′ : X→ η be the generic fibre of f . In particular, the observations of Section 1A
apply to X .

For a subscheme Z of B, write XZ = f −1(Z), ι : XZ ↪→ X for the corresponding immersion and
fZ : XZ → Z for the projection induced by f . We extend these notations to pull-backs by a morphism
Z→ B when there is no ambiguity in the context.

Lemma 1.1. Suppose that codimB Z > r . Then (1-2) factors through a pairing

CHi (X −XZ )×CHd+r−i (X −XZ )
⟨ , ⟩
−−→ CHr (B).

Proof. We have

CHr (B)−→∼ CHr (B− Z). □

We shall use the case r = 1 of this lemma in the rest of this paper.

Remarks 1.2. (a) Let Z be the locus of nonsmoothness of f . If f ′ is smooth, f (Z) is a proper closed
subset of B, hence contains only finitely many points of B(1), the set of codimension 1 points of B.

(b) If δ = 1, any proper surjective morphism ϕ from an irreducible k-variety V to B is flat [Hartshorne
1977, Chapter II, Proposition 9.7]; in general, this is true after base-changing to the local scheme at any
point b ∈ B(1). If F ⊂ V is the (closed) locus of nonflatness of ϕ, the closed subset ϕ(F) is therefore
of codimension ≥ 2 in B. This shows that one may reduce to ϕ flat by removing a closed subset of
codimension ≥ 2 from B. This technique may be applied to f if necessary; a variant will be used in the
proof of Proposition 3.11.
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Let CHi
num(X) denote the subgroup of CHi (X) formed of cycles numerically equivalent to 0; write j

for the inclusion X ↪→ X .

Lemma 1.3. For α ∈ CHi (X ), the following are equivalent:

(1) j∗α ∈ CHi
num(X);

(2) for any β ∈ CHd−i (X ), f∗(α ·β)= 0.

Proof. We have (2)⇒ (1) because of the surjectivity of j∗ and the formula

ȷ∗ f∗(α ·β)= f ′
∗

j∗(α ·β)= f ′
∗
( j∗α · j∗β) (1-3)

[Fulton 1984, Proposition 1.7 and 8.3(a)], where ȷ : η ↪→ B is the inclusion, and (1)⇒ (2) because of
(1-3) and the injectivity of ȷ∗ : CH0(B)→ CH0(η). □

2. The refined height pairing

We keep the set-up of Section 1B.

2A. Review of Fulton’s refined Gysin morphisms. Let f : X→Y be a morphism of algebraic k-schemes,
of constant dimensions dX and dY for simplicity, and let d = dY − dX . In certain cases, Fulton associates
to f “refined Gysin morphisms”

f ! : CH∗(Y ′)→ CH∗−d(X ×Y Y ′)

for any Y -scheme Y ′; these morphisms are compatible with push-forward, pull-back and intersection
products in the sense of [Fulton 1984, Definition 17.1]. Such collections of morphisms are called
orientations in [loc. cit., §17.4]. Orientable morphisms are

• flat morphisms [loc. cit., Theorem 1.7],

• regular embeddings [loc. cit., §§6.2, 6.4],

• more generally, l.c.i. morphisms [loc. cit., §6.5],

• morphisms to a smooth Y [loc. cit., Definition 8.1.2].

The definitions of f ! agree when f is of several of these forms at the same time, e.g., [loc. cit.,
Proposition 8.1.2]. The assignment f 7→ f ! is functorial in certain cases, many of which are summarised
in [loc. cit., Example 17.4.6].

Since it is difficult to find a unified statement of all these compatibilities in [Fulton 1984], we shall
strive to give precise references for all those we use; the above reminder should only be viewed as a guide
to the reader.

We shall very often use the following situation, that we record as a lemma.
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Lemma 2.1. Let

S′
f ′

−−−→ T ′

g′
y g

y
S

f
−−−→ T

be a Cartesian square of k-schemes, where g is proper and f is an l.c.i. morphism. Then:

(a) One has

f !g∗ = g′
∗

f !

as homomorphisms from CH∗(T ′) to CH∗(S).

(b) If f ′ is also an l.c.i. morphism, of same codimension, then f ! = f ′!.

(c) If f and g are two composable l.c.i. morphisms, then (g ◦ f )! = f ! ◦ g!.

Proof. This follows from [Fulton 1984, Theorem 6.6(c)]. □

2B. Admissible cycles. Let b ∈ B(1); write Z = {b}. Recall the cap-product [Fulton 1984, p. 131]

·ι : CHi (X )×CHl(XZ )→ CHl−i (XZ ), (α, β) 7→ γ !ι (β ×α),

where ι is the closed immersion XZ ↪→ X .
Take l = δ+ i − 1. Composing with ( fZ )∗, we get a pairing

⟨ , ⟩b : CHi (X )×CHδ+i−1(XZ )→ CHδ−1(Z)= CH0(Z)= Z, ⟨α, β⟩b = ( fZ )∗(α ·ι β). (2-1)

We record two useful formulas:

α · ι∗β = ι∗(α ·ι β) ∈ CHl−i (X ), (2-2)

which follows from Lemma 2.1 applied to the Cartesian diagram

XZ
γι
−−−→ XZ ×X

ι

y ι×1

y
X 1X
−−−→ X ×X

of regular embeddings of codimension d + δ. Hence

f∗(α · ι∗β)= f∗ι∗(α ·ι β)= ι′∗⟨α, β⟩b, (2-3)

where ι′ is the closed immersion Z ↪→ B.

Definition 2.2. With the above notation, we set

CHi (X )0b = {α ∈ CHi (X ) | j∗α ∈ CHi
num(X) and ⟨α, β⟩b = 0 for all β ∈ CHδ+i−1(XZ )}
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for b ∈ B(1), and
CHi (X )0 =

⋂
b∈B(1)

CHi (X )0b.

We call the cycles in CHi (X )0 admissible.

Even if it is not apparent anymore, this definition was inspired by [Bloch 1984, Assumption 2; Beı̆linson
1987, 1.2].

Remarks 2.3. (a) One should be careful that CHi (X )0 does not contain Ker j∗ in general. For example,
let B = A1

= Spec k[t] and let X be the hypersurface in B ×P2 with (partly) homogeneous equation
t X2

0 = X1 X2. Then the pull-back of the curve (t = X1 = 0), viewed as a codimension 1 cycle on X , to
the curve (t = X2 = 0), is the point (0, (1 : 0 : 0)) which is not numerically equivalent to 0. On the other
hand, if f is smooth above SpecOB,b for a b ∈ B(1), then any element of Ker j∗ vanishes when restricted
to Xb thanks to [Fulton 1984, §20.3]. So this caveat only involves finitely many exceptional b.

(b) The pairing (2-1) makes sense for any b ∈ B (replacing CHδ+i−1(Z) by CHδ+i−r (Z) if b ∈ B(r)),
and defines an equivalence relation α ≡b 0 if ⟨α, β⟩b = 0 for any β ∈ CHδ+i−r (Z). One can show that
α ≡b′ 0⇒ α ≡b 0 if b′ is a specialisation of b; in particular, the condition j∗α ∈CHi

num(X) is superfluous
in the definition of CHi (X )0b, thanks to Lemma 1.3. We shall not use these facts in the present paper, so
the rather long proof is omitted (see [Kahn 2023]).

(c) Let b ∈ B(1). Suppose that all the irreducible components X λ
b of Xb are of dimension d and smooth

over k(b). Then it is easy to see that α≡b 0 if and only if κ !λα ∈CHi
num(X λ

b ) for all λ, where κλ :X λ
b ↪→X

is the inclusion. Our initial approach to the refined height pairing was based on such models; they are not
necessary anymore.

We obviously have

Lemma 2.4. The quotient CHi (X )/CHi (X )0 is torsion-free. □

2C. Comparison with numerical and homological equivalence.

Proposition 2.5. If B is projective (hence X is k-proper), we have CHi
num(X )⊆ CHi (X )0.

Proof. Let α ∈ CHi
num(X ): we want to show that α ∈ CHi (X )0. Let first β ∈ CHd−i (X ) = CHδ+i (X ).

Choose a 0-cycle z ∈ CH0(B) of nonzero degree. Then

0= deg(α ·β · f ∗z)= deg( f∗(α ·β) · z)= f∗(α ·β) deg(z);

hence f∗(α ·β)= 0, and we conclude that j∗α ∈ CHi
num(X) by Lemma 1.3.

Let now b ∈ B(1), and Z = {b} as above. Let β ∈ CHδ+i−1(XZ ). We have this time

0= f∗(α · ι∗β · f ∗z)= f∗(α · ι∗β) · z

for any z ∈ CH1(B)= CHδ−1(B), i.e., f∗(α · ι∗β)= ι′∗⟨α, β⟩b ∈ CH1
num(B) (see (2-3)). But

ι′
∗
: Z= CH0(Z)→ CH1(B)/CH1

num(B)
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is injective since Z , as an irreducible divisor on a smooth projective variety, is not numerically equivalent
to 0 (compare [Debarre 2001, Chapter I, Theorem 1.21]). Therefore ⟨α, β⟩b = 0, as requested. □

Let now l be a prime number invertible in k. We have a composition

CHi (X )→ H 2i (Xk̄,Ql(i))→ H 0(Bk̄, R2i f∗Ql(i)), (2-4)

where the first map is the (geometric) cycle class map. Write CHi
l (X ) (resp. CHi (X )0B,l for the kernel of the

first map (resp. of their composition): the latter group is introduced by analogy to [Beı̆linson 1987, 1.2],
which is the special case δ = 1, k algebraically closed. We obviously have CHi

l (X )⊆ CHi (X )0B,l .
The following is parallel to Proposition 2.5, without assuming B projective. It will be used in

Proposition 2.11 and in Remarks 5.4(a) and 3.12.

Proposition 2.6. At least in characteristic 0, CHi (X )0B,l ⊆ CHi (X )0.

Proof. Let α ∈ CHi (X )0B,l . Then α vanishes in H 0(K k̄, R2i f∗Ql(i)) = H 2i (X ⊗k k̄,Ql(i)), hence a
fortiori in H 2i (X ⊗K K ,Ql(i)): this means that j∗α is l-adically homologically equivalent to 0, hence
also numerically equivalent to 0. This part of the proof works in all characteristics.

We now give the sequel of the proof in characteristic 0: to oversimplify, it follows by functoriality from
the fact that the cycle class map is injective in codimension 0 (sic). (So this argument is geometrically
cheaper than the one for Proposition 2.5.)

We may assume k finitely generated and choose an embedding of k in C. By Artin’s comparison
theorem,

CHi (X )0B,l = Ker
(
CHi (X )→ H 0

B(BC, R2i f∗Q(i))
)
,

where HB denotes Betti (or analytic) cohomology. Let b ∈ B(1), and let Z , ι, β be as in Definition 2.2.
To show that ⟨α, β⟩b = 0 in CH0(Z)−→∼ CH0(ZC), we may assume k = C and drop all Tate twists.

In [Fulton 1984, Chapter 19], a cycle class map cl is defined for Chow groups of complex, possibly
singular, varieties, with values in their Borel–Moore homology and we have the formula

cl(α ·ι β)= ι′
∗
(cl(α))∩ cl(β) ∈ H2δ−2(XZ ) (2-5)

[Fulton 1984, Proposition 19.2], where ι′ is the closed immersion Z ↪→ B as in the previous proof, hence

cl(⟨α, β⟩b)= ( fZ )∗(ι
∗(cl(α))∩ cl(β)) ∈ H2δ−2(Z) (2-6)

since cl commutes with push-forwards, by definition and [Fulton 1984, Lemma 19.1.2].
It now suffices to show that the right hand side of (2-6) vanishes since CHδ−1(Z)→ H2δ−2(Z) is

injective, as one sees by reducing to Z smooth by removing from it a proper closed subset. For this, it
suffices to show that the pairing

H 2i (X )× H2δ−2+2i (XZ )→ H2δ−2(Z), (2-7)

given by (x, y) 7→ ( fZ )∗(ι
∗x ∩ y), factors through H 0(B, R2i f∗Q)× H2δ−2+2i (XZ ).
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We switch by Poincaré duality from the Borel–Moore homology of XZ (resp. Z ) to the cohomology of
the smooth variety X (resp. B) with supports in XZ (resp. in Z ). Then (2-7) becomes the composition

H 2i (X )× H 2d+2−2i
XZ

(X ) ∩−→ H 2d+2
XZ

(X )
f∗
−→ H 2

Z (B), (2-8)

where ∩ is the usual cap-product. The (global) trace map f∗ factors as a composition

H 2d+2
XZ

(X )→ H 0
Z (B, R2d+2 f∗Q)

(Tr f )∗
−−−→ H 2

Z (B)

where Tr f is the local trace map in étale cohomology for the proper morphism f . Thus, (2-8) factor
through the map

H 2i (X )× H 2d+2−2i
XZ

(X )→ H 0(B, R2i f∗Q)× H 0
Z (B, R2d+2−i f∗Q)

as requested.
In positive characteristic, the leap of faith is that (2-5) and (2-6) hold for the cycle class maps defined

in l-adic Borel–Moore homology [Laumon 1976, §6]. The commutation with push-forwards causes
no problem, and (2-5) indeed appears in [Laumon 1976, Theorem (7.2)], except that the extraordinary
cap-product ·ι (defined in [Verdier 1976, 2.1.1] using intersection multiplicities) should be shown to
agree with Fulton’s. (This is suggested in the notes and references of [Fulton 1984, Chapter 19]; see also
[loc. cit., p. 382].)1

This being accepted, the same argument goes through. □

Remark 2.7. As a referee pointed out, there is an important conceptual difference between CHi (X )0B,l
and CHi (X )0: by the smooth and proper base change, we have the equality

Ker
(
H 2i (Xk̄,Ql(i))→ H 2i (X k̄,Ql(i))

)
= Ker

(
H 2i (Xk̄,Ql(i))→ H 0(Uk̄, R2i f∗Ql(i))

)
for any open subset U ⊆ B over which f is smooth. Thus, the condition α ∈ CHi (X )0B,l for α ∈ CHi (X )
only has to be checked at the generic fibre and at the “bad fibres” of f . This contrasts with the case of
CHi (X )0, see Remarks 2.3(a). See also Remarks 5.4 further down.

2D. Global height pairing. The following proposition is the key point of this paper.

Proposition 2.8. Let α ∈ CHi (X )0. If β ∈ CHd+1−i (X ) and j∗β = 0, then f∗(α ·β)= 0 in CH1(B).

Proof. By [Fulton 1984, Proposition 1.8], write β = ι∗β ′ with β ′ ∈ CHδ+i−1(XZ ) for some proper closed
subset Z ⊂ B, where ι : XZ ↪→ X is the inclusion. We may assume that β ′ is the class of an irreducible
cycle, hence take Z irreducible. If codimB Z > 1, the result follows from Lemma 1.1. If Z = {b} for
b ∈ B(1), the conclusion follows from (2-3). □

The proof of the following lemma is in the same spirit, so we include it here. It will be used in the
proof of Proposition 3.9(ii).

1Using Olsson’s theorem [2015, Theorem 2.34] that the cycle class maps commute with refined Gysin homomorphisms, it
would suffice to show the identity γ !ι (x × y)= ι∗y ∩ x in Borel–Moore l-adic homology.
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Lemma 2.9. Let b1, . . . , bn be a finite set of points on B(1) and let Z = {b1, . . . , bn}. Then one has
( fZ )∗(α ·ι β) = 0 for any α ∈ CHi (X )0 and any β ∈ CHδ+i−1(XZ ), where ι is the closed immersion
XZ ↪→ X .

Proof. We may assume that β is the class of an irreducible cycle β ′; then β ′ is supported on XZr for
some r , where Zr = {br }. Let κ : XZr ↪→ XZ be the corresponding closed immersion, and let ιr = ικ: by
applying again Lemma 2.1 to the obvious Cartesian square involving κ , we get the identity

α ·ι κ∗β
′
= κ∗(α ·ιr β

′)

etc. □

Definition 2.10. Let CHi (X)0f be the image of CHi (X )0 in CHi (X). By Proposition 2.8, (1-2) induces a
pairing

CHi (X )0×CHd+1−i (X)→ CH1(B)

hence, swapping i with d + 1− i , a “height” pairing

⟨ , ⟩ f : CHi (X)0f ×CHd+1−i (X)0f → CH1(B). (2-9)

We shall see in the next section (Propositions 3.6 and 3.8) that neither CHi (X)0f nor ⟨ , ⟩ f depends
in the choice of f .

2E. Comparison with the pairing of Rössler–Szamuely.

Proposition 2.11. The pairing (2-9) is compatible with the pairing (2) of the introduction on the subgroups
CHi (X )0B,l and CHd+1−i (X )0B,l of Proposition 2.6.

Proof. Using cup-product and push-forward in l-adic cohomology,

H 2i (Xk̄,Ql(i))⊗ H 2(d+1−i)(Xk̄,Ql(d + 1− i))
∪
−→ H 2(d+1)(Xk̄,Ql(d + 1))

f∗
−→ H 2(Bk̄,Ql(1)), (2-10)

we get from (2-4) a pairing

CHi (X )⊗CHd+1−i (X )→ H 2(Bk̄,Ql(1)) (2-11)

which is evidently compatible with (1-2) (for r = 1). On the other hand, the Leray spectral sequence

H r (Bk̄, Rs f∗Ql(i))⇒ H r+s(Xk̄,Ql(i)) (2-12)

yields Abel–Jacobi maps

AJi
B : CHi (X )0B,l→ H 1(Bk̄, R2i−1 f∗Ql(i)). (2-13)

We have a pairing parallel to (2-10),

H 1(Bk̄, R2i−1 f∗Ql(i))⊗ H 1(Bk̄, R2(d−i+1)−1 f∗Ql(d − i + 1))
∪
−→ H 2(Bk̄, R2d f∗Ql(i))

Tr f
−−→ H 2(Bk̄,Ql(1)), (2-14)



1050 Bruno Kahn

which is compatible with the former via (2-12). This implies that the restriction of (2-11) to

CHi (X )0B,l ⊗CHd+1−i (X )0B,l

is compatible with (2-9) via Proposition 2.6, i.e., that the diagram

CHi (X )0B,l ⊗CHd+1−i (X )0B,l −−−→ H 2(Bk̄,Ql(1))y x
CHi (X )0⊗CHd+1−i (X )0 −−−→ CH1(B)

(2-15)

commutes.
On the other hand, the height pairing of [Rössler and Szamuely 2022] is defined on

CHi
l (X)⊗CHd+1−i

l (X),

also with values in H 2(Bk̄,Ql(1)). More precisely, by [loc. cit., Proposition 2.3], if α ∈ CHi
l (X),

j : U ↪→ B is an open subset over which f is smooth and αU is a lift of α to CHi (XU ), then
AJi

U (αU ) ∈ H 1(Uk̄, R2i−1( fU )∗Ql(i)) lies in the subgroup H 1−δ(Bk̄, j!∗R2i−1( fU )∗Ql(i)) [loc. cit.,
Proposition 2.1], and the height pairing of Rössler and Szamuely is defined by (2-14) on these sub-
groups. Let F = R2i−1( fU )∗Ql(i) = j∗R2i−1 f∗Ql(i). Since j∗ j!∗F = F [Beı̆linson et al. 1982,
remarque 1.4.14.1], the image of H 1(Bk̄, R2i−1 f∗Ql(i)) in H 1(Uk̄, R2i−1( fU )∗Ql(i)) is contained in
H 1−δ(Bk̄, j!∗R2i−1( fU )∗Ql(i)). □

3. Independence from the (smooth) model

3A. Review of the Corti–Hanamura category. A morphism f :X → B as in Section 1 defines an object
in the Corti–Hanamura category CHC(B) of [Corti and Hanamura 2000, Definition 2.8].2 Given two such
objects fi : Xi → B (i = 1, 2), morphisms in CHC(B) are defined by relative correspondences

CHC(B)(X1,X2)= CHdimX2(X1×B X2)= CHdim X1(X1×B X2),

where X1 is the generic fibre of X1.
If f3 : X3 → B is a third object, the composition of two such correspondences u : X1 → X2 and

v : X2→ X3 is defined as
v • u = (p1,2,3

1,3 )∗δ
!

2(u×k v), (3-1)

where δ! is the refined Gysin morphism from [Fulton 1984, §6.2] associated to the (regular immersion)
diagonal δ2 : X2→ X2×k X2 in the (augmented) Cartesian square

(X1×B X3)
p1,2,3

1,3
←−−− X1×B X2×B X3

1
−−−→ (X1×B X2)×k (X2×B X3)yp1,2,3

2

yp1,2
2 ×p2,3

1

X2
δ2
−−−→ X2×k X2

(3-2)

2Except that f is assumed projective in [Corti and Hanamura 2000]; proper is sufficient to apply its formalism.
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and the notation for the projections is self-evident.
As usual, one can generalise this to “graded correspondences”

CHC(B)r (X1,X2)= CHdimX2−r (X1×B X2)= CHdim X1+r (X1×B X2)

and reduce these graded correspondences to ordinary ones if one wishes, by using the projective bundle
formula [Fulton 1984, Theorem 3.3(b)].

Since 1 is also a regular immersion of the same codimension as δ (namely, dimX2), we may apply
Lemma 2.1(b) which gives

δ!2(v×k u)=1!(v×k u). (3-3)

If the fi are smooth, we also have a “classical” composition of correspondences à la Deninger–Murre
[1991]:

v ◦ u = (p1,2,3
1,3 )∗

(
(p1,2,3

2,3 )∗v · (p1,2,3
1,2 )∗u

)
.

Lemma 3.1. (a) In the above case, v ◦ u = v • u.

(b) The category CHC(B) is contravariant for smooth k-morphisms ϕ : C→ B.

(c) The pro-open immersion j defines a functor to the category of Chow correspondences over K from the
full subcategory of CHC(B) consisting of those f : X → B whose generic fibre is smooth.

Proof. (a) We use (3-3). We have the Cartesian square

X1×B X2×B X3
11
−−−→ (X1×B X2×B X3)×k (X1×B X2×B X3)

||

y yp1,2,3
2,3 ×p1,2,3

1,2

X1×B X2×B X3
1
−−−→ (X2×B X3)×k (X1×B X2)

in which all morphisms are l.c.i. morphisms, hence

1!(v×k u)=1!1(p
1,2,3
2,3 × p1,2,3

1,2 )!(v×k u)

by Lemma 2.1(c),

(p1,2,3
2,3 × p1,2,3

1,2 )!(v×k u)= (p1,2,3
2,3 × p1,2,3

1,2 )∗(v×k u)= (p1,2,3
2,3 )∗v×k (p

1,2,3
1,2 )∗u

by [Fulton 1984, Proposition 6.6(b)], and finally

1!1
(
(p1,2,3

2,3 )∗v×k (p
1,2,3
1,2 )∗u

)
= (p1,2,3

2,3 )∗v · (p1,2,3
1,2 )∗u

by definition of the intersection product on smooth varieties [Fulton 1984, p. 131].

(b) The statement means that ϕ defines a functor ϕ∗ : CHC(B)→ CHC(C), given by fibre product. It is
defined on objects by the smoothness of ϕ, and on morphisms because smooth morphisms are flat. To
check that it respects composition involves chasing in the Cartesian cube obtained by pulling back the
square of B-schemes (3-2) along the morphism C ×B C→ B, and then further pulling back along the
diagonal δ′ : C → C ×B C ; this latter operation is unnecessary if C is an open subset of B. The first
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step involves [Fulton 1984, Proposition 6.6] as in the proof of (a), to take care of the flat l.c.i morphisms
C ×B (Xi ×B X j )→ Xi ×B X j ; the second step uses the fact that δ′ is a regular immersion.

(c) This follows from (a), (b) and [Bloch 2010, Lemma IA.1], since U ×B X is smooth over U for a
suitable open subset U of B for X as in the statement. □

Remark 3.2. The associativity of the composition • is not proven in [Corti and Hanamura 2000]. It will
not be used here and is left to the reader. See nevertheless Remark 3.4.

As a special case of (3-1), take X3 = B: we get pairings

CHdim X2+r (X1×B X2)⊗CHi (X2)→ CHi+r (X1), (ψ, α) 7→ ψ∗α := (p1)∗δ
!

2(ψ ×k α)

compatible via j∗ with the usual action of correspondences over K , by Lemma 3.1(c). For clarity, we
repeat (3-1) in this special case:

X1
p1
←−−− X1×B X2

γp2
−−−→ (X1×B X2)×k X2

p2

y p2×1
y

X2
δ2
−−−→ X2×k X2

(3-4)

where γp2 is the graph of p2 := p1,2
2 .

We also write ψ∗ for (tψ)∗.
As an even more special case, when X1 = B: writing β rather than ψ , we recover the pairing (1-2)

⟨α, β⟩ = ( f2)∗(α ·β)= ( f2)∗δ
!

2(α×k β)= β
∗α ∈ CH∗(B). (3-5)

Lemma 3.3. Let (α, β) ∈ CHi (X1)×CHd1−i+1(X2) and ψ ∈ CHd2(X1×B X2). Then

⟨ψ∗α, β⟩ = ⟨α,ψ∗β⟩.

Proof. For clarity, write δi for the diagonal map Xi → Xi ×k Xi . As in the proof of Proposition 3.6, let pi

be the projection X1×B X2→ Xi . Developing, the identity to be proven is

( f1)∗((p1)∗δ
!

2(ψ ×α) ·β)= ( f2)∗(α · (p2)∗δ
!

1(
tψ ×β)). (3-6)

Let λ= δ!2(ψ ×α). We have

(p1)∗λ ·β = δ
!

1((p1)∗λ×β)= δ
!

1(p1× 1)∗(λ×β)= (p1)∗δ
!

1(λ×β)

by Lemma 2.1(a). Similarly, if λ′ = δ!1(
tψ ×β) and λ′′ := δ!1(ψ ×β):

α · (p2)∗λ
′
= (p2)∗δ

!

2(α× λ
′)= (p2)∗δ

!

2(λ
′′
×α).

Since f1 p1 = f2 p2, to show (3-6) it suffices to show that

δ!1(λ×β)= δ
!

2(λ
′′
×α).
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We now observe that since X2 is smooth, γp2 is also a regular embedding in (3-4), hence δ!2 = γ
∗
p2

(nonrefined Gysin map) by Lemma 2.1(b) (see also (3-3)); similarly, δ!1 = γ
∗
p1

. The expression γ ∗pi
(x × y)

is also written x ·pi y in [Fulton 1984, Definition 8.1.1] (cf. proof of Proposition 2.8). The formula to be
proven therefore becomes

(ψ ·p2 α) ·p1 β = (ψ ·p1 β) ·p2 α

which is [Fulton 1984, Proposition 8.1.1(b)]. □

Remark 3.4. There is a much more conceptual proof by interpreting both sides as compositions of
correspondences: we then have

⟨ψ∗α, β⟩ = (α •ψ) •β = α • (ψ •β)= ⟨α,ψ∗β⟩

by the associativity of •.

3B. Independence from the model and functoriality.

Lemma 3.5. Let b ∈ B(1) and Z = {b} as usual. For ψ ∈ CH∗(X1×B X2) and β ∈ CH∗(X1,Z ), let

ψ!β = (p2,Z )∗δ
!

1(ψ ×β) ∈ CH∗(X2,Z ).

Then:

(a) (ι2)∗ψ!β = ψ∗((ι1)∗β).

(b) For any α ∈ CHi (X2), β ∈ CHδ+i−1(XZ ) and ψ ∈ CHd2(X1×B X2), we have ⟨α,ψ!β⟩b = ⟨ψ∗α, β⟩b.

Proof. (a) Let us first draw the diagram of Cartesian squares underlying the coming computation:

X2,Z
p2,Z
←−−− X1,Z ×Z X2,Z

(κ,p1,Z )
−−−−→ (X1×B X2)×X1,Z

ι2

y κ

y 1×ι1

y
X2

p2
←−−− X1×B X2

γp1
−−−→ (X1×B X2)×X1

p1

y p1×1
y

X1
δ1
−−−→ X1×X1

(3-7)

It already explains the use of δ!1 in the definition of ψ!. Now

(ι2)∗ψ!β = (ι2)∗(p2,Z )∗δ
!

1(ψ ×β)= (p2)∗κ∗δ
!

1(ψ ×β)

= (p2)∗δ
!

1(1× ι1)∗(ψ ×β)= (p2)∗δ
!

1(ψ × (ι1)∗β)

=: (tψ)∗((ι1)∗β)=: ψ∗((ι1)∗β),

where the third equality follows as usual from Lemma 2.1(a).
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(b) First

α ·ι2 ψ!β := γ
!

ι2
((p2,Z )∗δ

!

1(ψ ×β)×α)
(a)
= γ !ι2((p2,Z )∗γ

!

p1
(ψ ×β)×α)

(b)
= (p2,Z )∗γ

!

ι2
(γp1 × 1)!(ψ ×β ×α)

(c)
= (p2,Z )∗γ

!

p2
(γp1 × 1)!(ψ ×β ×α)

(d)
= (p2,Z )∗γ

!

λ(ψ ×β ×α),

where λ is the regular embedding X1×B X2 ↪→ X1×X2, so that γλ is the composition of the bottom row
in the diagram of Cartesian squares

X2,Z
γι2
−−−→ X2,Z ×X2

p2,Z

x p2,Z×1
x

X1,Z ×Z X2,Z
γp2,Z ι2
−−−→ (X1,Z ×Z X2,Z )×X2

(κ,p1,Z )×1
−−−−−−→ (X1×B X2)×X1,Z ×X2

κ

y κ×1

y 1×ι1×1
y

X1×B X2
γp2
−−−→ (X1×B X2)×X2

γp1×1
−−−→ (X1×B X2)×X1×X2

(3-8)

Here (a) follows from Lemma 2.1(b) applied to (3-7), (b) from Lemma 2.1(a), (c) from Lemma 2.1(b)
again (applied twice), and (d) from Lemma 2.1(c).

Next

ψ∗α ·ι1 β := γ
!

ι1
(β × (p1)∗δ

!

2(ψ ×α))
(a)
= γ !ι1(β × (p1)∗γ

!

p2
(ψ ×α))

(b)
= (p1,Z )∗γ

!

ι1
(1× γp2)

!(β ×ψ ×α),

where (a) follows from Lemma 2.1(b) applied to (3-4) and (b) follows from Lemma 2.1(a) applied to the
Cartesian square

X1,Z ×Z X2,Z
(p1,Z ,κ)
−−−−→ X1,Z × (X1×B X2)

p1,Z

y 1×p1

y
X1,Z

γι1
−−−→ X1,Z ×X1

Since f1,Z p1,Z = f2,Z p2,Z , we are left to prove the equality

γ !λ(ψ ×β ×α)= γ
!

ι1
(1× γp2)

!(β ×ψ ×α).

For this we draw the diagram of Cartesian squares, similar to (3-8):

X1,Z

tγι1
−−−−−→ X1×X1,Z

p1,Z

x p1×1
x

X1,Z ×Z X2,Z
(κ,p1,Z )
−−−−−→ (X1×B X2)×X1,Z

γp2×1X1,Z
−−−−−−−→ (X1×B X2)×X2×X1,Z

κ

y 1×ι1
y 1×1×ι1

y
X1×B X2

γp1
−−−−−→ (X1×B X2)×X1

γp2×1X1
−−−−−−→ (X1×B X2)×X2×X1
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Here the composition of the bottom row is γλ, up to permuting X1 and X2. By Lemma 2.1(b),
(tγι1)

! and γ !p1
both compute the refined Gysin map corresponding to the arrow (κ, p1,Z ), and also

(γp2 × 1X1,Z )
!
= (γp2 × 1X1)

!; we conclude by applying Lemma 2.1(c) to the bottom row once again. □

Proposition 3.6. Let f1 : X1→ B, f2 : X2→ B be two proper morphisms with generic fibres X1, X2 of
dimensions d1, d2, where X1 and X2 are smooth; let r ∈ Z and let γ ∈ CHd2+r (X1 ×K X2) be a Chow
correspondence of degree r . Then

γ ∗ CHi (X2)
0
f2
⊆ CHi+r (X1)

0
f1

(3-9)

for any i ≥ 0. In particular,

(i) if r = 0, we also have γ∗ CHi (X1)
0
f2
⊆ CHi (X2)

0
f1

;

(ii) the group CHi (X)0f does not depend on f .

Proof. First, (i) (resp. (ii)) follows from (3-9) by considering tγ (resp. by taking X1 = X2 = X , γ =1X ).
To prove (3-9), we may assume that γ is the class of an integral cycle 0 ⊂ X1×K X2.

Let ji : X i ↪→ Xi be the corresponding immersions, and ψ be the closure of 0 in X1 ×B X2. By
Lemma 3.1(c),

γ ∗ ◦ j∗2 = j∗1 ◦ψ
∗, (3-10)

and it suffices to show that ψ∗α ∈ CHi+r (X1)
0 for any α ∈ CHi (X2)

0. Formula (3-10) shows that
j∗1 (ψ

∗α) ∈ CHi+r
num(X1); the other condition follows from Lemma 3.5(b). □

Remark 3.7. If B is projective, Lemma 3.5(a) is sufficient for the proof of Proposition 3.6 by using (2-3),
as in the proof of Proposition 2.5.

Proposition 3.8. The pairing (2-9) does not depend on the choice of f (we drop f from its notation from
now on). Moreover, in the situation of Proposition 3.6 with r = 0, we have the identity

⟨γ ∗α, β⟩ = ⟨α, γ∗β⟩ (3-11)

for (α, β) ∈ CHi (X2)
0
×CHi−1(X1)

0.

Proof. As in the proof of Proposition 3.6, the first claim follows from the second by taking X1 = X2 = X ,
γ =1X . For the second claim, we take γ and ψ as in the proof of Proposition 3.6. Then (3-11) follows
from Lemma 3.3 applied to lifts α̃ and β̃ of α and β in CHi (X2)

0 and CHd1−i+1(X1)
0, respectively. □

3C. Base change.

Proposition 3.9. Consider a commutative diagram

X1
g

−−−→ X2

f1

y f2

y
B1

ḡ
−−−→ B2

(3-12)
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where f1, f2 satisfy the hypotheses of Section 1, ḡ is finite surjective and g proper; we assume that the
diagram of generic fibres,

X1
g′
−−−→ X2

f ′1

y f ′2

y
η1

ḡ′
−−−→ η2

is Cartesian (in particular, g is generically finite). Then, for all i ≥ 0, one has:

(i) g∗ CHi (X2)
0
⊆ CHi (X1)

0, hence g′∗ CHi (X2)
0
⊆ CHi (X1)

0.

(ii) g∗ CHi (X1)
0
⊆ CHi (X2)

0, hence g′
∗

CHi (X1)
0
⊆ CHi (X2)

0.

(iii) (g∗)−1 CHi (X1)
0
= CHi (X2)

0.

(iv) One has the identities

ḡ∗⟨g′
∗
α, β ′⟩ = ⟨α, g′

∗
β ′⟩, (3-13)

⟨g′∗α, g′∗β⟩ = ḡ∗⟨α, β⟩, (3-14)

for any i ≥ 0 and any (α, β, β ′) ∈ CHi (X2)
0
×CHd+1−i (X2)

0
×CHd+1−i (X1)

0.

Proof. (i) Write ji : X i ↪→ Xi for the inclusions. Let α ∈ CHi (X2)
0: then j∗1 g∗α = g′∗ j∗2α ∈ CHi

num(X1).
Next, let b ∈ B(1)1 and Z = {b}. Let β ∈ CHδ+i−1(X1,Z ), f1,Z : X1,Z → Z be the restriction of f1 and
ι1 : X1,Z ↪→ X1 be the closed immersion: we need to prove that ( f1,Z )∗(g∗α ·ι1 β)= 0. Let T = ḡ(Z) and
h̄ : Z→ T be the (finite surjective) projection: it suffices to show that h̄∗( f1,Z )∗(g∗α ·ι1 β)= 0 ∈CH0(T ).
This follows from the computation

0
(a)
= ( f2,T )∗(α ·ι2 h∗β)= ( f2,T )∗γ

!

ι2
(h∗β ×α)

(b)
= ( f2,T )∗h∗γ !gι1(β ×α)= h̄∗( f1,Z )∗γ

!

gι1(β ×α)

(c)
= h̄∗( f1,Z )∗γ

!

ι1
(1× g)!(β ×α)= h̄∗( f1,Z )∗(g∗α ·ι2 β),

where h : X1,Z → X2,T is the restriction of g and ι2 is the inclusion X2,T ↪→ X2, in which (a) is by
hypothesis, (b) follows from Lemma 2.1, and (c) follows from [Fulton 1984, Proposition 8.1.1(a)] (see
comment in [op. cit., mid p. 134]).

(ii) The inclusion j∗2 g∗ CHi (X1)
0
⊆ CHi

num(X2) is obtained this time from the identity j∗2 g∗ = g′
∗

j∗1 .
Next, let b ∈ B(1)2 Z = {b} and ι2 : X2,Z ↪→ X2, f2,Z : X2,Z → Z be the inclusion and the projection. Let
α ∈ CHi (X1)

0 and β ∈ CHδ+i−1(X2,Z ): we need to prove that ( f2,Z )∗(g∗α ·ι2 β)= 0 ∈ CH0(Z).
Let T = ḡ−1(Z). Then X1,T −→

∼ X1×X2 X2,Z ; hence refined Gysin morphisms

g! : CH j (X2,Z )→ CH j (X1,T ).
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By Lemma 2.9, we have ( f1,T )∗(α ·ι1 g!β)= 0, where ι1 is the inclusion X1,T ↪→ X1. The commutative
square

X1,T
h

−−−→ X2,Z

f1,T

y f2,Z

y
T

h̄
−−−→ Z

where h and h̄ are the restrictions of g and ḡ, gives the identity of push-forwards

h̄∗( f1,T )∗ = ( f2,Z )∗h∗.

Therefore, it suffices to prove the identity (projection formula)

g∗α ·ι2 β = h∗(α ·ι1 g!β). (3-15)

For this, consider the commutative diagram of Cartesian squares

X1
δX1
−−−→ X1×X1

g×1
−−−→ X2×X1

ι1

x ι1×1
x ι2×1

x
X1,T

γι1
−−−→ X1,T ×X1

h×1
−−−→ X2,Z ×X1

h

y 1×g
y

X2,Z
γι2
−−−→ X2,Z ×X2

ι2

y ι2×1
y

X2
δX2
−−−→ X2×X2

Applying Lemma 2.1 to the two bottom squares yields first

g∗α ·ι2 β := γ
!

ι2
(1× g)∗(β ×α)= h∗γ !ι2(β ×α)= h∗δ!X2

(β ×α).

We are now left to show the identity

δ!X2
(β ×α)= α ·ι1 g!β := γ !ι1(g× 1)!(β ×α),

where the right hand side stems from the top part of the diagram (with vertical arrows pointing upwards).
But γ !ι1(g×1)!(β×α)= δ!X1

(g×1)!(β×α) and δ!X1
(g×1)!(β×α)= [(g×1)δX1]

!(β×α)= tγ !g(β×α),
both by Lemma 2.1. Here, tγ denotes the transpose of a graph (graph composed with the switch of
factors). Finally, tγ !g(β × α) = δ

!

X2
(β × α) by applying once again Lemma 2.1(b) to the diagram of
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Cartesian squares

X1,T
(h,ι1)
−−−→ X2,Z ×X1

ι1

y ι2×1
y

X1

tγg
−−−→ X2×X1

g
y 1×g

y
X2

δX2
−−−→ X2×X2

(iii) This follows from (i) and (ii) by the projection formula g∗g∗ = deg(g) (generic degree), and
Lemma 2.4.

(iv) This follows from the special case B1 = B2, ḡ = 1B in (i) or (ii).
In (iv), the identities can be checked on the level of X1 and X2. The first, (3-13), is an easy consequence

of the projection formula. Let us prove (3-14). The diagram of Cartesian squares

X1
(g, f1)

B

−−−−→ X2×B2 B1
1×B2 ḡ
−−−→ X2

||

y inj
y (1, f2)

y
X1

(g, f1)
−−−→ X2×k B1

1×ḡ
−−−→ X2×k B2

together with Lemma 2.1 (b), and (c) gives a factorisation of g∗ into a composition of refined Gysin
morphisms

g∗ = (g, f1)
!(1× ḡ)!. (3-16)

Next, [Fulton 1984, Example 8.1.7] applied to the left square with x = [X1] and y = (1× ḡ)!z for
some z ∈ CH∗(X2) yields via [Fulton 1984, Proposition 8.1.2(b)] the identity

(g, f1)
B
∗
(g, f1)

!y = (g, f1)
B
∗
[X1] · y = y; (3-17)

indeed, (g, f1)
B maps X1 birationally onto an irreducible component of X2 ×B2 B1, and the other

irreducible components have support away from η2, hence have smaller dimensions. Taking z = α ·β for
(α, β) ∈ CHi (X2)

0
×CHd+1−i (X2)

0, we get

⟨g∗α, g∗β⟩ = ( f1)∗(g∗α · g∗β)= ( f1)∗g∗(α ·β)
(3-16)
= ( f2× 1)∗(g, f1)

B
∗
(g, f1)

!(1× ḡ)!(α ·β)
(3-17)
= ( f2× 1)∗(1× ḡ)!(α ·β)

= ḡ∗( f2)∗(α ·β)= ḡ∗⟨α, β⟩,

where the last but one equality follows once again from Lemma 2.1. This readily implies (3-14). □

Remark 3.10. In Proposition 3.9, suppose that ḡ is only an alteration. I cannot prove (i). On the other
hand, (ii) holds with the same proof, as well as (iv) for (α, β) ∈ CHi (X2)

0
×CHd+1−i (X2)

0 such that
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(g∗α, g∗β) ∈ CHi (X1)
0
×CHd+1−i (X1)

0. This is not very important, in view of Remarks 1.2(b) (see
proof of Proposition 3.11).

3D. Structure of CHi (X)/ CHi (X)0.

Proposition 3.11. The groups CHi (X )/CHi (X )0 and CHi (X)/CHi (X)0 are finitely generated.

Proof. It suffices to show the first claim. We proceed in several steps.

(1) Suppose B ′ is an open subset of B, let X ′ = X ×B B ′ and let λ : X ′→ X be the corresponding open
immersion. Then CHi (X )0 ⊆ (λ∗)−1 CHi (X ′)0, with equality if B− B ′ has codimension ≥ 2. Therefore
the claim for X implies the claim for X ′, and conversely in the latter case.

(2) B is projective: this follows from Proposition 2.5.

(3) In general, let B be a compactification of B and X
f̄
−→ B a projective morphism extending f (in the

sense that X = X ×B B).

• By [de Jong 1996, Theorem 4.1], alter B into a smooth projective k-variety B1.

• Let K1 = k(B1) (a finite extension of K ), and let X ′ be the closure of X ⊗K K1 in X ×B B1. Again by
[de Jong 1996, Theorem 4.1], alter X ′ into a smooth projective k-variety X 1. We are now in the situation
of (2).

• Let B1 = B×B B1 and X1 = B1×B1
X 1.

• By Remarks 1.2(b), the alteration B1→ B becomes flat, hence finite, after removing from B a closed
subset F of codimension ≥ 2. Let B ′ = B− F and X ′, B ′1, X ′1 be the corresponding base changes of X ,
B1 and X1.

By (2), the claim is true for X 1; therefore it is also true for X ′1 by (1). By Proposition 3.9 (i), (ii),
the projection X ′1 → X ′ induces maps between CHi (X ′)/CHi (X ′)0 and CHi (X ′1)/CHi (X ′1)

0, whose
composition is multiplication by [K1 : K ]. Since CHi (X ′)/CHi (X ′)0 is torsion-free by Lemma 2.4, it is
finitely generated, and so is CHi (X )/CHi (X )0 by reapplying (1). □

Remark 3.12. Proposition 2.6 gives a more direct proof of Proposition 3.11 in characteristic 0, by the
comparison theorem between Betti and l-adic cohomology.

3E. A vanishing result. Let l be a prime number invertible in k. For any smooth k-variety V , there are
cycle class maps with values in Jannsen’s continuous étale cohomology

cli : CHi (V )→ H 2i
cont(V,Zl(i))

which are compatible with pull-backs, push-forwards and products [Jannsen 1988, (3.25) and (6.14)].3

3Strangely, [Jannsen 1988, (3.25)] only mentions push-forwards for closed immersions, but the case of a general proper
morphism is proven in the same way.
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Lemma 3.13. Suppose k finitely generated. Then the composition of cl1 with the projection

H 2
cont(V,Zl(1))→ H 2

cont(V,Zl(1))/H 2
cont(k,Zl(1))

has finite kernel.

Proof. By construction of cli , there is a commutative diagram

CH1(V )
α

−−−→ CH1(V )∧

cl1
y (cl1)∧

y
H 2

cont(V,Zl(1)) −−−→ lim
←−−

H 2(V, µn
l )

where the bottom map is part of the Milnor exact sequence of [Jannsen 1988, (3.16)] and CH1(V )∧ is the
l-adic completion of CH1(V ). The Kummer exact sequences imply the injectivity of (cl1)∧. Since k is
finitely generated, CH1(V ) is a finitely generated abelian group, which implies that α has finite kernel of
order prime to l. Hence the same holds for cl1.

On the other hand, the choice of a 0-cycle of nonzero degree on V (e.g., a closed point), plus transfer,
provide a map ρ : H 2

cont(V,Zl(1))→ H 2
cont(k,Zl(1)) such that the composition

H 2
cont(k,Zl(1))→ H 2

cont(V,Zl(1))
ρ
−→ H 2

cont(k,Zl(1))

is multiplication by some integer m > 0. Since CH1(k)= 0, the naturality of the cycle class map implies
that ρ ◦ cl1 = 0. Hence the lemma. □

The following proposition will be used in the proof of Proposition 6.8.

Proposition 3.14. Let (α, β) ∈ CHi (X )×CHd+1−i (X ). Consider the pairing (1-2). As in Section 2C, let
CHi

l (X ) be the kernel of the geometric cycle class map. If (α, β) ∈ CHi
l (X )×CHd+1−i

l (X ), then ⟨α, β⟩
is torsion.

Proof. We may assume k to be the perfect closure of a finitely generated field. We use the spectral
sequences of [Jannsen 1988, Theorem (3.3)]

E p,q
2 = H p

cont
(
k, Hq(Vk̄,Zl(n))

)
⇒ H p+q

cont (V,Zl(n)).

They are compatible with the action of correspondences, in particular with products and push-forwards.
Thus, if F •Hcont is the filtration on Hcont induced by the spectral sequence, we have

cl1( f∗(α ·β))= f∗cld+1(α ·β)

= f∗
(
cli (α)∪ cld+1−i (β)

)
∈ F2 H 2

cont(B,Zl(1))= Im
(
H 2

cont(k,Zl(1))→ H 2
cont(B,Zl(1))

)
if (α, β) ∈ CHi

l (X )×CHd+1−i
l (X ). We conclude by Lemma 3.13. □

Question 3.15. When B is projective, can one prove Proposition 3.14 with CHl replaced by CHnum,
without assuming the standard conjectures?
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3F. Local height pairing. In this context, there is not much to say. Let f be as in Section 1. Let
C1 ∈ Z i (X), C2 ∈ Zd+1−i (X) be two integral cycles with disjoint supports. Let Ci be the closure of Ci in
X ; then C1×X C2 has support in XZ for some proper closed subset Z of B, whence a refined intersection
product [Fulton 1984, §8.1],

C1 · C2 ∈ CHδ−1(XZ ).

Given the isomorphism
CHδ−1(Z)−→∼

⊕
b∈Z∩B(1)

Z,

the class ( fZ )∗(C1 · C2) defines a divisor on B, whose class in Pic(B)= CH1(B) is obviously ⟨C1, C2⟩ (cf.
[Beı̆linson 1987, Lemma 2.0.1]). One may then extend by bilinearity and get an expression of ⟨ , ⟩ as
the class of a divisor.

We leave it to the interested reader to refine Lemma 3.3 to this local height pairing in the style of
[Bloch 1984, (A.2)].

4. Extension to the general case

Let X be regular, connected and proper over K . In the previous section, we defined subgroups CHi (X)0⊂
CHi (X) and pairings (1) assuming the existence of a k-smooth model X of X , proper over B.

4A. Characteristic 0.

Proposition 4.1. Assuming resolution of singularities à la Hironaka, a smooth model always exists. This
is the case in particular if char k = 0, or if d + δ ≤ 3 [Cossart and Piltant 2009].

Proof. Start from an integral proper model f : X → B of X/K . Let U ⊆ X be the regular locus of X/k:
it is open [EGA IV2 1965, corollaire 6.12.6] and since X is regular, we have X ⊂U . By hypothesis, we
may find X1 regular over k and a projective morphism π : X1→ X such that π|π−1(U ) : π

−1(U )→U is
an isomorphism. Then the immersion X ↪→ X lifts to X ↪→ X1, and X1 is the desired smooth model of X
(since k is assumed to be perfect). □

4B. Positive characteristic. Here we cannot directly use de Jong’s theorem [1996] to replace Hironaka
resolution, because there is no control in this theorem on the centre of the alteration. Instead we must
proceed more carefully.

Definition 4.2. Let X be an integral proper K-scheme.

(a) X is good (relatively to B) if it admits a k-regular proper model X
f
−→ B. (In particular, X is then

regular.)

(b) A K-morphism π : X1→ X is admissible if X1 is good.

(c) We set
CHi (X)0 = {α ∈ CHi (X) | π∗α ∈ CHi (X1)

0
∀π admissible}.
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Lemma 4.3. (a) For any X as in Definition 4.2, admissible alterations exist; in particular CHi (X)0 ̸=∅.

(b) If X is good, CHi (X)0 agrees with the subgroup of Proposition 3.6(ii).

(c) Given two admissible morphisms πi : X i → X , there exists an admissible morphism π3 : X3→ X
factoring through π1 and π2.

(d) If X is regular, we have CHi (X)0 ⊆ CHi
num(X).

Proof. (a) This follows from [de Jong 1996, Theorem 4.1] applied to a (not necessarily smooth) model.

(b) This follows from Proposition 3.6.

(c) Let X ,X1,X2 be B-proper models of X, X1 and X2. Taking the graphs of the rational maps πi :

Xi 99K X , we may assume these to be B-morphisms. Applying [de Jong 1996, Theorem 4.1] again to an
irreducible component of X1×X X2 dominant over B, we get a k-smooth X -scheme X3, projective over
B and mapping to X1 and X2, whose generic fibre X3 maps to X1 and X2 over X .

(d) Let α ∈ CHi (X)0 and β ∈ CHd−i (X). Choose an admissible π . Writing [ , ] for the intersection
product, we have [π∗ηα, π

∗
ηβ] = 0 by definition of CHi (X1)

0, hence [α, β] = 0. □

To go further, we need to invert p in characteristic p; this is the object of the next subsections.

4C. The category Ab ⊗ R, where R is a subring of Q. (See also [Barbieri-Viale and Kahn 2016,
Appendix B].) This category has two equivalent descriptions:

• It is the localisation of the category Ab of abelian groups with respect to the Serre subcategory of
abelian groups killed by some integer invertible in A; in particular, Ab⊗ R is abelian and the localisation
functor Ab→ Ab⊗ R is exact.

• It has the same objects as Ab, while morphisms are those of Ab tensored with A.

If R = Z[1/p], we shall abbreviate Ab⊗ R to Ab[1/p].

Lemma 4.4. The tensor product of Ab induces a tensor structure on Ab⊗ R, still denoted by ⊗.

(This allows us to talk of a “pairing in Ab⊗ R”.)

Proof. It suffices to show that, if f ∈ Ab(A, B) becomes invertible in Ab⊗ R (i.e., Ker f , Coker f have
p-power exponent), the same holds for f ⊗ 1C for any C ∈ Ab. By considering the image of f , we may
treat separately the cases where f is injective and f is surjective. Both hold because, if G ∈ Ab has
p-power exponent, so do G⊗C and Tor(G,C) for any C ∈ Ab. □

Remarks 4.5. (a) Let A, B be two abelian groups. By definition, a morphism in (Ab⊗ R)(A, B) =
lim
−−→N ̸=0 Ab(A, B) is represented by a pair (ϕ, N )with ϕ : A→ B and N an integer invertible in R; two pairs
(ϕ1, N1) and (ϕ2, N2) are equivalent if there exist two such integers d1, d2 such that d1 N1 = d2 N2 =: N3

and (d1ϕ1, N3)= (d2ϕ2, N3). We get a well-defined homomorphism

ρ : (Ab⊗ R)(A, B)→ Ab(A, B⊗ R)
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by sending a pair (ϕ, N ) to ψ;= N−1ϕ; its image is contained in the subgroup formed of those homo-
morphisms ψ : A→ B ⊗ R such that ψ(A) ⊆ N−1 B for some N ̸= 0, with B = B/torsion. If B is
torsion-free, ρ is injective with the above image.

(b) In any category, the commutativity of a diagram (i.e., the equality of two arrows) is equivalent to the
commutativity of a family of diagrams of sets, thanks to Yoneda’s lemma. In the category of modules
over a ring R, one can test such commutativity on elements, because the R-module R is a generator.

In the sequel, we shall extend identities such as (3-11), (3-13) and (3-14) to Ab⊗ R. However this
category is not Grothendieck (note that abelian groups with finite exponent are not closed under infinite
direct sums), so reasoning with “elements” is abusive. Writing out the above identities as commutative
diagrams in Ab is straightforward, but cumbersome. (For example, (3-11) means that two homomorphisms
from CHd2(X1×K X2)⊗CHi (X2)

0
⊗CHi−1(X1)

0 to CH1(B) agree.) We shall therefore sometimes make
the abuse of talking of such identities in Ab⊗ R when we mean the corresponding commutative diagrams.

In Theorem 4.14, we shall use a local-to-global result for these localisations (Corollary 4.8 below).

Theorem 4.6. Let H be a module over an integral domain R with quotient field Q. Suppose given, for
each maximal ideal m⊂ R, an element fm ∈ Hm, all of which become equal in Q⊗R H. Then there exists
at most one element f ∈ H which becomes equal to fm in Hm for every m; f exists provided

(i) H is torsion free, or

(ii) R is Noetherian and S = Supp(Mtors) is a finite set of maximal ideals.

(Counterexample without Hypothesis (ii): R = Z, H =
⊕

m Z/m, fm = 1m.)

Proof. Uniqueness. Let f, f ′ verifying the condition. Then f and f ′ become equal in Hm for all m. This
means that, for every m, there exists Mm ∈ R−m such that Mm( f − f ′)= 0. Since the Mm generate R
as an ideal, we get f = f ′.

Existence. We may write fm = r−1
m f̃m with f̃m ∈ H and rm ∈ R−m; again, the rm generate the unit ideal

of R. In case (i), if g ∈ Q ⊗R H is the common value of the fm, then rmg ∈ H for all m; if (am) is a
family of elements of R with finite support such that

∑
amrm = 1, then g =

∑
amrmg ∈ H .

In case (ii), write T = Htors for notational simplicity. Considering H/T , we find f0 such that
1m⊗ f0− fm is torsion for all m, hence is 0 for m /∈ S.

Claim 4.7. The monomorphism T 7→
∏

m∈S Tm is surjective.

Proof. For each m ∈ S, let Tm
= Ker(T →

∏
m′ ̸=m Tm′): we must show that T =

∑
Tm. Let t ∈ T ;

by assumption, the radical of Ann(t) (the annihilator of t) is of the form
∏

m∈S′ m for a subset S′ of S.
By [Bourbaki 1985, IV.2.5, proposition 9], R(t)= R/Ann(t) is Artinian, hence R(t)−→∼

∏
m∈S′ R(t)m

[loc. cit., corollaire 1]; equivalently, Rt −→∼
∏

m∈S′(Rt)m, which shows that t ∈
∑

Tm. □

Coming back to the proof of case (ii), the claim yields an element t ∈ T such that tm = 1m⊗ f0− fm
for all m ∈ S; then f = f0− t yields the desired element. □
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Corollary 4.8. Let A, B ∈ Ab and R be a subring of Q. Suppose given, for each prime number l not
invertible in R, a morphism fl : A→ B in Ab⊗Z(l), all of which become equal in Ab⊗Q. Then there
exists at most one morphism f : A→ B in Ab⊗ R which becomes equal to fl in Ab⊗Z(l) for every l; f
exists provided B is l-torsion free for almost all l not invertible in R.

Proof. Apply Theorem 4.6 to H =Hom(A, B)⊗R, noting that the hypothesis on B implies the hypothesis
on H . □

4D. p-covers.

Definition 4.9. Let X be an integral proper K-scheme. A p-cover of X is a finite family (πl : Xl→ X),
indexed by prime numbers l ̸= p and such that

(i) for each l, πl is an admissible alteration of generic degree dl prime to l;

(ii) gcdl(dl) is a power of p.

Proposition 4.10. (a) p-covers exist.

(b) Given two p-covers (πl), (π ′l ), there exists a third p-cover (π ′′l ) such that, for each l, π ′′l factors
through πl and π ′l .

(c) Given a p-cover (πl) and an admissible morphism f1 : X1→ X , there exists a p-cover (π1,l) of X1

such that the composition X1,l→ X1→ X factors through Xl for each l.

Proof. (a) We use Gabber’s refinement of de Jong’s alteration theorem [Illusie and Temkin 2014,
Theorem 2.1]: given a model X of X and a prime number l ̸= p, we may find an alteration Xl→ X with
Xl regular (hence smooth over k) and of generic degree dl prime to l; the induced alteration πl : Xl→ X
is then admissible of generic degree dl . Considering the other prime divisors of dl different from p, we
may find a finite number of l and πl such that the gcd of the dl is a power of p.

(b) and (c) These are proven similarly to (a). □

4E. The refined height pairing (characteristic p).

Definition 4.11. We set

CHi (X)[0] = {α ∈ CHi (X) | ∃s ≥ 0 : psα ∈ CHi (X)0}.

Proposition 4.12. (a) If X is regular, CHi (X)/CHi (X)0 is an extension of a finitely generated abelian
group by a torsion group of p-power exponent, and CHi (X)/CHi (X)[0] is finitely generated with prime-
to-p torsion.

(b) Let (πl) be a p-cover of X , and let α ∈ CHi (X). Then α ∈ CHi (X)[0] if and only if π∗l α ∈ CHi (Xl)
[0]

for each l.

(c) Propositions 3.6 and 3.9 (i), (ii), (iii) extend to all regular X after replacing CHi (X)0 by CHi (X)[0].
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Proof. (a) Given a p-cover (πl), since (πl)∗π
∗

l is multiplication by dl for each l, Ker(CHi (X)/CHi (X)0→∏
l CHi (Xl)/CHi (Xl)

0) is killed by a power of p, say ps , and the first claim follows from Proposition 3.11.
The second follows by definition of CHi (X)[0].

(b) The condition is necessary by definition; the converse follows from Proposition 4.10 (c), as in (a).

(c) Let X1, X2, γ be as in Proposition 3.6. To prove (3-9), we must show that π∗γ ∗ CHi (X2)
0
⊆

CHi+r (X ′1)
0 for any admissible π : X ′1→ X1; replacing γ by γ ◦π , we may assume that X1 is good and

π = 1X1 . Choose a p-cover (πl) of X2. For α ∈ CHi (X2)
[0], we have π∗l α ∈ CHi (Xl)

[0], hence

dlγ
∗α = (γ ∗(πl)∗)π

∗

l α ∈ CHi+r (X1)
[0]

for all l thanks to Proposition 3.6, hence psγ ∗α ∈ CHi+r (X1)
[0] and finally γ ∗α ∈ CHi+r (X1)

[0] as
desired. The cases in Proposition 3.9 are treated similarly. □

Lemma 4.13. Let π : X1→ X be an admissible alteration, of generic degree d prime to l, where l ̸= p.
Then the morphism in Ab⊗Z(l)

⟨ , ⟩(l) : CHi (X)[0]⊗CHd+1−i (X)[0]
(π∗⊗π∗)
−−−−−→ CHi (X1)

[0]
⊗CHd+1−i (X1)

[0] d−1
⟨ , ⟩

−−−−→ CH1(B)

does not depend on the choice of π , and coincides with ⟨ , ⟩ if X is good. For two prime numbers
l, l ′ ̸= p, we have ⟨ , ⟩(l) = ⟨ , ⟩(l ′) in Ab⊗⊗Q.

Proof. Let π ′ : X ′1→ X another such alteration, with generic degree d ′. By Proposition 4.10(c) applied
to an irreducible component of X1× X X ′1 dominating X , we can find admissible alterations X ′′1

ρ
−→ X1,

X ′′1
ρ′

−→ X ′1 of generic degrees δ, δ′ such that πρ = π ′ρ ′, hence δd = δ′d ′. Using elements to clarify the
argument, we have for (α, β) ∈ CHi (X)[0]×CHd+1−i (X)[0],

d−1
⟨π∗α, π∗β⟩ = d−1δ−1

⟨ρ∗π∗α, ρ∗π∗β⟩ = d ′−1
δ′
−1
⟨ρ ′
∗
π ′
∗
α, ρ ′

∗
π ′
∗
β⟩ = d ′−1

⟨π ′
∗
α, π ′

∗
β⟩,

where we used (3-11) and the identities ρ∗ρ∗ = δ, ρ ′∗ρ
′∗
= δ′. The second claim follows by taking

π = 1X . For the third claim, we argue similarly by using an admissible alteration covering two admissible
alterations of generic degrees prime to l and l ′. □

Theorem 4.14. (a) There exists a unique pairing

⟨ , ⟩ : CHi (X)[0]⊗CHd+1−i (X)[0]→ CH1(B) (4-1)

in Ab[1/p] which coincides with ⟨ , ⟩(l) in Ab⊗Z(l) for each l.

(b) The identities of Propositions 3.8 (see Remarks 4.5(b)) and 3.9(iv) extend to these pairings.

Proof. (a) Suppose first that k is the perfect closure of a field k0 finitely generated over Fp, and that
B = B0 ⊗k0 k for some smooth k0-variety B0. Then CH1(B0) is a finitely generated abelian group
[Kahn 2006], and CH1(B0)⊗Z[1/p] does not change under purely inseparable extensions; in particular,
CH1(B)⊗Z[1/p] has finite torsion and a fortiori verifies the hypothesis of Corollary 4.8. The result then
follows from this theorem and Lemma 4.13.
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In general, the situation is defined over such a subfield of k, so reduces to the first case.

(b) Let X1, X2 be (proper) regular, and let γ ∈ CHdim X2(X1×K X2). We need to prove the analogue of
(3-11),

⟨ , ⟩1 ◦ γ
∗
⊗ 1= ⟨ , ⟩2 ◦ 1⊗ γ∗,

where ⟨ , ⟩i is the height pairing of X i . By the uniqueness statement of Corollary 4.8, it suffices to
prove this identity after localising at l for all l ̸= p. Let πi : X i,l → X i (i = 1, 2) be two admissible
alterations of generic degrees di prime to l, and let γl = π

∗

2 ◦ γ ◦ (π1)∗ ∈ CHdim X2(X1,l ×K X2,l), so that
d2γ ◦ (π1)∗ = (π2)∗γl and γl ◦π

∗

1 = d1π
∗

2 ◦ γ . By Lemma 4.13, we have, with obvious notation,

⟨ , ⟩1 ◦ γ
∗
⊗ 1= d−1

1 ⟨ , ⟩1,l ◦π
∗

1 γ
∗
⊗π∗1 = d−1

1 d−1
2 ⟨ , ⟩1,l ◦ γ

∗

l π
∗

2 ⊗π
∗

1

(a)
= d−1

1 d−1
2 ⟨ , ⟩2,l ◦π

∗

2 ⊗ (γl)∗π
∗

1 = d−1
2 ⟨ , ⟩2,l ◦π

∗

2 ⊗π
∗

2 γ∗

= ⟨ , ⟩2 ◦ 1⊗ γ∗,

where (a) used (3-11) for γl .
The identity of Proposition 3.9(iv) is extended in similar fashion. □

We shall use the following fact in the proof of Theorem 6.2:

Example 4.15. Suppose that X is an abelian variety. For a ∈ X (K ), write τa for the translation by a. It
yields a self-correspondence of degree 0 still denoted by τa , and we have the obvious formula tτa = τ−a .
This yields the identity (see Remarks 4.5(b))

⟨τ ∗a α, β⟩ = ⟨α, τ
∗

−aβ⟩

for (α, β) ∈ CHi (X)[0]×CHd+1−i (X)[0].

Remark 4.16. The functoriality of Proposition 4.12(c) means that the subgroups CHi (X)[0], for varying
X and i , define an adequate equivalence relation on algebraic cycles with integral coefficients on smooth
projective K-varieties. This adequate relation a priori depends on the choice of B, but see Conjecture 5.1
and Remarks 5.4 below.

4F. Extension to imperfect fields. Let X, K , B be as in the introduction, but relax the assumption that k
is perfect; specifically, we assume k imperfect of characteristic p. Write k p (resp. K p, B p, X p for the
perfect closure of k (resp. for K ⊗k k p, B⊗k k p, X ⊗K K p).

We define CHi (X)[0] as the inverse image of CHi (X p)[0] under the pull-back morphism CHi (X)→
CHi (X p). We claim that the pairing (4-1) for X p induces a similar pairing for X , with the same properties.

Since the homomorphism λ : CH1(B)→ CHi (B p) has p-primary torsion kernel and cokernel, this is
trivial if we accept to replace CH1(B) by CH1(B)⊗Z[1/p] (note that Ker λ and Coker λ do not have
finite exponent, so λ is not an isomorphism in Ab[1/p]). We can avoid this, however, by observing that
all constructions involved in constructing (4-1) for X p and proving its properties are defined over some
finite subextension of k p/k.
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5. Homologically and algebraically trivial cycles

From now on, we write

CHi (X)(0) = {α ∈ CHi (X) | ∃n ̸= 0 : nα ∈ CHi (X)0}

for the saturation of CHi (X)0. We have the inclusion

CHi (X)(0) ⊆ CHi
num(X) (5-1)

by Lemma 4.3(d) and the fact that CHi (X)/CHi
num(X) is torsion-free.

5A. Conjectures. The following is a numerical analogue to [Beı̆linson 1987, Conjecture 2.2.5].

Conjecture 5.1. The inclusion (5-1) is an equality.

Let the index l denote homological equivalence for l-adic cohomology, l ̸= char k. Conjecture 5.1
implies

Conjecture 5.2. One has the inclusion CHi
l (X)⊆ CHi (X)(0).

Conversely, Conjecture 5.2 implies Conjecture 5.1 under Grothendieck’s standard Conjecture D, by
Proposition 3.11 (and Proposition 4.12(a) in characteristic p).

Proposition 5.3. Conjecture 5.2 is true if X admits a model f : X → B with f smooth.

Proof. This follows from the smooth and proper base change theorem (see Remark 2.7). □

Remarks 5.4. (a) More generally, Proposition 2.6 shows that CHi (X)0 contains the image of CHi (X )0B,l
for any model f : X → B of X with X smooth.

(b) Suppose X smooth (not just regular). For clarity, let us write CHi (X)(0)B to mark the dependence of
CHi (X)(0) on the model B. If U is an open subset of B, we obviously have CHi (X)(0)B ⊆ CHi (X)(0)U , and
this direct system is essentially constant by Proposition 4.12(b). For U small enough, Proposition 5.3
thus gives inclusions

CHi
l (X)⊆ CHi (X)(0)U ⊆ CHi

num(X),

where the middle group does not change when U gets smaller (note that equality on the right is not clear:
see Remark 2.7). In view of Remark 4.16, this defines a new adequate equivalence on smooth projective
K-varieties, this time independent of the choice of B (and which conjecturally agrees with numerical
equivalence).

Theorem 5.5. Conjecture 5.1 is true in the following cases:

(i) i = 1, d.

(ii) char K = 0, f is smooth and

• either i ∈ {2, d − 1},
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• or X is “of abelian type” (i.e., its homological motive is isomorphic to a direct summand of the
motive of an abelian variety).

Proof. For (i), see Theorem 5.6(b) below. For (ii), homological and numerical equivalences agree in the
said cases by Lieberman [1968]. Therefore, the statement follows from Proposition 5.3. □

5B. Algebraic equivalence.

Theorem 5.6. (a) One has CHi
alg(X)⊆ CHi (X)(0).

(b) Conjecture 5.1 is true for i = 1, d.

Of course, (b) follows from (a) (using Matsusaka’s theorem [1957] in the case i = 1).
To prove (a), we first reduce to the case where X has a smooth model X as in Section 4: this is

automatic if char k = 0 by Proposition 4.1, and if char k > 0 we first reduce to k perfect as in Section 4F,
then we can use Proposition 4.10(a) and a transfer argument.

We now give ourselves a model f : X → B of X with X smooth. The proof is in two steps.

Step 1. Assume d = 1 and two sections c̃0, c̃1 of f are given. Let c0, c1 be their generic fibres and
α = [c0] − [c1].

Lemma 5.7. There exists an integer N > 0 such that Nα ∈ CH1(X)0.

Proof. Let α̃ = [c̃0(B)] − [c̃1(B)] ∈ CH1(X ). Then j∗α̃ ∈ CH1
alg(X)⊆ CH1

num(X). We now need to find
N > 0 and ξ ∈ Ker j∗ such that N α̃+ ξ ∈ CH1(X )0. We shall look for ξ in the form

ξ =
∑

b∈B(1)

(ιb)∗ξb,

where ιb : XZb ↪→ X is the inclusion (with Zb = {b} as usual) and each ξb is a linear combination of
classes of irreducible δ-dimensional components X λ

Zb
of XZb (almost all ξb will be 0). For this, I claim

that the method of [Silverman 1994, III.8] extends to this case:
The first thing to check is that the hypothesis of [loc. cit., Proposition III.8.3] is verified, namely that
⟨α̃, [XZb ]⟩b = 0 for all b ∈ B(1). For simplicity, write Z and ι instead of Zb and ιb. Up to removing a
proper closed subset from Z , we may assume it smooth. In the Cartesian square of the diagram

Z
gi=(di ,ι

′)
−−−−−→ XZ × B

di

y 1×c̃i

y
Z

fZ
←−−− XZ

γι
−−−→ XZ ×X

where di = (c̃i )|Z and ι′ is the inclusion Z ↪→ B, the top horizontal map gi is a regular embedding of
codimension δ+ 1 as the composite of the two regular embeddings

Z
δ
−→ Z × Z

di×ι
′

−−→ XZ × B.
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Here we use that the embedding di is regular [EGA IV4 1967, proposition 19.1.1]. Then

⟨[c̃i (B)], [XZ ]⟩b = ( fZ )∗γ
!

ι ([XZ ]× (c̃i )∗[B])= ( fZ )∗γ
!

ι ((1× c̃i )∗[XZ × B])
(a)
= ( fZ )∗(di )∗γ

!

ι [XZ × B] = γ !ι [XZ × B]
(b)
= g!i [X

λ
Z × B]

(c)
= δ!(d !i [XZ ]× ι

′!
[B])= [Z ],

where (a) (resp. (b), (c)) is once again Lemma 2.1(a) (resp. (b), (c)).
Now

CHδ+i−1(XZ )= CHδ(XZ )
∼
←−

⊕
λ

Z[X λ
Z ],

where the X λ
Z are the irreducible components of XZ of dimension δ: this follows from [Fulton 1984,

Example 1.8.1] by induction on the number of components. The second thing to observe is that the
statement and proof of [Silverman 1994, Proposition III.8.2] apply verbatim, namely that the quadratic
form α 7→ ⟨ι∗α, α⟩b on CHδ(XZ ) is negative, with kernel generated by [XZ ]. Indeed, this is a local
computation so we can consider the fibre of X over SpecOB,b and simply apply the said proposition.
(The fact that f∗OX = OB , which is used in its proof, follows from the fact that X is geometrically
connected since it has rational points, and that B is normal.)

We can now find N and ξ just as in [Silverman 1994, Proposition III.8.3]. □

Step 2. The general case. Let α ∈ CHi
alg(X). By [Achter et al. 2019, Lemma 3.8], there exist an integer

s ≥ 0, a smooth projective K-curve C , two rational points c0, c1 ∈C(K ) and an element y ∈ CHi (C× X)
such that psα = (c∗0 − c∗1)y (recall that p is the exponential characteristic of k).

Lemma 5.8 (Q. Liu; cf. [Liu and Tong 2016]). There exists a closed subset F ⊂ B of codimension > 1
such that C lifts to a regular proper (B−F)-scheme C and the ci lift to sections c̃i of C→ B− F.

Proof. See Proposition A.1 of the Appendix. □

By Step 1 and Lemma 5.8, there exists an integer N > 0 such that N ([c1] − [c1]) ∈ CH1(C)0. Then
N psα = N (c∗0 − c∗1)y = y∗N ([c0] − [c1]) ∈ CHi (X)0 by Proposition 3.6, where y is considered as a
correspondence (Weil–Bloch trick). This concludes the proof of Theorem 5.6.

Remark 5.9. There is a statement parallel to Theorem 5.6 in [Beı̆linson 1987, Lemma 2.2.2(b)], with a
similar proof.

5C. Example: elliptic curves. In Step 1 of the proof of Theorem 5.6, suppose δ= 1, B projective and that
X is an elliptic curve. Applying deg : CH1(B)→ Z, we get an integral pairing ⟨ , ⟩ on the finite index
subgroup CH1(X)0∩ X (K ) of CH1

alg(X)= Pic0(X)= X (K ); this pairing coincides with the Néron–Tate
height pairing by the description in [Silverman 1994, Theorem III.9.3].

Theorem 5.10. Assume k algebraically closed. Then:

(a) CH1(X)0 ∩ X (K ) contains the subset denoted by X (K )0 in [Silverman 1994, Remark III.9.4.2].
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(b) If X is a minimal model, X (K )0 is a subgroup and the pairing

X (K )0× X (K )0→ Pic(B) (5-2)

of [loc. cit., Theorem III.9.5(b)] equals −⟨ , ⟩.

Proof. (a) Let P ∈ X (K ). As in Lemma 5.7, write P̃ : B→ X for the section of f extending P (here
its existence as a morphism is automatic since δ = 1, by the valuative criterion of properness). What is
written [P̃(B)] = P̃∗[B] in its proof of is denoted by (P) in [Silverman 1994]. Since

(P) · [Xb] = P̃∗[B] · f ∗b = [B] · P̃∗ f ∗b = deg(b)= 1

(projection formula), and the intersection numbers of (P) with the components of Xb are ≥ 0, this implies
that P meets exactly one component of Xb, with multiplicity 1.

By definition, X (K )0 is the set of P such that (P) meets the same component of Xb as (0) for all
b ∈ B(1). Equivalently, deg

(
((P)− (0)) · [X λ

b ]
)
= 0 for all b and all such components. By (2-3), this

degree is none else than ⟨(P)− (0),X λ
b ⟩b, so we get that

P ∈ X (K )0⇒ (P)− (0) ∈ CH1(X )0⇒ P − 0 ∈ CH1(X)0.

(b) What we use here is that
P̃ = τP ◦ 0̃ (5-3)

for all P ∈ X (K ), where τP is the translation by P [Silverman 1994, Proposition III.9.1]. This already
implies that X (K )0 is a subgroup of X (K ).

We start with a convenient description of (5-2) by reformulating part (a) of [Silverman 1994, Theo-
rem III.9.5]. For P, Q ∈ X (K ), we have j∗((P + Q)− (P)− (Q)+ (0))= 0 in Pic0(X); the sequence

0→ Pic(B)
f ∗
−→ Pic(X )

j∗
−→ Pic(X)→ 0

is exact except at Pic(X ) where its homology is given by
⊕

b CH1(Xb)/[Xb] (see [Kahn 2009, 3.2(a)]).
If now P, Q ∈ X (K )0, then

(P + Q)− (P)− (Q)+ (0)= ((P + Q)− (0))− ((P)− (0))− ((Q)− (0)) ∈ CH1(X )0,

which implies that its homology class is 0 by the nondegeneracy of the intersection pairings on CH1(Xb)/[Xb].
Thus (P + Q)− (P)− (Q)+ (0)= f ∗[P, Q] for a unique [P, Q] ∈ Pic(B). In particular,

[P, Q] = R̃∗((P + Q)− (P)− (Q)+ (0)) for all R ∈ X (K ). (5-4)

For convenience, we now write

P ∗ Q = f∗((P) · (Q)) ∈ Pic(B)

for P, Q ∈ X (K ).

Lemma 5.11. We have the identities P ∗ Q = Q̃∗(P) and P ∗ Q = 0 ∗ (P − Q).
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Proof. For the first identity,

f∗((P) · (Q))= f∗(P̃∗[B] · Q̃∗[P])= f∗(Q̃∗ Q̃∗ P̃∗[B])= Q̃∗(P)

by the projection formula. For the second one,

Q̃∗(P)= 0̃∗τ ∗Q(τP)∗0̃∗[B] = 0̃∗(τQ)
−1
∗
(τP)∗0̃∗[B] = 0̃∗(τP−Q)∗0̃∗[B] = 0̃∗(P − Q). □

Remark 5.12. Since P ∗ Q = Q ∗ P , we also get the intriguing identity 0 ∗ P = 0 ∗ (−P).

To prove the claim of Theorem 5.10(b), we now apply (5-4) with R = Q:

[P, Q] = Q̃∗((P + Q)− (P)− (Q)+ (0))

= (P + Q) ∗ Q− P ∗ Q− Q ∗ Q+ 0 ∗ Q

= 0 ∗ P − P ∗ Q− 0 ∗ 0+ 0 ∗ Q = P ∗ 0− P ∗ Q− 0 ∗ 0+ 0 ∗ Q =−⟨P, Q⟩. □

Remarks 5.13. (a) We have X (K )0 =N 0(B), where N 0 is the identity component of the Néron model
N of X . Indeed, N is isomorphic to the smooth locus Xsm of X [Artin 1986, Proposition 1.15] and
N 0 contains the 0-section (0). For any P ∈ X (K ), (P) ⊂ Xsm (see end of Step 2 in the proof of
Proposition A.1), and (P) ∈N 0 if and only if P ∈ X (K )0 since N 0

b is the identity component of Nb for
all b ∈ B(1) by definition of N 0.

(b) Suppose that P − 0 ∈ CH1(X)0. We can find a fibral divisor ξ such that (P)− (0)− ξ is orthogonal
to all fibral divisors (as in the proof of Lemma 5.7, with N = 1), and this divisor is unique modulo Im f ∗

by [Silverman 1994, Proposition III.8.3]. By [loc. cit., Lemma III.9.4] (or by (a)), X (K )/X (K )0 =
X (K )/N 0(B) is finite, so the class of ξ is torsion in each CH1(Xb)/[Xb]. Thus CH1(X)0/N 0(B) ↪→⊕

b∈B(1)(CH1(Xb)/[Xb])tors.

6. The pairing in codimension 1

In this section, we assume X projective and geometrically irreducible. Recall that δ= trdeg(K/k)=dim B.
We shall study the height pairing (4-1) for i = 1, in Ab⊗Q; note that CHi (X)(0)=CHi

num(X) for i = 1, d
by Theorem 5.6.

6A. A general result. We write T (X)⊂ CHd
num(X)= CHd(X)0 for the Albanese kernel. For an abelian

K-variety A, write TrK/k A for its K/k-trace and

LN(A, K/k)= A(K )/(TrK/k A)(k)

for its Lang–Néron group: it is finitely generated by the Lang–Néron theorem [1959]. We shall need the
following classical fact:

Lemma 6.1. The Albanese map aX : CHd(X)0→ AlbX (K ) has a cokernel of finite exponent.
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Proof. This could be deduced from [Kahn 2021, Proposition A.1]; here is a different and more direct
proof. Choose a smooth irreducible multiple hyperplane section of dimension 1 i : C ↪→ X . By the usual
transfer argument, we may assume that X has a rational point lying on C . Then aC is bijective. By [Murre
1990, Lemma 2.3], the composition

Pic0
X

i∗
−→ Pic0

C = AlbC
i∗
−→ AlbX (6-1)

is an isogeny, hence Coker i∗(K ) has finite exponent and so does its quotient Coker aX . □

Theorem 6.2. (a) The pairing ⟨ , ⟩ vanishes on CH1
num(X)× T (X).

(b) This induces a pairing (in Ab⊗Q)

⟨ , ⟩ : Pic0(X)×AlbX (K )→ CH1(B).

(c) Suppose B projective. Composing this pairing with the projection CH1(B)→ N 1(B) (where N 1(B)
is the group of cycles of codimension 1 modulo numerical equivalence) induces a pairing

⟨ , ⟩num : LN(Pic0
X , K/k)×LN(AlbX , K/k)→ N 1(B). (6-2)

Proof. (a) Up to extending scalars to the perfect closure of k, we may assume k perfect. Let L/K be
a finite extension. Let BL be the normalisation of B in L; up to removing from B a closed subset F
of codimension ≥ 2 and from BL the inverse image of F (which does not affect CH1(B) or CH1(BL)),
we may assume BL smooth. In Ab[1/p], the map CH1(B)→ CH1(BL) is a monomorphism (transfer
argument). In view of the functoriality in Theorem 4.14(b), to prove the vanishing we may thus increase
scalars as much as we wish. In particular, we may assume that X (K ) ̸=∅.

Let x ∈ X (K ) and let a : X → AlbX be the corresponding Albanese map. Then a induces an
isomorphism a∗ : Pic0(AlbX ) −→

∼ Pic0(X), and a∗ : CH0(X)→ CH0(AlbX ) sends T (X) into T (AlbX ).
Still by functoriality, we are reduced to the case X = AlbX =: A.

The sequel is inspired by Néron’s proof of [Néron 1965, Proposition 7]. In order to reason with
elements, pick a representative of ⟨ , ⟩ in Ab as in Remarks 4.5(a). Let β ∈ T (A), and let K be an
algebraic closure of K . In T (AK ), we may write βK =

∑
i ([ai+bi ]−[ai ]−[bi ]+[0]), with ai , bi ∈ A(K ).

Choose L/K finite such that all the ai are rational over L . As above, we may extend scalars from K
to L , and thus reduce to β = [a+ b] − [a] − [b]+ [0] for a, b ∈ A(K ). The vanishing now follows from
Example 4.15 and the theorem of the square [Mumford 2008, II.6, Corollary 4].

(b) This follows immediately from (a) and Lemma 6.1, which implies that CHd(X)0/T (X)→ AlbX (K )
is an isomorphism in Ab⊗Q.

(c) We may assume k algebraically closed; then the claim follows from the divisibility of Y (k) for an
abelian k-variety Y and the finite generation of N 1(B). □

6B. Another conjecture. For the needs of Theorem 6.6 below, we introduce a new conjecture. From
now on, B is projective as in Theorem 6.2(c).
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Let R be a discrete valuation ring with quotient field K and residue field E . Suppose that an abelian
K-variety A has good reduction with respect to R; then its Néron model A is an abelian scheme over
Spec R, whose special fibre As is an abelian E-variety. We have a specialisation homomorphism

A(K )=A(R)→ As(E). (6-3)

Suppose now that R contains k. The notion of K/k-trace readily extends to a notion of R/k-trace for
abelian R-schemes; viewing these traces as right adjoints shows that

• TrR/k A exists and equals TrK/k A;

• the ‘special fibre’ functor yields a canonical morphism TrK/k A→ TrE/k As .

It follows that (6-3) induces a homomorphism of Lang–Néron groups

LN(A, K/k)→ LN(As, E/k). (6-4)

Conjecture 6.3. Assume that A has semistable reduction at every point of B(1), and that δ > 1. For any
projective embedding B ↪→ PN , there exists a smooth, geometrically connected hyperplane section h of B
such that A has good reduction at h and the kernel of (6-4) is finite, with E = k(h).

Suppose A constant. Then (6-4) may be rewritten as

Homk(AlbB, A)→ Homk(Albh, A),

and Conjecture 6.3 follows from the surjectivity of Albh→ AlbB (see (6-1)). This gives some evidence
for this conjecture.

Remark 6.4. Perhaps the hypotheses of Conjecture 6.3 are too weak.4 In any case, we only need it in the
special case A = Pic0

X , when X satisfies the conclusion of Lemma 6.5 (or any suitable variant of it); it
may be easier to prove in such a case.

6C. A technical lemma. This lemma will be needed in the proofs of Theorem 6.6 and Proposition 6.8
below.

Lemma 6.5. Suppose that d = 1. Then there exists an alteration B̃ → B, with B̃ smooth, such that
X ⊗K k(B̃) has a projective model f : X → B̃ where X is smooth over k and, for all b ∈ B̃(1), the
irreducible components of Xb are smooth over k(b).

Proof. Start from a projective embedding X ↪→ PN
K and consider its closure X0 in PN

B . In the following
reasoning using results of [de Jong 1997], we always take the group G appearing there equal to 1. By
[de Jong 1997, Theorem 5.9] (or just [de Jong 1997, Theorem 2.4 and Lemma 5.7]), we may (projectively)
alter f0 : X0→ B into f1 : X1→ B1 so that f1 is a projective quasisplit semistable curve in the sense
of [de Jong 1997, section after Lemma 5.6]. This condition is stable under base change, hence, by the
reasoning at the end of the proof of [de Jong 1996, Theorem 5.13], we may alter B1 into B2 so that B2 is

4Added in proof: A version of this conjecture has now been proven: see Bruno Kahn and Long Liu, A specialisation theorem
for Lang–Néron groups, in preparation.



1074 Bruno Kahn

smooth and f2 :X2 :=X1×B1 B2→ B2 verifies the hypotheses of [de Jong 1997, Proposition 5.11] (note that
varieties over a field verify [de Jong 1997, (5.12.1)] by [de Jong 1996, Theorem 4.1]); in particular, B̃ := B2

is smooth. Next, the beginning of the proof of [de Jong 1997, Proposition 5.11] yields a modification
π : X3→ X2 such that the singular locus 6 of X3 is smooth of codimension ≥ 3 and f3 : X3→ B̃ is still
a quasisplit semistable curve. The end of this proof then yields a desingularisation X4 of X3 by blowing
up the components of 6. Since they lie over points of codimension ≥ 2 in B̃, this does not affect the
fibres of f3 at points of codimension 1, so f4 : X4→ B̃ is “quasisplit semistable in codimension 1”.

We are left to desingularise the singular components of (X4)b for all b ∈ B̃(1). Let D be such a
component, and let x be a singular point of D. Note that x does not lie on any other component, since
all singular points of (X4)b are quadratic by the “semistable” condition. By the “quasisplit” one, the
completion of OX4,x is isomorphic to k[[u, v, t1, . . . , tδ]]/(uv − t1), where t1 is a local equation of D
(compare [de Jong 1996, 2.16]). The ideal of x is (u, v, t1). Blowing up this ideal retains the regularity
of X4, separates the two branches of D at x (making its strict transform regular at the two corresponding
points) and adds a smooth irreducible exceptional divisor. We have therefore decreased by 1 the total
number of singular points of the irreducible components of (X4)b. Since only finitely many b are involved,
we end the process after a finite number of steps. □

6D. A negativity theorem.

Theorem 6.6. Let L ∈ Pic(X) and ℓ ∈ Pic(B)−{0}. Consider the quadratic form

q = q(X, B, L , ℓ) : LN(Pic0
X , K/k) ∋ α 7→ deg

(
⟨α, Ld−1α⟩num · ℓ

δ−1)
obtained from the pairing of Theorem 6.2(c). If L is ample and δ= 1 (hence ℓδ−1

= 1), then q(X, B, L , ℓ)
is negative definite (in particular, nondegenerate). If Conjecture 6.3 holds for Pic0

X when d = 1 and in the
situation of Lemma 6.5, this extends to δ > 1 for ℓ ample.

Remark 6.7. As pointed out in Remarks 4.5(b), the notation using elements is abusive in Ab⊗ Q.
Theorem 6.6 could be converted into an arrow-theoretic statement; similarly, the notion “negative definite”
for a quadratic form with values in Z is unambiguous in Ab⊗Q, by using Remarks 4.5(a).

However, converting the proof below into arrow-theoretic notation would be cumbersome at best.
Since the source and target of the quadratic form q are finitely generated abelian groups, we can tensor
everything with Q (i.e., apply the natural functor from Ab ⊗ Q to Q-vector spaces) without losing
information, and reason with honest elements. This is what we do in this proof.

Proof. (a) We first reduce to d = 1 as follows. Suppose d > 1. We may assume L very ample. Let
i : C ↪→ X be a smooth irreducible curve given by successive hyperplane sections from the projective
embedding determined by L . By the functoriality of Theorem 4.14, we have

⟨i∗α, i∗α⟩num = ⟨α, i∗i∗α⟩num = ⟨α, Ld−1
·α⟩num;

hence q(X, B, L , ℓ)(α)=q(C, B, i∗L , ℓ)(i∗α). By the isogeny (6-1), LN(Pic0
X ,K/k)→LN(Pic0

C ,K/k)
is mono in Ab⊗Q.
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We now assume d = 1.

(b) We reduce to the situation of Lemma 6.5. Let X
f
−→ B̃ be as in Lemma 6.5. Since π : B̃→ B is

projective, pick a very ample divisor L relative to π . By [EGA II 1961, proposition 4.4.10(ii)], L+ nπ∗ℓ
is then very ample (relative to B̃→ Spec k) for all n≫ 0. Let α ∈ LN(Pic0

X , K/k)−{0}. Assuming the
theorem true over B̃, we have

deg
(
⟨π∗α, π∗Ld−1π∗α⟩num · (L+ nπ∗ℓ)δ−1)< 0

for all n≫ 0. This is a polynomial in n, with dominant term

deg
(
⟨π∗α, π∗Ld−1π∗α⟩num ·π

∗ℓδ−1)
= deg

(
⟨α, Ld−1α⟩num · ℓ

δ−1)
by (3-14), which must be negative.

We now assume that we are in the situation of Lemma 6.5.

(c) Assume δ = 1. Observe that the pairing (1-2), composed with the degree, is then the intersection
pairing. By the Hodge index theorem, this pairing has signature (1, ρ− 1) where ρ = rk N 1(X ). Since
N 1(X )0 is the orthogonal of the isotropic vector f ∗t for t ∈ N 1(B)−{0}, the restriction of the intersection
pairing to this subspace is negative with kernel generated by f ∗t . Since f ∗t also generates the kernel of
N 1(X )0→ LN(Pic0

X , K/k), the quadratic form q is negative definite, as requested.

(d) Assume finally δ > 1. Similarly to (a), we may assume ℓ very ample. We may also assume k
algebraically closed (in particular, infinite). Let Z ⊂ B be the locus of nonsmoothness of f . In the family
of hyperplane sections of B relative to the projective embedding given by ℓ, only finitely many may be
contained in Z , therefore we can pick a smooth hyperplane section h ̸⊂ Z . By induction, there exists
a smooth ample curve i : 0 ⊂ B determined by ℓ such that the generic fibre X (E) of X0 = f −1(0) is
smooth over E = k(0).

Write I : X0 ↪→ X , g : X0→ 0 for the two corresponding projections. For α̃ ∈ CH1(X ), we have

⟨α̃, α̃⟩ · ℓδ−1
= i∗i∗ f∗(α̃2)= i∗g∗ I !(α̃2).

Since degB ◦ i∗ = deg0, it is enough to compute g∗ I !(α̃2).
Choose a resolution of singularities π : Y→ X0 of the surface X0; let Ĩ = I ◦π and g̃ = g ◦π . The

same reasoning as in the proof of Proposition 3.9(iv) yields the identity I ! = π∗ Ĩ ∗, hence

g∗ I !(α̃2)= g̃∗ Ĩ ∗(α̃2)= g̃∗( Ĩ ∗α̃)2.

Now there exists a finite extension E ′/E with smooth projective k-model 0′, and a semistable model
Y ′ of X (E)⊗E E ′ over 0′ mapping to Y by a morphism ϕ. If d = [E ′ : E], we therefore have

(g̃ ◦ϕ)∗( Ĩ ◦ϕ)∗(α̃)2 = dg̃∗( Ĩ ∗α̃)2.

Under Conjecture 6.3, 0 may be chosen such that the map induced by Ĩ ∗

LN(Pic0
X , K/k)→ LN(Pic0

X (E), E/k)

has finite kernel, and our reduction to δ = 1 is complete. □
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6E. Another pairing. Here we assume B projective; we write A = TrK/k Pic0
X and P = Pic0

B .

Proposition 6.8. Suppose d = 1. In the pairing of Theorem 6.2(b), we have ⟨A(k), A(k)⟩ ⊆ Pic0(B){p}
in Ab⊗Q, where p is the exponential characteristic of k. This induces a pairing in Ab⊗Q

LN(Pic0
X , K/k)× A(k)→ P(k)/P(k){p}. (6-5)

Proof. We may first reduce to k perfect and then pass to a finite extension of K , hence reduce to the
existence of a smooth model X (e.g., as in Lemma 6.5). By [Kahn 2009, 3.2(a)], we have

j∗ Pic0(X )= A(k).

By Proposition 3.14, ⟨Pic0(X ),Pic0(X )⟩ is p-primary torsion, hence the claim. □

Question 6.9. Does (6-5) extend to arbitrary d , replacing A(k) by TrK/k AlbX (k)?

Let E = k(A). Using [Milne 1986, Theorem 3.1], we deduce from (6-5) a pairing

LN(Pic0
X , K/k)×Mork(A, A)→Mork(A, P)/Mork(A, P){p}.

Evaluating on the identity 1A ∈Mork(A, A), we get a homomorphism

LN(Pic0
X , K/k)→Mork(A, P)/Mork(A, P){p}

and using the canonical isomorphism Mork(A, P)≃ P(k)⊕Homk(A, P), a final homomorphism

LN(Pic0
X , K/k)→ Hom(TrK/k Pic0

X ,Pic0
B) (6-6)

because the right hand group is torsion-free. It is an exercise to check that, evaluating this homomorphism
on k-points, we get back (6-5) (improved).

If B = P1 or TrK/k Pic0
X = 0, the right hand side is 0 while the left hand side is nonzero in general.

Yet we may ask:

Question 6.10. When is (6-6) surjective (in Ab⊗Q)?

Appendix: Extending rational points to sections

by Qing Liu

Proposition A.1. Let B be a noetherian connected regular excellent scheme. Let C be a connected
projective regular curve over the function field K of B. Let c1, . . . , cn ∈ C(K ). Then there exist an open
subset U ⊆ B with codim(B \U, B)≥ 2 and a proper scheme C→U , with C regular, containing the ci

such that the latter extend to sections of C→U.
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Step 1. We extend C to a projective regular scheme C0 over some “big” open subset U0 of B.

First we extend C to an integral projective scheme f : X → B (taking for instance the scheme-
theoretical closure of C in a suitable Pn

B). Let Xsing be the closed subset of the singular points of X . Then
V := B \ f (Xsing) is a dense open subset of B such that XV is regular.

Let b1, . . . , bm be the codimension 1 points of B inside of B \ V . We are going to extend XV above
an open subset U0 of B containing all the b j . For each j ≤ m, we have a relative integral curve
X ×B SpecOB,b j over the discrete valuation ring OB,b j with regular generic fibre C . As B is excellent,
there exists a resolution of singularities

X ′j → X ×B SpecOB,b j → SpecOB,b j .

Each X ′j is a projective regular curve over SpecOB,b j and extends to a projective regular curve X j over
some open neighbourhood V j ∋ b j . Shrinking the (finitely many) V j if necessary, we can suppose that
for all j, ℓ ≤ m, X j and Xℓ coincide over V j ∩ Vℓ and that X j coincides with XV over V ∩ V j . Let
U0 be the union of V and the V j and let C0→ U0 be obtained by glueing XV and the X j . Then C0 is
regular, proper over U0

(
by the fpqc descent V

∐(∐
1≤i≤m V j

)
→U0 of properness; see [EGA IV2 1965,

proposition 2.7.1(vii)]
)
, and codim(B \U0, B)≥ 2.

Step 2. For all i ≤ n we let Pi ⊆ C0 be the scheme-theoretical closure of {ci }. Then Pi →U0 is proper
birational, hence is an isomorphism away from a closed subset Zi ⊂U0 of codimension at least 2. To
finish we let U :=U0 \

(⋃
1≤i≤n Zi

)
and let C = (C0)U →U . (As U and C are regular, the section (Pi )U

of C→ U is contained in the smooth locus of C [Bosch et al. 1990, 3.1, Proposition 2 and following
paragraph].)
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Balmer spectra and Drinfeld centers
Kent B. Vashaw

The Balmer spectrum of a monoidal triangulated category is an important geometric construction which is
closely related to the problem of classifying thick tensor ideals. We prove that the forgetful functor from
the Drinfeld center of a finite tensor category C to C extends to a monoidal triangulated functor between
their corresponding stable categories, and induces a continuous map between their Balmer spectra. We
give conditions under which it is injective, surjective, or a homeomorphism. We apply this general theory
to prove that Balmer spectra associated to finite-dimensional cosemisimple quasitriangular Hopf algebras
(in particular, group algebras in characteristic dividing the order of the group) coincide with the Balmer
spectra associated to their Drinfeld doubles, and that the thick ideals of both categories are in bijection.
An analogous theorem is proven for certain Benson–Witherspoon smash coproduct Hopf algebras, which
are not quasitriangular in general.

Introduction

Tensor triangular geometry, initiated by Balmer [2005; 2010], has proven to be a useful prism through
which modular representation theory, algebraic geometry, commutative algebra, algebraic topology, and
homotopy theory may all be studied (for a few examples, see [Balmer and Sanders 2017; Boe et al. 2017a;
2017b; Matsui and Takahashi 2017; Balmer 2020]). The uniting feature is the existence, in each case, of a
braided monoidal triangulated category; the braiding condition implies that there is a natural isomorphism

X ⊗ Y ∼= Y ⊗ X

for all objects X and Y . A noncommutative analogue of Balmer’s theory (that is, one with no assumption
of a braiding) was initiated and explored in [Buan et al. 2007; Nakano et al. 2022a; 2022b], motivated
by the abundance of examples of nonbraided monoidal triangulated categories arising in representation
theory. This theory defines a topological space, called the Balmer spectrum, for any monoidal triangulated
category T . This space is denoted Spc T , and is defined as the collection of prime ideals of T , reflecting
the usual notion of prime spectrum from ring theory.

Nonbraided monoidal triangulated categories arise naturally as the stable categories of finite tensor
categories. Broadly speaking, if C is a finite tensor category, then the stable category of C, denoted
st(C), is the category obtained by factoring out the projective objects of C . One motivation for factoring
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out projectives comes from the theory of support varieties, where the support variety of an object only
distinguishes an object up to direct sums with projective objects. The stable category is a monoidal
triangulated category, where the monoidal product of st(C) is an extension of the monoidal product of C .

An important tool in the study of tensor categories is the Drinfeld center, a categorical analogue
of the center of a ring; it is a generalization of the quantum or Drinfeld double construction for Hopf
algebras, originally introduced by Drinfeld [1987]. For any tensor category C, its Drinfeld center Z(C)

is a braided tensor category equipped with a functor F : Z(C) → C. The Drinfeld center satisfies the
universal property: if G : D → C is a strict tensor functor between strict tensor categories, and D is
braided, such that G is bijective on objects and surjective on morphisms, then there exists a strict tensor
functor H : D → Z(C)

C

Z(C) D

F G

H

with F ◦ H = G.
If C is abelian, then Z(C) is automatically abelian as well. We do not see an analogue for this

argument in the triangulated case: if T is triangulated, it does not seem to follow immediately that Z(T ) is
triangulated. This is a reflection of the fact that the morphism given in the extension axiom for triangulated
categories is not necessarily unique.

However, if C is a finite tensor category, one can form its stable category st(C) on one hand; on the other
hand, Z(C) is again a finite tensor category, and one can form its stable category st(Z(C)). The natural
question that arises is, therefore: how are the Balmer spectra between these two categories connected?

This question is of particular interest because Balmer spectra are related intimately with cohomological
support varieties (as in [Bergh et al. 2021]); for example, under a particular homological condition, the
projectivization of the spectrum of the cohomology ring of the small quantum groups uζ (b) of Borel
subalgebras at roots of unity (as computed in [Ginzburg and Kumar 1993; Bendel et al. 2014]) identifies
with the Balmer spectrum of its stable category [Nakano et al. 2022a], which can be used to show that the
support varieties for the small quantum Borel possess the tensor product property [Nakano et al. 2022b;
Negron and Pevtsova 2023]. In many specific cases, for instance see [Friedlander and Negron 2018;
Negron 2021; Negron and Plavnik 2022], the cohomology of Drinfeld doubles has been studied, and its
relationship to the cohomology of the original finite tensor category explored.

Additionally, this project will provide tools to aid in thick ideal classification problems. Balmer spectra,
which are defined as the collection of prime ideals of the category, are intimately related to these problems,
since every thick ideal of a rigid monoidal triangulated category is equal to an intersection of prime ideals.
Classifications of thick ideals in various settings have been undertaken in many different settings, for
instance in various categories arising from

(1) commutative algebra and algebraic geometry [Hopkins 1987; Thomason 1997; Matsui and Takahashi
2017];
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(2) Lie superalgebras [Boe et al. 2017a];

(3) finite groups and finite group schemes [Benson et al. 1997; Friedlander and Pevtsova 2007];

(4) tilting modules for quantum groups and algebraic groups in positive characteristic [Ostrik 1997;
Achar et al. 2019];

(5) Hopf algebras which are not necessarily commutative, cocommutative, or even quasitriangular [Benson
and Witherspoon 2014; Boe et al. 2017a; Nakano et al. 2022a; 2022b].

There are examples, for instance the small quantum groups of Borel subalgebras uζ (b) at roots of unity,
where, as mentioned above, the Balmer spectrum and thick ideals are known for its stable module category;
however, it is an open question to classify the Balmer spectrum and thick ideals for the stable category of
its Drinfeld center, that is, the stable module category of uζ (g) ⊗ kT , where kT is the group algebra of
the group of generators Ki for uζ (g). This motivates our central question, to reiterate: what relationship
exists between the Balmer spectra of st(C) and st(Z(C))?

We answer this question by the following approach.
In Section 1, we give a brief background on tensor triangular geometry, compactly generated triangulated

categories, stable categories and finite tensor categories, support data, and Drinfeld centers, and establish
notation.

Next, in Section 2, we consider directly the relationship between the Balmer spectra Spc st(C) and
Spc st(Z(C)). Since the prime ideals of the Balmer spectrum of a nonbraided monoidal triangulated
category are a categorical analogue of the prime ideals in a noncommutative ring, we are motivated by
prime ideal contraction, that is, the statement that if p is a prime ideal of a noncommutative ring R,
then p∩ Z(R) is a prime ideal in Z(R), the center of R. For general background on prime ideals for
noncommutative rings, see [Goodearl and Warfield 2004, Chapter 3]. Finding a categorical analogue
to prime ideal contraction is complicated by the fact that we work with st(Z(C)) rather than Z(st(C));
the latter is equipped with a forgetful functor Z(st(C)) → st(C), but, as noted above, is not necessarily
triangulated. Nevertheless, we verify that the forgetful functor F : Z(C) → C extends to a functor
F : st(Z(C)) → st(C).

Reflecting the analogous property for rings, Balmer spectra of braided monoidal triangulated categories
are functorial; but in the nonbraided situation, a monoidal triangulated functor does not necessarily induce
a continuous map between Balmer spectra. However, we show that F does induce a continuous map, and
we obtain an analogue of prime ideal contraction. This is summarized by the following:

Theorem A (See Propositions 2.1.2 and 2.1.3). Let C be a finite tensor category. There exists a monoidal
triangulated functor F : st(Z(C)) → st(C) extending the forgetful functor F : Z(C) → C, which induces
a continuous map f : Spc st(C) → Spc st(Z(C)), defined by

f : P 7→ {X ∈ st(Z(C)) : F(X) ∈ P},

for P ∈ Spc st(C).
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To study the image of the map f , we utilize the machinery of localization and colocalization functors.
To apply these functors, one must work in the setting of compactly generated triangulated categories. For
us, the role of compactly generated monoidal triangulated category will be filled by the stable category
of the indization of C; this category will be referred to as St(C), and it contains st(C) as a triangulated
subcategory. For the details of this setting, see Section 1.2. It is straightforward that the functor F extends
to a functor St(Z(C)) → St(C); denote this extension again by F . We are then able to use the kernel of
this functor to describe the image of f .

Theorem B (See Proposition 2.4.1). Denote by K the kernel of F : St(Z(C)) → St(C), and

f : Spc st(C) → Spc st(Z(C))

the continuous map induced by F as above. Then there are containments{
P ∈ Spc st(C) : P ⊇ K ∩ st(Z(C))

}
⊇ im f ⊇

{
P ∈ Spc st(Z(C)) : Loc(P) ⊇ K

}
.

Here, Loc(P) refers to the localizing subcategory (meaning triangulated and closed under set-indexed
coproducts) of St(Z(C)) generated by P .

This implies that if C satisfies the following property, then f is surjective:

for X in Ind(Z(C)), if F(X) is projective, then so is X . (∗)

Additionally, if C is a braided tensor category to begin with, then we prove that f is injective. This leads
to the following theorem.

Theorem C (See Theorem 2.5.1). Let C be a finite braided tensor category satisfying property (∗). Then
f is a homeomorphism Spc st(C)

∼=
−→ Spc st(Z(C)), and there is a bijection between the thick ideals of

st(Z(C)) and the thick ideals of st(C), given by

I 7→ ⟨F(X) : X ∈ I⟩

for a thick ideal I of st(Z(C)).

In Section 3, we illustrate the theory with concrete examples. We first consider C to be alternately
mod(kG) and mod((k[G]

cop), for G a finite group and k an algebraically closed field of characteristic
p dividing the order of G, where kG denotes the group algebra of G and k[G] denotes the dual group
algebra to kG. Of these two examples, the first satisfies property (∗) and the second does not. This allows
us to classify the Balmer spectrum and classify the thick ideals for stmod(D(kG)), where D(kG) is the
Drinfeld double of the group algebra kG. We are then able to generalize this example in the following way.

Theorem D (See Propositions 3.1.2, 3.2.5, and Theorem 3.3.4). For the following classes of Hopf
algebras H , the Balmer spectrum of stmod(D(H)) is homeomorphic via the map f to the Balmer
spectrum of stmod(H), and the thick ideals of the two categories are in bijection,

(1) finite-dimensional cosemisimple quasitriangular Hopf algebras (e.g., group algebras of finite groups
G in characteristic dividing the order of G);
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(2) Benson–Witherspoon smash coproducts (k[G]#kL)∗, where G and L are finite groups with dual group
algebra and group algebra k[G] and kL respectively, k an algebraically closed field of characteristic p
dividing the order of G and not dividing the order of L , such that L acts by group automorphisms on G.

1. Preliminaries

1.1. Tensor triangular geometry. We will recall some of the background of noncommutative tensor
triangular geometry. Following the terminology of [Nakano et al. 2022a; 2022b], a monoidal triangulated
category T is a category such that the following conditions hold:

(1) T is triangulated: it is an additive category equipped with an additive autoequivalence 6 : T → T ,
called the shift functor, and a collection of distinguished triangles

A → B → C → 6 A,

subject to the usual axioms (see [Happel 1988; Neeman 2001]).

(2) T is monoidal: it is equipped with a monoidal product ⊗ and unit 1T , subject to the usual associativity
and unit axioms (see [Kassel 1995; Bakalov and Kirillov 2001; Etingof et al. 2015]).

(3) The triangulated and monoidal structures on T are compatible: for any object A of T , the functors
A⊗− and −⊗A are triangulated functors. In other words, there exists a natural isomorphism 6(A)⊗B ∼=

6(A ⊗ B) ∼= A ⊗ 6(B), such that if
A → B → C → 6 A

is a distinguished triangle, then for any object D, the triangles

D ⊗ A → D ⊗ B → D ⊗ C → 6(D ⊗ A)

and
A ⊗ D → B ⊗ D → C ⊗ D → 6(A ⊗ D)

are distinguished.

Remark 1.1.1. In the terminology of [Balmer 2005; 2010], a tensor triangulated category is a monoidal
triangulated category such that the monoidal product is symmetric. Note that contrary to the definition of
tensor category as in [Etingof et al. 2015], a tensor triangulated category is not required to have duals.

We will recall the definition of the Balmer spectrum of a monoidal triangulated category T , as in [Buan
et al. 2007; Nakano et al. 2022a].

(1) A (two-sided) thick ideal I of T is a full subcategory such that the following hold.

(a) I is triangulated: it is closed under 6 and 6−1, and if

A → B → C → 6 A

is a distinguished triangle, then if any two of A, B, and C are in I , then so is the third.
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(b) I is thick: if A ⊕ B is in I , then so are A and B.

(c) I is an ideal: if A ∈ I , then so are A ⊗ B and B ⊗ A, for any object B.

The collection of thick ideals of T will be denoted by ThickId(T ), and the thick ideal generated by a
collection of objects T will be denoted ⟨T ⟩.

(2) A thick ideal P of T is called prime if for all thick ideals I and J of T , a containment I ⊗ J ⊆ P
implies either I or J ⊆ P ; equivalently, P is prime if and only if for all objects A and B of T , a
containment A ⊗ T ⊗ B ⊆ P implies either A or B is in P (see [Nakano et al. 2022a, Theorem 3.2.2]).
Here I ⊗ J refers to the collection of objects {A ⊗ B : A ∈ I, B ∈ J}, and A ⊗ T ⊗ B refers to the
collection of objects {A ⊗ C ⊗ B : C ∈ T } for A and B in T .

(3) A thick ideal P of T is called completely prime if A ⊗ B ∈ P implies either A or B ∈ P , for all
objects A and B of T .

(4) The Balmer spectrum of T , denoted Spc T , is the collection of prime ideals of T under the Zariski
topology, where closed sets are defined as the sets

VT (T ) = {P ∈ Spc T : T ∩ P = ∅}

for all collections of objects T of T .

(5) An arbitrary open set of Spc T , that is, the complement of a closed set VT (T ) for some collection T
of objects of T , will be denoted

UT (T ) := Spc T\VT (T ) = {P ∈ Spc T : T ∩ P ̸= ∅}.

Note that every completely prime ideal is prime. If T is a braided category then every prime ideal is
completely prime, and so in that case the two notions coincide.

Remark 1.1.2. We emphasize that this choice of topology on the Balmer spectrum does not match what
one might expect, by the analogy to ring theory. This reflects the fact that in natural examples when
the Balmer spectrum of a monoidal triangular category T is realized concretely as the Proj or Spec of a
commutative ring R, the bijection between prime ideals of T and the (homogeneous) prime ideals of R is
containment-reversing. See Example 1.4.2 below for concrete examples.

Remark 1.1.3. While we have only defined the Balmer spectrum as a topological space, Balmer’s original
definition [2005, Section 6] gives Spc the additional structure of a ringed space (which is actually locally
ringed, by [Balmer 2010, Corollary 6.6]). Many of the classification theorems for Balmer spectra prove
existence of isomorphisms of ringed spaces, rather than just homeomorphisms of topological spaces.
However, the ringed space structures will not play a role in this paper, so we omit the precise definition.

We recall one topological property of the Balmer spectrum, for reference. This was proven by Balmer
[2005, Corollary 2.17].

Theorem 1.1.4. Let T be a braided monoidal triangulated category. Then Spc T is Noetherian if and
only if every closed subset of Spc T is of the form VT (A), for some object A of T .
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Remark 1.1.5. In fact, if T is braided, or if there is an object of T which generates T as a thick
subcategory, then Spc T is a spectral topological space. In other words, Spc T is T0, quasicompact, the
quasicompact open sets form an open basis, and every nonempty irreducible closed subset has a generic
point. It is a theorem of Hochster that this implies Spc T is homeomorphic to the prime spectrum of a
commutative ring [Hochster 1969, Theorem 6].

Suppose T is rigid, in other words, every object is dualizable (see [Etingof et al. 2015, Section 2.10]).
We then obtain the following facts, which we recall for reference. Both follow directly from the fact that
if A is dualizable with dual A∗, then A is a direct summand of A ⊗ A∗

⊗ A.

Proposition 1.1.6. Let T be a rigid monoidal triangulated category. Let A be an object of T with dual A∗.
Then

(1) ⟨A⟩ = ⟨A∗
⟩, and

(2) every thick two-sided ideal I of T is semiprime, i.e., it is the intersection

I =

⋂
P∈Spc T , I⊆P

P

of prime ideals over itself. Equivalently, for every ideal I of T , if the set of objects A ⊗ T ⊗ A ⊆ I for
some object A in T , then A ∈ I , where A ⊗ T ⊗ A refers to the collection {A ⊗ B ⊗ A : B ∈ T }.

For the details of the proofs, see [Nakano et al. 2022a, Lemma 5.1.1; 2022b, Proposition 4.1.1].

1.2. Compactly generated triangulated categories. A powerful result in the theory of triangulated
categories is Brown representability, which ensures the existence of adjoints to certain triangulated
functors [Neeman 2001, Chapter 8]. However, in order to apply these results, one must work in the setting
of compactly generated triangulated categories. We recall the definition now.

(1) An object C in a triangulated category T is compact if the functor HomT (C, −) commutes with
arbitrary set-indexed coproducts. If T is a triangulated category, then T c will denote the subcategory of
compact objects.

(2) A localizing subcategory of a triangulated category is a triangulated subcategory which is also closed
under taking set-indexed coproducts. The smallest localizing category containing a collection T of objects
will be denoted Loc(T ) and will be referred to as the localizing category generated by T .

(3) A compactly generated triangulated category is a triangulated category T which contains arbitrary
set-indexed coproducts such that Loc(T c) = T .

Note that any localizing subcategory I of T is thick by a version of the Eilenberg swindle: if A ⊕ B is
in I , then we have a distinguished triangle

(A ⊕ B)⊕N
→ (A ⊕ B)⊕N

→ A → 6(A ⊕ B)⊕N,

where the first map sends the i-th copy of B in the first object to the i-th copy of B in the second object,
and sends the i-th copy of A in the first object to the (i+1)-th copy of A in the second object. Since I is
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localizing, the first and second objects are in I , and hence A is in I as well. For additional background
on compactly generated triangulated categories; see [Benson et al. 2012, Section 1.3.9].

The following theorem, due to Rickard [1997], is the primary technical reason we need to move to the
compactly generated setting. For details; see [Boe et al. 2017a, Theorems 3.1.1, 3.1.2; Benson et al. 2008,
Section 3; 2012, Section 2].

Theorem 1.2.1. Let T be a compactly generated triangulated category. Given a thick subcategory S
of T c, there exist functors ΓS and L S from T → T , which gives for every object M of T a distinguished
triangle

ΓS(M) → M → L S(M) → 6(ΓS(M)),

such that

(1) L S and ΓS are unique up to isomorphism,

(2) ΓS(M) is in Loc(S),

(3) L S(M) is in Loc(S)⊥, that is, there are no nonzero maps from Loc(S) → L S(M), and

(4) M ∈ Loc(S) if and only if ΓS(M) ∼= M , or, equivalently, L S(M) ∼= 0.

The functors ΓS and L S are called colocalizing and localizing functors, respectively. They are
constructed by first taking a Verdier quotient of T by Loc(S), that is, forming a category where all
morphisms with cones in Loc(S) are formally inverted, which one may do using the calculus of roofs.
This quotient is a triangulated category where the objects isomorphic to 0 are precisely those from Loc(S),
and Brown representability guarantees that there are right adjoint functors i ! and j∗ to the inclusion
i∗ : Loc(S) → T and quotient j∗

: T → T/ Loc(S) functors, giving a diagram

Loc(S)
i∗

i !
⇄ T

j∗

j∗
⇄ T/ Loc(S).

The functor L S is then defined as j∗ ◦ j∗, and ΓS is defined as i∗ ◦ i !. For the details of the categorical
localization and Verdier quotient, as well as additional details on the formation of the localization and
colocalization functors, see [Neeman 2001, Section 2.1, Theorem 8.4.4; Krause 2010; Stevenson 2018,
Section 3].

1.3. Stable categories and finite tensor categories. The monoidal triangulated categories that are the
primary focus of this paper arise as stable categories. We first recall the construction of the stable category
of any quasi-Frobenius category. Recall that a quasi-Frobenius category is an abelian category with enough
projectives, such that projective and injective objects coincide. For any quasi-Frobenius category C , one
may form the stable category st(C), which is triangulated (see [Happel 1988, Chapter I]). The stable
category is constructed by factoring out the projective objects of C. In more detail, let PHomC(A, B)

consist of the morphisms f : A → B in C such that f factors through a projective object. The stable
category st(C) is the category where

(1) objects are the same as the objects of C;
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(2) morphisms A → B are defined to be HomC(A, B)/ PHomC(A, B).

There is a straightforward functor G : C → st(C) sending objects to themselves and morphisms to their
image in the quotient.

If P is a projective object of C , note that the corresponding object G(P) in st(C) is isomorphic to 0,
since idP factors through a projective; and the converse is also true, since G(P) ∼= 0 in st(C) implies
that the 0-morphism G(P) → G(P) is equal to idG(P) in Homst(C)(G(P), G(P)), in other words, idP

factors through a projective Q in C:

P P

Q

idP

Of course, this implies P is a summand of Q, and so P is projective.
We recall the triangulated structure on st(C), for reference. If A is an object of C, denote by �(A)

the kernel of the projective cover of A. The functor � extends to the stable module category, and this in
fact gives an autoequivalence on st(C). The shift 6 is then defined to be 6(A) = �−1(A). For any short
exact sequence of objects in C , say

0 → A → B → C → 0,

there exists a triangle
A → B → C → 6 A

in st(C); the distinguished triangles of st(C) are then defined to be all triangles which are isomorphic to
triangles of this form.

We now specialize to the case that C is a finite tensor category. Recall that a finite tensor category
(following the notation given in [Etingof and Ostrik 2004; Etingof et al. 2015]) consists of a monoidal
category C such that

(1) C is abelian and k-linear for an algebraically closed field k;

(2) the tensor product − ⊗ − is bilinear on spaces of morphisms;

(3) every object of C has finite length;

(4) HomC(1, 1) ∼= k;

(5) for any pair of objects A and B, the vector space HomC(A, B) is finite-dimensional over k;

(6) C has enough projectives;

(7) there are finitely many isomorphism classes of simple objects of C;

(8) C is rigid, i.e., every object has a left and a right dual.

The prototypical example of a finite tensor category is the category of finite-dimensional modules of a
finite-dimensional Hopf algebra H .
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Notation 1.3.1. Denote the category of finite-dimensional modules of an algebra H by mod(H). Denote
the category of all (not necessarily finite-dimensional) modules of H by Mod(H).

Recall that if C is a finite tensor category, it is a consequence that the tensor product is biexact [Etingof
et al. 2015, Proposition 4.2.1]. Additionally, every finite tensor category is quasi-Frobenius [Etingof
et al. 2015, Proposition 6.1.3]. The stable category st(C) inherits a monoidal product directly from C:
we define G(A) ⊗ G(B) := G(A ⊗ B), and similarly for morphisms f : A → B and g : C → D we
define G( f ) ⊗ G(g) := G( f ⊗ g). This is well-defined: if G( f ) = G( f̂ ), then f − f̂ factors through a
projective P , and then f ⊗ g − f̂ ⊗ g factors through P ⊗ D, which is projective by projectivity of P
(see [Etingof et al. 2015, Proposition 4.2.12]).

Although the primary objects of focus in this paper are stable categories st(C) for finite tensor
categories C , note that st(C) is not compactly generated, since in particular it does not contain arbitrary
set-indexed coproducts. Thus, in order to apply Theorem 1.2.1, it is necessary to produce a compactly
generated monoidal triangulated category which contains st(C) as a monoidal triangulated subcategory.
In fact, this is possible, using the Ind-completion (see [Kashiwara and Schapira 2006, Chapter 6]) of C:

Theorem 1.3.2. Let C be a finite tensor category. Then its Ind-completion Ind(C) is a quasi-Frobenius
abelian monoidal category, and its stable category st(Ind(C)) is a compactly generated monoidal triangu-
lated category, with st(Ind(C))c ∼= st(C) via the stabilization of the natural inclusion functor C → Ind(C).

Proof. See [Nakano et al. 2023, Theorem A.0.1]. □

Concretely, the there exists a finite-dimensional algebra A such that C ∼= mod(A), the category of
finite-dimensional A-modules [Etingof et al. 2015, page 10]. Then Ind(C) ∼= Mod(A), the category of all
A-modules.

Notation 1.3.3. If C is a finite tensor category, we denote

St(C) := st(Ind(C)),

to avoid crowding the notation.

1.4. Support data. Suppose that T is a monoidal triangulated category and S a topological space. We will
denote the collection of subsets of S by X (S), closed subsets of S by Xcl(S), and specialization-closed
subsets of S by Xsp(S); recall that by definition, a set is specialization-closed if it is a union of closed sets.
When the underlying space is clear from context, we will denote these collections by X , Xcl, and Xsp.

Given a monoidal triangulated category T and a topological space S, a support datum on T with value
in S is a map σ : T → Xcl(S) satisfying the following axioms:

(1) σ(0) = ∅ and σ(1) = S;

(2) σ(A ⊕ B) = σ(A) ∪ σ(B), for all A, B ∈ T ;

(3) σ(6 A) = σ(A), for all A ∈ T ;

(4) if A → B → C → 6 A is a distinguished triangle, then σ(A) ⊆ σ(B) ∪ σ(C);
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(5)
⋃

C∈T σ(A ⊗ C ⊗ B) = σ(A) ∩ σ(B), for all A, B ∈ T .

See [Nakano et al. 2022a, Section 4] for a more in-depth discussion of support data (although note that
in that paper, a support datum is permitted to take value in X (S) rather than Xcl(S)). For any monoidal
triangulated category T , the map VT (A) = {P ∈ Spc T : A ̸∈ P} defined above is a support datum
T → Xcl(Spc T ), since by definition, VT (A) is a closed set in Spc T . We will refer to this support datum
as the Balmer support. Indeed, the Balmer support satisfies a universal property in the category of support
data, see [Nakano et al. 2022a, Theorem 4.2.2].

Theorem 1.4.1. If σ : T →Xcl(S) is a support datum with value in S, then there exists a unique continuous
map

S
f

−→ Spc T

such that σ(A) = f −1(V (A)) for all A ∈ T .

For any support datum σ , we have a map

8σ (T ) :=

⋃
A∈T

σ(A),

where T is any collection of objects of T . If σ takes values in Xcl, then by definition 8σ takes values in
Xsp. The map 8σ in fact only depends on thick ideals rather than arbitrary subsets, since by [Nakano
et al. 2022a, Lemma 4.3.2] we have 8σ (T ) = 8σ (⟨T ⟩).

For a support datum σ , we have a second map 2σ : Xsp → ThickId(T ) defined by

2σ (S′) := {A ∈ T : σ(A) ⊆ S′
}

for any specialization-closed subset S′ of S. For any specialization closed set S′, the collection 2σ (S′) is
a thick ideal of T . Hence, we have the following collection of maps, given a support datum σ on T :

ThickId(T )
8σ

2σ

⇄ Xsp.

Classifications of thick ideals are obtained in many cases (see [Balmer 2005; 2010; Boe et al. 2017a;
2017b; Nakano et al. 2022a; 2022b] for examples) by constructing a support datum for which these maps
are bijective and inverse to each other. In that case, the support datum σ is called classifying. For rigid
braided monoidal triangulated categories T , the Balmer support VT is always classifying [Balmer 2005,
Theorem 4.10].

Example 1.4.2. For a finite group scheme G, the cohomological support is the map

stmod(G) → Xcl(Proj H•(G, k))

defined by
M 7→ {p ∈ Proj H•(G, k) : p contains I (M)},

where I (M) is the annihilator of
⊕

i≥0 ExtiG(M, M) in H•(G, k) :=
⊕

i≥0 ExtiG(1, 1) under the action
induced by the functor M ⊗− [Benson 1998, Section 5.7]. Cohomological support is a support datum; the
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most nontrivial property is (5), referred to as the tensor product property, and was proven by Friedlander
and Pevtsova [2007]. It is a theorem that for finite group schemes, the cohomological support is classifying,
and the map f : Proj H•(G, k) → Spc stmod(G) is a homeomorphism [Benson et al. 1997; Balmer 2005;
Friedlander and Pevtsova 2007]. Cohomological support exists for arbitrary finite tensor categories [Bergh
et al. 2021], but is not known to be classifying in general, see [Nakano et al. 2023, Conjecture E].

1.5. The Drinfeld center. Let C be a strict monoidal category. Then the Drinfeld center or center of C ,
which we will denote by Z(C), is defined as the following braided monoidal category.

(1) Objects are pairs (A, γ ) where A is an object of C and γ is a natural isomorphism γB : B⊗A ∼=
−→ A⊗B

for all B ∈ C , satisfying the diagram

B ⊗ C ⊗ A B ⊗ A ⊗ C A ⊗ B ⊗ C
idB ⊗γC

γB⊗C

γB⊗idC

for all B and C . Such a natural isomorphism γ is called a half-braiding of A.

(2) Morphisms (A, γ ) → (A′, γ ′) are morphisms f : A → A′ such that for all B, the diagram

B ⊗ A B ⊗ A′

A ⊗ B A′
⊗ B

idB ⊗ f

γB γ ′

B

f ⊗idB

commutes.

(3) The monoidal product (A, γ )⊗ (A′, γ ′) is defined as (A ⊗ A′, γ̃ ) where γ̃ is defined as

B ⊗ A ⊗ A′ A ⊗ B ⊗ A′

A ⊗ A′
⊗ B

γ̃B

γB⊗idA′

idA ⊗γ ′

B

(4) The braiding c(A,γ ),(A′,γ ′) : (A, γ ) ⊗ (A′, γ ′)
∼=

−→ (A′, γ ′) ⊗ (A, γ ) is defined as γ ′

A. The map γ ′

A

being a valid map in Z(C) amounts to checking the commutativity of the diagram

B ⊗ A ⊗ A′ B ⊗ A′
⊗ A

A ⊗ B ⊗ A′ A′
⊗ B ⊗ A

A ⊗ A′
⊗ B A′

⊗ A ⊗ B

idB ⊗γ ′

A

γB⊗idA′ γ ′

B⊗idA

idA ⊗γ ′

B idA′ ⊗γB

γ ′

A⊗idB
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This diagram commutes by the naturality of γ ′, since it can be rewritten, using the defining diagram
for γ ′, as

B ⊗ A ⊗ A′ A′
⊗ B ⊗ A

A ⊗ B ⊗ A′ A′
⊗ A ⊗ B

γ ′

B⊗A

γB⊗idA′ idA′ ⊗γB

γ ′

A⊗B

We will denote by F : Z(C) → C the forgetful functor sending (A, γ ) 7→ A.
If H is a Hopf algebra and C is the category of H -modules, it is well-known that the Drinfeld center

Z(C) of C is equivalent to the category of modules of D(H) the Drinfeld (or quantum) double of H .
For the details of Drinfeld doubles, see [Montgomery 1993, Section 10.3], [Chari and Pressley 1994,
Section 4.2.D], [Kassel 1995, Section IX.4], or [Etingof et al. 2015, Section 7.14]. The Drinfeld double
D(H) is isomorphic as a vector space to (H op)∗⊗H , and contains both H and (H op)∗ as Hopf subalgebras.
Here if H is a Hopf algebra with multiplication µ, unit η, comultiplication 1, counit ϵ, and antipode S,
then (H op)∗ is the Hopf algebra with multiplication 1∗, unit ϵ∗, comultiplication (µop)∗, counit η∗, and
antipode (S−1)∗.

The following result of Etingof and Ostrik [2004] will be important in extending the forgetful functor
Z(C) → C to the stable categories.

Proposition 1.5.1. If C is a finite tensor category, then its Drinfeld center Z(C) is a finite tensor category,
and the forgetful functor F is exact and sends projective objects to projective objects.

The fact that F preserves projectivity is a generalization of the classical Nichols–Zoeller theorem
[1989] for Hopf algebras, which states that a finite-dimensional Hopf algebra is free as a module over any
Hopf subalgebra.

2. Drinfeld Centers and Balmer Spectra

In this section, we prove general results relating the Balmer spectrum of st(C) to the Balmer spectrum of
st(Z(C)), under the assumption that C is an arbitrary finite tensor category.

2.1. Construction of a continuous map between Balmer spectra. Recall the stable categories defined
in Section 1.3. For the rest of this section, let C be a finite tensor category, st(C) its stable category,
Z(C) its Drinfeld center, st(Z(C)) the stable category of its Drinfeld center (which may be formed by
Proposition 1.5.1), and St(C) and St(Z(C)) the respective “big” stable categories, recall Notation 1.3.3.
We have a forgetful functor F :Z(C)→ C , and we have functors G : C → st(C) and H :Z(C)→ st(Z(C)).
The functor F extends to a functor Ind(Z(C)) → Ind(C), which we again denote by F , by [Kashiwara
and Schapira 2006, Proposition 6.1.9]. We have the respective Balmer support data associated to st(C)

and st(Z(C)),
Vst C : st(C) → Xcl(Spc st(C))

and
Vst(Z(C)) : st(Z(C)) → Xcl

(
Spc st(Z(C))

)
,
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defined in their respective categories by sending

A 7→ {primes not containing A}.

Notation 2.1.1. For readability, when C is a finite tensor category we will denote VC := Vst C and
VZ := Vst(Z(C)). The corresponding maps 8 (recalling the construction from Section 1.4) associated to
these support data will similarly be denoted 8C and 8Z, respectively. We will similarly denote open sets
in the Balmer spectrum on these respective categories by UC := Ust(C) and UZ := Ust(Z(C)), recall the
notation from Section 1.1.

The following proposition is probably well-known to experts, but we record it for completeness.

Proposition 2.1.2. There is a functor F : St(Z(C)) → St(C) which extends the forgetful functor F , i.e.,
the diagram of functors

Ind(C) St(C)

Ind(Z(C)) St(Z(C))

G

F

H

F

commutes. This functor F is monoidal and triangulated.

Proof. Since the objects of St(Z(C)) are the in bijection with those of Ind(Z(C)), the functor F is
well-defined on objects, namely by defining

F(H(X)) := G(F(X)).

Let f : X → Y be a morphism in Ind(Z(C)). Then for F(H( f )) := G F( f ) to be well-defined, we need
G F(g) = 0 for each morphism g which factors through a projective in Ind(Z(C)). In other words, we
need F(g) to factor through a projective in Ind(C). Hence, to define F , it is enough to know that G ◦ F
sends all projective objects of Ind(Z(C)) to 0, which is true by Proposition 1.5.1.

Let H(X) ∈ St(Z(C)) an arbitrary object, where X ∈ Ind(Z(C)). Then 6H(X) is defined as H(Z),
such that there exists a short exact sequence

0 → X → P → Z → 0

in Ind(Z(C)), where P is a projective object in Ind(Z(C)). The object 6H(Z) is well-defined in St(Z(C)),
by Schanuel’s lemma. Since F is exact and sends projectives to projectives,

0 → F(X) → F(P) → F(Z) → 0

is an exact sequence in C with F(P) projective; therefore, 6(G F(X)) ∼= G F(Z) in st(C), and so we
have F(6X) ∼= 6F(X).

Now, let X → Y → Z → 6X be a distinguished triangle in St(Z(C)). Then it is isomorphic to a
triangle of the form

H(X ′) → H(Y ′) → H(Z ′) → 6H(X ′)
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for some short exact sequence

0 → X ′
→ Y ′

→ Z ′
→ 0

in Ind(Z(C)). Since F is exact, and G sends exact sequences to triangles, we have that the composition
G F is exact and hence

F H(X ′) → F H(Y ′) → F H(Z ′) → 6F H(X ′)

is a triangle in St(C). Therefore,

F(X) → F(Y ) → F(Z) → 6F(X)

is a triangle as well, and so F is a triangulated functor. □

For braided tensor triangulated categories, the Balmer spectrum Spc is functorial, as Balmer [2005,
Proposition 3.6] has shown. This is a categorical reflection the ring-theoretic fact that Spec is functorial
for commutative rings. On the other hand, for noncommutative rings, Spec is not a functor (for an in-depth
exploration of the extent of the failure of functoriality of Spec for noncommutative rings, see [Reyes
2012]). It is not surprising, then, that for generic monoidal triangulated categories, the Balmer spectrum
is also not functorial; in other words, a monoidal triangulated functor between monoidal triangulated
categories does not necessarily induce a map between their Balmer spectra.

However, reflecting the classical prime ideal contraction for noncommutative rings, the forgetful functor
F does induce a map between the Balmer spectra of st(C) and st(Z(C)).

Proposition 2.1.3. The functor F induces a continuous map Spc st(C)
f

−→ Spc st(Z(C)), defined by

f (P) := {X ∈ st(Z(C)) : F(X) ∈ P}.

Proof. Let P be a prime ideal of st(C). We must first show that f (P) is a prime ideal of st(Z(C)).
We first check that f (P) is a thick ideal of st(Z(C)). This necessitates checking four properties:

Triangulated. Suppose 6X ∈ f (P), in other words, F(6X) ∈ P . Since F is triangulated, this is true if
and only if 6F(X) ∈ P , which is true if and only if F(X) ∈ P , in other words, X ∈ f (P). Now, suppose

X → Y → Z → 6X

is a distinguished triangle with X and Y in f (P). This means that F(X) and F(Y ) are in P . Since F is
triangulated, the triangle

F(X) → F(Y ) → F(Z) → 6F(X)

is distinguished in st(C). Now since the first two objects are in P , so is F(Z), and so Z ∈ f (P).

Thick. If X ⊕ Y is in f (P), then F(X ⊕ Y ) ∈ P ; F is an additive functor, and so F(X) ⊕ F(Y ) ∈ P .
This implies that both F(X) and F(Y ) are in P , and so X and Y are both in f (P).
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Ideal. Suppose X ∈ f (P) and Y ∈ st(Z(C)). Since F is monoidal, we have F(X ⊗ Y ) ∼= F(X) ⊗ F(Y ).
Since F(X) ∈ P , so is F(X) ⊗ F(Y ), and thus F(X ⊗ Y ) ∈ P as well. Hence X ⊗ Y ∈ f (P). The
symmetric argument shows that Y ⊗ X is in f (P) as well, so f (P) is a two-sided ideal.

Prime. Let A ⊗ B ∈ f (P). Then F(A)⊗ F(B) ∈ P . But F(A) and F(B) commute with every object of
st(C): by the ideal property of P , we have

st(C) ⊗ F(A) ⊗ F(B) ⊆ P ⇒ F(A) ⊗ st(C) ⊗ F(B) ⊆ P ⇒ F(A) or F(B) ∈ P,

with the last step following by primeness of P . This implies that either A or B is in f (P), which means
that f (P) is prime.

We can also check directly that f is continuous: an arbitrary closed set of Spc
(
st(Z(C))

)
is of the form

VZ(T ) = {P ∈ Spc(st(Z(C))) : T ∩ P = ∅} (recalling Notation 2.1.1) for some collection of objects T
of st(Z(C)). Then

f −1(VZ(T )) = {P ∈ Spc st(C) : T ∩ {X ∈ st(Z(C)) : F(X) ∈ P} = ∅}

= {P ∈ Spc st(C) : F(T ) ∩ P = ∅}

= VC(F(T )),

where by F(T ) we mean the collection {F(X) : X ∈ T }. □

Remark 2.1.4. Recall the construction of the Drinfeld double from Section 1.5. If R is a finite-dimensional
Hopf algebra, then Z(mod(R)) ∼= mod(D(R)). In this case, D(R) ∼= D((Rop)∗), and so we have two
functors,

mod(R) mod((Rop)∗)

Z(mod(R)) ∼= mod(D(R)) ∼= Z
(
mod((Rop)∗)

)FR F(Rop)∗

which then give two maps between Balmer spectra,

Spc(stmod(R)) Spc
(
stmod((Rop)∗)

)
Spc

(
stmod(D(R))

)fR f(Rop)∗

2.2. A support data interpretation. We can interpret the map f in the context of support data (recalling
the definition from Section 1.4), by first defining a new support datum given as the composition of the
functor F with the Balmer support VC on st(C).

Proposition 2.2.1. Define a map W : st(Z(C)) → Xcl(Spc st(C)) by

W (X) := VC(F(X)) = {P ∈ Spc st(C) : F(X) ̸∈ P}.

This map is a support datum.
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Proof. The first four conditions follow directly from the facts that F is a triangulated functor and VC is
itself a support datum, since

(1) F(0st(Z(C))) = 0st(C),

(2) F(X ⊕ Y ) = F(X) ⊕ F(Y ),

(3) F(6X) ∼= 6F(X),

(4) and if X → Y → Z → 6X is a distinguished triangle, then so is F(X) → F(Y ) → F(Z) → 6F(X).

To check the last condition, we need to show that⋃
Z∈st(Z(C))

W (X ⊗ Z ⊗ Y ) = W (X) ∩ W (Y ).

By the ideal condition, if P is a prime ideal which does not contain F(X) ⊗ F(Z) ⊗ F(Y ) for some
object Z , then it must also not contain F(X) or F(Y ). Hence,⋃

Z∈st(Z(C))

W (X ⊗ Z ⊗ Y ) ⊆ W (X) ∩ W (Y )

is automatic.
For the reverse containment, suppose P is a prime ideal which does not contain F(X) or F(Y ). By

the prime condition, that means P does not contain the entire collection of objects F(X)⊗ st(C)⊗ F(Y ).
But since F(X) and F(Y ) commute up to isomorphism with all elements of st(C), if F(X) ⊗ F(Y ) ∈ P ,
that would imply there is a containment F(X) ⊗ F(Y ) ⊗ st(C) ⊆ P , which would then imply

F(X) ⊗ st(C) ⊗ F(Y ) ⊆ P,

a contradiction. Hence, P ∈ W (X ⊗ Y ), and we have the claimed equality. □

By the universal property of the Balmer spectrum as in Theorem 1.4.1, the support datum W induces a
continuous map Spc st(C) → Spc st(Z(C)). This map is defined as

P 7→ {X ∈ st(Z(C)) : P ̸∈ W (X)}

by [Nakano et al. 2022a, Theorem 4.2.2]. One may observe that this map is the same as the map defined
in Proposition 2.1.3. We have the following diagram, which commutes by definition:

st(Z(C)) Xcl
(
Spc(st(C))

)
st(C)

F

W

VC
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On the level of ideals, we have the following induced maps, recall 8 and 2 associated to a support datum
as constructed in Section 1.4:

ThickId(st(Z(C))) Xsp(Spc(st(C)))

ThickId(st(C))

8W

9

2W

2C

8C

3

Here, for thick ideals I of st(Z(C)) and J of st(C), the maps 9 and 3 are defined by

9 : I 7→ ⟨F(I)⟩, 3 : J 7→ {X ∈ st(Z(C)) : F(X) ∈ J}.

By definition, the inner and outer triangles commute: in other words, 8W = 8C ◦ 9, and 2W = 3 ◦ 2C .

2.3. Recovering ideals from their supports. In [Nakano et al. 2022a, Theorem 6.2.1], conditions were
given under which an arbitrary support datum σ : T → X (S) has the property that 8σ is a left, right, and
two-sided inverse to 2σ . If 8σ is a left inverse to 2σ , this means that all thick ideals can be recovered
from their supports; when 8σ and 2σ are a mutually inverse bijection, the ideals are completely classified
by the topological space S. Since the support datum W (−) defined above might not satisfy conditions
under which every ideal may be recovered from their support (see Section 3 for examples), in this section
we discuss precisely which ideals can be recovered in this way; this allows us to describe the image of
the map f defined above.

We now introduce some terminology, which will be useful for our reconstruction theory.

Notation 2.3.1. When the finite tensor category C is clear by context, we will denote by K the kernel of
the functor F : St(Z(C)) → St(C).

An equivalent characterization of the kernel of F can be given by

K =
{

H(X) : X ∈ Ind(Z(C)) such that F(X) is projective in Ind(C)
}
.

This follows from the fact that the objects of St(C) isomorphic to 0 correspond precisely to the projective
objects of Ind(C), as we saw in Section 1.3.

Lemma 2.3.2. The kernel of F is a thick localizing ideal of St(Z(C)).

Proof. Since F is a monoidal triangulated functor, it is straightforward to verify that the collection of
objects X such that F(X) ∼= 0 is closed under taking cones, shifts, direct summands, and by tensoring
on the left or right by arbitrary objects of St(Z(C)). The functor F commutes with arbitrary coproducts
by [Kashiwara and Schapira 2006, Proposition 6.1.9], and so the kernel of F is closed under arbitrary
coproducts, i.e., K is localizing. □

Lemma 2.3.3. An object A ∈ st(Z(C)) satisfies W (A) = ∅ if and only if A ∈ K .
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Proof. First, note that if A ∈ K , then by definition F(A) ∼= 0, and so

W (A) = VC(0) = {P ∈ Spc(st(C)) : 0 ̸∈ P} = ∅.

For the other direction, recall that by the rigidity of C, all thick ideals of st(C) are semiprime, i.e.,
intersections of prime ideals, by Proposition 1.1.6. This implies in particular that the ideal ⟨0⟩ is semiprime;
in other words, the only object contained in all prime ideals of st(C) is 0. By definition, this means that
if X is an object of st(C) such that VC(X) = ∅, then X ∼= 0. Hence, we have

∅ = W (A) = VC(F(A)) ⇒ F(A) ∼= 0 ⇒ A ∈ K . □

Using the localization and colocalization functors defined in Section 1.2, we are now able to prove the
following, which is the critical step in determining which ideals can be recovered from their W -support
and determining the image of the map f : Spc st(C) → Spc st(Z(C)) defined in Proposition 2.1.3.

Theorem 2.3.4. Let I be a thick ideal of st(Z(C)) such that Loc(I) contains K . Suppose that X is an
object of st(Z(C)) such that F(X) ∈ ⟨F(I)⟩, that is, the thick ideal of st(C) generated by all F(Y ) for
Y ∈ I . Then X is in I .

Proof. By Theorem 1.2.1, we have a distinguished triangle

ΓI (X) → X → L I (X) → 6ΓI (X)

in St(Z(C)), using the localization and colocalization functors associated to the thick ideal I . We know
that there are no morphisms from I to L I (X); in other words, if Y ∈ I and Z is any compact object in
St(Z(C)), then

0 = HomSt(Z(C))(Z ⊗ Y, L I (X)) ∼= HomSt(Z(C))(Z , L I (X) ⊗ Y ∗).

Since this holds for all compact objects Z , this implies that L I (X) ⊗ Y ∗ ∼= 0. Since all compact objects
are rigid, and by Proposition 1.1.6 all thick ideals are closed under taking duals, we have L I (X)⊗ Y ∼= 0
for all Y ∈ I . Since F is a monoidal functor, this additionally implies that

F(L I (X)) ⊗ F(Y ) ∼= 0

in St(C), for all Y ∈ I .
Now, consider the thick ideal ⟨F(I)⟩. This is formed successively by taking shifts, cones, direct

summands, and tensor products with arbitrary elements of st(C), starting from the collection of objects
of the form F(Y ) for Y ∈ I . This allows us to conclude inductively that F(L I (X))⊗ A ∼= 0 for all A in
⟨F(I)⟩, since inductively each step by which we construct ⟨F(I)⟩ preserves the property that tensoring
with F(L I (X)) gives 0. To be more explicit, if

A → B → C → 6 A

is a distinguished triangle in st(C) such that A⊗F(L I (X))∼= B⊗F(L I (X))∼= 0, then it is straightforward
that additionally C ⊗ F(L I (X)) ∼= 0 as well. Similarly, if A ⊗ F(L I (X)) ∼= 0, then 6(A)⊗ F(L I (X)) ∼=
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6(A ⊗ F(L I (X))) ∼= 60 ∼= 0. Furthermore, if we have (A ⊕ B) ⊗ F(L I (X)) ∼= 0, then we also have
A ⊗ F(L I (X)) ∼= 0 ∼= B ⊗ F(L I (X)). Lastly, if A ⊗ F(L I (X)) ∼= 0 and B is an arbitrary object in st(C),
then A ⊗ B ⊗ F(L I (X)) ∼= A ⊗ F(L I (X)) ⊗ B ∼= 0 as well, using the commutativity of F(L I (X)).

To reiterate, the upshot of the previous paragraph is that A ⊗ F(L I (X)) ∼= 0 for all A ∈ ⟨F(I)⟩. But
by assumption, we have F(X) ∈ ⟨F(I)⟩. Hence,

F(X ⊗ L I (X)) ∼= F(X) ⊗ F(L I (X)) ∼= 0.

Therefore, X ⊗ L I (X) is an object in K , the collection of objects of St(Z(C)) mapped to 0 by F . By
assumption, Loc(I) contains K , and so X ⊗ L I (X) ∈ Loc(I).

Now, consider the distinguished triangle obtained by tensoring the triangle

ΓI (X) → X → L I (X) → 6ΓI (X)

by X : this gives us
X ⊗ ΓI (X) → X ⊗ X → X ⊗ L I (X) → 6X ⊗ ΓI (X).

We have just finished showing that the third object of this triangle is in Loc(I). The first object is in
Loc(I) as well, by Theorem 1.2.1. Since Loc(I) is triangulated, this implies X ⊗ X is in Loc(I). But by
[Neeman 1992, Lemma 2.2], since I is a thick subcategory of compact objects, the compact objects in
Loc(I) are precisely the objects of I . Thus, X ⊗ X ∈ I , and by semiprimeness of I (Proposition 1.1.6)
so is X ; this completes the proof. □

We can now give a condition under which an ideal I can be recovered from its support 8W (I).

Corollary 2.3.5. Let I be an ideal such that Loc(I) contains K . Then 2W ◦ 8W (I) = I .

Proof. By definition,

2W ◦ 8W (I) = 2W (8C(F(I)))

= {X ∈ st(Z(C)) : W (X) ⊆ 8C(F(I))}

=
{

X ∈ st(Z(C)) : VC(F(X)) ⊆ 8C(⟨F(I)⟩)
}

=
{

X ∈ st(Z(C)) : ∀P ∈ Spc st(C)with F(X) ̸∈ P, ⟨F(I)⟩ ̸⊆ P
}

=
{

X ∈ st(Z(C)) : ∀P ∈ Spc st(C) with ⟨F(I)⟩ ⊆ P, F(X) ∈ P
}

=
{

X ∈ st(Z(C)) : F(X) ∈
⋂

P∈Spc st(C),⟨F(I)⟩⊆P P
}

= {X ∈ st(Z(C)) : F(X) ∈ ⟨F(I)⟩}.

The last equality follows from Proposition 1.1.6. The corollary now follows directly from Theorem 2.3.4.
□

2.4. The image of prime ideal contraction. We now describe the relationship of the image of the map f
to the kernel K of F .

Proposition 2.4.1. Let C be a finite tensor category.
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(1) If P is in the image of the map f : Spc st(C) → Spc st(Z(C)), then P contains K ∩ st(Z(C)), the
kernel of F restricted to compact objects.

(2) If P is a prime ideal of st(Z(C)) such that Loc(P) contains K , then P is in the image of f .

Proof. For (1), if Q is a prime ideal of st(C), then f ( Q) contains K ∩ st(Z(C)), which are by definition
the finite-dimensional objects X such that F(X) ∼= 0: if X is in st(Z(C)) and F(X) ∼= 0, then

X ∈ {Y ∈ st(Z(C)) : F(Y ) ∈ Q} = f ( Q),

since 0 is in every prime ideal of st(C).
Part (2) is an application of both Theorem 2.3.4 and [Nakano et al. 2022a, Theorem 3.2.3]. Let P be a

prime ideal of st(Z(C)) such that Loc(P) contains K . Consider the following two collections of objects
in st(C):

(1) The ideal I := ⟨F(X) : X ∈ P⟩ of st(C).

(2) The collection M := {F(Y ) : Y ̸∈ P} of objects in st(C).

We first claim that these two collections of objects are disjoint. If F(Y ) ∈ I then Y ∈ 2W (8W (P)),
implying that Y ∈ P by Corollary 2.3.5. This means that in particular, if F(X) ∼= F(Y ), then either both
X and Y are in P , or neither are, and so I and M are indeed disjoint.

Since P is a proper ideal of st(Z(C)), it follows that M is nonempty, and thus I is a proper ideal
of st(C). We claim that M is a multiplicative subset. Suppose F(X) and F(Y ) are in M. Then if
F(X)⊗ F(Y ) ∼= F(X ⊗ Y ) was not in M, this would imply that X ⊗ Y ∈ P ; by the prime condition of
P , either X or Y (without loss of generality, say Y ) would then be in P . This is a contradiction, since
F(Y ) ∈ M implies Y ̸∈ P , which is a consequence of the observation above that I and M are disjoint.

By [Nakano et al. 2022a, Theorem 3.2.3], given a disjoint pair consisting of a multiplicative subset
and a proper ideal of any monoidal triangulated category (in this case, st(C)), there exists a prime ideal
Q of st(C) such that Q ∩M = ∅ and I ⊆ Q. We have

f ( Q) = {X ∈ st(Z(C)) : F(X) ∈ Q},

and then since I ⊆ Q, it is automatic that P ⊆ f ( Q); and since Q is disjoint from M, in fact P = f ( Q).
Thus, f surjects onto the collection of prime ideals P such that Loc(P) contains K , which completes the
proof. □

By Proposition 2.4.1, we have inclusions of the following subsets of Spc st(Z(C)):

{P : K ∩ st(Z(C)) ⊆ P} ⊇ im f ⊇ {P : K ⊆ Loc(P)}. (2.4.1)

We note the following lemma, which is a special case of [Benson et al. 2012, Proposition 1.47].

Lemma 2.4.2. The following are equivalent.

(1) The kernel K of F is generated as a localizing category (recalling Section 1.2) by the set K ∩st(Z(C)).
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(2) For every nonzero X in K , there exists a compact object Y in K which has some nonzero map Y → X
in St(Z(C)).

In particular, to prove that (2) ⇒ (1), one simply observes that if X ∈ K , then the distinguished triangle

ΓK∩st(Z(C))X → X → L K∩st(Z(C))X → 6ΓK∩st(Z(C))X

given by Theorem 1.2.1 implies that L K∩st(Z(C))X ∈ K . But by definition, it is in the perpendicular space
to K ∩ st(Z(C)), which by the assumption of (2) means that it is 0. Hence ΓK∩st(Z(C))X ∼= X , that is, X
is in Loc

(
K ∩ st(Z(C))

)
.

If these conditions are satisfied, then we can sharpen (2.4.1), as well as Corollary 2.3.5.

Corollary 2.4.3. Suppose the kernel K of F satisfies the equivalent conditions of Lemma 2.4.2.

(1) The image of f is precisely the collection of prime ideals of st(Z(C)) which contain K ∩ st(Z(C)),
that is, the collection of objects X in st(C) such that F(X) ∼= 0.

(2) A thick ideal I of st(Z(C)) satisfies 2W ◦ 8W (I) = I if and only if I contains K ∩ st(Z(C)).

Proof. Suppose Loc(K ∩ st(Z(C))) = K . For (1), let P be a prime ideal of st(Z(C)) containing
K ∩ st(Z(C)). Then Loc(P) contains Loc(K ∩ st(Z(C))) = K . Hence the collection of inequalities
of (2.4.1) becomes an equality, and we are done.

For (2), similarly, we have by Corollary 2.3.5 that if Loc(I) contains K , then 2W ◦8W (I) = I . Since
K = Loc(K ∩ st(Z(C))), we have K ⊆ Loc(I) if and only if there is containment K ∩ st(Z(C)) ⊆ I . For
the other direction, we note that for any ideal I , we have K ∩ st(Z(C)) ⊆ 2W ◦8W (I), and so any thick
ideal satisfying 2W ◦ 8W (I) = I must have K ∩ st(Z(C)) ⊆ I as well. □

Remark 2.4.4. Corollary 2.4.3 implies that if C satisfies the conditions of Lemma 2.4.2, then the image
of f : Spc st(C) → Spc st(Z(C)) is automatically the complement of a specialization-closed set, since
we have

im( f ) = {P ∈ Spc st(Z(C)) : P ⊇ K ∩ st(Z(C))} = Spc st(Z(C))\
(
8Z

(
K ∩ st(Z(C))

))
.

In other words, the image of f can be written as an intersection of open sets. If K ∩ st(Z(C)) is generated
(as a thick ideal) by a finite collection of objects, say {X i }

n
i=1, then it follows that im( f ) is in fact an open

subset of Spc st(Z(C)), namely

im( f ) = UZ(X1 ⊕ · · · ⊕ Xn)

(recall the notation of UZ from Section 1.1 and Notation 2.1.1).

Remark 2.4.5. In the situation of Corollary 2.4.3(2), we have Corollary 2.3.5 sharpened from a one-way
implication to a two-way implication. We note on the other hand that if the conditions of Lemma 2.4.2
are not satisfied, then Corollary 2.3.5 can never be an if-and-only-if, for the following reason. The
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collection of objects K ∩ st(Z(C)) is itself a thick ideal of st(Z(C)), since it is in particular the kernel of
the monoidal triangulated functor F restricted to compact objects. But now note that

2W ◦ 8W (K ∩ st(Z(C))) =
{

X ∈ st(Z(C)) : W (X) ⊆ 8W
(
K ∩ st(Z(C))

)}
= {X ∈ st(Z(C)) : W (X) ⊆ ∅}

= {X ∈ st(Z(C)) : F(X) ∼= 0}

= K ∩ st(Z(C)).

Here the first equality is by the definition of 2W , the second and third equalities are by Lemma 2.3.3 and
the definition of 8W , and the last equality by the definition of the kernel K . In other words, the thick
ideal K ∩ st(Z(C)) can be recovered from its support. But plainly, since we are assuming the conditions
of Lemma 2.4.2 are not satisfied, we have

Loc
(
K ∩ st(Z(C))

)
̸⊇ K ,

and so Corollary 2.3.5 cannot be sharpened to an if-and-only-if statement.

2.5. Conditions under which f is injective, surjective, or a homeomorphism. We now give conditions
under which 8W and 2W are inverses, and f is surjective, injective, and a homeomorphism.

Theorem 2.5.1. Let C be a finite tensor category.

(1) The following conditions are equivalent.

(a) For all X ∈ K , there exists an isomorphism X ∼= 0 in St(Z(C)).

(b) The map f is surjective and K is generated as a localizing category by its subcategory K ∩ st(Z(C)).

(c) As maps ThickId
(
st(Z(C))

)
→ ThickId

(
st(Z(C))

)
, we have 3 ◦ 9 = id.

(d) As maps ThickId
(
st(Z(C))

)
→ ThickId

(
st(Z(C))

)
, we have 2W ◦ 8W = id.

(2) If C is braided, then the following hold.

(a) The map f is injective.

(b) As maps ThickId(st(C)) → ThickId(st(C)), we have 9 ◦ 3 = id.

(c) If additionally Spc st(C) is topologically Noetherian, then 8W ◦ 2W = id.

(3) If X ∼= 0 in St(Z(C)) for all X ∈ K and C is braided, then the following hold.

(a) The map f is a homeomorphism.

(b) The maps 9 and 3 define mutually inverse bijections between ThickId
(
st(Z(C))

)
and ThickId(st(C)).

(c) If additionally Spc st(C) is topologically Noetherian, then 8W and 2W are mutually inverse bijec-
tions between ThickId

(
st(Z(C))

)
and Xsp

(
Spc(st(C))

)
.
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Proof. Suppose (1a) holds, and so K consists only of objects isomorphic to 0, in other words, for all
objects X ∈ Z(C),

F(X) is projective in C ⇔ X is projective in Z(C).

In particular this means that K is generated by K ∩ st(Z(C)), since all objects of K are isomorphic
to 0. Then (1c) follows from Theorem 2.3.4, and the conditions (1b) and (1d) follow directly from
Corollary 2.4.3.

Now, suppose (1b) is satisfied. By Proposition 2.4.1, this means that every prime ideal of st(Z(C))

contains K ∩ st(Z(C)). But since every ideal is semiprime, the zero ideal is equal to the intersection
of all primes of st(Z(C)), and so K ∩ st(Z(C)) is contained in the zero ideal. Since K is generated by
K ∩ st(Z(C)), i.e., the zero ideal, this implies that (1a) holds.

Note that

3(9(⟨0st(Z(C))⟩)) = 3(⟨0st(C)⟩) = {X ∈ st(Z(C)) : F(X) ∈ ⟨0st(C)⟩} = {X ∈ st(Z(C)) : F(X) ∼= 0} = K .

Hence (1c) implies (1a).
Lastly, suppose condition (1d) holds. This implies by Corollary 2.3.5 that K ⊆ Loc(I) for every thick

ideal I ; in particular, this means that K is contained in the localizing category generated by 0, which
consists only of objects isomorphic to 0. Hence, (1a) holds.

To show (2), first note that if C is braided with a braiding γ , then F is essentially surjective, since for
any object X in C , the pair (X, γX ) is an object of Z(C) and F sends H(X, γX ) to G(X). Now, we note
that if P and Q are prime ideals of st(C), then

f (P) = f ( Q)

⇕

{X ∈ st(Z(C)) : F(X) ∈ P} = {X ∈ st(Z(C)) : F(X) ∈ Q}

⇕

for all X ∈ st(Z(C)), F(X) ∈ P ⇔ F(X) ∈ Q

⇕

for all Y ∈ st(C), Y ∈ P ⇔ Y ∈ Q

⇕

P = Q.

Hence, if C is braided then (2a) follows.
Condition (2b) also follows directly from the fact that F is essentially surjective.
For (2c), recall that by Theorem 1.1.4, Spc(st(C)) is Noetherian if and only if every closed set is of

the form VC(A) for some object A ∈ st(C). If S is a specialization-closed set in Spc(st(C)), then by
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definition

8W (2W (S)) = 8W
(
{X ∈ st(Z(C)) : W (X) ⊆ S}

)
=

⋃
X∈2W (S)

W (X) ⊆ S.

For the other direction, we can write S as a union of closed sets, say S =
⋃

i∈I Si , and by the Noetherianity
of Spc(st(C)), there exist objects Ai of st(C) such that Si = VC(Ai ). Since F is essentially surjective,
we can pick X i ∈ st(Z(C)) with F(X i ) = Ai . Since

W (X i ) = VC(Ai ) = Si ⊆ S,

we have by definition each X i is in 2W (S). Therefore,

8W (2W (S)) ⊇

⋃
i∈I

W (X i ) =

⋃
i∈I

Si = S.

Thus S = 8W (2W (S)).
Suppose the assumptions of (3). Then (3b) and (3c) follow immediately from parts (1) and (2). To

show (3a), it is enough to show that f is a closed map, by (1a) and (2a). Take an arbitrary closed set
VC(T ) in Spc st(C). We claim that the image of VC(T ) under f is precisely VZ(T̂ ), where

T̂ = {X ∈ st(Z(C)) : F(X) ∈ T }.

For the first direction, suppose P ∈ VC(T ), in other words, P ∩T =∅. Since f (P) = {X : F(X) ∈ P},
this implies that for all X ∈ f (P), we have X ̸∈ T̂ . Therefore f (P) ∩ T̂ = ∅, and so f (P) ∈ VZ(T̂ ).
This shows f (VC(T )) ⊆ VZ(T̂ ).

For the other containment, suppose Q is a prime ideal of st(Z(C)) in VZ(T̂ ). Then F(X) ̸∈ T for all
X ∈ Q. Since f is surjective, we can pick P ∈ Spc st(C) with f (P) = Q, and for all F(X) ∈ P , we must
have F(X) ̸∈ T . Since F is essentially surjective, this implies A ̸∈ T for all A ∈ P , and so P ∩ T = ∅,
i.e., P ∈ VC(T ). This shows the other containment f (VC(T )) ⊇ VZ(T̂ ), and so we have equality.

Hence, f sends the closed set VC(T ) to the closed set VZ(T̂ ), and so it is a continuous, bijective,
closed map, and therefore a homeomorphism. □

3. Applications

The time has come for concrete applications of our theory.

3.1. Group algebras and dual group algebras. Let G be a finite group, k be an algebraically closed field
of characteristic p which divides the order of G, and kG the group algebra of G over k. Let C =mod(kG),
a finite tensor category. The Drinfeld double D(kG) is a Hopf algebra containing kG and (kGop)∗ as
Hopf subalgebras. We will denote the dual of the group algebra by k[G], and in that case we can write
(kGop)∗ = k[G]

cop. The collection

{pgh : g, h ∈ G}
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is a k-basis of D(kG), where the elements {pg : g ∈ G} refer to the basis of k[G]
cop dual to the standard

basis of kG. The multiplication is determined by the relations

hpg = phgh−1h,

see for instance [Kassel 1995, Section IX.4.3].

Lemma 3.1.1. Let G and k be as above and F : Mod(D(kG)) → Mod(kG) the forgetful functor. Then if
F(P) is projective as a kG-module, then P is projective as a D(kG)-module.

Proof. A module for D(kG) is a kG module M which is also a G-graded vector space, such that if m ∈ M
is a homogeneous element of degree g, then h.m is homogeneous of degree hgh−1. Suppose we have a
short exact sequence

0 → A → B
t

−→ C → 0

of D(kG)-modules such that
0 → F(A) → F(B) → F(C) → 0

is a split short exact sequence of G-modules. We claim that the original sequence splits as D(kG)-modules.
Pick a homogeneous basis {ci } of C under the G-grading, where ci has degree gi . Now pick a splitting
s : C → B. Define ŝ(ci ) = pgi s(ci ). This map is homogeneous with respect to the G-grading, and it is
still a G-module map:

gŝ(ci ) = gpgi s(ci ) = pggi g−1 gs(ci ) = pggi g−1s(gci ) = ŝ(gci ).

Since on the basis {ci } we have

t ◦ ŝ(ci ) = t (pgi .s(ci )) = pgi .ts(ci ) = pgi .ci = ci ,

we have that ŝ is a splitting of D(kG)-modules.
Now, to prove the original claim, suppose F(P) is projective as a G-module. Since F is exact, this

means that for every short exact sequence

0 → A → B → P → 0

in D(H)-modules, the sequence

0 → F(A) → F(B) → F(P) → 0

is split as G-modules. Therefore, the original sequences are all split, and so P is projective. □

We recall that by [Balmer 2005, Corollary 5.10], Spc stmod(kG) ∼= Proj H•(G, k), where H•(G, k) :=⊕
i≥0 ExtikG(k, k) is the cohomology ring of G (recall Example 1.4.2).

Proposition 3.1.2. Let G, k, and H•(G, k) be as above.

(1) The map f : Spc stmod(kG) → Spc stmod(D(kG)) is a homeomorphism, and so

Spc stmod(D(kG)) ∼= Spc stmod(kG) ∼= Proj H•(G, k).
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(2) Thick ideals of stmod(D(kG)) are in bijection with specialization-closed sets in Proj H•(G, k), which
are in bijection with thick ideals of stmod(kG), via the maps

ThickId
(
stmod(D(kG))

) 8W

2W
⇄ Xsp(Proj H•(G, k))

2kG

8kG
⇄ ThickId(stmod(kG)).

Proof. Since kG is cocommutative, mod(kG) is braided symmetric. By Lemma 3.1.1, we have X ∼= 0
in StMod(D(H)) for all X ∈ K , and so we are in the situation given of Theorem 2.5.1(3). Additionally,
since cohomology rings of groups are finitely generated (for instance by the more general result of
[Friedlander and Suslin 1997], in which finite generation of cohomology rings for finite-dimensional
cocommutative Hopf algebras in positive characteristic was proven), we know that Proj H•(G, k) is a
Noetherian topological space. Using Balmer’s classification of thick ideals [2005, Theorem 4.10], the
thick ideals of stmod(kG) are in bijection with specialization-closed sets in Spc stmod(kG). The rest of
the theorem now follows directly as an application of Theorem 2.5.1. □

Now, note that since k[G]
cop is a semisimple algebra, stmod(k[G]

cop) consists only of the zero object,
up to isomorphism, and so Spc(stmod(k[G]

cop)) is the empty set. Thus, the diagram from Remark 2.1.4
becomes

Spc stmod(kG) Proj H•(G, k) Spc stmod(k[G]
cop)) = ∅

Spc stmod(D(kG))

∼=

∼=

3.2. Cosemisimple Hopf algebras. In fact, we are able to generalize Lemma 3.1.1 and Proposition 3.1.2
from the group algebra case to the case certain finite-dimensional cosemisimple Hopf algebras. Recall
that a finite-dimensional Hopf algebra is called cosemisimple if its Hopf dual is semisimple, as an algebra.
There has been significant interest in the algebraic properties of cosemisimple Hopf algebras in the past
few decades; see, e.g., [Larson and Radford 1988a; 1988b; Etingof and Gelaki 1998; Chirvasitu 2014;
Chirvasitu et al. 2019].

We first record the following straightforward lemma.

Lemma 3.2.1. Let H be a finite-dimensional Hopf algebra such that 1D(H) is a direct summand of
D(H)⊗H 1H as D(H)-modules, and let F :Mod(D(H)) →Mod(H) be the forgetful functor. Then F(P)

is projective in Mod(H) if and only if P is projective in Mod(D(H)).

Proof. The functor D(H) ⊗H − is a left adjoint to the forgetful functor F . Since F is exact, if Q is a
projective H -module then

HomH (Q, F(−)) ∼= HomD(H)(D(H) ⊗H Q, −)

is an exact functor (recalling that projectives are also injective), and so D(H)⊗H − preserves projectivity.
Therefore, if P is a D(H)-module such that F(P) is projective, then D(H) ⊗H F(P) is a projective
D(H)-module. But then, we have

D(H) ⊗H F(P) ∼= D(H) ⊗H (1H ⊗k F(P)) ∼= (D(H) ⊗H 1H ) ⊗k P,



1108 Kent B. Vashaw

where the last isomorphism here can be seen from, e.g., [Garland and Lepowsky 1976, Proposition 1.7]
and the remark following it, which notes that although the proposition is stated for certain universal
enveloping algebras, in fact the proof uses only the Hopf algebra structure, and so the result holds for
arbitrary Hopf algebras. Note that it holds not just for finite-dimensional modules, but for arbitrary
modules, which we need since in this case P may be infinite-dimensional.

Now, since 1D(H) is a summand of D(H)⊗H 1H , we have that P ∼= 1D(H) ⊗k P is a direct summand
of (D(H)⊗H 1H )⊗k P , which is a projective D(H)-module, and hence P is projective as well, and the
claim is proven. □

Recall that a Hopf algebra (or, more generally, a tensor category) is called unimodular if its spaces of
left and right integrals coincide (see [Montgomery 1993, Section 2.1; Etingof et al. 2015, Section 6.5]).
Unimodular Hopf algebras are of particular interest due to their use in constructing Hennings–Kauffman–
Radford invariants for 3-manifolds [Kauffman and Radford 1995; Hennings 1996]. In light of Shimizu’s
result [2017, Theorem 4.10] on unimodular finite tensor categories, if H satisfies the conditions of
Lemma 3.2.1 — that is, if 1D(H) is a direct summand of D(H) ⊗H 1H — then H must be unimodular.
The converse is not true; the dual of a finite group algebra is unimodular [Shimizu 2017, Corollary 5.5],
but 1D(k[G]) is not a direct summand of D(k[G])⊗kG 1k[G] (since F(1D(k[G])) = 1k[G] is projective and
1D(k[G]) is not).

Corollary 3.2.2. Let H be a finite-dimensional unimodular cosemisimple Hopf algebra with Drinfeld
double D(H) and forgetful functor F :Mod(D(H))→Mod(H). Then F(P) is projective as an H-module
if and only if P is projective as a D(H)-module.

Proof. This follows from Lemma 3.2.1 and the proof of [Etingof et al. 2015, Proposition 7.18.15]. In the
course of the proof of the latter, it is shown that if H is unimodular and cosemisimple, then 1D(H) is a
direct summand of D(H)⊗H 1H as D(H)-modules (note that here, we are reversing the roles of H and
H∗ given in their proof). Although this proposition assumes a stronger condition– that H itself is also
semisimple– this assumption is not used for the part of the proof by which D(H)⊗H 1H has 1D(H) as a
summand. By Lemma 3.2.1, the corollary follows. □

Remark 3.2.3. The condition that H is unimodular in Corollary 3.2.2 is not too restrictive. It is a
long-standing conjecture of Kaplansky [1975] that finite-dimensional cosemisimple Hopf algebras are
involutory (i.e., the square of the antipode is the identity). In view of results of Larson [1971, Corollary 4.2],
a weaker form of the Kaplansky conjecture is that all finite-dimensional cosemisimple Hopf algebras are
unimodular [Aljadeff et al. 2002, Remark 3.9]. This conjecture is still open.

Corollary 3.2.2 and Theorem 2.5.1 now immediately imply the following.

Proposition 3.2.4. Let H be a finite-dimensional unimodular cosemisimple Hopf algebra. Then the map
f : Spc stmod(H) → Spc stmod(D(H)) constructed in Section 2.1 is surjective, and the maps 3 ◦ 9

and 2W ◦ 8W (as in Section 2.2) are each the identity, as maps from the collection of thick ideals of
stmod(D(H)) to itself.
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Gelaki [1997, Theorem 1.3.6] has shown that every quasitriangular cosemisimple Hopf algebra is
unimodular. Hence, again by Corollary 3.2.2 and Theorem 2.5.1, we conclude:

Proposition 3.2.5. Let H be a finite-dimensional quasitriangular cosemisimple Hopf algebra.

(1) The map f constructed in Section 2.1 is a homeomorphism

Spc stmod(H)
∼=

−→ Spc stmod(D(H)),

and the maps 9 and 3 as in Section 2.2 give inverse bijections between the thick ideals of stmod(H) and
stmod(D(H)).

(2) If Spc stmod(H) is topologically Noetherian, then the 8W and 2W constructed in Section 2.2 are
inverse maps, and so we have the following bijections of thick ideals:

ThickId
(
stmod(D(H))

) 8W

2W
⇄ Xsp

(
Spc(stmod(H))

) 2H

8H
⇄ ThickId(stmod(H)).

Of course, if H itself is also semisimple, then Propositions 3.2.4 and 3.2.5 are not particularly
illuminating, since this implies that D(H) is also semisimple, and then the Balmer spectra of stmod(H) and
stmod(D(H)) are both ∅. It is a classical theorem of Larson and Radford [1988a] that in characteristic 0,
all cosemisimple finite-dimensional Hopf algebras are also semisimple. Hence, Propositions 3.2.4
and 3.2.5 only provide interesting examples in positive characteristic.

3.3. Benson–Witherspoon smash coproduct Hopf algebras. We will now consider the Benson–Wither-
spoon smash coproducts which were originally studied in [Benson and Witherspoon 2014], with gen-
eralizations studied in [Montgomery et al. 2016; Plavnik and Witherspoon 2018]; their Balmer spectra
and thick ideals were classified in [Nakano et al. 2022a]. We recall the general construction of these
algebras. Let G and L be finite groups, such that L acts on G by group automorphisms, and let k be
an algebraically closed field of characteristic dividing the order of G. We then define HG,L to be the
Hopf algebra dual of the smash product k[G] # kL , where k[G] is the coordinate ring of G, and kL is the
group algebra of L .

As an algebra, HG,L is isomorphic to kG ⊗ k[L]. We will denote by {px : x ∈ L} the standard dual
basis for k[L], as in Section 3.1. Denote by e the identity element of L . The additional Hopf algebra
structures of comultiplication, counit, and antipode on A are defined by

1(g ⊗ px) =

∑
y∈L

(g ⊗ py) ⊗ (y−1.g ⊗ py−1x), ϵ(g ⊗ px) = δx,1, S(g ⊗ px) = x−1.(g−1) ⊗ px−1,

for all g ∈ G and x ∈ L .
Since as an algebra HG,L ∼= kG ⊗k[L], an HG,L -module is the same as a G-module with an L-grading,

such that the action of G preserves the L-grading. That is, every HG,L -module M may be decomposed

M ∼=

⊕
x∈L

Mx ⊗ kx ,



1110 Kent B. Vashaw

where Mx is a G-module, and kx is the 1-dimensional k[L]-module on which px acts as the identity, and
py acts as 0 for y ̸= x (in other words, the k[L]-module corresponding to a L-graded vector space of
one dimension where every element is homogeneous of degree x). The HG,L -action on the component
Mx ⊗ kx is defined by letting kG act on the first tensorand, and k[L] act on the second.

Using the definition of the coproduct on HG,L , Benson and Witherspoon [2014, Theorem 2.1] compute
the formula for the tensor product of HG,L -modules:

(Mx ⊗ kx) ⊗ (Ny ⊗ ky) = (Mx ⊗
xNy) ⊗ kxy,

for any kG-modules Mx and Ny , and for all x, y ∈ L , where the module xNy is defined as the twist of the
module Ny by the action of x . Namely, this is the kG-module which is equal to Ny as a vector space,
and if we write g · v for the action of G on the original module Ny , then the new action ∗ of G on xNy is
defined g ∗ v = (x−1g) · v.

Proposition 3.3.1. Let HG,L be the Benson–Witherspoon smash coproduct Hopf algebra as defined above,
C the category mod(HG,L), and Z(C) the category mod(D(HG,L)) for the Drinfeld double D(HG,L)

of HG,L .

(1) The continuous map f : Spc st(C) → Spc st(Z(C)) constructed in Section 2.1 is injective.

(2) The map 9 ◦ 3 constructed in Section 2.2 is equal to the identity, as a map

ThickId(st(C)) → ThickId(st(C)).

(3) The map 8W ◦ 2W constructed in Section 2.2 is equal to the identity, as a map

Xsp(Spc st(C)) → Xsp(Spc st(C)).

Remark 3.3.2. We note that if C was braided, then Proposition 3.3.1 would follow directly from
Theorem 2.5.1. However, in general, HG,L is not a quasitriangular Hopf algebra, i.e., the category of
HG,L -modules is not braided.

Proposition 3.3.1 will be proven by first showing the following intermediary lemma.

Lemma 3.3.3. Suppose I and J are thick ideals of st(C) such that

{X ∈ st(Z(C)) : F(X) ∈ I} = {X ∈ st(Z(C)) : F(X) ∈ J}.

Then I = J . In particular, if M is an object of st(Z(C)), then there exists an object M̂ which is in the
image of F , and given any thick ideal I , the object M is in I if and only if M̂ is in I .

Proof. Suppose I and J are thick ideals satisfying the condition above. Since I and J are thick, it
is enough to show that the indecomposable objects in I are equal to the indecomposable objects in J .
Suppose Mx ⊗ kx is an object in I . Then the module

(Mx ⊗ kx) ⊗ (k ⊗ kx−1) ∼= Mx ⊗ ke
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is in I . We also then have

(k ⊗ ky) ⊗ (Mx ⊗ ke) ⊗ (k ⊗ ky−1) ∼=
y Mx ⊗ ke

is an object of I as well. The ideal I then contains the direct sum

M̂ :=

⊕
y∈H

yMx ⊗ ke.

We claim that M̂ is in the image of F ; in other words, M̂ has a half-braiding which allows it to be lifted
to the Drinfeld center. To see this, consider an HG,L -module Nz ⊗ kz . We observe that

M̂ ⊗ (Nz ⊗ kz) ∼=

⊕
y∈L

(yMx ⊗ Nz) ⊗ kz, (Nz ⊗ kz) ⊗ M̂ ∼=

⊕
y∈L

(Nz ⊗
zyMx) ⊗ kz.

Since kG is itself cocommutative (and thus y Mx ⊗ Nz ∼= Nz ⊗
yMx in a natural way), this formula can be

used to observe a natural isomorphism M̂ ⊗ − ∼= − ⊗ M̂ . This isomorphism satisfies the half-braiding
condition, and so M̂ is in the image of F .

Since I and J are assumed to agree on their intersections with the image of F , we can conclude that
M̂ is in J as well. But then its summand Mx ⊗ ke, and hence

(Mx ⊗ ke) ⊗ (k ⊗ kx) ∼= Mx ⊗ kx ,

is also an object of J . Note that we have proven generally that Mx ⊗ kx is in any thick ideal if and only
if M̂ , as constructed above, is in that ideal. Thus, the objects of I are a subset of the objects of J , and by
symmetry the ideals are equal. □

We can now prove Proposition 3.3.1, as a consequence of Lemma 3.3.3:

Proof. The map f is defined by

f (P) = {X ∈ st(Z(C)) : F(X) ∈ P}

for a given prime ideal P in Spc st(C). But Lemma 3.3.3 has shown that if P and Q are two prime ideals
with f (P) = f ( Q), then since P and Q are more generally examples of thick ideals, we have P = Q.
Hence, f is injective, showing (1).

For (2), let S be an arbitrary specialization-closed set in Spc st(C), in other words, a (possibly infinite)
union S =

⋃
i∈I Si where each Si is a closed set. Recall that by construction, it is automatic that

8W (2W (S)) ⊆ S (the details are included above in the proof of Theorem 2.5.1).
To show the opposite containment, we note that by the classification of thick ideals and Balmer spectrum

of st(C) as given in [Nakano et al. 2022a], Spc st(C) is a Noetherian topological space. We claim that
this implies that every closed set in Spc st(C) has the form VC(M), for some object M of st(C), just as
in the commutative setting Theorem 1.1.4, using Lemma 3.3.3 as a substitute for the commutativity of
the tensor product. Let VC(T ) be an arbitrary closed set in Spc st(C), for some collection T of objects in
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st(C). Then the complement of VC(T ) is by definition

UC(T ) = {P ∈ Spc st(C) : P ∩ T ̸= ∅},

and has an open cover

UC(T ) =

⋃
A∈T

UC(A) =

⋃
A∈T

{P ∈ Spc st(C) : A ∈ P}.

By Noetherianity, this set is compact, and hence has a finite subcover

UC(T ) =

⋃
A∈T ′

UC(A),

where T ′
⊆ T is some finite collection of objects. Enumerate the objects of T ′ by A1, . . . , An . Choose

Â1, . . . , Ân as constructed in Lemma 3.3.3: they are in the image of F , and for any thick ideal I , we
have A j ∈ I if and only if Â j ∈ I . Using this property, it is clear that VC(A j ) = VC( Â j ) for all j . Now
we claim that

UC(T ) = UC(A1) ∪ · · · ∪ UC(An) = UC( Â1) ∪ · · · ∪ UC( Ân) = UC( Â1 ⊗ · · · ⊗ Ân).

The last equality (more specifically, the containment ⊇) uses the fact that each Â j is in the image of F ,
and hence commutes with all objects of st(C) up to isomorphism, since this implies that

Â1 ⊗ · · · ⊗ Ân ∈ P ⇒ A j ∈ P for some j.

Our claim is now shown: every closed set in Spc st(C) is of the form VC(A) for some object A.
In particular, each of the closed sets Si , for i ∈ I , can be written as VC(Mi ) for some object Mi ∈ st(C).

As above, we can replace Mi by M̂i , which is in the image of F , i.e., we can pick an object X i in st(Z(C))

with F(X i ) = M̂i . Since

W (X i ) = VC(F(X i )) = VC(M̂i ) = VC(Mi ) = Si ⊆ S,

we have X i ∈ 2W (S) by definition. Hence, we now have

8W (2W (S)) ⊇

⋃
i∈I

W (X i ) =

⋃
i∈I

Si = S.

Since we have both containments, we can conclude that 8W (2W (S)) = S for any specialization-closed
set S in Spc st(C). □

We also note that if p does not divide the order of L , then we can apply the results of the previous
section to obtain:

Theorem 3.3.4. Let G, L , k, HG,L , C = mod(HG,L), and Z(C) = mod(D(HG,L)) be as above, and
assume additionally that p does not divide the order of L. Then we have the following.

(1) The map f constructed in Section 2.1 is a homeomorphism

Spc st(C)
∼=

−→ Spc st(Z(C)).
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(2) The maps 8W and 2W constructed in Section 2.2 are mutually inverse, and so we have the following
bijections of thick ideals:

ThickId
(
stmod(D(HG,L))

) 8W

2W
⇄ Xsp

(
Spc(stmod(HG,L))

)2HG,L

8HG,L

⇄ ThickId(stmod(HG,L)).

Proof. First, note that HG,L is cosemisimple: its dual is the smash product k[G] # kL . Since p does not
divide the order of L , the group algebra kL is semisimple, and by [Cohen and Fishman 1986, Theorem 6],
as the smash product of two semisimple algebras, k[G] # kL is semisimple as well.

Next, we claim that HG,L is unimodular. This can be observed directly, by noting that the element

h :=

(∑
g∈G

g
)

⊗ p1

is both a left and a right integral in HG,L .
By application of Propositions 3.3.1 and 3.2.4, f is bijective and the maps 8W and 2W are inverse

bijections. To conclude the proof, we must just prove that f is closed, and hence a homeomorphism. This
follows similarly to the proof of Theorem 2.5.1(3a), except that we must again use Lemma 3.3.3 as a
substitute for commutativity of the tensor product. Let VC(M) an arbitrary closed set, and, just as before,
we may assume (by replacing M with M̂ as in Lemma 3.3.3 if need be) that M is in the image of F , and
so we can pick X ∈ Z(st(C)) with F(X) = M . We now have

f (VC(M)) = { f (P) : P ∈ Spc st(C), M ̸∈ P} = { Q ∈ Spc st(Z(C)) : X ̸∈ Q} = VZ(X).

The second equality follows from the fact that f is bijective. Hence, f is closed, and the theorem is
complete. □
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We establish functoriality of higher Coleman theory for certain unitary Shimura varieties and use this to
construct a p-adic analytic function interpolating unitary Friedberg–Jacquet periods.
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1. Introduction

The conjecture of Bloch–Kato describes a precise relation between special values of L-functions attached
to geometric Galois representations and the dimension of the associated Bloch–Kato Selmer group (which
can be seen as a generalization of the free part of the Mordell–Weil group for an abelian variety). One of
the key tools in establishing cases of this conjecture is an Euler system — a collection of group cohomology
classes for the Galois representation which, under a “nonvanishing criterion”, impose constraints on
the size of the Bloch–Kato Selmer group; for example, see [Rubin 2000; Mazur and Rubin 2004]. The
application to the Bloch–Kato conjecture then arises from a relation between this “nonvanishing criterion”
and special values of the L-function; such a relation is commonly referred to as an explicit reciprocity
law.

In the setting where the Galois representation is automorphic, it is often the case that these special
L-values can be expressed as an automorphic period for a pair of reductive groups (G, H). If (G, H)
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can be enhanced to a pair of Shimura data, then one can often describe this automorphic period as a
pairing in coherent cohomology for the pair of associated Shimura varieties. This provides an arithmetic
interpretation of the L-values, which can be related to the Euler system classes via a p-adic L-function
(interpolating these automorphic periods and hence the L-values).

This present article describes the construction of a p-adic analytic function which should play the role
of this p-adic L-function in an explicit reciprocity law for the anticyclotomic Euler system constructed
in [Graham and Shah 2023] (or more precisely, its generalization to CM fields, which will appear in
forthcoming work of the author, D. Barrera and C. Williams).1 The construction crucially uses the recently
developed higher Coleman theory of Boxer and Pilloni [2021] and the strategy is similar to the work of
Loeffler and Zerbes [2021] and Loeffler, Pilloni, Skinner and Zerbes [Loeffler et al. 2021]. Furthermore,
as a key ingredient, we p-adically interpolate the branching laws for representations of GL2n and GL2n−1

restricted to GLn ×GLn and GLn−1×GLn respectively (see Appendix A), using the fact that these pairs
give rise to spherical varieties.

Unfortunately, our result is not optimal — there is a missing variable in this p-adic analytic function,
which would therefore lead to a suboptimal version of an explicit reciprocity law (similar to the restriction
in [Loeffler and Zerbes 2021]). To account for the missing variable, one would need to incorporate the
p-adic variation of certain theta operators into the picture. This incorporation will be pursued in future
work.

1.0.1. Unitary Friedberg–Jacquet periods. The p-adic analytic function we construct interpolates so-
called unitary Friedberg–Jacquet periods for certain cuspidal automorphic representations of unitary
groups, which is a variant of the automorphic periods for general linear groups studied by Friedberg and
Jacquet [1993]. Although expected, it is not yet known (in general) whether these unitary Friedberg–
Jacquet periods calculate L-values, but there has been a lot of recent work towards showing this; in
particular:

• The “relative trace formula approach” in forthcoming work of Jingwei Xiao and Wei Zhang, and the
work of Spencer Leslie [2019a; 2019b].

• Applications of the residue method in the work of Pollack, Wan and Zydor [Pollack et al. 2021].

• An approach via theta correspondences in the work of Chen and Gan [2021].

As a consequence of these works, we at least know that if certain values of this p-adic analytic function
are nonvanishing then the corresponding (complex) L-values are also nonvanishing (see Corollary C
below). We expect that there is an analogous version of Waldspurger’s formula in this setting which will
express (the square of) these values in terms of the complex L-values, but we do not attempt to establish
such an identity in this article. Nevertheless, with these considerations in mind, we will henceforth refer
to this p-adic analytic function as a p-adic L-function.

1In fact, we also show that these Euler system classes vary in Coleman families.
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1.1. Statement of the results. Let F be a CM field with maximal totally real subfield F+, and fix an odd
rational prime p which splits completely in F/Q. We impose the following assumptions:

Assumption 1.1.1. We assume that:

(1) F+ ̸=Q and F contains an imaginary quadratic number field E/Q.

(2) p does not divide the class number of F.

Fix an integer n ≥ 1. Let W be a 2n-dimensional Hermitian space over F with signature (1, 2n− 1) at
one place, and signature (0, 2n) at the remaining places. Fix a decomposition W =W1⊕W2 of Hermitian
spaces where each factor has dimension n, the signature of W1 is (1, n− 1) at one place and (0, n) at all
remaining places, and the signature of W2 is (0, n) at all places. Let G be the reductive group over Q

of unitary similitudes of W with similitude in Gm . We let H ⊂ G denote the subgroup preserving the
decomposition W =W1⊕W2.

Let π be a discrete series cuspidal automorphic representation of G(A), and let χ : A×F → C× be an
algebraic Hecke character which is anticyclotomic (i.e., its restriction to A×F+ is trivial). Then for any
ϕ ∈ π , we can consider the following automorphic period

Pπ,χ (ϕ) :=

∫
[H]
ϕ(h) ·χ

(
det h2

det h1

)
dh.

Here hi denotes the component of h corresponding to the factor Wi , and [H] = H(Q)AG(A)\H(A) with
AG denoting the maximal split subtorus of the center of G (which can be shown to lie in H). For this to
make sense, we also need to assume that the central character of π is trivial on AG(A).

Letψ⊠50 denote the (weak) automorphic base-change of π to GL1(AE)×GL2n(AF ), as constructed in
[Shin 2014]. We have the following conjecture of Xiao–Zhang; see [Chen and Gan 2021, Conjecture 7.4]:

Conjecture A. With set-up as above, assume that π is tempered. Then there exists ϕ ∈ π such that
Pπ,χ (ϕ) ̸= 0 if and only if the following three conditions are satisfied:

(1) The standard L-function L(50⊗χ, s) is nonvanishing at s = 1
2 .

(2) The exterior square L-function L(50,
∧2
, s) has a pole at s = 1.

(3) There exists an irreducible constituent π0 ⊂ π |H0 such that, for every (finite) rational prime ℓ, the
Hom-space satisfies

HomH0(Qℓ)(π0,ℓ, χ
−1
◦ ν) ̸= 0

where H0 ⊂ H is the kernel of the similitude character and ν is the character on H0 given by
ν(h)= det h2/ det h1.

Remark 1.1.2. Because we are working with unitary similitudes, this conjecture is presented in a slightly
different way to [Chen and Gan 2021, Conjecture 7.4]. However the two statements are equivalent by
Remark 8.2.8.
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Suppose that π is ramified only at primes which split in E/Q,2 the base-change 50 is cuspidal and π
satisfies a “small slope condition” at the prime p (see Assumption 6.1.4). Then, following [Boxer and
Pilloni 2021, Section 6.9] and [Loeffler and Zerbes 2021], we show that there exists a unique family
π of automorphic representations, passing though π and defined over a certain open affinoid subspace
U of n[F+ : Q]-dimensional weight space WG . Here, by family we mean an O(U )-valued system of
eigenvalues for a certain collection of Hecke operators (see Definition 6.1.6) — for a classical point x ∈U ,
the specialization of the family at x corresponds to a cohomological cuspidal automorphic representation
π x of G(A) (see Remark 6.2.6).

On the other hand, by Assumption 1.1.1(2), we can construct a family χ of anticyclotomic characters
defined over the ([F+ :Q]− 1)-dimensional weight space WH parametrizing characters of (Z×p )

[F+:Q]−1,
which passes through the character χ . As above, for a point x ∈WH , we let χ x denote the specialization
of the family at x . The main result of the article is the following:

Theorem B (Corollary 8.2.4). There exists a Zariski dense subset of classical weights 6int
⊂U ×WH

and a p-adic analytic function Lp =Lp(η.χ) ∈O(U ×WH ) which interpolates the periods Pπ x ,χ x (ϕx)

for x ∈6int (where ϕx ∈ π x is a certain nonzero choice of automorphic form).

Combining this with [Chen and Gan 2021, Corollary 7.6] (and the fact that regular algebraic conjugate
self-dual cuspidal automorphic representations of GL2n(AF ) are tempered [Caraiani 2012]), we see that:

Corollary C. Let x ∈ 6int and let ψx ⊠ BC(π x) denote the automorphic base-change of π x to a
representation of GL1(AE)×GL2n(AF ). Suppose that BC(π x) is cuspidal. Then

Lp(x) ̸= 0⇒ L
(
BC(π x)⊗χ x ,

1
2

)
̸= 0.

The strategy we will use for constructing Lp consists of three key steps:

(1) Express the automorphic periods Pπ x ,χ x (ϕx) as a cup product in the coherent cohomology of a
Shimura variety associated with H involving (the restriction to H) of a coherent cohomology class
ηx corresponding to ϕx .

(2) Using higher Coleman theory one can reinterpret (1) in terms of a pairing in coherent cohomology
over certain strata in the adic Shimura varieties for G and H . In particular, this interpretation is
amenable to p-adic interpolation provided that there exist families of cohomology classes η and χ
passing through ηx and χ x respectively.

(3) Under the above assumptions, we construct these families η and χ . The p-adic L-function Lp is
then defined as a pairing between the classes η and χ .

Remark 1.1.3. Assumption 1.1.1(1) is imposed throughout the whole article, however assumption (2) is
only imposed when showing the existence of certain anticyclotomic algebraic Hecke characters for F
(which we expect can be removed by passing to a finite cover of weight space). In fact, it is likely that

2In the weakest possible sense, namely there does not exist a maximal special subgroup with nontrivial fixed points on the
corresponding local component of π .
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assumption (1) is not needed until Section 6 when applying the automorphic base-change results in [Shin
2014].

Remark 1.1.4 (Example 6.1.5). The “small slope condition” at the prime p is implied by (but more
general than) a Borel-ordinarity condition on π (i.e., there exists an eigenvalue for the action of a suitably
normalized Borel Up-Hecke operator on πp which is a p-adic unit).

Remark 1.1.5. To show the existence of the family π we need to implicitly use the results in [Mok 2015]
and [Kaletha et al. 2014] on the endoscopic classification for unitary groups. As far as the author is aware,
this work is still conditional on the stabilization of the twisted trace formula for G0 and ResF/Q GL2n

and their endoscopy groups.

1.2. Notation. Throughout this article, we fix a totally real number field F+ ̸=Q with a fixed embedding
τ0 : F+ ↪→ R. We fix a totally imaginary quadratic extension F/F+ and a CM type 9 for F , i.e., 9 is a
set of embeddings F ↪→ C of size [F+ :Q], with no two embeddings being equivalent to one another.
We denote by τ0 the element of 9 which extends the embedding τ0 : F+ ↪→ R. Let Fcl denote the Galois
closure of F . We assume that F contains an imaginary quadratic number field E .

We fix an odd prime p which splits completely in F/Q, and we fix an isomorphism ιp : C ∼
−→Qp.

Under this isomorphism every embedding τ ∈9 gives rise to a prime ideal pτ of F , lying above p.
We also fix the following notation and conventions throughout:

• For any split reductive group G, we let wmax
G denote the element of its Weyl group of maximal length.

• The group law on characters will be written additively, unless specified otherwise.

• Let G be a split reductive group with a fixed parabolic P ⊂ G and Levi M , and let T ⊂ P be a
maximal torus. Then for any algebraic character κ of T which is M-dominant, we will write

κ∨ =−wmax
M κ − 2ρnc

for the Serre dual of κ , where ρnc is the half-sum of positive roots not lying in M (with respect to a
fixed Borel containing T and contained in P). We will also use the notation (−)∨ to refer to the
Serre dual of a vector bundle on a scheme.

• We will use the terminology neat or sufficiently small to refer to a compact open subgroup of the
finite adelic points of a reductive group satisfying [Graham and Shah 2023, Definition B.6].

• All torsors are right torsors unless specified otherwise.

2. Preliminaries

Let n ≥ 1 be a positive integer. Let W denote a 2n-dimensional Hermitian space over F which has
signature (1, 2n − 1) with respect to the embedding τ0, and signature (0, 2n) at τ ∈ 9 − {τ0}. Fix a
decomposition W =W1⊕W2 of Hermitian spaces, where Wi is a Hermitian space over F of dimension
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n with signatures

signature(Wi ⊗F,τ C)=

{
(1, n− 1) if i = 1 and τ = τ0,

(0, n) otherwise.

Denote the Hermitian pairings on W and Wi by ⟨ · , · ⟩W and ⟨ · , · ⟩Wi respectively.

Definition 2.0.1. Let G and H denote the reductive groups over Q whose values on R-points, for a
Q-algebra R, are

G(R)={g ∈GL(W⊗Q R) : ⟨g·x,g·y⟩W = c(g)⟨x, y⟩W for all x, y ∈W⊗Q R and some c(g)∈ R×},

H(R)={g= (g1,g2)∈GL(W1⊗Q R)×GL(W2⊗Q R)

: ⟨gi ·xi ,gi ·yi ⟩Wi = c(g)⟨xi , yi ⟩Wi , for all xi , yi ∈Wi⊗Q R and i = 1,2, and some c(g)∈ R×}.

We also let G0 (resp. H0) denote the kernel of the similitude character c : G→ Gm (resp. c : H→ Gm).
Note that we have natural embeddings

H0 ↪→ G0, H ↪→ G

both of which we will denote by ι.

Remark 2.0.2. If R is an Fcl-algebra (with fixed embedding Fcl ↪→ R), then we have an identification

W ⊗Q R =
⊕
τ∈9

(W ⊗F,τ R⊕W ⊗F,τ R)

where τ : F ↪→ R denotes the embedding obtained from precomposing the fixed embedding Fcl ↪→ R
with τ : F ↪→ Fcl, and τ : F ↪→ R denotes its complex conjugate. Under this identification, one has

G0,Fcl =

∏
τ∈9

GL2n,Fcl, GFcl = GL1,Fcl ×

∏
τ∈9

GL2n,Fcl

where the latter is described by sending an element g ∈ GFcl(R) to (c(g), g|W⊗F,τ R)τ∈9 .
In particular, if p is a prime which splits completely in F/Q and we have an isomorphism C∼=Qp,

then we obtain a distinguished embedding F ↪→Qp arising from τ0 (and factoring through Fcl) and GQp

is identified with GL1,Qp ×
∏
τ∈9 GL2n,Qp .

Similarly, we have identifications

H0,Fcl =

∏
τ∈9

(GLn,Fcl ×GLn,Fcl), HFcl = GL1,Fcl ×

∏
τ∈9

(GLn,Fcl ×GLn,Fcl)

and the embeddings H0,Fcl
ι
−→ G0,Fcl and HFcl

ι
−→ GFcl map the GL1,Fcl-factor to itself, and for each

τ ∈9, map GLn,Fcl ×GLn,Fcl into GL2n,Fcl block diagonally.
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Using the identifications in Remark 2.0.2, we define the following parabolic subgroups:

• Let BG (resp. BH ) denote the upper-triangular Borel subgroup of GFcl (resp. HFcl). We let T
denote the standard maximal torus inside BG (which also coincides with the standard maximal torus
inside BH ). In particular, elements of T can be described as tuples

(x; y1,τ , . . . , y2n,τ )τ∈9

corresponding to the diagonal matrix

x ×
∏
τ∈9

diag(y1,τ , . . . , y2n,τ ) ∈ GL1×
∏
τ∈9

GL2n .

• Let PG denote the parabolic subgroup of GFcl containing BG with Levi given by

MG = GL1,Fcl ×(GL1,Fcl ×GL2n−1,Fcl)×
∏

τ∈9−{τ0}

GL2n,Fcl .

Similarly, we let PH denote the parabolic of HFcl containing BH with Levi given by

MH = GL1,Fcl ×(GL1,Fcl ×GLn−1,Fcl ×GLn,Fcl)×
∏

τ∈9−{τ0}

(GLn,Fcl ×GLn,Fcl)

so that PH = PG ∩ HFcl and MH = MG ∩ HFcl .

• Let T0 ⊂ T denote the subtorus given by elements of the form

(x; y1,τ , . . . , yn,τ , yn,τ , . . . , y1,τ )τ∈9 .

We now describe the relevant Weyl groups that will be used throughout this article.

Definition 2.0.3. For ? ∈ {GFcl, HFcl,MG,MH}, let W? denote the associated Weyl group. Let M WG

denote the set of Kostant representatives for the quotient WMG\WGFcl . This set comprises of 2n elements

M WG = {w0, . . . , w2n−1}

where the length of wi is i . Similarly, M WH (the set of Kostant representatives for WMH\WHFcl ) is a
set {w0, . . . , wn−1} where the length of wi is i . We can (and do) choose representatives for the Weyl
elements wi in G such that the embedding H ↪→ G identifies M WH with the subset of M WG of elements
of lengths 0, . . . , n− 1 (which justifies the notation). In Section 2.4, we will make a specific choice of
representative for wn .

We let X∗(T )= Hom(T,Gm) denote the abelian group of algebraic characters of T . We also define
X∗(T/T0)= Hom(T/T0,Gm) which can naturally be viewed as a subgroup of X∗(T ) (by precomposing
with the quotient T ↠ T/T0). We identify elements of X∗(T ) with tuples of integers

(c0; c1,τ , . . . , c2n,τ )τ∈9
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which correspond to the character mapping an element (x; y1,τ , . . . , y2n,τ )τ∈9 ∈ T to the quantity

xc0
∏
τ∈9

i=1,...,2n

yci,τ
i,τ .

With this description, elements of X∗(T/T0) are identified with tuples as above, satisfying c0 = 0 and
ci,τ+c2n+1−i,τ = 0 for all τ ∈9 and i = 1, . . . , 2n. We let X∗(T )+⊂ X∗(T ) denote the cone of dominant
characters, i.e., tuples of integers as above which satisfy c1,τ ≥ · · · ≥ c2n,τ for all τ ∈ 9, and we set
X∗(T/T0)

+
= X∗(T/T0)∩ X∗(T )+.

The Weyl group WG naturally acts on X∗(T ) by the formula

w · λ(t)= λ(w−1tw), w ∈WG, t ∈ T .

In particular the set M WG acts by shuffles, i.e., w0 acts as the identity, and for i = 1, . . . , 2n− 1, one has
the following description:

wi · (c0; c1,τ , . . . , c2n,τ )τ∈9 = (c0; ci+1,τ0, c1,τ0, . . . , ci,τ0, ci+2,τ0, . . . , c2n,τ0; c1,τ , . . . , c2n,τ )τ∈9−{τ0}.

Definition 2.0.4. Let ρ ∈ 1
2 X∗(T ) denote the half-sum of the positive roots of GF with respect to the

Borel BG . Explicitly, this is given by

ρ =
(
0; 1

2(2n− 1), 1
2(2n− 3), . . . , 1

2(3− 2n), 1
2(1− 2n)

)
τ∈9

.

Let ρc ∈
1
2 X∗(T ) (resp. ρnc ∈

1
2 X∗(T )) denote the half-sum of positive roots which lie in MG (resp. do

not lie in MG). Explicitly, the components of ρc (resp. ρnc) agree with ρ on the GL1-factor and on the
GL2n-factor for τ ̸= τ0 (resp. are zero on the τ ̸= τ0 factor), but the τ0-factors are given

(0, n− 1, n− 2, . . . , 2− n, 1− n) and
( 1

2(2n− 1),− 1
2 ,−

1
2 , . . . ,−

1
2 ,−

1
2

)
respectively.

We conclude this section by introducing notation for the categories of algebraic representations of MG

and MH .

Notation 2.0.5. Let Rep(MG) (resp. Rep(MH)) denote the category of finite-dimensional algebraic
representations of MG (resp. MH ).

2.1. Shimura varieties. We consider the following Shimura data for the groups G and H . Let S =

ResC/R Gm denote the Deligne torus. Recall from Remark 2.0.2 that we have an identification

W ⊗Q C=
⊕
τ∈9

(W ⊗F,τ C⊕W ⊗F,τ C).

For an embedding τ : F ↪→ C, each piece Wτ :=W ⊗F,τ C comes equipped with a Hermitian pairing by
base-extension of ⟨ · , · ⟩W . We fix a decomposition Wτ =W+τ ⊕W−τ into maximal subspaces where the
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induced pairing is positive (resp. negative) definite. We define the following Hodge structure (of type
{(−1, 0), (0,−1)})

W ⊗Q C=W (−1,0)
⊕W (0,−1)

by imposing that

W (−1,0)
:=

⊕
τ∈9

(W+τ ⊕W−τ ), W (0,−1)
:=

⊕
τ∈9

(W−τ ⊕W+τ ).

This defines a homomorphism hG : S→ GR. We have a similar description for h H and we can arrange it
in such a way that hG = ι ◦ h H .

Let µG denote the restriction of hG,C to the first component in the identification SC
∼= Gm,C×Gm,C.

Then (after possibly conjugating hG by an element of G(R)) under the identification in Remark 2.0.2, the
cocharacter µG is given by

µG : Gm,C→ GL1,C×
∏
τ∈9

GL2n,C,

z 7→ z× diag(z, 1, . . . , 1)×
∏

τ∈9−{τ0}

diag(1, . . . , 1).

In particular, µG is defined over Fcl. Furthermore, the field of definition of the G(C)-conjugacy class of
µG is F , because of the conditions on the signatures and our assumption that F contains an imaginary
quadratic number field. Note that µG is of the form ι ◦µH for a cocharacter µH : Gm,C→ HC, and this
cocharacter coincides with the one obtained from h H similar to above. The field of definition of the
H(C)-conjugacy class of µH is also F , and the cocharacter µH is defined over Fcl.

Remark 2.1.1. The centralizer of µG (resp. µH ) in GFcl (resp. HFcl) is MG (resp. MH ).

Lemma 2.1.2. The data (G, hG) and (H, h H) define Shimura–Deligne data in the sense of [Graham and
Shah 2023, Appendix B], and additionally satisfy (SD5). The datum (G, hG) is a Shimura datum in the
usual sense. The reflex field for both of these data is F.

For a neat compact open subgroup K ⊂ G(A f ), we let SG,K denote the associated Shimura variety
over the reflex field F . Similarly, for a neat compact open subgroup U ⊂ H(A f ), we let SH,U denote the
associated Shimura–Deligne variety over the reflex field F (a canonical model exists as the connected
component of the PEL-type moduli problem associated with H and h H ). If ι(U )⊂ K , then we have an
induced finite unramified morphism

ι : SH,U → SG,K .

We note that SH,U and SG,K are smooth projective varieties, because we have assumed F+ ̸= Q (for
example, the conditions in [Lan 2013, Section 5.3.3] are satisfied).

Convention 2.1.3. From now on, all of the Shimura–Deligne varieties we consider will be base-changed
to Fcl (or a field extension of Fcl) via the embedding τ0 : F ↪→ Fcl, but we will suppress this from the
notation.
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2.2. Automorphic vector bundles. In this section, we recall the construction of automorphic vector
bundles on SG,K .

Let Pstd
G denote the opposite of PG with respect to the torus T , and consider the flag variety FLstd

G :=

G/Pstd
G . Let X G denote the G(R)-conjugacy class of homomorphisms S→ GR containing hG , which is

a Hermitian symmetric domain. Then we have a holomorphic embedding (the Borel embedding)

β : X G ↪→ FLstd
G (C).

Definition 2.2.1. Let K ⊂ G(A f ) be a sufficiently small compact open subgroup. For an algebraic
representation V of Pstd

G , let [V ] denote the vector bundle on SG,K (C) defined as

[V ] := G(Q)\β∗(V )× G(A f )/K

where we view V as a G(C)-homogeneous vector bundle on FLstd
G (C) in the usual way.

Remark 2.2.2. One can show that [V ] descends to an algebraic vector bundle on SG,K ; see [Milne 1990,
Section III] for example.

Definition 2.2.3. The association in Definition 2.2.1 defines a functor

[−] = [−]K : Rep(MG)→ VB(SG,K )

by inflating a representation of MG to one of Pstd
G , where VB(−) denotes the category of vector bundles on

a scheme. This functor is compatible with varying K , in the sense that if g ∈ G(A f ) and L ⊂ g−1K g, then
g∗[−]K = [−]L . Here g∗ denotes pullback under the map SG,L → SG,K induced from right-translation
by g.

We have a similar description of automorphic vector bundles over SH,U arising from algebraic repre-
sentations of MH , and one has the relation

ι∗[V ] = [V |MH ]

where V is an algebraic representation of MG and ι : SH,U → SG,K is the finite unramified morphism at
the end of the previous section.

Example 2.2.4 [Boxer and Pilloni 2021, Section 4.2.8]. Let V−2ρnc denote the irreducible algebraic
representation of MG with highest weight −2ρnc (see Definition 2.0.4). Then [V−2ρnc ]

∼=�
2n−1
SG,K

.

2.3. Discrete series representations. Let K∞⊂ G(R) denote the stabilizer of hG under the adjoint action.
Explicitly, this has the following description. Upon base-change to R, one has the following identification

W ⊗Q R=
⊕
τ∈9

(W ⊗F+,τ R)
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where each summand is a 2n-dimensional Hermitian space over C. In particular, W ⊗Q R is a Hermitian
space over C, and the fixed decomposition

W ⊗Q C=

(⊕
τ∈9

W+τ ⊕W+τ

)
⊕

(⊕
τ∈9

W−τ ⊕W−τ

)
descends to a decomposition W ⊗Q R=W+⊕W− into maximal subspaces where the Hermitian pairing
is positive (resp. negative) definite. Then K∞ can be described as the subgroup of G(R) preserving the
decomposition W ⊗Q R=W+⊕W−. In particular, the complexification of K∞ is equal to MG(C).

Let H∞ denote the compact (mod center) Cartan subgroup of K∞ whose complexification is equal
to T (C). Then algebraic characters of H∞ can be identified with tuples (c0; c1,τ , . . . , c2n,τ ) ∈ X∗(T )
satisfying the parity condition

c0 ≡
∑
τ∈9

2n∑
i=1

ci,τ modulo 2.

For any dominant algebraic character λ of H∞ and i = 0, . . . , 2n− 1, we set ξi := wi · (λ+ ρ). Then
ξi is the Harish-Chandra parameter of a discrete series representation π(ξi ) of G(R) (see [Blasius et al.
1994, Section 3]) and the local L-packet containing this representation is of the form

{π(ξ0), . . . , π(ξ2n−1)}.

Therefore, discrete series L-packets of G(R) are parametrized by dominant algebraic characters of H∞.
One has a similar description for discrete series L-packets of G0(R).

Remark 2.3.1. Note that discrete series L-packets of both G0(R) and G(R) have size 2n, because K∞
differs from the maximal compact subgroup of Gder(R) by the center of G(R). In particular, if π(ξi ) is a
discrete series representation of G(R) as above, then

π(ξi )|G0(R) = π(ξ
′

i )

where ξ ′j denotes the restriction of ξ j to H∞∩G0(R) and π(ξ ′j ) denotes the discrete series representation
of G0(R) with Harish-Chandra parameter ξ ′j .

For convenience, we introduce the following dictionary of weights and parameters. Let λ be a dominant
algebraic character of H∞. Then

(1) (Harish-Chandra parameters) The Harish-Chandra parameters in the L-packet parametrized by λ are
given by

ξi = wi · (λ+ ρ)

for i = 0, . . . , 2n− 1.

(2) (Blattner parameters) The Blattner parameters associated with λ are

νi = wi · (λ+ 2ρ)− 2ρc.
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In particular, the lowest K∞ ∩ G0(R)-type of π(ξ ′i ) has highest weight given by (the restriction to
H∞ ∩ G0(R) of) νi . This implies that

dim HomK∞(ν j , π(ξi ))=

{
1 if j = i,
0 otherwise.

(3) (Vector bundle weights) If we let λ∗ =−wmax
G λ, then the vector bundle weights are

κi = wi ⋆ λ
∗
:= wi · (λ

∗
+ ρ)− ρ.

In the notation of [Boxer and Pilloni 2021], we have

C(κi )
−
= {w ∈WG : w

−1(κi + ρ) ∈ X∗(T )+
Q
} = {wi }

so we expect the coherent cohomology of [Vκi ] to be concentrated in degree ℓ−(wi ) = 2n − 1− i (at
least on small slope parts). Let p= Lie Pstd

G and m= Lie MG , then for i = 0, . . . , 2n− 1,
∧i p/m is an

irreducible algebraic representation of MG under the adjoint action. If we let αi denote the highest weight
of this representation, then the vector bundle weights and Blattner parameters are related by the formula:

νi = αi −w
max
MG
κ2n−1−i .

2.4. Some important elements. Recall that we have identifications

GFcl = GL1,Fcl ×

∏
τ∈9

GL2n,Fcl and HFcl = GL1,Fcl ×

∏
τ∈9

(GLn,Fcl ×GLn,Fcl).

In particular GFcl and HFcl (and the algebraic subgroups considered throughout this section) have models
over O :=OFcl , which we will denote by the same letters.

Let wn ∈
M WG denote the Weyl element of length n. We will now make explicit a choice of represen-

tative (which we will also denote wn) in G(O) which represents the element wn ∈
M WG .

Definition 2.4.1. Let wn = 1×
∏
τ∈9(wn)τ ∈ G(O) be the element where (wn)τ = id for τ ̸= τ0, and

(wn)τ0 is the matrix

[(wn)τ0]i, j =


1 if (i, j)= (1, n+ 1),
1 if j = i − 1, 2≤ i ≤ n+ 1,
1 if i = j ≥ n+ 2,
0 otherwise.

The following elements are key to the whole construction in this paper.

Definition 2.4.2. Let u′τ0
∈ GL2n−1(O) denote the matrix whose (i, j)-th element is

(u′τ0
)i, j =


1 if i = j,
1 if j = 2n− i, i ≤ n,
0 otherwise,
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and we let uτ0 = 1× u′τ0
∈ GL1(O)×GL2n−1(O). For τ ̸= τ0, we let uτ ∈ GL2n(O) denote the block

matrix (with block size (n× n)) given by

uτ =
(

1
wmax

GLn
1

)
where wmax

GLn
denotes the antidiagonal matrix with 1s along the antidiagonal (which represents the longest

Weyl element in WGLn ). We let u ∈ MG(O) be the element u = 1×
∏
τ∈9 uτ .

Denote by xτ0 the (1×2n−1)-matrix whose first n entries are 1 and the rest are 0. We let γτ0 ∈GL2n(O)
denote the block matrix

γτ0 = uτ0 ·

(
1 xτ0

1

)
and we set γτ = uτ ∈ GL2n(O) for τ ̸= τ0. Define γ ∈ PG(O) to be γ := 1×

∏
τ γτ .

Finally, we define γ̂ := γ ·wn ∈ G(O) (with the specific choice of wn fixed above).

Here are some key properties of these elements.

Lemma 2.4.3. (1) The orbit MH · u · BMG is Zariski open in MG (over SpecO), where BMG denotes the
standard Borel of MG .

(2) The orbit H · γ̂ · BG is Zariski open in G (over SpecO).

Proof. It is enough to check that the stabilizer MH ∩ u BMG u−1 (resp. H ∩ γ̂ BG γ̂
−1) for the action of

MH (resp. H) on the flag variety MG/BMG (resp. G/BG) has the required dimension. But an explicit
calculation shows that

MH ∩ u BMG u−1
= GL1×{diag(x1, x2, . . . , xn+1, xn, . . . , x2) ∈ GL1×GLn−1×GLn}

×

∏
τ ̸=τ0

{diag(y1, . . . , yn, yn, . . . , y1) ∈ GLn ×GLn}

which proves part (1). For part (2), we separate the calculation into three separate cases depending on the
decomposition of H and G into general linear groups, namely the GL1-component, the τ0-component
and the τ -component for τ ̸= τ0.

There is nothing to check for the GL1-component, and the τ ̸= τ0-component follows from the
computation as in part (1). So we are left to prove the lemma for the τ0-component. One can find
X, Z ∈ GLn(O), Y an n× n-matrix with entries in O, such that:

• Z is upper triangular.

• Xwmax
GLn
=U is block upper triangular and lies in the standard parabolic of GLn with Levi GL1×GLn−1.

Its projection to the Levi is 1×wmax
GLn−1

.

• One has the equality

γ̂τ0 =

(
X

1

) (
1

wmax
GLn

1

) (
1 Y

Z

)
.
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We therefore find that, for h = (A, B) ∈ GLn ×GLn , γ̂−1
τ0

hγ̂τ0 lies in the standard Borel of GL2n if and
only if U−1 AU (resp. B) is lower (resp. upper triangular) and B = U−1 AU . This gives the required
dimension for the stabilizer. □

2.5. Level subgroups at p. Let p be a prime which splits completely in F/Q, and fix an isomorphism
C∼=Qp. Then, as in Remark 2.0.2, we have identifications

G := GQp = GL1,Qp ×

∏
τ∈9

GL2n,Qp and H := HQp = GL1,Qp ×

∏
τ∈9

(GLn,Qp ×GLn,Qp).

Remark 2.5.1. Note that the choice of O-models in the previous section give rise to Zp-models of G, H ,
and the various subgroups under consideration. We will denote these models by the same letters. For
various objects attached to G and H , we will use nonbold letters to indicate their analogue for the groups
G and H . For example, will write MG for MG,Qp .

We introduce the following level subgroups:

Definition 2.5.2. (1) For t ≥ 1, let K G
Iw(p

t)⊂ G(Zp) denote the depth t upper triangular Iwahori of G,
i.e., all elements in G(Zp) which land in BG modulo pt . We also use the same definition for H .

(2) For t ≥ 1, we let K H
♦
(pt)⊂ H(Qp) denote the subgroup H(Qp)∩ γ̂ K G

Iw(p
t)γ̂−1, where γ̂ is treated

as an element of G(Zp).

We have the following:

Lemma 2.5.3. The subgroup K H
♦
(pt) is contained in K H

Iw(p
t). Furthermore, one has

[K H
♦
(pt) : K H

♦
(pt+1)] = [K G

Iw(p
t) : K G

Iw(p
t+1)] = pdn(2n−1)

where d = [F+ :Q].

Proof. For the first part, the computation for the GL1-component and τ ̸= τ0-component follows from the
stabilizer computations in Lemma 2.4.3. For the τ0-component, with notation as in Lemma 2.4.3, we
note that if U−1 AU lies in the standard maximal torus modulo pt , then A lies in the depth pt Iwahori for
GLn , because the Levi component of U is 1×wmax

GLn−1
which normalizes the maximal torus. The index

calculation follows from a direct computation using the stabilizer descriptions in Lemma 2.4.3. □

We will choose the level-at-p of our Shimura varieties to be one of these subgroups; therefore we
introduce the following notation.

Notation 2.5.4. For a fixed neat compact open subgroup K p
⊂G(Ap

f ), we set SG,Iw(pt) to be the Shimura
variety of level K p K G

Iw(p
t). Similarly, for a fixed neat compact open subgroup U p

⊂ H(Ap
f ), we let

SH,♦(pt) and SH,Iw(pt) denote the Shimura varieties of levels U p K H
♦
(pt) and U p K H

Iw(p
t) respectively.

If U p
⊂ K p, then we have a morphism

ι̂ : SH,♦(pt)→ SG,Iw(pt)

defined as the composition γ̂ ◦ ι.
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2.6. Branching laws. To be able to construct the relevant pairing in coherent cohomology, we need to
understand how representations of MG decompose after restricting them to MH . For convenience, we
recall that a general element of MH is of the form (x; y1, y2, y3; z1,τ , z2,τ ) where τ runs over 9 −{τ0}

and

• x ∈ GL1,

• y1 ∈ GL1, y2 ∈ GLn−1 and y3 ∈ GLn ,

• zi,τ ∈ GLn for i = 1, 2.

This description will be useful for describing characters of MH .

Proposition 2.6.1. Let λ = (c0; c1,τ , . . . , c2n,τ ) ∈ X∗(T/T0)
+ and κn = wn ⋆ (−w

max
G λ) = wn ⋆ λ as in

Section 2.3. Set κ∗n =−w
max
MG
κn and let Vκ∗n denote the irreducible algebraic representation of MG with

highest weight κ∗n . Let j = ( jτ )τ∈9−{τ0} be a tuple of integers satisfying | jτ | ≤ cn,τ . Then there exists a
unique up to scaling vector v[ j]κn ∈ Vκ∗n such that MH acts on v[ j]κn through the character

MH → Gm

(x; y1, y2, y3; z1,τ , z2,τ ) 7→ y
n+cn,τ0
1 det y

cn,τ0
2 det y

−(cn,τ0+1)
3

∏
τ ̸=τ0

det z jτ
1,τ det z− jτ

2,τ .
(2.6.2)

Proof. This follows from [Knapp 2001, Theorem 2.1] (see also Appendix A). □

Remark 2.6.3. We fix a specific model of Vκ∗n namely the space of algebraic functions f : MG → A1

which transform as
f (gb)= κn(b) f (g)

for all g ∈ MG and b ∈ BMG . The action of m ∈ MG is then given by (m · f )(g) = f (m−1g). Since
MH · u · BMG is Zariski dense in MG (Lemma 2.4.3), we can (and do) normalize v[ j]κn so that its value on
u is 1.

Let σ [ j]n denote the inverse of the character in (2.6.2). Then after fixing an isomorphism Vκ∗n
∼= V ∗κn

, we
obtain a MH -equivariant linear map

Vκn ↠ σ [ j]n .

We can therefore consider the following Fcl-bilinear pairing

⟨ · , · ⟩alg : Hn−1(SG,Iw(p), [Vκn ])×H0(SH,♦(p), [σ [ j]n ]
∨)→ Fcl

defined as ⟨η, χ⟩alg = tr(ι̂∗η∪χ), where tr denotes the residue morphism

Hn−1(SH,♦(p),�n−1)→ Fcl.

In Section 8, we will show that this recovers twisted unitary Friedberg–Jacquet periods when η (resp. χ )
is associated with an automorphic representation of G(A) (resp. automorphic character of H(A)). The
goal of this paper is to p-adically interpolate this pairing.
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3. Functoriality on the flag variety

In this section we consider the functoriality of higher Coleman theory on the level of flag varieties (over
Zp). This section is entirely local; in particular, we use notation and conventions as in Section 2.5 (so G
and H denote the integral models in Remark 2.5.1 for GQp and HQp respectively, etc.).

Definition 3.0.1. Let FLG (resp. FLH ) denote the flag variety PG\G (resp. PH\H ) over Zp. This can be
described as the space of row vectors in P2n−1 (resp. Pn−1) with the action of g ∈ G (resp. h ∈ H ) given
by

[x0 : · · · : x2n−1] ⋆ g = [x0 : · · · : x2n−1] ·
t g−1 and [y0 : · · · : yn−1] ⋆ h = [y0 : · · · : yn−1] ·

t h−1.

The embedding FLH
ι
−→ FLG induced from H ↪→ G is described in coordinates as

ι([y0 : · · · : yn−1])= [y0 : · · · : yn−1 : 0 : · · · : 0].

We will consider certain stratifications on these flag varieties, and relations between them. Recall that
M WG denotes the set of Kostant representatives for the quotient WMG\WG , where W? denotes the Weyl
group of ?. This can be described as

M WG = {w0, . . . , w2n−1}

where l(wi )= i , and each wi corresponds to a shuffle and acts on the flag variety FLG as

[x0 : · · · : x2n−1] ⋆wi = [x1 : · · · : xi : x0 : xi+1 : · · · : x2n−1]

(the element w0 acts as the identity). We have a similar description for H and, as mentioned in Section 2,
we have a map M WH ↪→

M WG induced from H ↪→ G, preserving the lengths of the Weyl elements.

3.1. The Bruhat stratification. For either ?= G, H , we have the following stratification of FL?,Fp given
by the cells

C?
w = P?\P? ·w · B?

for w ∈ M W?. In coordinates, we have that CG
wi

is the orbit of [0 : · · · : 0 : 1 : 0 : · · · : 0] (where the 1 is in
the (i + 1)-th place) under the ⋆-action of BG . Explicitly, this is described as the collection of tuples

[x0 : · · · : xi−1 : 1 : 0 : · · · : 0], x j ∈ A1
Fp

for j = 0, . . . , i − 1.

Each cell CG
wi

has dimension i , and they are ordered as CG
w′ ⊂ CG

w if and only if l(w′)≤ l(w). We have a
similar description for H .

Definition 3.1.1. For ?= G, H and w ∈ M W?, we set

Y ?
w =

⋃
l(w′)≥l(w)

C?
w′, X ?

w =

⋃
l(w′)≤l(w)

C?
w′ .

The former is open in FL?,Fp , the latter is closed, and one has the relation C?
w = Y ?

w ∩ X ?
w.
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Recall the definition of γ̂ in Section 2.4, which we view as an element of G(Zp). Let ι̂ : FLH → FLG

denote the map given by PH · h 7→ PG · hγ̂ . This map satisfies the following properties:

Lemma 3.1.2. One has:

(1) ι̂−1(CG
wi
)=∅ if i < n.

(2) ι̂−1(CG
wn
)= C H

id .

Proof. In coordinates, the map ι̂ is given by

ι̂([y0 : · · · : yn−1])=

[
y1 : y2 : · · · : yn−1 : 0 : y0−

n−1∑
i=1

yi ,−yn−1 : · · · : −y1

]
.

The result immediately follows from this and the description of CG
wi

in coordinates. □

3.2. Tubes in the flag variety. We recall some notation from [Boxer and Pilloni 2021, Section 3.3] and
[Loeffler and Zerbes 2021, Section 5.4]. Suppose that X/Zp is a finite-type scheme and let

X = X ×Spec Zp Spa(Qp,Zp)

denote the associated adic space over Spa(Qp,Zp). Let X0 denote the special fiber of X over Fp. Then
one has a specialization map sp : X → X0, and for any locally closed subscheme U ⊂ X0, we define the
tube ]U [ ⊂ X to be the interior of sp−1(U ).

Definition 3.2.1. For m ∈Q, let B◦m ⊂ B◦m ⊂ Bm ⊂ Bm denote the four flavors of “disc” inside the adic
affine line defined as follows:

Bm = {|·| : |z| ≤ |p|m}, Bm =
⋂

m′<m

Bm′, B◦m =
⋃

m′>m

Bm′, B◦m = {|·| : |z|< |p|
m
}.

We let FLG and FLH denote the adic flag varieties (over Spa(Qp,Zp)) associated with FLG and FLH .
For ? = G, H , we let 8± denote the set of ±-roots with respect to B?, and set 8−,M to be the set of
negative roots which are not contained in M?. Set δH = n − 1 and δG = 2n − 1. Then, for w ∈ M W?,
we set Uw = C?

wδ?
·w−1

δ?
w which is an open set containing C?

w. Let Uan
w denote its analytification. Then,

following [Boxer and Pilloni 2021, Section 3.3.6], we have an Iwahori decomposition∏
α∈w−18−,M

A1,an ∼
−→ Uan

w ,

(uα) 7→ w
∏
α

uα.
(3.2.2)
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Definition 3.2.3. Let m, k ∈Q and w ∈ M W?. We define ]C?
w[m,k , ]C?

w[m̄,k , ]C?
w[m,k̄ and ]C?

w[m̄,k̄ to be
the images of ∏

α∈(w−18−,M )∩8−

B◦m ×
∏

α∈(w−18−,M )∩8+

Bk,

∏
α∈(w−18−,M )∩8−

B◦m ×
∏

α∈(w−18−,M )∩8+

Bk,

∏
α∈(w−18−,M )∩8−

B◦m ×
∏

α∈(w−18−,M )∩8+

Bk,

∏
α∈(w−18−,M )∩8−

B◦m ×
∏

α∈(w−18−,M )∩8+

Bk,

respectively, under the map (3.2.2).

Remark 3.2.4. If m, k ∈ Q≥0 then ]C?
w[m,k ⊂ ]C

?
w[ with equality if m = k = 0. If m ≥ k ≥ 0, then

]C?
wi
[m,k is described in coordinates as the subset of tuples

[y0 : · · · : yδ?]

satisfying

y j ∈


Bk if j < i,
1+B◦m if j = i,
B◦m if j > i.

One has a similar description for ]C?
wi
[m̄,k by replacing B◦m with B◦m , and a similar description for ]C?

wi
[m,k̄

when k > 0 by replacing Bk with Bk ; see [Boxer and Pilloni 2021, Section 3.3.10]. In particular, if i = 0
(so w0 = id) then these tubes do not depend on k, so we will drop it from the notation.

We will now make specific choices of tubes which will be relevant for the construction of the p-adic
L-function. Throughout, we let m, k, t be integers satisfying

0≤ k ≤ m < t, with m > k if k ̸= 0. (3.2.5)

We also introduce the following stronger condition:

m, k, t as in (3.2.5) with m > (2n− 1)(k+ 1) and t > m+ k. (3.2.6)

We define some tubes in FLG as follows.

Definition 3.2.7. Let m, k, t be as in (3.2.5):

(1) Let UG
0 = ]Y

G
wn
[, ZG

0 = ]X
G
wn
[ and IG

0,0 = UG
0 ∩ ZG

0 .

(2) We define IG
m,k = ]C

G
wn
[m̄,k · K G

Iw(p
t), which is independent of t by the description in [Boxer and

Pilloni 2021, Section 3.3.10].

(3) For k≥ 1, we define UG
k =]C

G
wn
[k,k ·K G

Iw(p
t), which is independent of t by the description in [loc. cit.].

Furthermore, we have IG
m,k ⊂ UG

k .
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We now define some tubes for H .

Definition 3.2.8. (1) For m ≥ 0 and t ≥ 1, one defines

ZH
m = ]C

H
id [m̄ · K

H
♦
(pt)

which is equal to ]C H
id [m̄ for t > m.

(2) For k ≥ 1 and t ≥ 1, we define
UH

k = ]C
H
id [k · K

H
♦
(pt)

which is equal to ]C H
id [k for t > k. For k = 0, we define UH

0 = FLH .

We obtain the following lemma, essentially by construction:

Lemma 3.2.9. For m, t, k as in (3.2.5), one has UH
k = ι̂

−1(UG
k ) and ZH

m = ι̂
−1(IG

m,k). Furthermore, there
is a Cartesian diagram

ZH
m UH

k

IG
m,k UG

k

with each map a closed embedding.

Proof. The lemma is clear for (m, k)= (0, 0) by Lemma 3.1.2; so assume that (m, k) ̸= (0, 0). Then we
can express IG

m,k as the intersection

IG
m,k = ]C

G
wn
[k,k · K G

Iw(p
t)∩ ]CG

wn
[m̄,0 · K

G
Iw(p

t).

Indeed, the group K G
Iw(p

t) acts continuously and preserves ]CG
wn
[m̄,0, so must also preserve ]CG

wn
[m̄,0 =

]CG
wn
[m̄,0. One then follows the proof of [Boxer and Pilloni 2021, Lemma 3.3.17].

The above description implies that IG
m,k is closed in UG

k . Furthermore, the map ι̂ is a closed embedding
of flag varieties, therefore it is enough to check UH

k = ι̂
−1(UG

k ) and ZH
m = ι̂

−1(IG
m,k). But this follows

immediately from the explicit description involving coordinates, and the fact that ι̂(UH
k )⊂ ]C

G
wn
[k,k and

ι̂(ZH
m )⊂ ]C

G
wn
[m̄,k for (m, k) ̸= (0, 0). □

4. Pullbacks on adic Shimura varieties

We now transfer the functoriality of the last section to the setting of adic Shimura varieties, via the
Hodge–Tate period map. We fix a neat compact open subgroup K p

⊂ G(Ap
f ), and let K = K p K p

for a compact open subgroup K p ⊂ G(Qp). Let SG,K = San
G,K denote the adic Shimura variety over

Spa(Qp,Zp)= Spa(Fpτ0
,OFpτ0

) associated with SG,K (note our assumption F+ ̸=Q implies that SG,K

is proper). Similarly, we fix a neat compact open subgroup U p
⊂ H(Ap

f ) contained in K p, and we let
SH,U denote the corresponding adic Shimura variety of level U =U pUp. If we choose K p = K G

Iw(p
t) or

Up = K H
Iw(p

t), K H
♦
(pt) then we will use the notation SG,Iw(pt), SH,Iw(pt) and SH,♦(pt) respectively.
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4.1. The Hodge–Tate period map. Since (G, hG) defines a PEL-type (and hence Hodge-type) Shimura
datum, there exists a perfectoid space SG,K p over Qp which represents the diamond lim

←−−K p
SG,K . In fact,

the existence of such a perfectoid space does not require axiom (SV3), i.e., Gad(R) has no Q-simple
factors which are R-anisotropic, provided that one has embedding into a Siegel datum. This leads to the
following proposition:

Proposition 4.1.1. There exists a perfectoid space SH,U p over Qp which represents the diamond
lim
←−−Up

SH,U .

Proof. Although the set-up is slightly different, this follows the proof of [Scholze 2015, Theorem IV.1.1]
verbatim. Note that we do not need a description of the connected components of SH,U in terms of
Shimura data for the group Hder (this would require (SV3)). □

Both of these perfectoid spaces come equipped with a Hodge–Tate period map into a flag variety
associated with the ambient Siegel datum. It is shown in [Caraiani and Scholze 2017] that one can refine
this morphism so that its image is contained in a flag variety associated with G or H . In particular, since
the same Siegel datum can be chosen for G and H (compatible with the embedding ι : H ↪→ G), one has
a commutative diagram:

SG,K p FLG

SH,U p FLH

πHT,G

πHT,H

where the vertical arrows are the natural ones (induced from ι) and πHT denotes the Hodge–Tate period map.
We will often drop the subscripts for πHT when the context is clear. Since πHT,G is G(Qp)-equivariant,
the twisted embedding ι̂ : SH,♦(pt)→ SG,Iw(pt) commutes with the twisted morphism

ι̂ : FLH/K H
♦
(pt)→ FLG/K G

Iw(p
t),

x K H
♦
(pt) 7→ ι̂(x)K G

Iw(p
t)

via the Hodge–Tate period morphisms. This is of course well-defined because γ̂−1K H
♦
(pt)γ̂ ⊂ K G

Iw(p
t).

4.2. Twisting torsors. In this section, we describe a general procedure for Tate-twisting proétale torsors
and record some properties of this construction. Our choice of convention for twisting below will be
consistent with our convention for the torsors on Shimura varieties (namely that they are defined via
frames of relative homology groups).

Let L/Qp be a finite extension and X/L a smooth adic space. Let T × → X denote the proétale
Z×p -torsor parametrizing isomorphisms (of proétale sheaves) Zp

∼
−→ Zp(1). The action of Z×p is given by

precomposition, i.e., for λ ∈ Z×p and φ : Zp
∼
−→ Zp(1), we set

φ · λ= φ(λ · −).
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Let M be a smooth adic group scheme over Spa L and suppose that we have a homomorphism

µ : Z×p → M

that is central (i.e., its image is contained in the center of M).

Definition 4.2.1. Let M→ X be a (right) proétale M-torsor. We define the twist of M along µ to be

µM :=M×[Z
×
p ,µ] T ×

where the right-hand side denotes the quotient of M×X T × by the equivalence relation:

(m ·µ(λ), φ)∼ (m, φ · λ−1), for all m ∈M, φ ∈ T ×, λ ∈ Z×p .

This defines a proétale M-torsor µM→ X via the action (m, φ) ·n = (m ·n, φ), for m ∈M, φ ∈ T × and
n ∈ M , because the homomorphism µ is central.

Example 4.2.2. Suppose that M =Gan
m and µ : Z×p → M is the natural inclusion. Let F be a locally free

sheaf of rank one on the proétale site of X . Then M := Isom(ÔX ,F ) is a proétale M-torsor, and we
have a natural identification

µM= Isom(ÔX ,F (−1)).

This twisting procedure enjoys the following properties:

Lemma 4.2.3. (1) The construction µM is functorial in the (right) proétale torsor M.

(2) If f : Y→ X is a morphism of smooth adic spaces over Spa L , then

f ∗(µM)∼=
µ( f ∗M)

canonically (i.e., we have a natural isomorphism f ∗ ◦ µ(−) ∼−→ µ(−) ◦ f ∗).

(3) If N ⊂ M is a smooth subgroup and µ factors through N , then for any proétale N-torsor N → X
one has

µ(N ×N M)∼= µN ×N M

canonically (i.e., it is natural in N ).

Proof. All of these properties follow immediately from tracing through the definitions. □

4.3. Torsors on adic Shimura varieties. We would like to recover the construction of the automorphic
vector bundles in Section 2.2 via the Hodge–Tate period morphism (which plays the role of the Borel
embedding). This is accomplished in [Caraiani and Scholze 2017, Section 2], and we give a brief review
of the results. We will describe the construction for the group G only, as the construction for H follows
the same argument.

Let MG denote the adic generic fiber associated with MG (the adic generic fiber of its completion
along the special fiber) and Man

G = Man
G . Let µ : Z×p →MG denote the (central) homomorphism induced

from the Hodge cocharacter µG defined in Section 2.1. By the results of [loc. cit.], there exists a proétale
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Man
G -torsor Man

G,HT over SG,K such that its twist µMan
G,HT along µ is canonically isomorphic to MG,dR

under analytification.3 It is shown in [Boxer and Pilloni 2021, Section 4.6] that Man
G,HT has an integral

structure, namely the proétale MG-torsor MG,HT. By Lemma 4.2.3, this defines an integral structure
µMG,HT on µMan

G,HT, which is an étale MG-torsor because the morphism µMG,HT→ SG,K is surjective
on geometric points and smooth (as µMG,HT is an open subset of µMan

G,HT = Man
G,dR).

On the other hand, if NG is the unipotent radical of PG with associated adic generic fiber NG , then
one can consider the (right) MG-torsor

MG
: G/NG→ FLG

via the morphism x 7→ x−1. These torsors are related in the following way:

Lemma 4.3.1. The pullback of MG,HT to the perfectoid space SG,K p is identified with π∗HTMG .

Proof. Immediate from the proof of [Boxer and Pilloni 2021, Proposition 4.6.3]. □

Recall that we have a twisted morphism ι̂ : SH,♦(pt)→ SG,Iw(pt). Also, recall that the choice of
Hodge cocharacters µG and µH are compatible under the inclusion H ↪→G, therefore the homomorphism
µ above factors through MH . The description in the above lemma gives the following reduction of
structure.

Proposition 4.3.2. One has a reduction of structure of proétale torsors over SH,♦(pt)

ι̂∗MG,HT =MH,HT×
[MH ,u]MG

where the superscript means we view MH as a subgroup of MG via the embedding u−1MH u ⊂MG . In
particular, one has a reduction of structure of étale torsors

ι̂∗(µMG,HT)=
µMH,HT×

[MH ,u]MG .

Proof. For the first part and via the interpretation in Lemma 4.3.1, it is enough to show that ι̂∗MG
=

MG
×
[MH ,u]MG on the level of flag varieties. This follows from the following commutative diagram:

H/NH G/NG

FLH FLGι̂

where the vertical arrows are the torsors MH and MG and the top horizontal map is given by

hNH 7→ γ̂−1hγNG = γ̂
−1huNG .

where the last equality follows from the fact that γ maps to u under the projection PG ↠MG .
The last part of the proposition follows from the functoriality properties of twisted torsors in Lemma 4.2.3

and the fact µ is central (so is unaffected by conjugation by u). □
3See the paragraph preceding [Caraiani and Scholze 2017, Lemma 2.3.5] for the definition of this torsor (which in the notation

of [loc. cit.] would be MdR).
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Remark 4.3.3. One has an alternative reduction of structure as follows. In this remark only, set U =
U p K H

♦
(pt), K = K p K G

Iw(p
t) and K γ̂ = γ̂ K γ̂−1, and we will include the level in the notation for MHT

and MdR. Then we obtain a twisted morphism ι̂ : µMan
H,HT,U →

µMan
G,HT,K defined as the analytification

of the composition

MH,dR,U
ι
−→ MG,dR,K γ̂

γ̂
−→ MG,dR,K .

This is simply the twist along µ of the morphism of torsors induced from the natural map on the level
of flag varieties H/NH → G/NG sending hNH to γ̂−1hNG (see Appendix B), so in fact preserves the
integral structure. This gives a reduction of structure

ι̂∗(µMG,HT,K )=
µMH,HT,U ×

MH MG (4.3.4)

and we have a commutative diagram

µMH,HT,U ×
MH MG

ι̂∗(µMG,HT,K )

µMH,HT,U ×
[MH ,u]MG

where every map is an isomorphism; the top diagonal map is the reduction of structure in (4.3.4), the
bottom diagonal map is the reduction of structure in Proposition 4.3.2, and the vertical map is given by
[x,m] 7→ [x, u−1mu].

The reduction of structure in (4.3.4) will be useful for the comparison with the archimedean setting,
whereas the reduction of structure in Proposition 4.3.2 will be useful when we speak about sheaves of
distributions in Section 5.

4.4. Comparison with the archimedean pairing. We can now reinterpret the pairing at the end of
Section 2 in the setting of adic Shimura varieties via rigid GAGA. For a representation V ∈ Rep(MG) we
let [V ] denote the associated bundle on SG,K using the torsor µMan

G,HT = Man
G,dR; and similarly for H .

We place ourselves in the setting of Section 2.6 — in particular, we let λ ∈ X∗(T/T0)
+. Then, after fixing

an isomorphism Vκ∗n
∼= V ∗κn

we obtain a MH -equivariant morphism

Vκn ↠ σ [ j]n (4.4.1)

by pairing with the vector u−1
· v
[ j]
κn , where MH acts on Vκn via the embedding u−1 MH u ⊂ MG . Via the

reduction of structure in Proposition 4.3.2, this gives a morphism of sheaves

ι̂∗[Vκn ] → [σ
[ j]
n ]
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over SH,♦(p). Using this morphism, we therefore obtain a pairing

⟨ · , · ⟩an : Hn−1(SG,Iw(p), [Vκn ])×H0(SH,♦(p), [σ [ j]n ]
∨)→Qp

defined as ⟨η, χ⟩an = tr(ι̂∗η∪χ). By the discussion in Remark 4.3.3 and the fact that the analytification
of MdR is identified with µMan

HT, we obtain the following proposition:

Proposition 4.4.2. The pairings ⟨ · , · ⟩alg and ⟨ · , · ⟩an correspond to each other under rigid GAGA, where
we have base-changed the former to Qp via the embedding Fcl ↪→Qp induced from the fixed isomorphism
C∼=Qp.

4.5. Hecke operators. We would like to restrict the pairing ⟨ · , · ⟩an to one over certain strata in the adic
Shimura varieties, without losing any information. To accomplish this, we need to pass to “small-slope”
parts of cohomology with respect to the action of certain Hecke operators, which we will now describe.

Let T− ⊂ T (Qp) denote the submonoid defined as

T− = {x ∈ T (Qp) : v(α(x))≤ 0 for all α ∈8+}

where 8+ is the set of positive roots of G (with respect to BG) and v : Q×p → Z is the p-adic valuation,
normalized so that v(p) = 1. We let T−− ⊂ T− be the subset of elements satisfying v(α(x)) < 0 for
all α ∈ 8+. For t ≥ 1, We let H−p,t denote the algebra Qp[K G

Iw(p
t)\T−/K G

Iw(p
t)] with multiplication

given by the double coset description in [Boxer and Pilloni 2021, Section 4.2]. This is isomorphic to the
algebra Qp[T−] (with the usual definition of multiplication), with an element x ∈ T− corresponding to
[K G

Iw(p
t)x K G

Iw(p
t)].

We fix a specific choice of Hecke operator.

Definition 4.5.1. Let λ be an algebraic character of H∞ (see Section 2.3) and set λ∗ =−wmax
G λ. We let

U ′B(p
t) ∈H−p,t denote the Hecke operator λ∗(x−1)[K G

Iw(p
t)x K G

Iw(p
t)] where x ∈ T−− is given by

x = (1; 1, p, p2, . . . , p2n−1)τ∈9 .

Remark 4.5.2. It will turn out that the action of U ′B(p
t) on cohomology will be independent of the level,

so we will often write U ′B instead.

Note that a Qp-algebra homomorphism H−p,t → Qp is identified with a monoid homomorphism
θ : T−→ (Qp,×) via the isomorphism above. We say that θ is finite-slope if θ(x) ̸= 0 for some x ∈ T−−

(in fact, this implies θ(x) ̸= 0 for all x ∈ T−).

Definition 4.5.3. Let M be a Banach Qp-module (or more generally, a bounded complex of projective
Banach Qp-modules) with an action of a potent compact operator T (see [Boxer and Pilloni 2021,
Definition 2.4.13]). Then M has a slope decomposition with respect to (some power of) T and we set

M fs
:= colimh M≤h

where the colimit is over h ∈Q≥0. This is called the finite-slope part of M .
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If M carries an action of H−p,t such that [K G
Iw(p

t)x K G
Iw(p

t)] acts as a potent compact operator for some
x ∈ T−−, then we denote the finite-slope part by M−,fs (which is independent of x by [Boxer and Pilloni
2021, Lemma 5.1.7]). Furthermore, M≤h can be decomposed into generalized eigenspaces for the action
of T−, for any h ∈ Q≥0 (since slope decompositions are unique and M≤h is finite-dimensional). This
will allow us to pass to the “small slope part” of M , in the following sense.

Definition 4.5.4. Let λ ∈ X∗(T/T0)
+. We say that a (monoid) homomorphism θ : T−→Q×p is small

slope (with respect to κn) if, for every w ∈ M WG −{wn}, there exists x ∈ T− such that

v(θ(x)) < v((w−1 ⋆ κn)(x)). (4.5.5)

If M is as in the paragraph following Definition 4.5.3, then we let M−,ss(κn) denote the sum of generalized
eigenspaces in M≤h for which T− acts through a small slope homomorphism θ : T−→ Q×p (for any
sufficiently large h depending on κn). We will write M−,ss when κn is clear from the context.

4.6. Restriction to smaller strata. We transfer the strata in Section 3.2 to adic Shimura varieties via the
Hodge–Tate period map.

Definition 4.6.1. For m, t, k as in (3.2.5), we define

• UG
k (p

t)= π−1
HT,G,t(U

G
k ),

• IG
m,k(p

t)= π−1
HT,G,t(I

G
m,k),

• ZG
0 (p

t)= π−1
HT,G,t(Z

G
0 ),

• ZG
m (p

t)= π−1
HT,G,t(]C

G
wn
[m̄,0 · K

G
Iw(p

t)) for m ≥ 1.

where πHT,G,t : SG,Iw(pt)→ FLG/K G
Iw(p

t) is the map (of topological spaces) induced from the Hodge–
Tate period map. We will write UG

k , IG
m,k and ZG

m when t is clear from the context.

Note that, by the Iwahori decompositions in Section 3.2, UG
k (p

t) is an open subset of SG,Iw(pt) which is
a finite union of quasi-Stein open subsets, and ZG

m (p
t) is a closed subset of SG,Iw(pt) whose complement

is a finite union of quasi-Stein open subsets. Note that we have

IG
m,k(p

t)= UG
k (p

t)∩ZG
m (p

t)

so by [Boxer and Pilloni 2021, Lemma 2.5.21], the cohomology complex R0IG
m,k
(UG

k , [Vκn ]) is represented
by a complex in ProN(Kproj(Ban(Qp))). Furthermore, R0IG

0,0
(UG

0 , [Vκn ]) carries an action of H−p,t for
which U ′B(p

t) acts as a potent compact operator; see [loc. cit., Theorem 5.4.3].

Proposition 4.6.2. For m, k, t in (3.2.6), the complex R0IG
m,k
(UG

k , [Vκn ]) carries an action of U ′B(p
t)m as

a potent compact operator, and the natural maps

R0IG
m,k(p

t )(U
G
k (p

t), [Vκn ])
res
←− R0IG

m,0(p
t )(U

G
0 (p

t), [Vκn ])
cores
−−→ R0IG

0,0(p
t )(U

G
0 (p

t), [Vκn ])

are equivariant for U ′B(p
t)m and become quasiisomorphisms after passing to finite-slope parts.
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Proof. For this proof only, let K = K p K G
Iw(p

t) and Kx = K ∩ x K x−1, where x is the element in
Definition 4.5.1. Let T denote the correspondence

SG,K
p2
←− SG,Kx

p1
−→ SG,K

where p1 is the forgetful map associated with the inclusion Kx ⊂ K , and p2 is the composition of
right-translation by x and the forgetful map associated with the inclusion x−1Kx x ⊂ K . For a subset
W ⊂ SG,K , we let T (W)= p2 p−1

1 (W) and (T t)(W)= p1 p−1
2 (W). For a nonnegative integer s, we let

T s+1(W)= T (T s(W)), (T t)s+1(W)= (T t)((T t)s(W))

with the convention that T 0(W)= (T t)0(W)=W .
By [Boxer and Pilloni 2021, Lemmas 3.3.17 and 3.5.10], one has the following inclusions

(T t)k+1+m(ZG
0 )∩U

G
0 ⊂ ZG

m ⊂ (T
t)k+1(ZG

0 )

T m(UG
0 )∩ (T

t)k+1(ZG
0 )⊂ UG

k ⊂ UG
0

so the result follows from [loc. cit., Corollary 5.3.8] (note that the action of x factors through its
projection to the τ0-component on the flag variety, so we can apply the cited lemmas with min(x)= 1
and max(x)= 2n− 1). □

Remark 4.6.3. It does not seem possible to apply [loc. cit., Corollary 5.3.8] for general m, k, t satisfying
(3.2.5), and we do not know if there is an alternative way to show that R0IG

m,k
(UG

k , [Vκn ]) carries an action
of a power of U ′B as a potent compact operator such that the conclusion of Proposition 4.6.2 holds.

We also define strata for SH,♦(pt).

Definition 4.6.4. Let πHT,H,t : SH,♦(pt)→ FLH/K H
♦
(pt) denote the map induced from the Hodge–Tate

period map:

• For m ≥ 0 and t ≥ 1, we define

ZH
m (p

t)= π−1
HT,H,t(Z

H
m ).

• For k ≥ 0 and t ≥ 1, we define

UH
k (p

t)= π−1
HT,H,t(U

H
k ).

We will write ZH
m and UH

k when t is clear from the context.

We now define the relevant cohomology complexes with partial compact support conditions, following
[Boxer and Pilloni 2021, Section 5.4].

Definition 4.6.5. Let λ ∈ X∗(T/T0)
+. Then we define

R0G
wn
(κn)

−,fs
:= R0IG

0,0(p)
(UG

0 (p), [Vκn ])
−,fs

where (−)−,fs denotes the finite-slope part with respect to the action of H−p,1 as in Section 4.5. We denote
the cohomology of this complex by Hi

wn
(κn)

−,fs.
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We record some important properties.

Theorem 4.6.6. Let λ ∈ X∗(T/T0)
+:

(1) (Change of level) Let m, k, t be as in (3.2.6) (resp. m = 0, k = 0 and t ≥ 1). The trace map

R0IG
m,k(p

t+1)(U
G
k (p

t+1), [Vκn ])→ R0IG
m,k(p

t )(U
G
k (p

t), [Vκn ])

is (U ′B)
m-equivariant (resp. T−-equivariant) and induces a quasiisomorphism on finite-slope parts.

(2) (Classicality for small slope) The natural maps

R0IG
0,0(p)

(UG
0 (p), [Vκn ])

cores
−−→ R0(UG

0 (p), [Vκn ])
res
←− R0(SG,Iw(p), [Vκn ])

are H−p,1-equivariant and induce quasiisomorphisms on small slope parts.

(3) (Vanishing for small slope) The complex R0(SG,Iw(p), [Vκn ])
−,ss is concentrated in degree n− 1.

Proof. Part (1) is an application of [Boxer and Pilloni 2021, Corollary 4.2.16 and Theorem 5.4.14].
Because the Shimura variety is compact, Theorem 6.10.1 implies Conjecture 5.9.2 in [loc. cit.] (i.e., the
expected slope bounds hold). Parts (2) and (3) then follow immediately from the small slope versions of
Theorems 5.12.3 and 5.12.5 in [loc. cit.]. □

We define similar complexes for SH,♦(pt), however we do not consider the finite-slope part of these
complexes.

Definition 4.6.7. We set

R0H
id (SH,♦(pt), σ [ j]n )(−,†) := lim

←−−
m

R0ZH
m (pt )(SH,♦(pt), [σ [ j]n ])

where the transition maps are given by corestriction. If t = 1, we simply write R0H
id (σ

[ j]
n )(−,†) and denote

the cohomology of this complex by Hi
id(σ

[ j]
n )(−,†).

4.7. Functoriality. The goal of this section is to construct a map

R0G
wn
(κn)

−,fs
→ R0H

id (σ
[ j]
n )(−,†)

which is compatible with pull-back by ι̂ on the usual cohomology.

Definition 4.7.1. Let m, k, t be as in (3.2.5). Then we define a morphism

ϑm,k,t : R0IG
m,k(p

t )(U
G
k (p

t), [Vκn ])→ R0ZH
m (pt )(SH,♦(pt), [σ [ j]n ])

as the composition of the following maps:

• ι̂∗ : R0IG
m,k(p

t )(U
G
k (p

t), [Vκn ])→ R0ZH
m (pt )(UH

k (p
t), ι̂∗[Vκn ]).

• (Excision) R0ZH
m (pt )(UH

k (p
t), ι̂∗[Vκn ])

∼
−→ R0ZH

m (pt )(SH,♦(pt), ι̂∗[Vκn ]).

• R0ZH
m (pt )(SH,♦(pt), ι̂∗[Vκn ])→ R0ZH

m (pt )(SH,♦(pt), [σ
[ j]
n ]).
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Where the last map is induced from Vκn→ σ
[ j]
n (as in (4.4.1)). Note that ι̂∗ is well-defined by the Cartesian

square in Lemma 3.2.9 and the fact that the strata on the level of flag varieties are independent of t
for t > m (see property (2) in [Boxer and Pilloni 2021, Section2.1]). The excision step is well-defined
because ZH

m (p
t) is closed SH,♦(pt); see property (3) in [loc. cit.].

Let m, k, t and m′, k ′, t ′ be triples satisfying (3.2.5), such that m′ ≥ m, k ′ ≥ k and t ′ ≥ t . Then the
maps in Definition 4.7.1 fit into the following commutative diagram:

R0IG
m′,k′ (p

t ′ )(U
G
k′ (p

t ′), [Vκn ]) R0ZH
m′ (p

t ′ )(SH,♦(pt ′), [σ
[ j]
n ])

R0IG
m′,k(p

t ′ )(U
G
k (p

t ′), [Vκn ]) R0ZH
m′ (p

t ′ )(SH,♦(pt ′), [σ
[ j]
n ])

R0IG
m,k(p

t ′ )(U
G
k (p

t ′), [Vκn ]) R0ZH
m (pt ′ )(SH,♦(pt ′), [σ

[ j]
n ])

R0IG
m,k(p

t )(U
G
k (p

t), [Vκn ]) R0ZH
m (pt )(SH,♦(pt), [σ

[ j]
n ])

ϑm′,k′,t ′

ϑm′,k,t ′

res

cores cores

ϑm,k,t ′

tr tr

ϑm,k,t

where tr denotes the trace map; see [Boxer and Pilloni 2021, Lemma 2.1.2]. The bottom square is
commutative because, by Lemma 2.5.3, we have a Cartesian diagram of Shimura varieties:

SH,♦(pt+1) SG,Iw(pt+1)

SH,♦(pt) SG,Iw(pt)

ι̂

ι̂

for any t ≥ 1.

Proposition 4.7.2. One has a well-defined map

R0G
wn
(κn)

−,fs
→ R0H

id (σ
[ j]
n )(−,†)

defined as the (inverse limit over m of the) composition of

• the inverse of the trace map followed by the inverse of corestriction

R0IG
0,0(p)

(UG
0 (p), [Vκn ])

−,fs ∼
−→ R0IG

m,0(p
t )(U

G
0 (p

t), [Vκn ])
−,fs

which makes sense by Proposition 4.6.2 and Theorem 4.6.6,

• the morphism ϑm,0,t and

• the trace map

R0ZH
m (pt )(SH,♦(pt), [σ [ j]n ])→ R0ZH

m (p)(SH,♦(p), [σ [ j]n ])

for any m ≥ 0, t ≥ 1 satisfying m > 2n− 1 and t > m+ 1 (i.e., the tuple (m, 0, t) satisfies (3.2.6)).
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Proof. This map is well-defined by the above commutative diagram and the fact that trace and corestriction
commute with each other; see the construction in [Boxer and Pilloni 2021, Lemma 2.1.2]. □

Set R0H
id (σ

[ j],∨
n )(+,†) := lim

−−→m R0(ZH
m (p), [σ

[ j]
n ]
∨)with transition maps given by restriction, and denote

the cohomology of this complex by Hi
id(σ

[ j],∨
n )(+,†). By [loc. cit., Theorem 2.7.1] (using the fact that ZH

m

is the closure of UH
m ), one has a natural pairing between R0H

id (σ
[ j]
n )(−,†) and R0H

id (σ
[ j],∨
n )(+,†) built from

the Serre duality pairings, which commutes with the Serre duality pairing between R0(SH,♦(p), [σ
[ j]
n ])

and R0(SH,♦(p), [σ
[ j]
n ]
∨) via corestriction and restriction on the former and latter complex respectively.4

Proposition 4.7.2 therefore allows us to define a pairing

⟨ · , · ⟩−an : Hn−1
wn
(κn)

−,fs
×H0

id(σ
[ j],∨
n )(+,†)→Qp

by composing the map in Proposition 4.7.2 with the duality pairing between the (−, †) and (+, †)
cohomologies above. Considering classes in the small slope part, we obtain the following result:

Theorem 4.7.3. Let

• χ ∈ H0(SH,♦(p), [σ
[ j]
n ]
∨),

• η ∈ Hn−1
wn
(κn)

−,ss ∼= Hn−1(SG,Iw(p), [Vκn ])
−,ss ,

and denote by resχ the image of χ under the restriction map

H0(SH,♦(p), [σ [ j]n ]
∨)→ H0

id(σ
[ j],∨
n )(+,†).

Then ⟨η, resχ⟩−an = ⟨η, χ⟩an.

Proof. Since the embedding ι̂ : SH,♦(pt)→SG,Iw(pt) factors through UG
0 (p

t), we obtain the commutative
diagram:

R0G
wn
(κn)

−,fs R0H
id (σ

[ j]
n )(−,†)

R0(UG
0 (p), [Vκn ]) R0(SH,♦(p), [σ

[ j]
n ])

R0(SG,Iw(p), [Vκn ]) R0(SH,♦(p), [σ
[ j]
n ])

cores cores

res

where the top horizontal arrow is as in Proposition 4.7.2, and the bottom two are obtained from composing
ι̂∗ with the map of sheaves ι̂∗[Vκn ] → [σ

[ j]
n ]. Passing to small slope parts and cohomology gives the

result. □

4To be more precise, one cannot directly apply [Boxer and Pilloni 2021, Theorem 2.7.1] because UH
m is not quasicompact.

However one can find quasicompact open subsets U ′m satisfying UH
m+1 ⊂ U ′m ⊂ UH

m and apply the theorem with these strata
instead, as this does not affect the cohomology groups in the limit.
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5. Locally analytic cohomology

5.1. Further reduction of structure. We first consider the reduction of structure for MG,HT. Let UG ,
U G , UMG and U MG denote the unipotent radicals of BG , BG , BMG and B MG respectively. For k > 0, let
G1

k,k (resp. M1
G,k,k) denote the subgroup of G (resp. MG) of elements which reduce to UG (resp. UMG )

modulo pk+ε for all ε > 0, and to UG (resp. UMG ) modulo pk . We have similar definitions for M1
H,k,k

and H1
k,k .

We introduce the following group:

Definition 5.1.1. Let M□
G,k,k =M1

G,k,k · BMG (Zp), which is a subgroup of MG containing the Iwahori
subgroup of MG(Zp) of depth pt for any t > k.

Remark 5.1.2. The homomorphism µ : Z×p →MG factors through the subgroup M□
G,k,k .

Remark 5.1.3. Let t > k > 0. If we let K p,wn,MG equal the projection of wn K G
Iw(p

t)w−1
n ∩PG to MG ,

then the proof of [Boxer and Pilloni 2021, Proposition 4.6.9] shows that K p,wn,MG equals the Iwahori
subgroup of MG(Zp) of depth pt (the proposition only treats the case t = 1, but the proof easily generalizes
to arbitrary t). Therefore M□

G,k,k =M1
G,k,k · K p,wn,MG = K p,wn,MG ·M1

G,k,k .

For t > k > 0, let MG
k,k,t denote the space

K G
Iw(p

t)G1
k,k/(K

G
Iw(p

t)G1
k,k ∩w

−1
n NGwn)→ PG\PGwn K G

Iw(p
t)G1

k,k = UG
k ,

x 7→ PGwnx−1,

which is a (right) torsor for the group M□
G,k,k via the embedding w−1

n M□
G,k,kwn ⊂ K G

Iw(p
t)G1

k,k .

Proposition 5.1.4. Let t > k > 0. The torsor MG,HT has a reduction of structure to a proétale M□
G,k,k-

torsor MG,HT,k,k,t over UG
k (p

t). Furthermore, the pullback of MG,HT,k,k,t to the perfectoid space SG,K p

is canonically isomorphic to the torsor π∗HTMG
k,k,t .

Moreover, the twisted torsor µMG,HT,k,k,t defines a reduction of structure of the torsor µMG,HT to an
étale M□

G,k,k-torsor.

Proof. This is essentially [Boxer and Pilloni 2021, Proposition 4.6.12], but we have conjugated our groups
by wn . Note that we have a commutative diagram:

K G
Iw(p

t)G1
k,k/(K

G
Iw(p

t)G1
k,k ∩w

−1
n NGwn) G/NG

UG
k FLG

where the vertical maps are the torsors MG
k,k,t and MG , the bottom map is the natural inclusion and the top

map is given by

g(K G
Iw(p

t)G1
k ∩w

−1
n NGwn) 7→ gw−1

n NG .
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Therefore MG
k,k,t gives a reduction of structure for MG , and the proétale torsor π∗HTMG

k,k,t descends to a
proétale torsor MG,HT,k,k,t over UG

k (p
t) because it is a K G

Iw(p
t)-invariant open subset of the proétale

torsor π∗HTMG (which we already know descends). The last part follows from the fact that µ factors
through M□

G,k,k , Lemma 4.2.3(3), and because µMG,HT,k,k,t → UG
k (p

t) is surjective on geometric points
and smooth (as µMG,HT,k,k,t is an open subset of the étale torsor µMG,HT). □

We now discuss the reduction of structure for MH,HT. Consider the following subtori of T consisting
of elements (x; y1,τ , . . . , y2n,τ ) satisfying the following relations:

• T♣⊂ T is the subtorus given by the relations yi,τ0 = y2n+2−i,τ0 for i = 2, . . . , 2n, and yi,τ = y2n+1−i,τ

for all i = 1, . . . , 2n and τ ̸= τ0.

• T♦ ⊂ T♣ is the subtorus with the additional relation that y1,τ0 = yn+1,τ0 .

We begin with the following lemma:

Lemma 5.1.5. Let IwMG (p
t)⊂MG(Zp) denote the Iwahori subgroup of depth pt , and let M H

♦
(pt) denote

the projection of K H
♦
(pt)∩PH to MH . Then:

(1) M H
♦
(pt) is the subgroup of MH (Zp) of all elements which land in T♦ modulo pt .

(2) M H
♣
(pt) := u IwMG (p

t)u−1
∩MH is the subgroup of MH (Zp) of all elements which land in T♣

modulo pt . It is contained in the projection of K H
Iw(p

t)∩PH to MH .

In particular, one has M H
♦
(pt)⊂ M H

♣
(pt).

Proof. By the proof of Lemma 2.4.3, we see that

h = x ×
(

y1,τ

y2,τ

)
∈ H(Zp)

lies in K H
♦
(pt) if and only if:

• For all τ ̸= τ0, the block diagonal matrix (y1,τ , y2,τ ) lies in the τ -component of T♦ modulo pt .

• The elements U−1 y1,τ0U and y2,τ0 are lower-triangular and upper-triangular modulo pt respectively,
where U is a (n× n) matrix lying the standard parabolic of GLn with Levi GL1×GLn−1, whose
projection to the Levi equals

1×wmax
GLn−1

.

• The elements U−1 y1,τ0U and y2 are congruent to each other modulo pt .

From these properties, one then immediately obtains part (1). Part (2) follows from the stabilizer
computations in Lemma 2.4.3. It is contained in the projection of K H

Iw(p
t)∩PH to MH because T♣ is

contained in BH . □
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For t ≥ 1 and k > 0, we let M♦

H,k,k,t =M H
♦
(pt)M1

H,k,k and M♣

H,k,k,t =M H
♣
(pt)M1

H,k,k . Both of these
are groups by [Boxer and Pilloni 2021, Lemma 3.3.15] (because K H

♦
(pt)⊂ K H

Iw(p
t)). If t > k, then these

groups don’t depend on t ; explicitly, we have

M♦

H,k,k,t =M♦

H,k,k := T♦(Zp)M1
H,k,k, M♣

H,k,k,t =M♣

H,k,k := T♣(Zp)M1
H,k,k .

Furthermore, we have u−1M♦

H,k,ku ⊂ u−1M♣

H,k,ku ⊂M□
G,k,k .

Remark 5.1.6. The homomorphism µ : Z×p →MH induced from the Hodge cocharacter µH factors
through M♣

H,k,k,t for any t ≥ 1 and k > 0. It doesn’t factor through M♦

H,k,k,t , although the latter group is
useful for discussing the reduction of structure below.

As above, we introduce the following space MH
k,k,t (for k > 0 and t ≥ 1):

K H
♦
(pt)H1

k,k/(K
H
♦
(pt)H1

k,k ∩NH )→ PH\PH K H
♦
(pt)H1

k,k = UH
k ,

x 7→ PH x−1,

which is a (right) torsor for the group M♦

H,k,k,t via the embedding M♦

H,k,k,t ⊂ K H
♦
(pt)H1

k,k .

Proposition 5.1.7. Let t ≥ 1 and k > 0:

(1) Then the torsor MH,HT has a reduction of structure to a proétale M♦

H,k,k,t -torsor M′

H,HT,k,k,t over
UH

k (p
t). Furthermore, the pullback of M′

H,HT,k,k,t to the perfectoid space SH,U p is canonically
isomorphic to π∗HTMH

k,k,t .

(2) If we define MH,HT,k,k,t as the pushout M′

H,HT,k,k,t ×
M♦

H,k,k,t M♣

H,k,k,t , then the proétale M♣

H,k,k,t -
torsor MH,HT,k,k,t (resp. étale M♣

H,k,k,t -torsor µMH,HT,k,k,t ) provides a reduction of structure of
the torsor MH,HT (resp. µMH,HT).

Proof. For the first part, this follows from a similar argument in Proposition 5.1.4. Note that the proof of
[Boxer and Pilloni 2021, Proposition 4.6.12] also applies in this situation, even though K H

♦
(pt) is not of

the form in the statement of [loc. cit.].
The second part follows immediately from the inclusions

M♦

H,k,k,t ⊂M♣

H,k,k,t ⊂MH ,

the functoriality properties in Lemma 4.2.3, and the fact that µMH,HT,k,k,t → UH
k (p

t) is smooth and
surjective on geometric points. □

We have the following proposition which relates the torsors for G and H .

Proposition 5.1.8. Let t > k > 0. One has a reduction of structure of étale torsors

ι̂∗(µMG,HT,k,k,t)=
µMH,HT,k,k,t ×

[M♣

H,k,k ,u]M□
G,k,k

where ι̂ denotes the embedding UH
k (p

t) ↪→ UG
k (p

t).
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Proof. We first show that we have a reduction of structure

ι̂∗MG,HT,k,k,t =M′

H,HT,k,k,t ×
[M♦

H,k,k ,u]M□
G,k,k . (5.1.9)

It is enough to show the analogous statement for the torsors MG
k,k,t and MH

k,k,t . In this case, we have a
commutative diagram:

K H
♦
(pt)H1

k,k/(K
H
♦
(pt)H1

k,k ∩NH ) K G
Iw(p

t)G1
k,k/(K

G
Iw(p

t)G1
k,k ∩w

−1
n NGwn)

UH
k UG

k
ι̂

where the vertical maps are the torsors MH
k,k,t and MG

k,k,t , and the top map is induced from the map
K H
♦
(pt)H1

k,k → K G
Iw(p

t)G1
k,k given by h 7→ γ̂−1hγ̂ . Note that this diagram is commutative because

γ ∈ PG .
Since MG

k,k,t is a torsor for the group M□
G,k,k via the conjugated embeddingw−1

n M□
G,k,kwn⊂K G

Iw(p
t)G1

k,k ,
and the projection of γ to MG is equal to u, (5.1.9) follows.

Since u−1M♦

H,k,ku ⊂ u−1M♣

H,k,ku ⊂M□
G,k,k , we also obtain the reduction of structure

ι̂∗MG,HT,k,k,t =MH,HT,k,k,t ×
[M♣

H,k,k ,u]M□
G,k,k

and we can twist this along µ by Lemma 4.2.3 (and the fact µ is central, so unaffected by conjugation
by u). □

Remark 5.1.10. If t ′ ≥ t and k ′ ≥ k, then the torsors µMG,HT,k′,k′,t ′ and µMH,HT,k′,k′,t ′ provide a
reduction of structure for the pullbacks of µMG,HT,k,k,t and µMH,HT,k,k,t along the trace/inclusion maps
UG

k′ (p
t ′)→UG

k (p
t) and UH

k′ (p
t ′)→UH

k (p
t) respectively; see [Boxer and Pilloni 2021, Proposition 4.6.14].

Remark 5.1.11. Let k > 0, and let M1
G,k (resp. M1

H,k) denote the normal affinoid subgroup of MG

(resp. MH ) consisting of elements which reduce to the identity modulo pk . We set

M□
G,k =M1

G,k BMG (Zp), M♣

H,k =M1
H,k T♣(Zp), M♣

H,k,t =M1
H,k M H

♣
(pt)

for k, t ≥ 1. All of these groups are open affinoid analytic subgroups of M?, where ?= G, H according
to the subscript.

To be able to apply the results in [loc. cit., Section 6], it will be more convenient to work with the
following torsors, obtained as the pushouts

MG,HT,k,t :=MG,HT,k,k,t ×
M□

G,k,k M□
G,k and MH,HT,k,t :=MH,HT,k,k,t ×

M♣

H,k,k,t M♣

H,k,t .

In particular, we can twist these torsors along µ and the torsors µMG,HT,k,t and µMH,HT,k,t are étale
torsors by Lemma 4.2.3. The analogous compatibility for varying k and t as in Remark 5.1.10 still
continues to hold for these torsors, and we have an analogue of Proposition 5.1.8, namely one has a
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reduction of structure of étale torsors

ι̂∗(µMG,HT,k,t)=
µMH,HT,k,t ×

[M♣

H,k ,u]M□
G,k

whenever t > k > 0.

5.2. Weight spaces. For an integer r ∈Q>0 let T 1
r denote the subgroup of T of elements which reduce

to the identity modulo pr . Recall that for a Tate algebra (A, A+) over (Qp,Zp), a character

λ : T (Zp)→ (A+)×

is r -analytic if it extends to an analytic A-valued function on T (Zp)T 1
r ⊂ T ad.

Definition 5.2.1. Let (A, A+) be a Tate algebra above. We let X∗(T ; A) denote the space of all characters

λ : T (Zp)→ (A+)×

which are r -analytic, for some r ∈Q>0. We let X∗(T/T0; A)⊂ X∗(T ; A) be the subspace of all characters
which are trivial on T0(Zp).

Remark 5.2.2. Note that there is a Weyl action on X∗(T ; A) by the usual formulae. Furthermore, even
though the half sum of positive roots doesn’t strictly give an element of this space, the ⋆-action of the
Weyl group also still makes sense.

Remark 5.2.3. The functor (A, A+) 7→ X∗(T/T0; A) is representable by a group adic space over
Spa(Qp,Zp), which we will denote by WG .

Definition 5.2.4. For i = 1, . . . , n and τ ∈ 9, let λi,τ ∈ X∗(T/T0)
+ be the character which is trivial

outside the τ -component, and in the τ -component is given by the tuple

(1, . . . , 1, 0, . . . , 0,−1, . . . ,−1)

where there are i lots of 1s and −1s.

These characters give a generating set for X∗(T/T0; A) in the following sense.

Lemma 5.2.5. Let λ ∈ X∗(T/T0; A) be an r-analytic character. Then there exist unique r-analytic
characters ξi,τ : Z×p → (A+)×, for i = 1, . . . , n and τ ∈9, such that

λ=

n∑
i=1

∑
τ∈9

ξi,τ ◦ λi,τ

where the group structure on X∗(T/T0; A) is written additively.

Proof. Any such character λ is a (unique) product of r-analytic characters αi,τ : Z×p → (A+)× where
i = 1, . . . , 2n and τ ∈ 9, where αi,τ is determined by where it sends yi,τ . Since λ is trivial on T0, we
have αi,τ =−α2n+1−i,τ for all i = 1, . . . , 2n and τ ∈9. One then defines

ξi,τ =

{
αi,τ −αi+1,τ for i = 1, . . . , n− 1,
αn,τ for i = n.

Uniqueness is a simple check. □
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Remark 5.2.6. The above lemma implies that WG is a finite disjoint union of n[F+ :Q]-dimensional
open unit polydiscs.

Let S denote the torus
∏
τ ̸=τ0

Gm , and for a Tate algebra (A, A+), let X∗(S; A) denote the space of
locally analytic characters S(Zp)→ (A+)×. A general element of X∗(S; A) is a tuple β = (βτ )τ ̸=τ0 ,
where βτ : Z×p → (A+)× are locally analytic. The functor (A, A+) 7→ X∗(S; A) is representable by a
[F+ :Q] − 1-dimensional group adic space over Spa(Qp,Zp) denoted WH .

Definition 5.2.7. Let X∗0(T × S; A)= X∗(T/T0; A)× X∗(S; A). The functor (A, A+) 7→ X∗0(T × S; A)
is then represented by W :=WG ×WH .

5.3. Analytic and distribution modules. We now define the relevant analytic and distribution modules.
We introduce some notation:

Notation 5.3.1. For λ ∈ X∗(T/T0; A), we set κn(λ) = wn ⋆ (−w
max
G λ). We also define κn(λ)

∗
=

−wmax
MG
κn(λ).

Definition 5.3.2. Let λ∈ X∗(T/T0; A) be an r0-analytic character, for some r0∈Z>0. Set S=Spa(A, A+).
Then for any r ≥ r0, we define

V r−an
G,κn(λ)∗

= anInd
M□

G,r

M□
G,r∩BMG

(wmax
MG
κn(λ)

∗)

:= { f : (M□
G,r )S→ A

1,an
S

: f (mb)= (wmax
MG
κn(λ)

∗)(b−1) f (m) for all b ∈ (M□
G,r ∩BMG )S and m ∈ (M□

G,r )S}

as in [Boxer and Pilloni 2021, Section 6.2.4]. This carries actions of (M□
G,r )S and T M,+ by the formulae

in [loc. cit.], where T M,+
⊂ T (Qp) denotes the submonoid of elements t ∈ T (Qp) which satisfy

t BMG (Zp)t−1
⊂ BMG (Zp). Note that V r−an

G,κn(λ)∗
⊂ V r ′−an

G,κn(λ)∗
for r ′ ≥ r , where the inclusion is given by

restricting a function to (M□
G,r ′)S .

We write D̃r−an
G,κn(λ)

for the continuous A-dual of V r−an
G,κn(λ)∗

, which carries actions of (M□
G,r )S and

T M,−
= (T M,+)−1 in the usual way. This is a Banach A-module but in general, it is not necessarily

projective. To remedy this, one introduces the open subgroup

M□,◦
G,r =M1,◦

G,r BMG (Zp)

where M1,◦
G,r ⊂M1

G,r denotes the open subgroup of elements m≡ 1 modulo pr+ε for some ε> 0. Note that
this subgroup contains M□

G,r+1. In [loc. cit., Section 6.2.20], the authors introduce a modification of the
space of analytic functions V ◦,r−an

G,κn(λ)∗
using this open subgroup, and one has a (M□,◦

G,r , T M,+)-equivariant
morphism V r−an

G,κn(λ)∗
→ V ◦,r−an

G,κn(λ)∗
with dense image. One defines the space of r-analytic distributions

Dr−an
G,κn(λ)

to be the continuous A-dual of V ◦,r−an
G,κn(λ)∗

, which is a projective Banach A-module. One has a
(M□,◦

G,r , T M,−)-equivariant morphism Dr−an
G,κn(λ)

→ D̃r−an
G,κn(λ)

with dense image.
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We also introduce the following characters:

Definition 5.3.3. Let (λ, β) ∈ X∗0(T × S; A) be an r0-analytic character. Set S = Spa(A, A+). Then for
any r ≥ r0, we let σ [β]n (λ) : (M♣

H,r,1)S→ Gan
m,S be the analytic character given by

(x; y1, y2, y3; z1,τ , z2,τ )τ ̸=τ0 7→ y
−n−ξn,τ0
1 det−ξn,τ0 det y

ξn,τ0+1
3

∏
τ ̸=τ0

det z−βτ1,τ det zβτ2,τ

where ξi,τ are the characters associated with λ as in Lemma 5.2.5.

We obtain the following “branching law in families”, which is an analytic version of Proposition 2.6.1.
As the proof of this theorem is rather technical (and involves significantly changing the notation), we
provide the proof in Appendix A.

Theorem 5.3.4. Let (A, A+) be a Tate algebra over (Qp,Zp) and (λ, β) ∈ X∗0(T × S; A) which is
r0-analytic for some r0 ∈ Z>0. Then, for any r ∈ Z such that r ≥ r0, there exists a nonzero vector
x [β]n (λ) ∈ V r−an

G,κn(λ)∗
satisfying:

(1) The group M♣

H,r acts on x [β]n (λ) through the inverse of the character σ [β]n (λ), via the embedding
u−1M♣

H,r u ⊂M□
G,r .

(2) If (B, B+) denotes another Tate algebra with a morphism (A, A+) → (B, B+), and (λ′, β ′) ∈
X∗0(T × S; B) denotes the composition of (λ, β) with this morphism, then the image of x [β]n (λ) under
the natural map

V r−an
G,κn(λ)∗

→ V r−an
G,κn(λ′)∗

is equal to x [β
′
]

n (λ′).

(3) If (λ, j) ∈ X∗(T/T0)
+
× X∗(S) is a pair of algebraic characters satisfying 0 ≤ jτ ≤ cn,τ for all

τ ̸= τ0, then x [β]n (λ) equals the image of u−1
· v
[ j]
κn under the natural map

Vκ∗n → V r−an
G,κn(λ)∗

.

Here any undefined notation is as in Proposition 2.6.1.

(4) The vector x [β]n (λ) does not depend on the radius of analyticity; see Theorem A.5.10(4).

Proof. This follows from Theorem A.5.10, noting that the character κn(λ)
∗ satisfies the conditions in

Lemma A.5.6 (because λ is trivial on T0(Zp)), and this character specializes to a MG-dominant character
in C whenever λ ∈ X∗(T/T0)

+. □

Remark 5.3.5. Note that if (λ, j) ∈ X∗(T/T0)
+
× X∗(S) is a pair of algebraic characters as in

Theorem 5.3.4(3), then (after fixing an isomorphism Vκn
∼= V ∗κ∗n ) we have a commutative diagram:

Dr−an
G,κn(λ)

Vκn σ
[ j]
n
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where the vertical map is the dual of the map in Theorem 5.3.4(3) restricted to Dr−an
G,κn(λ)

, the bottom map
is pairing with the vector u−1

· v
[ j]
κn , and the diagonal map is evaluation at x [β]n (λ). All of the maps are

equivariant for the action of M♣

H,r+1 via the embedding u−1M♣

H,r+1u ⊂M□
G,r+1 ⊂M□,◦

G,r .

5.4. Locally analytic cohomology. Let (λ, β)∈ X∗0(T×S; A) be an r0-analytic character, and let t>k>r0

be integers. Let µM◦

G,HT,k−1,t denote the pushout of µMG,HT,k,t along the inclusion M□
G,k ⊂M□,◦

G,k−1,
and consider the base-extension of the torsor

π × 1 : µM◦

G,HT,k−1,t ×Spa(A, A+)→ UG
k (p

t)×Spa(A, A+).

We define [V ◦,(k−1)−an
G,κn(λ)∗

] to be the subsheaf of (π × 1)∗OµM◦

G,HT,k−1,t×Spa(A,A+) of bounded sections which
transform as f (mb) = (wmax

MG
κn(λ)

∗)(b−1) f (m) for every b ∈M□,◦
G,k−1 ∩ BMG . This defines a sheaf of

topological modules over UG
k (p

t) locally modeled on V ◦,(k−1)−an
G,κn(λ)∗

by the same proof as [Boxer and Pilloni
2021, Proposition 6.3.3]. We define [D(k−1)−an

G,κn(λ)
] to be the continuous dual of [V ◦,(k−1)−an

G,κn(λ)∗
] which is a

locally projective Banach sheaf locally modeled on the representation D(k−1)−an
G,κn(λ)

.

Remark 5.4.1. The sheaf [D(k−1)−an
G,κn(λ)

] can alternatively be described as

((π × 1)∗OµMG,HT,k,t×Spa(A,A+)⊗̂D(k−1)−an
G,κn(λ)

)M
□
G,k

where the invariants are via the (left) diagonal action and

π × 1 : µMG,HT,k,t ×Spa(A, A+)→ UG
k (p

t)×Spa(A, A+)

denotes the structural map.

Let t > m > k > r0 satisfy (3.2.6). We can therefore form the cohomology

R0G
wn,an(κn(λ))

−,fs
:= R0IG

m,k(p
t )(U

G
k (p

t), [D(k−1)−an
G,κn(λ)

])−,fs

where the finite-slope part is with respect to a certain power of U ′B(p
t) (by [Boxer and Pilloni 2021,

Theorem 6.4.3] and a similar calculation in the proof of Proposition 4.6.2). This definition is independent
of the choice of (m, k, t) by [loc. cit., Theorems 6.4.5 and 6.4.8]. If one has a continuous morphism
(A, A+)→ (Qp,Zp) such that the composition of this morphism with λ (denoted λ) lies in X∗(T/T0)

+,
then one has a natural specialization map R0G

wn,an(κn(λ))
−,fs
→ R0G

wn
(κn(λ))

−,fs (after fixing an isomor-
phism Vκn(λ)

∼= V ∗κn(λ)∗
) arising from the map D(k−1)−an

G,κn(λ)
→ Vκn(λ). Furthermore, if (A, A+)= (Qp,Zp)

then this specialization map is an isomorphism on small slope parts; [loc. cit., Corollary 6.8.4] using the
improved slope bounds implied by [loc. cit., Theorem 6.10.1] because the Shimura variety is compact.

Similarly, we can also form the cohomology complexes

R0H
id,an(SH,♦(pt), σ [β]n (λ))(−,†) := lim

←−−
m

R0ZH
m (pt )(UH

k (p
t), [σ [β]n (λ)]),

R0H
id,an(SH,♦(pt), σ [β]n (λ)∨)(+,†) := lim

−−→
m

R0(ZH
m (p

t), [σ [β]n (λ)]∨),

for k > r0 and t ≥ 1, where the sheaves are defined using the torsor µMH,HT,k,t . The first definition
is independent of k by excision and Remark 5.1.10. As before, if t = 1 then we omit the variety
from the notation. If (A, A+)→ (Qp,Zp) is a continuous homomorphism and the composition of this
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morphism with (λ, β) (denoted (λ, j)) lies in X∗(T/T0)
+
× X∗(S), then we have specialization maps

R0H
id,an(σ

[β]
n (λ))(−,†)→ R0H

id (σ
[ j]
n (λ))(−,†) and R0H

id,an(σ
[β]
n (λ)∨)(+,†)→ R0H

id (σ
[ j]
n (λ)∨)(+,†).

Proposition 5.4.2. Let (λ, β) ∈ X∗0(T × S; A) be an r0-analytic character. Then we have a well-defined
A-linear map

R0G
wn,an(κn(λ))

−,fs
→ R0H

id,an(σ
[β]
n (λ))(−,†) (5.4.3)

which satisfies:

(1) If (A, A+)→ (B, B+) is a morphism of Tate algebras over (Qp,Zp), and (λ′, β ′) ∈ X∗0(T × S; B)
denotes the induced character, then the morphisms in (5.4.3) for the pairs (λ, β) and (λ′, β ′) are
compatible under base-change along the morphism (A, A+)→ (B, B+).

(2) If (A, A+) = (Qp,Zp) and (λ, β) = (λ, j) is algebraic as in Theorem 5.3.4(3), then one has a
commutative diagram:

R0G
wn,an(κn(λ))

−,fs R0H
id,an(σ

[ j]
n (λ))(−,†)

R0G
wn
(κn(λ))

−,fs R0H
id (σ

[ j]
n (λ))(−,†)

(5.4.3)

where the bottom map is the one in Proposition 4.7.2.

Proof. This is constructed in a similar way as Proposition 4.7.2, using the morphism of sheaves
ι̂[D(k−1)−an

G,κn(λ)
] → [σ

[β]
n (λ)] arising from evaluation at the vector x [β]n (λ), i.e., the pullback is constructed

using a triple (m, k, t) satisfying (3.2.6) and then one traces down to level K H
♦
(p). Parts (1) and (2)

follow from the properties of the vector xn(λ) in Theorem 5.3.4. □

We have a Serre duality pairing between the complexes R0H
id,an( · · · )

(−,†) and R0H
id,an( · · · )

(+,†) which is
compatible with the duality in Section 4.7 via the specialization maps above. Therefore we obtain a pairing

⟨⟨ · , · ⟩⟩−an : Hn−1
wn,an(κn(λ))

−,fs
×H0

id,an(σ
[β]
n (λ)∨)(+,†)→ A

which is compatible under change of coefficients. We have the following compatibility with the previously
defined pairings.

Corollary 5.4.4. Let f : (A, A+)→ (Qp,Zp) be a homomorphism over (Qp,Zp), and suppose that the
character (λ, j), induced from composing (λ, β) with this morphism, is algebraic as in Theorem 5.3.4(3).
Then for any

• η ∈ Hn−1
wn,an(κn(λ))

−,fs,

• χ ∈ H0
id,an(σ

[β]
n (λ)∨)(+,†),

one has f (⟨⟨η, χ⟩⟩−an)= ⟨η, χ⟩
−
an, where η and χ denote the specializations of η and χ respectively under

the morphism f .
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Remark 5.4.5. There are analogous constructions of all the various pairings in Sections 4–5 working
over a finite extension L/Qp and they are related by base-change of coefficients. This will be important
in the construction of the p-adic L-function, because we will have to enlarge the field of definition to
include the Hecke eigenvalues of the relevant automorphic representation/character.

6. Families of cohomology classes

In this section we show that, under some hypotheses on the ramification of the automorphic representa-
tion π , there exists a family of cohomology classes in Hn−1

wn,an(κn(λA))
−,fs corresponding to a family of

automorphic representations passing through π . This family of cohomology classes will be one half of
the input for the pairing ⟨⟨·, ·⟩⟩−an when constructing the p-adic L-function in Section 8. Recall that we
have assumed F contains an imaginary quadratic number field E . This will be important when speaking
about automorphic base-change for unitary similitude groups.

6.1. Families for the group G. Let π be a cuspidal automorphic representation of G(A) such that π∞
lies in the discrete series. We impose the following assumptions:

Assumption 6.1.1. Assume that:

(1) The Harish-Chandra parameter of π∞ is of the form wn · (λπ + ρ) for some λπ ∈ X∗(T/T0)
+ (see

Section 2.3).

(2) Any weak base-change of π to an automorphic representation of GL1(AE)×GL2n(AF ) is cuspidal.5

(3) There exist compact open subgroups K p ⊂ G(Qp) and K p
⊂ G(Ap

f ) with K p hyperspecial, such
that K = K p K p is sufficiently small and

dimC π
K
f = 1.

Remark 6.1.2. Under the additional assumptions below, Assumption 6.1.1(3) is not a severe restriction
thanks to the local newform theory for general linear groups. More precisely, under Assumption 6.2.1
below, the local component of π at any ramified prime occurs as the local component of its cuspidal
base-change to GL1(AE)×GL2n(AF ), and is therefore generic. In particular, by [Jacquet et al. 1981],
there exists a compact open subgroup K = K p K p with K p hyperspecial, such that dimC π

K
f = 1. If K is

neat then Assumption 6.1.1(3) holds, otherwise one can use a similar strategy as in [Loeffler and Zerbes
2021, Remark 3.2.1] to handle more general levels.

Fix a finite set of primes S containing p and all primes where K p is not a good special maximal
compact open subgroup as in Lemma C.0.1. Let T− denote the Hecke algebra (over Q) given by

T− = C∞(K S
\G(AS

f )/K S)⊗Q[T−]

5Here by weak base-change, we mean an automorphic representation of GL1(AE )×GL2n(AF ) satisfying the conditions in
[Shin 2014, Theorem A.1] (the theorem of course shows that such a base-change exists).
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where the convolution product for the first factor is with respect to a fixed Haar measure on G. We fix a
C-algebra homomorphism θπ : T−

C
→C which is an eigencharacter for the action of T−

C
on π

K p K G
Iw(p)

f . By
Assumption 6.1.1(3), this homomorphism has finite-slope at p, so gives rise to a monoid homomorphism
θπ,p : T−→ C×. We let Iπ denote the kernel of the morphism θπ .

Lemma 6.1.3. There exists a number field 8 containing F , such that θπ is defined over 8.

Proof. Let ψ ⊠50 denote the weak base-change of π to GL1(AE) × GL2n(AF ). By [Labesse and
Schwermer 2019, Theorem 5.2.1], there exists π0 ⊂ π |G0(Qℓ) cuspidal automorphic such that 50 is the
weak base-change of π0. Since 50 is cuspidal, we have BCℓ(π0,ℓ)∼=50,ℓ for all rational primes ℓ, where
BCℓ denotes the local (standard) base-change map; see [Liu et al. 2022, Section C.3].

This implies that the homomorphism θπ matches with the Hecke eigensystem for ψ ⊠50, which is
regular algebraic. The result then follows from [Grobner and Raghuram 2014, Proposition 3.4.3] (note
that F is taken to be a totally real field in [loc. cit.], but the cited result holds in general via the same
proof). □

The above lemma implies that we can view θπ as a homomorphism valued in any field extension of 8.
For example, if we let L denote the completion of the image of 8 under the fixed isomorphism C∼=Qp,
then L/Qp is a finite extension and we can view θπ as an L-algebra homomorphism T−L → L . This leads
to the following small slope assumption:

Assumption 6.1.4. We assume that the monoid homomorphism θπ,p : T−→ L× is of small slope (with
respect to κn = wn ⋆ (−w

max
G λπ )).

Example 6.1.5. Let λ∗π =−w
max
G ·λπ (which is in fact equal to λπ by Assumption 6.1.1(1)). We say that

π is Borel ordinary if λ∗π (x)
−1θπ,p(x) is a p-adic unit, where x ∈ T−− is the element in Definition 4.5.1.

As seen below, π contributes to the coherent cohomology of SG,Iw(p), and the slope bounds in [Boxer and
Pilloni 2021, Conjecture 5.9.2] hold because the Shimura variety is compact; see [loc. cit., Theorem 6.48].
Therefore, being Borel ordinary in fact implies that the homomorphism (−λ∗π ) · θπ,p is valued in O×L .

Suppose that π is Borel ordinary. Then we will show that θπ,p is of small slope. For this, it is enough
to calculate, for i ̸= n, the τ0-component of δi := w

−1
i ⋆ κn − λ

∗
π and show that there exists x ∈ T−

such that v(δi (x)) > 0. For 1≤ i ≤ 2n− 1, let xi ∈ T− be the element which is the identity outside the
τ0-component, and equal to (1, . . . , 1, p, . . . , p) in the τ0-component (where there are i lots of p). Write
λπ = (0; c1,τ , . . . , c2n,τ )τ∈9 . We break the analysis into two cases.

Suppose that i < n. Then the action of w−1
i only affects the first i + 1 entries of the τ0-component

of the weight. In this case, we take x = xn and find that v(δi (x)) = 2cn,τ0 + 1 > 0 because cn,τ0 ≥ 0
(Assumption 6.1.1(1)).

Suppose that i = n+ ε for an integer 1≤ ε ≤ n− 1. Then the last n− ε entries of the τ0-component
of δi are cn−ε − cn + ε, 0, . . . , 0 (using the fact that c j,τ0 = −c2n+1− j,τ0). We then take x = xn−ε and
conclude that v(δi (x))= cn−ε − cn + ε > 0 because λπ is dominant.
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Recall that we can view X∗(T/T0)
+ as a subset of WG(Qp) (we will refer to this subset as the classical

weights). We now introduce the notion of a family of automorphic representations and cohomology classes.

Definition 6.1.6. By a family π over an open affinoid U = Spa(A, A+)⊂WG,L containing λπ , passing
through π , we mean an A-algebra homomorphism

θπ : T−A → A

such that for all but finitely many classical weights λ∈U∩X∗(T/T0)
+, there exists a cuspidal automorphic

representation σ such that the specialization of θπ at λ is an eigencharacter for the action of T−L on
σ K p K G

Iw(p) (under the identification C∼=Qp).
Let η ∈ Hn−1(SG,Iw(p), [Vκn ])

−,ss be an eigenvector for the action of T−L with eigencharacter θπ . Let
λA : T (Zp)→ (A+)× denote the universal character associated with U . If such a family π exists then,
by a family η of cohomology classes passing through η, we mean an eigenvector η ∈ Hn−1

wn,an(κn(λA))
−,fs

for the action of T−A with eigencharacter θπ , whose specialization at λπ equals η under the comparison
isomorphism

Hn−1
wn,an(κn(λπ ))

−,ss ∼= Hn−1(SG,Iw(p), [Vκn ])
−,ss.

6.2. Existence of families. In this section, we introduce some further assumptions on π which ensure
the existence of a family passing through π as well as a family of cohomology classes. We begin with
the following ramification assumption on the representation π :

Assumption 6.2.1. Assume that:

(1) The set S above contains only primes which split in E/Q, i.e., K S
=

∏
ℓ̸∈S Kℓ where Kℓ⊂G(Qℓ) is a

good special maximal compact open. We further assume that Kℓ is hyperspecial if GQℓ
is unramified

(for ℓ ̸∈ S).

(2) The eigencharacter θπ,p appears with multiplicity one for the action on π
K G

Iw(p)
p .

As a consequence of this assumption, we have:

Lemma 6.2.2. Suppose that π satisfies Assumption 6.2.1 (as well as the assumptions in the previous
section). Let σ be a cuspidal automorphic representation of G(A) such that σ∞ is cohomological. Suppose
that σ K

f ̸= 0 and πℓ ∼= σℓ for all ℓ ̸∈ S. Then π f ∼= σ f .

Proof. This is an application of Proposition C.0.3. □

We obtain the following corollary:

Corollary 6.2.3. Let π be as in Lemma 6.2.2 and set κn = wn ⋆ (−w
max
G · λπ ). Then the localized

cohomology
Hn−1(SG,Iw(p), [Vκn ])Iπ

is one-dimensional (over L).6

6We are abusing notation slightly — by the localization ( · · ·)Iπ we mean first base-change to L and then localize at Iπ (the
kernel of the map T−L → L).
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Proof. Via the rigid GAGA comparison, this localized cohomology group has the same dimension as

Hn−1(S(C), [Vκn ])Iπ

where S = SG,Iw(p) and we are considering its sheaf cohomology with coefficients in [Vκn ].
Let AG ∼= Gm denote the maximal split torus inside the center of G, and let AG(R)

◦ denote the
connected component of the identity in the analytic topology. Let K ◦

∞
⊂ K∞ denote the maximal compact

subgroup, where K∞ = AG(R)
◦K ◦
∞

is as in Section 2.3. Let p denote the Lie algebra of the opposite of
PG , and we can write

p= p◦⊕ aG

where aG is the Lie algebra of AG and p◦ = p∩ g0, where g0 denotes the Lie algebra of G0.
By [Su 2019], we have the following description

Hn−1(S(C), [Vκn ])=
⊕
σ

(Hn−1
(p◦,K ◦∞)

(σ∞⊗ Vκn )⊗ σ
K p K G

Iw(p)
f )m(σ ) (6.2.4)

where the sum runs over all cuspidal automorphic representations σ of G(A) which lie in the discrete
spectrum (with multiplicity m(σ )), and are such that AG(R)

◦ acts trivially on σ∞. Since aG and AG(R)
◦

act trivially on σ∞⊗ Vκn , we have

Hn−1
(p◦,K ◦∞)

(σ∞⊗ Vκn )= Hn−1
(p,K∞)(σ∞⊗ Vκn ).

By the Hodge decomposition (see [Lan and Polo 2018] for example) of the singular cohomology
H2n−1(S(C),Wλπ ) with coefficients in the algebraic representation with highest weight λπ , we see
that σ∞ is cohomological if

Hn−1
(p,K∞)(σ∞⊗ Vκn )⊗ σ

K p K G
Iw(p)

f ̸= 0.

Furthermore, if this space is nonzero after localizing at Iπ , the conditions in Lemma 6.2.2 are satisfied
for σ .

Note that if σ satisfies σ f ∼=π f then by the strong base-change results in [Mok 2015] and [Kaletha et al.
2014] (and that AG(R)

◦ acts trivially on σ∞), σ∞ must lie in the same L-packet for π∞. By [Blasius et al.
1994, Theorem 3.2.1], if the vector space Hn−1

(p,K∞)(σ∞⊗ Vκn ) is nonzero, then we must have σ∞ ∼= π∞
and Hn−1

(p,K∞)(π∞⊗ Vκn ) is one-dimensional. Therefore, localizing (6.2.4) at the ideal Iπ , we see that

Hn−1(S(C), [Vκn ])Iπ = (H
n−1
(p,K∞)(π∞⊗ Vκn )⊗π

K p K G
Iw(p)

f [θπ,p])
m(π).

where π
K p K G

Iw(p)
f [θπ,p] denotes the (generalized) eigenspace for the character θπ,p.

By Assumption 6.2.1, we therefore see that the dimension of the cohomology group in the statement
of the corollary is equal to m(π). Since m(π) > 0 (by definition), it is enough to show that m(π) ≤ 1.
But there is an injective G0-equivariant restriction map

L2
disc(G) ↪→ L2

disc(G0)
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from the discrete spectrum of G to that of G0 (see [Labesse and Schwermer 2019, Theorem 1.1.1]),
hence it is enough to show that the multiplicity of any cuspidal automorphic representation in L2

disc(G0)

is at most 1. But this follows from Arthur’s multiplicity formula for unitary groups; see [Chen and Zou
2021]. □

Recall that we have classicality isomorphisms on the small slope part

R0G
wn,an(κn)

−,ss ∼= R0G
wn
(κn)

−,ss ∼= R0(SG,Iw(p), [Vκn ])
−,ss.

Note that the cohomology of the right-hand side vanishes outside degree n− 1, and since θπ is of small
slope, we see that R0G

wn,an(κn)Iπ has cohomology concentrated in degree n− 1 where it is free of rank
one (over L).

The Tor-spectral sequence

E p,q
2 : TorA

−p(H
q
wn,an(κn(λA))

−,fs, λπ )⇒ Hp+q
wn,an(κn(λπ ))

−,fs

therefore implies that there exists an affinoid U = Spa(A, A+)⊂ (WG)L containing λπ , such that

R0G
wn,an(κn(λA))Iπ

has cohomology concentrated in degree n− 1 where it is free of rank one over the stalk of A at λπ . Here
λA : T (Zp)→ (A+)× denotes the universal character (which is trivial on T0(Zp)).

The construction in [Boxer and Pilloni 2021, Section 6.9] gives rise to an eigenvariety E→WG which is
locally quasifinite and partially proper, and parametrizes finite-slope Hecke eigensystems appearing in the
coherent cohomology of SG,Iw(p).7 In particular, we have coherent sheaves M̃•,−,fs

wn
whose pushforward

to WG recovers the cohomology groups H•wn,an( · · · )
−,fs, and the ideal Iπ gives a point x ∈ E(L). Since

R0G
wn,an(κn(λA))Iπ has cohomology concentrated in degree n− 1 where it is free of rank one over the

stalk of A at λπ , we can (after shrinking U ) find an open affinoid neighborhood V ⊂ EL of x such that
the induced map V →U is an isomorphism. In particular, this implies:

Theorem 6.2.5. Shrinking U if necessary:

(1) There exists a unique family π over U passing through π .

(2) The generalized eigenspace Sn−1(π)⊂Hn−1
wn,an(κn(λA))

−,fs on which T−A acts through the character θπ ,
is a direct summand that is free of rank one over A. In particular, a basis η of Sn−1(π) is a family of
cohomology classes passing through a basis η of Hn−1(SG,Iw(p), [Vκn ])Iπ .

Proof. The above discussion implies that there exists a character θπ specializing to θπ at λπ and
satisfying (2), so we just need to show that θπ defines a unique family. But the fact that θπ arises from the
eigenvariety E implies that for any λ ∈U ∩ X∗(T/T0)

+, the specialization of θπ is an eigencharacter for

7This is not the “full eigenvariety” but rather the pullback of the eigenvariety constructed in [Boxer and Pilloni 2021,
Section 6.9] along the closed embedding WG ↪→Wfull

G , here Wfull
G is the weight space parametrizing characters of T (Zp).

Furthermore, including level subgroups which are good special maximal compact open but not hyperspecial does not affect the
construction.
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the action of T−L on Hn−1
wn,an(κn(λ))

−,fs. Shrinking U if necessary, we can ensure that it is of small slope,
so (under the identification C∼=Qp) contributes to Hn−1(SG,Iw(C), [Vκn(λ)]) with multiplicity one. The
description in (6.2.4) holds for this cohomology group, and therefore, letting I denote the kernel of the
specialization θ of θπ at λ, we must have a Hecke-equivariant isomorphism

Hn−1(SG,Iw(C), [Vκn(λ)])I ∼= σ
K p K G

Iw(p)
f [θp]

for some cuspidal automorphic representation σ , since we know the dimension of the left-hand side is
one. □

Remark 6.2.6. We will refer to σ in the above theorem as the specialization of θπ at λ, even though there
will be several automorphic representations σ ′ which have the same Hecke eigenvalues. Note that, by the
Hodge decomposition, σ∞ is cohomological with respect to the algebraic representation of G(C) with
highest weight λ.

7. Families of anticyclotomic characters

In this section we exhibit families of anticyclotomic characters in the coherent cohomology of SH,♦(p).

7.1. Anticyclotomic characters. Let R denote the unitary similitude group associated with the Hermitian
space

∧n
F W1⊕

∧n
F W2 (with common similitude on each factor) where W1 and W2 are the Hermitian

spaces in Section 2. This can be upgraded to a PEL Shimura datum via the homomorphism h R := det ◦h H

and has Hodge cocharacter µR := det ◦µH . Here det : H → R denotes the homomorphism given by
(h1, h2) 7→ (det h1, det h2). By design, one has a morphism of Shimura data (H, h H)→ (R, h R). Note
that µR is central in RFcl , so the associated parabolics and Levi are all equal to

RFcl ∼= Gm,Fcl ×

∏
τ∈9

(Gm,Fcl ×Gm,Fcl).

Let ResF+/Q U(1) be the restriction of scalars of the unitary group associated with the one-dimensional
Hermitian space over F (with respect to F/F+). Then we have a morphism of algebraic groups

N : ResF/Q Gm→ ResF+/Q U(1),

z 7→ z̄/z,

which is open and surjective on A f -points. On the other hand, we have a morphism

ν : H det
−→ R→ ResF+/Q U(1)

where the second map is given by sending a pair (z1, z2) to z2/z1.

Notation 7.1.1. Let N be the smallest ideal of OF such that ν(U ) ⊂ N ((ÔF+ + NÔF )
×), where

U ⊂ H(A f ) is the level of SH,♦(p).

We introduce the following space of anticyclotomic characters:
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Definition 7.1.2. Let 6(N) denote the set of algebraic Hecke characters χ : A×F → C× satisfying:

(1) χ is anticyclotomic, i.e., its restriction to A×F+ is trivial.

(2) The infinity type of χ is ( j,− j) for some tuple of integers j = ( jτ )τ∈9 , i.e., for any z = (zτ )τ∈9 ∈∏
τ∈9 Fτ one has

χ(z)=
∏
τ∈9

z− jτ
τ zτ jτ .

(3) The conductor of χ divides the ideal N.

Remark 7.1.3. Let χ ∈ 6(N). Then, since χ is anticyclotomic, the character χ descends to a unique
character

χ ′ : (ResF+/Q U(1))(Q)\(ResF+/Q U(1))(A)→ C×

satisfying χ =χ ′◦N . We consider the character χ : R(Q)\R(A)→C× defined as χ(z1, z2)=χ
′(z2/z1).

Any character χ ∈6(N) has an associated p-adic algebraic Hecke character, denoted χp : A×F →Q×p ,
by defining

χp(x)= ιp(χ f (x))
∏
τ∈9

x− jτ
pτ x jτ

pτ

where ιp : C∼=Qp denotes the fixed isomorphism in Section 1.2, and pτ is the prime ideal corresponding
to τ with respect to this isomorphism. We are interested in p-adically interpolating algebraic p-adic
characters of the form

χ0,p
∏
τ∈9

χmτ
τ,p

where χ0 ∈6(N) is an anticyclotomic Dirichlet character, χτ ∈6(N) is a fixed anticyclotomic character
of infinity type (1τ ,−1τ ) (1τ is the tuple which is nonzero only in the τ -component, where it is equal
to 1) and mτ are integers. Furthermore, we want to interpret such a family as a coherent cohomology
class.

The strategy we will use for producing such a family follows three steps:

(1) We will first construct a family of cohomology classes interpolating these characters in the cohomology
of a Shimura set associated with the group R.

(2) Using the results in Appendix B, we will pull back this construction to the Shimura variety SH,♦(p)
via the morphism det : H→ R.

(3) Finally, we will construct the family and describe the interpolation property.

7.2. Step 1: Classes for the Shimura set. Let C ⊂ R(A f ) be a sufficiently small compact open subgroup,
and let χ ∈6(N) be an anticyclotomic character of infinity type ( j,− j) such that χ is trivial on C . Let
1 := SR,C denote the associated Shimura set (over Fcl), which satisfies

1(C)= R(Q)\R(A f )/C.
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The goal of this section is to associate to χ a class in the coherent cohomology of 1, and explain how
one can raise this class to p-adic powers.

Let RdR→1 denote the standard principal RFcl-bundle, which satisfies

RdR(C)= R(Q)\R(C)× R(A f )/C

(via the embedding Fcl
⊂ C). This bundle has a trivialization in the following way. Fix a set of

representatives {s1, . . . , sr } ⊂ R(A f ) for each point of 1(C), then we have an identification of torsors

1(C)× R(C)= RdR(C) (7.2.1)

by sending ([si ], γ ) to [γ, si ]. One can show that, for any number field8/Fcl, this identification descends
to an identification 18× R8 = RdR,8.8

Recall that we have a fixed prime p of F lying above p (corresponding to the fixed embedding τ0). We
fix a choice of prime P of 8 lying above p, and by passing to completions, we obtain a finite extension
L := 8P of Qp. Let 1an

L denote the adic space associated with 1L , and let Ran
HT,L → 1an

L denote the
Ran

L -torsor parametrizing frames of (the pro-étale sheaf) Vét⊗Q̂p
Ô1an

L
(respecting certain tensors), where

R = RQp and Vét is the p-adic local system associated with a faithful representation V of R; see [Caraiani
and Scholze 2017, Section 2.3].

Since µR is central in RFcl , one has an isomorphism of torsors between the analytification of RdR,L

and µRan
HT,L (the twist of Ran

HT,L along µR).

Notation 7.2.2. Consider the open affinoid subgroup

Rk,L =O×L (1+Bk)×
∏
τ∈9

(O×L (1+Bk)×O×L (1+Bk))⊂ Ran
L

where Bk is the “closed disc” (over L) in Section 3.2. We denote a general element of this subgroup by
(x0, x1,τ , x2,τ )τ∈9 .

Corollary 7.2.3. The above identification induces an identification

1an
L × Ran

L =
µRan

HT,L .

It is evident from this identification that one obtains the following reduction of structure

RHT,L ,k :=1
an
L ×Rk,L ↪→1an

L × Ran
L =Ran

HT,L

for any k ≥ 1. We can (and do) choose the set of representatives {s1, . . . , sr } such that si ∈ R(Ap
f ).

9 Then
we associate with χ the global section

RdR(C)→ C

8One should think of such a choice of representatives as a choice of canonical model for 1(C). Of course, canonical models
are unique up to unique isomorphism, but for this identification of torsors, it is helpful to fix such a choice.

9This is possible because a finite Galois extension can be generated by Frobeniuses outside any finite set of primes.
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given by sending [x, y] 7→ ξ [ j](x)χ(y), where x ∈ R(C) and y ∈ R(A f ), and

ξ [ j] : R(C)∼= C××
∏
τ∈9

(C××C×)→ C×,

(x0, x1,τ , x2,τ )τ∈9 7→
∏
τ∈9

(
x2,τ

x1,τ

) jτ
.

This global section is well-defined precisely because χ is an algebraic Hecke character of infinity-type
( j,− j), and transforms under the action of R(C) by the character ξ [ j], so descends to a cohomology
class

[χ ]B ∈ H0(1(C), [ξ [ j]]).

Via the identification in (7.2.1), the class [χ ]B coincides with the product of the global section of 1(C)
taking si to χ(si ), and the global section R(C) ξ

[ j]
−→ C× ⊂ C. Since χ(si ) are elements of some number

field, we can find a large enough 8 such that [χ ]B descends to a global section in H0(18, [ξ
[ j]
]). Via

the rigid GAGA comparison, we therefore obtain a global section [χ ]HT ∈ H0(1an
L , [ξ

[ j]
]) characterized

by the global section
1an

L × Ran
L → A1,an,

([si ], t) 7→ χ(si )ξ
[ j],an(t),

where we are viewing χ(si ) as an element of L× via the identification C∼=Qp.

Lemma 7.2.4. For any integer k ≥ 1, the global section [χ ]HT is described by the morphism

1an
L ×Rk,L → A1,an,

([si ], (x0, x1,τ , x2,τ )τ∈9) 7→ χ(si )
∏
τ∈9

(
x2,τ

x1,τ

) jτ
,

which is valued in O×L (1+Bk).

Proof. This follows immediately from the fact that χ(si ) ∈O×L (under the identification C∼=Qp). Indeed,
because the representatives si have been chosen to have no component at p, χ(si ) is in the image of the
(continuous) Galois character Gal(Fab/F)→ L× associated with χp (via class field theory). But Galois
groups are compact, so this is valued in O×L . □

The description in Lemma 7.2.4 allows us to raise this cohomology class to p-adic powers, in the
following way. Let (A, A+) be a Tate algebra over (L ,OL) and let β : O×L → (A+)× be a k-analytic
character, i.e., it extends to a pairing

O×L (1+Bk)×Spa(L ,OL ) Spa(A, A+)→ Gan
m .

Then via the torsor RHT,L ,k , one obtains an A-Banach sheaf [β ◦ ξ [ j]] and a cohomology class

[χ ]
β

HT ∈ H0(1an
L , [β ◦ ξ

[ j]
])
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described by the morphism

1an
L ×Rk,L → A1,an

×Spa(A, A+),

([si ], (x0, x1,τ , x2,τ )τ∈9) 7→ β

(
χ(si )

∏
τ∈9

(
x2,τ

x1,τ

) jτ)
,

which is well-defined by Lemma 7.2.4. This description is independent of the radius of analyticity k.

Remark 7.2.5. If we take (A, A+)= (L ,OL) and β(−)= (−)k for some integer k, then [χ ]βHT is equal
to the k-fold cup product of [χ ]HT (which makes sense for negative integers because [χ ]HT is an invertible
section). In particular, under the rigid GAGA comparison (and the identification C∼=Qp)

H0(1an
L , [β ◦ ξ

[ j]
])= H0(1an

Qp
, [β ◦ ξ [ j]])⊗Qp L ↪→ H0(1(C), [β ◦ ξ [ j]])

the class [χ ]βHT is mapped to [χ k
]B .

7.3. Step 2: Pullback to the Shimura variety for H. Recall that we have a morphism (H, X H)→

(R, X R) of Shimura data induced from the homomorphism det : H ↠ R. Let U = U p K H
♦
(p) and let

C = ν(U ). By shrinking U p is necessary, we may assume that C is neat. We therefore obtain a morphism

SH,♦(p)→ SR,C :=1

which we will also denote by det. The fibers of this morphism (after base-changing to a sufficiently large
field extension) are disjoint unions of connected components of SH,♦(p).

Let HdR→ SH,♦(p) denote the standard principle HFcl-bundle as in [Milne 1990, Section III.3], which
satisfies

HdR(C)= H(Q)\X H × H(C)× H(A f )/K .

One has a natural morphism HdR(C)→ RdR(C) induced from the morphism det and, as explained in
Section III.4 of [loc. cit.], this descends to a morphism on the canonical models of these standard principle
bundles;10 i.e., we obtain a morphism (of principle bundles) HdR→ RdR. One can check on complex
points that this induces an isomorphism HdR×

HFcl RFcl ∼= det∗ RdR, where the pushout is via the morphism
det : HFcl → RFcl .

On the other hand, the bundle HdR can be expressed as the pushout PH,dR×
PH HFcl , and since the

morphism ν : PH → RFcl factors through the projection PH ↠ MH , one obtains an isomorphism

MH,dR×
MH RFcl ∼= HdR×

HFcl RFcl ∼= det∗ RdR.

Passing to the associated adic spaces and using the de Rham–p-adic comparison, one obtains an isomor-
phism (of Ran-torsors)

µMan
H,HT×

Man
H Ran ∼= det∗(µRan

HT). (7.3.1)

10Since (H, X H ) does not satisfy axiom (SD3) in [Graham and Shah 2023, Definition B.16], one has to use the additional
property that this Shimura–Deligne datum embeds into a Siegel datum to ensure the existence of a canonical model for HdR.
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It will be helpful to reinterpret this isomorphism in terms of flag varieties. We have a commutative
diagram:

SH,U p FLH

SR,C p FLR

πH,HT

πR,HT

where the vertical arrows are induced from the homomorphism det.
Let Ran and MH,an denote the torsors Ran

→ FLR and H an/N an
H → FLH respectively (where both

structural maps are given by x 7→ x−1 to ensure that they are right torsors). Note that the torsor Ran is
trivial, so det∗ Ran is identified with FLG

× Ran and we have a canonical isomorphism

MH,an
×

Man
H Ran ∼= det∗ Ran.

Since pull-back commutes with colimits (so in particular pushouts) and this is compatible with the
K H
♦
(p)-equivariant structure, this induces an isomorphism

Man
H,HT×

Man
H Ran

= π∗H,HT(M
H,an
×

Man
H Ran)/K H

♦
(p)∼= π∗H,HT(det∗ Ran)/K H

♦
(p)= det∗Ran

HT.

We can twist this isomorphism along µ : Z×p → Man
H

det
−→ Ran (induced from µR = det ◦µH ) to obtain an

isomorphism
µMan

H,HT×
Man

H Ran ∼= det∗(µRan
HT). (7.3.2)

Proposition 7.3.3. The isomorphisms (7.3.1) and (7.3.2) coincide.

Proof. With notation as in Appendix B, the isomorphism (7.3.1) (resp. (7.3.2)) is induced from the natural
transformation ηdR (resp. ηét). The result now follows from Corollary B.2.4. □

We obtain the following corollary:

Corollary 7.3.4. Over UH
k (p)L one has a commutative diagram:

µMan
H,HT,L ×

Man
H,L Ran

L det∗(µRan
HT,L)

µMH,HT,k,1,L ×
M♣

H,k,1,L Rk,L det∗(µRHT,k,L)

(7.3.1)

∼

for any finite extension L/Qp, where the left-hand map is induced from the reduction of structure in
Section 5.1.

Proof. To simplify notation, we will establish the case L =Qp only, as the general case follows the exact
same argument.

Note that the left-hand vertical map is induced from the morphism MH,HT,k,k,1→Man
H,HT and pushing

out along M♣

H,k,k,1→Rk factors through the affinoid group M♣

H,k,1, so the left hand vertical map does
indeed make sense.
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Using the fact that the morphism (7.3.1) coincides with (7.3.2) and untwisting along µ : Z×p →

M♣

H,k,1
det
−→Rk , we can work on the level of flag varieties. In this setting we have a commutative diagram

(because the morphism M♦

H,k,k,1→Rk extends to a morphism MH
k,k,1→Rk):

MH,an
|UH

k
×

Man
H Ran UH

k × Ran

MH
k,k,1×

M♦

H,k,k,1 Rk UH
k ×Rk

∼

∼

which gives the desired result. □

7.4. Step 3: Construction of the family. Fix a collection {χτ : τ ∈ 9} ⊂ 6(N) of anticyclotomic
characters, where χτ has infinity type (1τ ,−1τ ) and let χ0 ∈6(N) be a fixed anticyclotomic Dirichlet
character. Let L ′/Qp be a sufficiently large finite extension containing the fields of definition of χτ,p,
and let L/L ′ be finite extension containing the field of definition of χ0,p.

Theorem 7.4.1. Let (A, A+) be a Tate algebra over (L ,OL) and let (βτ )τ∈9 be a collection of locally
analytic characters O×L ′ → (A+)×. Let ξ [β] : Rk,L ′ → Gan

m denote the character given by sending
(x0, x1,τ , x2,τ )τ∈9 to

∏
τ βτ (x2,τ/x1,τ ), for any sufficiently large k. Then there exists a class

χ ∈ H0
id,an(ξ

[β]
◦ det)(+,†) := lim

−−→
m

H0(ZH
m (p), [ξ

[β]
◦ det])

such that:

(1) If (A, A+) = (L ,OL) and βτ are integers, then χ extends to a class in H0(SH,♦(p)L , [ξ
[β]
◦ det])

whose image under the map (induced from rigid GAGA and the identification C∼=Qp)

H0(SH,♦(p)L , [ξ
[β]
◦ det])= H0(SH,♦(p), [ξ [β] ◦ det])⊗Qp L ↪→ H0(SH,♦(p)(C), [ξ [β] ◦ det])

is equal to det∗([χ0]B ·
∏
τ∈9[χ

βτ
τ ]B). In other words, for classical weights this family specializes to

the cohomology class representing the automorphic form:

H(Q)\H(A)→ C,

(h1, h2) 7→ χ0(det(h1, h2)) ·
∏
τ∈9

χ τ (det(h1, h2))
βτ .

(2) For varying (A, A+), the constructions of χ are compatible.

Proof. Recall the definitions of [χ0]HT and [χτ ]
βτ
HT from Section 7.2 (where we view [χτ ]

βτ
HT as a class

defined over L). We define
χ = det∗[χ0]HT ·

∏
τ∈9

det∗[χτ ]
βτ
HT.

The interpolation property follows from Corollary 7.3.4 and Remark 7.2.5, and it is clear from the
definition of [· · · ]HT that this construction is compatible under base-change. □
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8. Construction of the p-adic L-function

In this final section, we construct the p-adic L-function associated with a family of cohomology classes η
and a family χ of anticyclotomic characters. We will end by discussing its relation to unitary Friedberg–
Jacquet periods.

8.1. Definition of the p-adic L-function. Let π be a cuspidal automorphic representation of G(A)
satisfying Assumptions 6.1.1, 6.1.4 and 6.2.1. Then the construction in Section 6.2 implies that there
exists a unique family θπ and family of cohomology classes η ∈ Sn−1(π) passing through π , defined over
a sufficiently small affinoid U = Spa(A, A+)⊂WG,L .

For the family of anticyclotomic characters, we make the following assumption:

Assumption 8.1.1. The class number of F is not divisible by p.

By this assumption, for every τ ∈9, we can fix an anticyclotomic character χτ ∈6(N) of infinity type
(1τ ,−1τ ), such that associated p-adic Hecke character is valued in Q×p ; see the discussion in [Collins
2020, Section 4.2], for example. Fix an anticyclotomic Dirichlet character χ0 ∈ 6(N), and let V =
Spa(B, B+)⊂WH,L be an open affinoid subspace with universal character λB : (Z

×
p )
[F+:Q]−1

→ (B+)×.
We can naturally view λA and β := λB as characters valued in A⊗̂B. Then the results in Section 7 imply
that there exists a family χ ∈H0

id,an(σ
[β]
n (λA)

∨)(+,†) which interpolates (the coherent cohomology classes
associated with) the anticyclotomic characters

χ(λ, j) := χ0 ·χ
−(cn,τ0+1)
τ0 ·

∏
τ ̸=τ0

χ− jτ
τ

where (λ, j)∈ X∗(T/T0)
+
×X∗(S)+∩U×V with λ= (0; c1,τ , . . . , c2n,τ )τ∈9 and j = ( jτ )τ ̸=τ0 satisfying

0≤ jτ ≤ cn,τ .

Definition 8.1.2. With the set-up as above, we define

Lp(η, χ) := ⟨⟨η, χ⟩⟩
−

an ∈O(U × V )

where the right-hand side is as in Section 5.4.

Remark 8.1.3. Since the pairing ⟨⟨·, ·⟩⟩−an is compatible with change of coefficients, the p-adic analytic
functions Lp(η, χ) glue as V varies. Therefore, we can (and do) view

Lp(η, χ) ∈O(U ×WH,L)

which makes sense because the families χ glue for varying V , by Theorem 7.4.1(2) (note that we can
choose an open affinoid cover of WH such that the universal characters for each open are locally analytic —
see [Loeffler and Zerbes 2016, Lemma 4.1.5]).
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8.2. The interpolation property. Keeping with the same set-up as in the previous section, we introduce
the following “region of interpolation”:

Definition 8.2.1. Let 6int denote the subset of X∗(T/T0)
+
× X∗(S)+ ∩ (U ×WH )(L) of all pairs (λ, j)

with λ= (0; c1,τ , . . . , c2n,τ )τ∈9 and j = ( jτ )τ ̸=τ0 satisfying 0≤ jτ ≤ cn,τ .

For (λ, j) ∈6int let

ηλ ∈ Hn−1
wn,an(κn(λ))

−,ss ∼= Hn−1(SG,Iw(p), [Vκn(λ)])
−,ss

denote the specialization of η at (λ, j), which we can view as an element of Hn−1(SG,Iw(p)(C), [Vκn(λ)])

via rigid GAGA and the identification ιp : C ∼= Qp. Let Lp(ηλ, χ(λ, j)) denote the specialization of
Lp(η, χ) under the map O(U ×WH )→ L induced from (λ, j).

We obtain the following interpolation property for Lp(η, χ).

Proposition 8.2.2. After possibly shrinking U around λπ , for any (λ, j) ∈6int one has

ι−1
p Lp(ηλ, χ(λ, j))= ⟨ηλ, ν

∗
[χ(λ, j)]B⟩alg

where ιp : C ∼= Qp denotes the fixed isomorphism, and the pairing in the right-hand side has been
base-changed to C (via the embedding Fcl ↪→ C).

Proof. If we let

ν∗[χ(λ, j)]HT ∈ H0
id,an(σ

[ j](λ)∨)(+,†) = H0
id(σ

[ j](λ)∨)(+,†)

denote the specialization of χ , then the results in Section 7 imply that ν∗[χ(λ, j)]HT is in the image of the
restriction map

H0(SH,♦(p), [σ [ j]n (λ)]∨)→ H0
id(σ

[ j](λ)∨)(+,†)

and its image under the rigid GAGA comparison is equal to ν∗[χ(λ, j)]B . The result then follows from
Corollary 5.4.4, Theorem 4.7.3 and Proposition 4.4.2. □

Remark 8.2.3. The equality in Proposition 8.2.2 depends on a choice of isomorphism V ∗κn(λ)∗
∼= Vκn(λ)

over Fcl.

Let [H] = H(Q)AG,H(A)\H(A), where AG denotes the maximal split subtorus of the center of G
and AG,H = AG ∩ H (which in fact equals AG). By choosing a Haar measure for H(Q)AG,H(A) and
using a fixed Haar measure for H(A), one obtains a measure on the quotient [H] which we will denote
by d̄h. We also let [H]′ = H(Q)AG,H(R)

◦
\H(A) and, similar to above, we have an induced measure

d̄ ′h. We choose these measures so they are compatible under the quotient map [H]′→ [H]. We also
assume that the volume of U ◦

∞
U with respect to the Haar measure on H(A) is contained in (Fcl)×, where

U ◦
∞

is the maximal compact subgroup of U∞ = K∞ ∩ H(R).
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Corollary 8.2.4. Let (λ, j) ∈6int and σ be the cuspidal automorphic representation of G(A) associated
with ηλ (see Section 6.2). Then there exists G ∈ σ such that

ι−1
p Lp(ηλ, χ(λ, j))∼Fcl,× (2π i)−(n−1)

∫
[H]′

G(h) ·χ(λ, j)(ν(h)) d̄ ′h (8.2.5)

where ∼Fcl,× means up to a nonzero constant in Fcl,× which only depends on λ and the choice of Haar
measures as above.

Furthermore, if the central character of π restricted to AG,H(A) is trivial, then we have the relation

ι−1
p Lp(ηλ, χ(λ, j))∼Fcl,× (2π i)−(n−1)

∫
[H]

G(h) ·χ(λ, j)(ν(h)) d̄h

after possibly shrinking U around λπ .

Proof. By Proposition 8.2.2, it is equivalent to showing that ⟨ηλ, ν∗[χ(λ, j)]B⟩alg equals the right-hand side
of (8.2.5). We will freely use the notation from the proof of Corollary 6.2.3. We first note that we have an
morphism

HomK∞(νn−1, σ∞)→ HomK∞

(n−1∧
(p/m), σ∞⊗ Vκn(λ)

)
where notation is as in Section 2.3, given by precomposing with the map of MG-representations

n−1∧
(p/m)⊗ Vκn(λ)∗→ νn−1 (8.2.6)

(which is uniquely determined up to C×) and using a fixed isomorphism

V ∗κn(λ)∗
∼= Vκn(λ). (8.2.7)

This induces an isomorphism HomK∞(νn−1, σ∞)∼=Hn−1
(p,K∞)(σ∞⊗Vκn(λ)), and hence we obtain an injective

map

HomK∞(νn−1, σ∞)⊗ σ
K p K G

Iw(p)
f ↪→ Hn−1(SG,Iw(p)(C), [Vκn(λ)])

whose image is identified with the localization of the right-hand side at the kernel of the specialization of
θπ at λ.

The representation
∧n−1

(p/m) is definable over Fcl so we choose the map (8.2.6) to be defined
over Fcl. We also choose the same isomorphism (8.2.7) as in Proposition 8.2.2, which is defined over Fcl.
Recall from Proposition 2.6.1 that we have a (unique up to scaling) vector v[ j]κn(λ)

∈ Vκn(λ)∗ on which MH

acts through the character σ [ j]n (λ)−1. Let z be the image of w⊗ v[ j]κn(λ)
under the map (8.2.6), where w

is a choice of highest weight vector of
∧n−1

(p/m) defined over Fcl. This vector z is nonzero because
σ
[ j]
n (λ)∨ appears as a direct factor with multiplicity one in both the codomain and domain of (8.2.6).

Via the above injective map, the class ηλ corresponds to a homomorphism Gηλ ⊗ ϕ f , where ϕ f ∈

σ K p K G
Iw(p). We take G to be G := γ̂ ·(Gηλ(z)⊗ϕ f )∈σ (where γ̂ is viewed as an element of G(Qp)⊂G(A)).
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If we let pH (resp. mH ) denote the Lie algebra of the opposite of PH (resp. MH ), then
∧n−1 pH/mH is

identified with the line spanned by the vector w. By [Su 2019], we have an isomorphism

Hn−1(SH,♦(p)(C), [σ [ j]n (λ)])∼= Hn−1
(pH ,U∞)(C

∞([H]′/U )U∞−fin
⊗ σ [ j]n (λ))

where U∞ = K∞ ∩ H(R) and U ⊂ H(A f ) is the level of the Shimura variety SH,♦(p). Under this
identification, the class ι̂∗ηλ is represented by the homomorphism

n−1∧
pH/mH → C∞([H]′/U )U∞−fin

⊗ σ [ j]n (λ),

w 7→ G|H .

The result now follows from [Harris 1990, Proposition 3.8].
For the last part, note that the central character of π restricted to AG(A) is necessarily a Dirichlet

character (because π contributes to the coherent cohomology of SG,Iw(p) and the center acts trivially
on Vκn ) and is therefore determined by the image of Hecke operators [K SaK S

] under the map θπ , for
a ∈ AG(A

S
f ). The image of these operators under θπ form a discrete subgroup, so we can shrink U if

necessary so that the images of these operators under θπ are constant (note that one normally normalizes
the Hecke operators by the weight, but because our weights are trivial on T0, this normalization is trivial).
Therefore our assumption implies that the central character of σ is trivial on AG(A), so we can descend
to [H]. □

Remark 8.2.8. If we define [H0] = H0(Q)\H0(A), then [H] is the disjoint union of finitely many
translates of [H0]. Therefore the integral (over [H]) in Corollary 8.2.4 is nonzero if and only if∫

[H0]

G(h) ·χ(λ, j)(ν(h)) d̄h

is nonzero. This latter integral is a so-called unitary Friedberg–Jacquet period.

Appendix A: Branching laws

The goal of this appendix is to prove Theorem 5.3.4. The idea is to p-adically interpolate the branching
law appearing in Proposition 2.6.1. Since the groups MG and MH are products of general linear groups
indexed by the CM type 9 (and an additional “similitude factor”), it will be more convenient to analyze
the branching law for each factor.

Unfortunately this means that we will have to use conflicting notation when performing this case-
by-case analysis; therefore, we warn the reader that the notation in Sections A.1–A.4 is different from
the rest of the article. We have however endeavored to keep the notation uniform throughout these four
subsections (e.g., the element u and torus T♦ play the same role in the analysis, but change for each
group). We hope that this change doesn’t cause any confusion.
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A.1. A preliminary lemma. For a split unramified reductive group G over Zp, let BG ⊂ G denote a
Borel subgroup and BG its opposite with respect to a fixed maximal torus T ⊂ BG . Let UG ⊂ BG and
U G ⊂ BG denote the unipotent radicals.

Let G denote the adic generic fiber of the completion of G along its special fiber, and let Gan denote
the analytification of GQp (so we have G ⊂ Gan). We use similar notation for UG , BG , etc. For an integer
r ≥ 1, we let G1

r denote the subgroup of G of elements which reduce to the identity modulo pr . Similarly,
for H= UG , UG , BG , BG , let H1

r denote the elements in H which reduce to the identity modulo pr .
Recall the notation B◦r ⊂ B◦r ⊂ Br ⊂ Br for the four different “flavors of disc” in Section 3.2.

Lemma A.1.1. Let d, r ≥ 1 and Y a (d × d)-matrix with entries in B◦r . Let ξ denote the antidiagonal
(d × d)-matrix with 1s along the antidiagonal. Then there exist elements R ∈ U1

GLd ,r and S ∈ B1
GLd ,r such

that

ξ + Y = R · ξ · S.

Proof. The element 1+ Y ξ−1 defines an element of the group GL1
d,r . One has an Iwahori decomposition

GL1
d,r = U1

GLd ,r ·B
1
GLd ,r

so there exist elements R ∈U1
GLd ,r and S′ ∈B1

GLd ,r such that 1+Y ξ−1
= RS′. We then take S= ξ−1S′ξ . □

A.2. The group GL2n−1. We first establish the following lemma:

Lemma A.2.1. Let ξ be the (n×n−1)-matrix whose first row is zero and the bottom (n−1×n−1)-matrix
is the antidiagonal matrix with 1s along the antidiagonal. Let Y be any (n× n− 1)-matrix with entries
in B◦r . Then there exists R ∈ U1

GLn,r and S ∈ B1
GLn−1,r such that

ξ + Y = R · ξ · S.

Proof. We denote the top row of Y by y and the bottom (n− 1× n− 1)-matrix by Y ′. Let R′ ∈ U1
GLn,r

and S ∈ B1
GLn−1,r be as in Lemma A.1.1 such that

ξ ′+ Y ′ = R′ · ξ ′ · S

where ξ ′ is the (n− 1× n− 1) antidiagonal matrix with nonzero entries equal to 1. Then we take

R =
(

1 r
R′

)
∈ U1

GLn,r

where r = yS−1(ξ ′)−1. □

Let G = GL2n−1 and H = GLn−1×GLn over Zp. We consider H as a subgroup of G via the block
diagonal embedding (where the top left block is of size GLn−1). Fix the standard Borel BG and torus
T in G. Elements of the torus T are given by tuples (y1, . . . , y2n−1) (corresponding to the entries of
the diagonal matrix) and we let T♦ ⊂ T denote the subtorus of elements satisfying yi = y2n−i for all
i = 1, . . . , 2n− 1. For an integer r ≥ 1, we set G□

r = G1
r · BG(Zp) and H♦r =H1

r · T
♦(Zp).
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Let u ∈ G(Zp) denote the block matrix

u =
(

1
ξ 1

)
where the top right block is of size (n− 1× n− 1) and ξ is as in Lemma A.2.1.

Proposition A.2.2. One has the following equality

G□
r = (u

−1H♦r u) · (G□
r ∩BG).

Proof. By multiplying by elements of (G1
r ∩ BG)BG(Zp) on the right, we are reduced to proving the

statement
U1

G,r ⊂ (u
−1H♦r u) · (G□

r ∩BG)

because one has an Iwahori decomposition G1
r = U1

G,r · (G
1
r ∩BG). Let x ∈ U1

G,r be a general element
written as a block matrix

x =
(

x1

x2 x3

)
where the top left (resp. bottom right) block has size (n− 1× n− 1) (resp. n× n). Then

h :=
(

x1

x3

)
defines an element of H1

r . Let N denote the unipotent radical of the standard opposite parabolic of G
with Levi H . Then we have

(u−1h−1u) · x ∈N 1
r

where N 1
r denote the subgroup of N of elements which reduce to the identity modulo pr . Hence we are

reduced to proving N 1
r ⊂ (u

−1H♦r u) · (G□
r ∩BG). But if(

1
Y 1

)
∈N 1

r

is a general element, then we have(
1
Y 1

)
= u−1

(
S−1

R

)
u

(
S

R−1

)
where R, S are as in Lemma A.2.1. □

Remark A.2.3. The proof of Proposition A.2.2 in fact shows that G□
r = (u

−1H1
r u) · (G□

r ∩BG).

A.3. The group GL1 × GL2n−1. We now let G =GL1×GL2n−1 and H =GL1×GLn−1×GLn embed-
ded block diagonally. Define G□

r and H♦r analogously as in the previous section, where now T♦ is the
subtorus of elements (y1, . . . , y2n) with y1 = yn+1 and yi = y2n+2−i for all i = 2, . . . , 2n.

We take u ∈ G(Zp) to be the element which is 1 in the GL1-component, and equal to the element u in
the previous section in the GL2n−1-component. Then we obtain the following decomposition:
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Proposition A.3.1. Let r ≥ 1. Then we have

G□
r = (u

−1H♦r u) · (G□
r ∩BG).

Proof. This follows from Proposition A.2.2 and Remark A.2.3. □

A.4. The group GL2n. We now let G = GL2n and H = GLn ×GLn embedded block diagonally. We
define G□

r and H♦r analogously as in the previous section, but now T♦ is the subtorus given by elements
(y1, . . . , y2n) satisfying yi = y2n+1−i for all i = 1, . . . , 2n.

We let u ∈ G(Zp) denote the block matrix

u =
(

1
ξ 1

)
where all blocks are of size (n× n), and ξ is the antidiagonal matrix with nonzero entries equal to 1.

Proposition A.4.1. Let r ≥ 1. Then we have

G□
r = (u

−1H♦r u) · (G□
r ∩BG).

Proof. By reasoning as in the proof of Proposition A.2.2, it is enough to show

N 1
r ⊂ (u

−1H♦r u) · (G□
r ∩BG)

where N denotes the unipotent radical of the standard opposite parabolic of G with Levi H . But this
follows from the same proof in Proposition A.2.2 using Lemma A.1.1 (with d = 2n). □

A.5. Proof of Theorem 5.3.4. We now return to the setting of Section 5 (and return to using the notation
introduced in the main body of the article). By combining the previous sections, we immediately find
that:

Proposition A.5.1. Let r ≥ 1. Then one has equalities

M□
G,r = (u

−1M♦

H,r u) · (M□
G,r ∩BMG ), M□

G,r = (u
−1M♣

H,r u) · (M□
G,r ∩BMG ).

Proof. For the first equality, this follows by breaking up the groups into the factors indexed by τ ∈ 9.
The factor corresponding to τ0 follows from Proposition A.2.2, and the factors for τ ̸= τ0 follow from
Proposition A.4.1. There is nothing to check for the extra GL1-factors in MG and MH . The second
equality follows from u−1M♦

H,r u ⊂ u−1M♣

H,r u ⊂M□
G,r . □

We now introduce the relevant algebraic weights for representations of MG . Recall any algebraic
character of the torus T can be represented by a tuple

κ = (κ0; κ1,τ , . . . , κ2n,τ )τ∈9

where κ0 and κi,τ are integers. By the τ -factor or τ -component of κ , we mean the tuple (κ1,τ , . . . , κ2n,τ ),
and by the GL1-factor, we mean the integer κ0. It will be helpful to use this terminology when defining
certain characters below.
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Definition A.5.2. Let κ be an algebraic character of T as above. We say:

(1) κ is MG-dominant if

κ2,τ0 ≥ · · · ≥ κ2n,τ0 and κ1,τ ≥ · · · ≥ κ2n,τ

for all τ ∈9 −{τ0}.

(2) κ is pure of weight w ∈ Z if

κi,τ0 + κ2n+2−i,τ0 = w

for all i = 2, . . . , n, and κi,τ + κ2n+1−i,τ = 0 for all i = 1, . . . , 2n and τ ̸= τ0.

The set of characters which are pure (of some weight w ∈ Z) form a group, and we let C denote the
submonoid of MG-dominant characters which are pure of weight w ≤ 0 satisfying κn+1,τ0 ≤ w. We will
always write the group law for C additively. We consider the following special elements of C:

• µ0 = (1; 0, . . . , 0)τ∈9 .

• µw = (µw,0, µw,1,τ , . . . , µw,2n,τ )τ∈9 , where µw,0 = µw,1,τ0 = µw,i,τ = 0 for all i = 1, . . . , 2n and
τ ̸= τ0, and we have

µw,2,τ0 = · · · = µw,n,τ0 = 0, µw,n+1,τ0 = · · · = µw,2n,τ0 =−1.

• µ1,τ0 which is the identity in the GL1-factor and τ ̸= τ0 factors, and in the τ0-factor is given by

(1, 0, . . . , 0).

• For i = 2, . . . , n, we let µi,τ0 be the character which is the identity in the GL1-factor and τ ̸= τ0

factors, and in the τ0-factor is given by

(0, 1, . . . , 1, 0, . . . , 0,−1, . . . ,−1)

where there are i − 1 lots of 1s and −1s.

• We let µn+1,τ0 be the character which is the identity outside the τ0-factor, and the τ0-factor is given
by

(0, 1, . . . , 1,−1, . . . ,−1)

where there are n− 1 lots of 1 and n lots of −1.

• For i = 1, . . . , n and τ ̸= τ0, we let µi,τ denote the character which is the identity outside the τ -factor,
and at the τ -factor is

(1, . . . , 1, 0, . . . , 0,−1, . . . ,−1)

where there are i lots of 1s and −1s.
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This collection of characters forms a generating set for C in the following sense: for any κ ∈ C, there exist
unique integers a0, a1,τ0 ∈ Z and aw, ai,τ ∈ Z≥0 for (i, τ ) ̸= (1, τ0), such that

κ = a0µ0+ awµw + an+1,τ0µn+1,τ0 +

n∑
i=1

∑
τ∈9

ai,τµi,τ .

Explicitly, the integers are given by:

• a0 = κ0.

• aw =−(κ2,τ0 + κ2n,τ0).

• a1,τ0 = κ1,τ0 .

• For i = 2, . . . , n+ 1, one has

ai,τ0 =


κi,τ0 − κi+1,τ0 if i ≤ n− 1,
κn+1,τ0 − κn+2,τ0 if i = n,
(κn,τ0 + κn+2,τ0)− κn+1,τ0 if i = n+ 1.

• For i = 1, . . . , n and τ ̸= τ0, one has

ai,τ =

{
κi,τ − κi+1,τ if i ≤ n− 1,
κn,τ if i = n.

Let D =
∏
τ ̸=τ0

Z≥0 equipped with the monoid structure given by component-wise addition. We will
denote elements of D by tuples j = ( jτ )τ ̸=τ0 . We let E ⊂ C×D be the collection of pairs (κ, j) which
satisfy jτ ≤ κn,τ for all τ ̸= τ0. This forms a submonoid of C×D. Then E has a generating set given by
the pairs (µ0, 0), (µw, 0), (µi,τ , 0), and (µn,τ , 1τ ) for τ ̸= τ0, where 1τ ∈ D is the tuple which is zero
outside τ and has 1 in the τ -component. More precisely, for any (κ, j) ∈ E , there exist unique integers
a0, a1,τ0 ∈ Z, aw, ai,τ ∈ Z≥0 for (i, τ ) ̸= (1, τ0), and bτ ∈ Z≥0 for τ ̸= τ0 such that

(κ, j)= a0(µ0, 0)+ aw(µw, 0)+ an+1,τ0(µn+1,τ0, 0)+
n∑

i=1

∑
τ∈9

ai,τ (µi,τ , 0)+
∑
τ ̸=τ0

bτ (µn,τ , 1τ ).

Explicitly, the integers are given by:

• a0, aw, a1,τ0, . . . , an+1,τ0 and a1,τ , . . . , an−1,τ are given by the formulae above.

• For τ ̸= τ0, one has an,τ = κn,τ − jτ .

• bτ = jτ .

Definition A.5.3. For any (κ, j) ∈ E , we let σ [ j]κ denote the character of MH given by sending a general
element (x; y1, y2, y3; z1,τ , z2,τ )τ ̸=τ0 to

x−κ0 y
−κ1,τ0
1 det y

κn+1,τ0−w

2 det y
−κn+1,τ0
3

∏
τ ̸=τ0

det z− jτ
1,τ det z jτ

2,τ

where w = κ2,τ0 + κ2n,τ0 denotes the weight of κ .
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For any κ ∈ C, let Vκ denote the irreducible algebraic representation of MG with highest weight κ ,
which can be viewed as the space of algebraic functions f : MG→ A1 satisfying

f (mb)= (wmax
MG
κ)(b−1) f (m)

for all b ∈ BMG . The action of MG on f is then given by m · f (n)= f (m−1n). We have the following
classical branching law:

Theorem A.5.4. Let (κ, j) ∈ E . Then there exists a unique vector x [ j]κ ∈ Vκ such that:

(1) x [ j]κ is an eigenvector for the action of u−1 MH u with eigencharacter given by the inverse of σ [ j]κ .

(2) x [ j]κ (1)= 1, where we are viewing x [ j]κ : MG→ A1 as an algebraic function.

(3) The vectors x [0]µ0
and x [0]µ1,τ0

are invertible in O(MG), and we have

x [ j]κ = (x
[0]
µ0
)a0 · (x [0]µw)

aw · (x [0]µn+1,τ0
)an+1,τ0 ·

∏
i=1,...,n
τ∈9

(x [0]µi,τ
)ai,τ ·

∏
τ ̸=τ0

(x [1τ ]µn,τ
)bτ

where the product takes place in O(MG) and the exponents are the integers above.

Proof. By applying [Knapp 2001, Theorem 2.1] for each general linear factor of MG ,11 there exists a
unique up to scaling (nonzero) vector x [ j]κ ∈ Vκ satisfying property (1). Since u−1 MH u BMG is Zariski
open in MG (Lemma 2.4.3), the vector is nonvanishing on this cell, so we can normalize x [ j]κ as in
(2) to determine the vector uniquely. The vectors x [0]µ0

and x [0]µ1,τ0
are invertible in O(MG) because the

corresponding representations Vµ0 and Vµ1,τ0
are one-dimensional. Property (3) then follows immediately

from uniqueness, the identity

σ [ j]κ = (σµ0)
a0 · (σ [0]µw )

aw · (σ [0]µn+1,τ0
)an+1,τ0 · (σ [0]µ1,τ0

)a1,τ0 ·

∏
τ ̸=τ0

(σ [1τ ]µn,τ
)bτ

and the fact that σ [0]µi,τ
is the trivial character for (i, τ ) ̸= (1, τ0), (n+ 1, τ0). □

Remark A.5.5. Note that we introduced some asymmetry here — we could have equally worked with the
monoid D =

∏
τ ̸=τ0

Z≤0 (or even more generally, products of Z≥0 and Z≤0) and the monoid E defined by
the equations − jτ ≤ κn,τ .

To prove Theorem 5.3.4, we will use a p-adic version of the product formula in Theorem A.5.4(3).

Lemma A.5.6. Let (A, A+) be a Tate algebra over (Qp,Zp), and suppose that κ : T (Zp)→ (A+)× is
an r-analytic character, for some r ∈Q>0, which satisfies

κi,τ0 + κ2n+2−i,τ0 = κ j,τ0 + κ2n+2− j,τ0

for all i, j =2, . . . , n, and κi,τ+κ2n+1−i,τ =0 for all i =1, . . . , n and τ ̸= τ0. Let β= (βτ ) :
∏
τ ̸=τ0

Z×p→

(A+)× be an r-analytic character. Then there exist unique r-analytic characters

11Knapp works in the setting of compact unitary groups, but the proof works verbatim for general linear groups.
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• ξ0, ξw, ξi,τ : Z×p → (A+)× for i = 1, . . . , n and τ ∈9,

• ξn+1,τ0 : Z×p → (A+)×,

• 4τ : Z×p → (A+)× for τ ∈9 −{τ0}

such that

(κ, β)= ξ0 ◦ (µ0, 0)+ ξw ◦ (µw, 0)+ ξn+1,τ0 ◦ (µn+1,τ0, 0)+
n∑

i=1

∑
τ∈9

ξi,τ ◦ (µi,τ , 0)+
∑
τ ̸=τ0

4τ ◦ (µn,τ , 1τ )

where the group law is written additively.

Proof. We define the r-analytic characters via the same formulae as above, i.e., ξ0 = κ0, ξw =
−(κ2,τ0 + κ2n,τ0), etc. It is clear that these are uniquely determined. □

We will also need the following lemma:

Lemma A.5.7. Let r ∈ Z>0. Then for any (κ, j) ∈ E , one has

x [ j]κ (M
□
G,r )⊂ Z×p (1+Br )

where we are viewing x [ j]κ as an analytic function Man
G → A1,an.

Proof. By Proposition A.5.1, we have M□
G,r = (u

−1M♣

H,r u)(M□
G,r ∩BMG ), therefore the transformation

properties for x [ j]κ imply that

x [ j]κ (m)= σ
[ j]
κ (m1) · (w

max
MG
κ)(m−1

2 )

for any m ∈M□
G,r satisfying m = u−1m1u ·m2 for m1 ∈M♣

H,r and m2 ∈M□
G,r ∩ BMG . But σ [ j]κ and

wmax
MG
κ are algebraic characters, so their analytifications map M♣

H,r and M□
G,r ∩BMG into Z×p (1+Br ), as

required. □

Remark A.5.8. The previous lemma implies that for any r-analytic character ξ : Z×p → (A+)×, the
composition ξ ◦ x [ j]κ defines an analytic function

ξ ◦ x [ j]κ :M
□
G,r ×Spa(A, A+)→ Gan

m,A ⊂ A
1,an
A .

We now introduce the p-adic vectors. Recall that for an r -analytic weight κ : T (Zp)→ (A+)×, we let
V r−an
κ denote the r -analytic induction as in Definition 5.3.2.

Definition A.5.9. Let r ∈ Z>0 and let (κ, β) be a pair of r -analytic characters as in Lemma A.5.6. Then
we define

x [β]κ := (x
[0]
µ0
)ξ0 · (x [0]µw)

ξw · (x [0]µn+1,τ0
)ξn+1,τ0 ·

∏
i=1,...,n
τ∈9

(x [0]µi,τ
)ξi,τ ·

∏
τ ̸=τ0

(x [1τ ]µn,τ
)4τ

where the product takes place in O(M□
G,r )⊗̂A and the analytic characters ξ... and4... are as in Lemma A.5.6.

Here we have written (−)ξ as a shorthand for ξ ◦ (−). This defines an element of V r−an
κ .



1178 Andrew Graham

We let σ [β]κ denote the character

σ [β]κ :M
♣

H,r ×Spa(A, A+)→ Gan
m,A,

(x; y1, y2, y3, z1,τ , z2,τ ) 7→ κ0(x−1)κ1,τ0(y
−1
1 )(κn+1,τ0κ

−1
2,τ0
κ−1

2n,τ0
)(det y2)κ

−1
n+1,τ0

(det y3)

·

∏
τ ̸=τ0

βτ (det z−1
1,τ det z2,τ ),

which makes sense because κ and β are r -analytic.

Finally, we obtain the following theorem:

Theorem A.5.10. Let r ∈ Z>0 and let (κ, β) be a pair of r-analytic characters as in Lemma A.5.6. Then:

(1) x [β]κ is a (nonzero) eigenvector for the action of u−1M♣

H,r u with eigencharacter given by the inverse
of σ [β]κ .

(2) If (B, B+) is another Tate algebra with a morphism (A, A+)→ (B, B+), and (κ ′, β ′) denotes the
composition of (κ, β) with this morphism, then the image of x [β]κ under the natural map

V r−an
κ → V r−an

κ ′

is equal to x [β
′
]

κ ′ .

(3) If (κ, β) arises from a pair of algebraic characters (κ, j) ∈ E , then x [β]κ is equal to the image of x [ j]κ
under the natural map

Vκ→ V r−an
κ

given by restricting (the analytification of ) a function MG→ A1 to M□
G,r .

(4) The vector x [β]κ does not depend on the radius of analyticity, i.e., if r ′ ≥ r is another integer, then the
constructions for x [β]κ coincide under the map

V r−an
κ → V r ′−an

κ

given by restriction to M□
G,r ′ .

Proof. Part (1) follows from the fact we have a similar product formula for σ [β]κ as in the proof of
Theorem A.5.4, replacing the coefficients a... and b... by ξ... and 4....

The remaining properties are clear from construction, using the fact that the characters ξ... and 4... are
unique and Theorem A.5.4(3). □

Appendix B: Comparisons in families

In this appendix, we describe the key ingredient needed to compare the coherent cohomology classes
associated with algebraic Hecke characters and (algebraic) p-adic Hecke characters. We restrict ourselves
to the case of PEL Shimura data which give rise to compact Shimura varieties — more general versions
of the functorial properties we describe can be found in [Diao et al. 2023].
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B.1. Canonical constructions. In this section we let (G , XG ) be a PEL-type Shimura–Deligne datum
satisfying (SD5) as in [Graham and Shah 2023, Section B.3]. Suppose that the associated Shimura variety
admits a canonical model over the reflex field, which we will denote by F . We fix a rational prime p > 2
which is unramified in F and for which GQp is unramified. We fix a prime p of F lying above p.

Let K ⊂ G (A f ) be a neat compact open subgroup. Then the Shimura variety SG ,K parametrizes abelian
varieties A with PEL structure (corresponding to the PEL-data defining (G , XG )), such that the first
relative homology of A is modeled on the defining representation for G . Let S = SG ,U and denote the
universal abelian variety over S by A. We are interested in the local systems/locally free sheaves obtained
from the relative homology of A.

Assumption B.1.1. We assume that the Shimura variety S is compact.

Recall that there exist “canonical constructions” ξB (resp. ξdR, resp. ξét) which are tensor functors on
the category of algebraic representations of G valued in the category of variations of Hodge structures
over S(C) (resp. locally free sheaves on S with an integrable connection, resp. p-adic local systems on S).
More precisely, if V is an algebraic representation of G , then:

(1) The variation of Hodge structure ξB(V ) is constructed from the left G (Q)-torsor

XG ×G (A f )/K → G (Q)\XG ×G (A f )/K = S(C)

and the G (Q)-representation V ; see [Caraiani and Scholze 2017, Section 2.3] for example.

(2) The locally free sheaf ξdR(V ) arises from the GF -torsor

GdR→ S

(the standard principal bundle) and the algebraic representation VF of GF ; see [Milne 1990, Sec-
tion III.3].

(3) The p-adic local system ξét(V ) can be constructed by choosing a G (Zp)-stable lattice T ⊂ VQp and
using the pro-system of torsors

SG ,K ′→ SG ,K

for K ′ ⊂ K ; see [Graham and Shah 2023, Section 4]. One can also interpret this in terms of the
perfectoid Shimura variety (see Section B.3 below).

Notation B.1.2. Let V be an algebraic representation of G . We write VB , VdR and Vét for ξB(V ), ξdR(V )
and ξét(V ) respectively.

Remark B.1.3. The above functors are normalized so that W? equals the first relative homology of
A/S with respect to the relevant cohomology theory, for ? = B, dR, ét, where W denotes the defining
representation of G .
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We have several comparisons between these sheaves/local systems:

(1) (Betti–p-adic, [SGA 43 1973, Exposé xi]) Since S is smooth, one has a morphism of sites β : Scl→ Sét

from the site of étale coverings of S(C) to the étale site of S. Then for any algebraic representation
V of G , one has

Vét ∼= β∗(VB ⊗Q Qp).

Indeed, one has a similar map of sites for A, whose pushforward is exact and commutes with
pushforward along A→ S (in the analytic and étale topologies).

(2) (Betti–de Rham) For an algebraic representation V of G , one has a comparison isomorphism

VdR⊗OS OS(C) ∼= VB ⊗Q OS(C).

(3) (de Rham–p-adic, [Caraiani and Scholze 2017, Section 2.2]) Let L/Fp be a finite extension and
let Aan

→ San be the morphism of adic spaces associated with AL → SL . Then for any algebraic
representation V of G , one has an isomorphism

Van
dR,L ⊗OSan OBdR,San ∼= Van

ét,L ⊗Q̂p
OBdR,San

of sheaves on the pro-étale site of San compatible with filtrations and connections. Here (−)an means
pull-back to the associated adic space.

More precisely, one has the above comparisons for W? and the work of Ancona [2015] and Torzewski
[2020] shows that all of these “canonical constructions” factor through a functor valued in relative Chow
motives over S, so the comparisons can be extended to all algebraic representations. In particular, since
the comparisons above are functorial with respect to algebraic operations (e.g., correspondences on A),
the above comparisons are also functorial in the algebraic representation V .

B.2. Functoriality. Let (G1, X1) and (G2, X2) be two PEL-type Shimura–Deligne data (with a common
reflex field F) as in the previous subsection, including Assumption B.1.1. Suppose that we have a
homomorphism f : G1→ G2 inducing a morphism of Shimura data (and arising from a morphism of
PEL data). Let K1 ⊂ G1(A f ) be a neat compact open subgroup and K2 ⊂ G2(A f ) a neat compact open
subgroup containing f (K1). Let Si = SGi ,Ki for i = 1, 2.

The morphism f induces a map of torsors

X1×G1(A f )/K1 X2×G2(A f )/K2

S1(C) S2(C)

and hence a natural isomorphism ηB : ξ1,B ◦ f ∗ → f ∗ ◦ ξ2,B , where we have use the notation ξi,B to
emphasize which Shimura variety and group the construction refers to.
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Similarly, the morphism f induces morphisms of (finite étale) torsors SG1,K ′1 → SG2,K ′2 over S1→ S2,
for any K ′1 ⊂ K1 and f (K ′1) ⊂ K ′2 ⊂ K2. These are compatible with varying K ′1 and K ′2, so induce a
natural isomorphism ηét : ξ1,ét ◦ f ∗→ f ∗ ◦ ξ2,ét.

Lemma B.2.1. The Betti–p-adic comparison identifies the natural isomorphisms ηB ⊗Q Qp and ηét.

Proof. Let V be an algebraic representation of G1. Then it is well-known that one can construct ξB(V )
either by considering V as a left G1(Q)-module (as above) or by viewing V as a right K1-module (with
no left G1(Q)-action) and setting

ξB(V )= G1(Q)\X1×G1(A f )× V/K1.

In particular, choosing a G1(Zp)-stable lattice T ⊂ VQp , one easily sees that the two constructions
ξB(V )⊗Qp and ξét(V ) are identified under the Betti–p-adic comparison. Similar calculations apply for
the group G2. □

We also obtain a natural isomorphism involving the functor ξdR as follows. Since f induces a
morphism of Shimura data, by theory of canonical models for standard principal bundles (see [Milne
1990, Section III.4]), one obtains a morphism of torsors G1,dR→ G2,dR which induces the desired natural
isomorphism ηdR : ξ1,dR ◦ f ∗→ f ∗ ◦ ξ2,dR. Pulling this back to C, this morphism of torsors is identified
with the morphism

G1,dR(C)= G1(Q)\X1×G1(C)×G1(A f )/K1→ G2(Q)\X2×G2(C)×G2(A f )/K2 = G2,dR(C)

sending [x, g, g′] to [ f (x), f (g), f (g′)]. But Gi,dR(C) is the pushout of the torsor X i ×Gi (A f )/Ki along
the map Gi (Q)→ Gi (C), and it is clear that this morphism of torsors is induced from the one above. In
other words, the Betti–de Rham comparison identifies ηdR⊗OS OS(C) and ηB ⊗Q OS(C).

Proposition B.2.2. The de Rham–p-adic comparison identifies the natural isomorphisms ηan
dR ⊗OSan

OBdR,San and ηan
ét ⊗Q̂p

OBdR,San .

Proof. Essentially this follows because ηB is induced from an (absolute) Hodge cycle for a certain abelian
variety, which is known to be de Rham [Blasius 1994].

Let W2 denote the defining representation of G2. Since we already know ηB , ηdR, ηét are natural
isomorphisms of additive tensor functors (respecting this structure and duals), and every representation G2

is a direct summand of tensor products of W2 and W ∗2 , it enough to check that ηan
dR(W2)⊗OSan OBdR,San =

ηan
ét (W2)⊗Q̂p

OBdR,San . Fix a presentation

W2 = e
( k⊕

i=1

W⊗ai
1 ⊗ (W ∗1 )

⊗bi

)
for some positive integers ai , bi and idempotent e. Since ξ1,B , ξ1,dR and ξ1,ét factor through a functor
valued in relative Chow motives, we obtain idempotents eB , edR, eét in the respective target categories
which are all compatible under the comparison isomorphisms.
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Let A1 and A2 denote the universal abelian varieties over S1 and S2, and let f ∗A2 denote the pullback
to S1. For ?= B, dR, ét, the isomorphisms η?(W2) are described by isomorphisms

ξ1,?(W2)∼= e?

( k⊕
i=1

W⊗ai
1,? ⊗ (W

∨

1,?)
⊗bi

)
∼
−→H?

1( f ∗A2/S1)∼= f ∗H?
1(A2/S2)

where H?
1( · · · ) denotes first relative homology of the appropriate cohomology theory and the last

isomorphism is proper base-change.
We just need to check the middle isomorphism is compatible under the de Rham–étale comparison

isomorphism. It is enough to check this at points of S1 which are defined over number fields (see the proof
of [Caraiani and Scholze 2017, Proposition 2.3.9]) — let θ? denote the middle isomorphism specialized at
such a point. By above, we know that θB and θdR are compatible under the Betti–de Rham comparison,
and that θB and θét are compatible under the Betti–étale comparison. The result now follows from the
fact that θB can be represented as a Hodge class (by using the polarization and Künneth formula) for
an abelian variety constructed from copies of A1 and f ∗A2. Indeed, by [Deligne et al. 1982] it is an
absolute Hodge class whose de Rham realization is defined over the field of definition of the point (by the
paragraph preceding the proposition). By [Blasius 1994], this Hodge class is de Rham, which precisely
means that θdR and θét are compatible under the de Rham–étale comparison, as required. □

Remark B.2.3. One can show that the pushout G1,dR×
G1 G2 is identified with frames of HdR

1 ( f ∗A2/S1)

preserving a collection of Hodge tensors coming from a choice of G1-equivariant embedding W⊗2 ⊂W⊗1
and the isomorphism θdR above. The isomorphism G1,dR ×

G1 G2→ f ∗G2,dR is then induced from the
proper base-change isomorphism HdR

1 ( f ∗A2/S1)∼= f ∗HdR
1 (A2/S2), which matches the Hodge tensors.

A similar description also holds for the étale and Betti constructions.

Let L/F be a finite extension and let µi : Gm,L → Gi,L be a choice of Hodge cocharacter for the
Shimura datum (Gi , X i ), for i = 1, 2. We assume that µ2 = f ◦µ1. Fix a prime P of L lying above p,
and we base-change the Shimura varieties S1 and S2 to LP (but omit this from the notation). For i = 1, 2
and over LP, we have two parabolics Pstd

i and Pi , with common Levi Mi , associated with µi . We have
proétale torsors over Si given by

Pan
i,dR(U ) := {ÔSi ⊗Wi |U

∼
−→Wan

i,dR⊗OSi
ÔSi |U : preserving Hodge filtration and Hodge tensors},

Pan
i,HT(U ) := {ÔSi ⊗Wi |U

∼
−→Wan

i,ét⊗Q̂p
ÔSi |U : preserving Hodge–Tate filtration and Hodge tensors},

where Wi is the defining representation of Gi . These are Pstd
i and Pi torsors respectively. We denote

by Man
i,dR and Man

i,HT their pushouts to Mi . Then the results of [Caraiani and Scholze 2017] imply that
Man

i,dR
∼=
µMan

i,HT, where the twist is along µi as in Section 4.2. Note that

f (Pstd
1 )⊂Pstd

2 , f (P1)⊂P2 and f (M1)⊂M2

by the assumption that µ2 = f ◦µ1.
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Corollary B.2.4. We have a commutative diagram of torsors:

Man
1,dR×

M1 M2 f ∗Man
2,dR

µMan
1,HT×

M1 M2 f ∗(µMan
2,HT)

where the horizontal arrows are induced from the natural transformations ηan
dR and ηan

ét , and the vertical
arrows are induced from the isomorphism of de Rham and twisted Hodge–Tate torsors above.

Proof. Let π : A2 → S2 denote the universal abelian variety and f −1π : f ∗A2 → S1 its pullback
under f . To simplify notation, set E := H1

dR(A2/S2), E ′ := H1
dR( f ∗A2/S1), L := R1π∗Ẑp,A2 and L′ :=

R1( f −1π)∗Ẑp, f ∗A2 . By Proposition B.2.2 and Remark B.2.3, we know that the following diagram
commutes:

f ∗(E ⊗OS2
OBdR,S2) f ∗E ⊗OS1

OBdR,S1 E ′⊗OS1
OBdR,S1

f ∗(L⊗
Ẑp

OBdR,S2) f ∗L⊗
Ẑp

OBdR,S1 L′⊗
Ẑp

OBdR,S1

∼

∼

where the horizontal arrows are the proper base-change isomorphisms and the vertical arrows (which are
isomorphisms) arise from the comparisons of relative p-adic Hodge theory. The module E ⊗OS2

OB+dR,S2

is an OB+dR-module with an integrable connection, so satisfies

E ⊗OS2
OB+dR,S2

=M0⊗B+dR,S2
OBdR,S2

where M0 = (E ⊗OS2
OB+dR,S2

)∇=0; see [Scholze 2013, Theorem 7.2]. Hence

f ∗(E ⊗OS2
OB+dR,S2

)∇=0
= ( f ∗E ⊗OS1

OBdR,S1)
∇=0
= f ∗M0.

Set M′0 = (E
′
⊗OS1

OBdR,S1)
∇=0, M= L⊗

Ẑp
OB+dR,S2

and M′ = L′⊗
Ẑp

OB+dR,S1
. Since the base-change

maps are compatible with structures, they induce isomorphisms

f ∗M0
∼
−→M′0, (B.2.5)

f ∗M ∼
−→M′, (B.2.6)

and we have a commutative diagram:

f ∗M0⊗B+dR,S1
BdR,S1 M′0⊗B+dR,S1

BdR,S1

f ∗M⊗B+dR,S1
BdR,S1 M′⊗B+dR,S1

BdR,S1

(B.2.5)⊗1

(B.2.6)⊗1
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where the vertical arrows are as in [Caraiani and Scholze 2017, Proposition 2.2.3]. In particular, considering
the relative Hodge filtration as in [loc. cit.] and passing to gradeds, we have

f ∗ gr j E gr j E ′

f ∗(gr j (L⊗Ẑp
ÔS2)( j)) gr j (L

′
⊗

Ẑp
ÔS1)( j)

for all j ≥ 0. Note that the pullback f ∗ preserves the relevant filtrations because each graded piece is
locally free. This last commutative diagram (or more precisely its dual version) describes the compatibility
we desire in the statement of the corollary. Indeed, the isomorphism θdR in the proof of Proposition B.2.2
preserves Hodge filtrations, and by a similar argument above, one can show θét preserves relative Hodge–
Tate filtrations. Therefore the pushouts Pan

1,dR×
Pstd

1 Pstd
2 and Pan

1,HT×
P1 P2 can be described as frames

of HdR
1 ( f ∗A2/S1) and Hét

1 ( f ∗A2/S1) respectively, preserving Hodge tensors and filtrations. □

B.3. Perfectoid Shimura varieties. Continuing with the set-up as in the previous subsection, assume that
Ki is of the form K p

i × Ki,p ⊂ Gi (A
p
f )×Gi (Qp) for i = 1, 2. Let S1 and S2 denote the adic spaces over

Fp associated with S1 and S2, and let Si,∞ denote the perfectoid Shimura variety (of tame level K p
i ), as

constructed in [Scholze 2015]. Then [Caraiani and Scholze 2017, Theorem 1.10], implies that we have a
commutative diagram

S1,∞ FL1

S2,∞ FL2

πHT,1

πHT,2

where FLi denotes the adic flag variety associated with the Shimura datum (Gi , X i ) and πHT,i is the
corresponding Hodge–Tate period morphism. Both of the vertical maps are induced from f .

For i = 1, 2 consider the torsor FLi × Gi (Qp) with the right action of Gi (Qp) given by (x, g) · g′ =
(xg′, (g′)−1g). We then obtain a torsor

π∗HT(FLi ×Gi (Qp))/Ki,p = Si,∞×
Ki,p Gi (Qp)

over Si . By the description of ξét as above, and the fact that Si,∞ is essentially the limit lim
←−−K ′i,p

SGi ,K
p
i K ′i,p

,
this torsor encodes ξ an

ét .
We have a natural map of torsors FL1×G1(Qp)→ FL2×G2(Qp) induced from f , which is compatible

with the equivariant structure. Pulling back along the Hodge–Tate period morphism and descending, we
obtain a natural transformation η′ : ξ1,ét ◦ f ∗→ f ∗ ◦ ξ2,ét.

Lemma B.3.1. The natural transformations ηan
ét and η′ coincide.

Proof. This follows from the above commutative diagram and (on the level of topological spaces) the
map S1,∞→ S2,∞ is the inverse limit of (the analytification of) maps SG1,K ′1 → SG2,K ′2 . □



On the p-adic interpolation of unitary Friedberg–Jacquet periods 1185

Appendix C: Unitary base change

In this appendix, we describe how the results on endoscopic classification of unitary groups in [Mok 2015]
and [Kaletha et al. 2014] imply a certain strong multiplicity one theorem for automorphic representations
of G(A). Note that these cited papers are conditional on the stabilization of the trace formula for unitary
groups. Throughout, we let G and G0 be as in Section 2, and we write U for the unitary group over F+

associated with W (so G0 = ResF+/Q U ). As usual, we assume that F contains an imaginary quadratic
number field E .

Lemma C.0.1. Let ℓ be any (finite) rational prime. Then there exists a good special maximal compact open
subgroup K ⊂G(Qℓ) (as in [Mínguez 2011, Section 2.1]) such that the intersection K∩G0(Qℓ)⊂G0(Qℓ)

is a good special maximal compact open subgroup. Furthermore, if GQℓ
is unramified, we can arrange it

so that both K and K ∩ G0(Qℓ) are hyperspecial.

Proof. This follows from the fact that:

• G0 and G have the same adjoint group.

• The induced map from the Kottwitz group of G0 to that of G is injective. More precisely, the
Kottwitz group of the former is Z/2Z, of the latter is Z×Z/2Z and the induced map is inclusion
into the second factor.

One then applies the description of all parahoric subgroups as in [Pappas and Rapoport 2008]. □

Let ℓ be a finite rational prime. Then the results of [Mok 2015; Kaletha et al. 2014] imply that
there exists a local (standard) base change map BCℓ from irreducible admissible representations of
G0(Qℓ) ∼=

∏
v | ℓ U (F+v ) to irreducible admissible representations of G0(Qℓ ⊗Q E) ∼= U (Qℓ ⊗Q F) ∼=∏

w | ℓ GL2n(Fw) (this can be defined unconditionally if all primes above ℓ split in F/F+, or if the group
and representation are both unramified).

Lemma C.0.2. Let ℓ be an odd rational prime. Let K ⊂ G(Qℓ) be a good special maximal compact open
subgroup as in Lemma C.0.1, and let π and σ be irreducible admissible unitary representations of G(Qℓ).
Suppose that:

• There exist irreducible admissible unitary representations π0 and σ0 of G0(Qℓ) such that π0 ⊂

π |G0(Qℓ), σ0 ⊂ σ |G0(Qℓ) and BCℓ(π0)∼= BCℓ(σ0).

• Both πK
̸= 0 and σ K

̸= 0.

Then π ∼= σ or π ∼= σ⊗ω, where ω is the quadratic character associated with E⊗Q Qℓ/Qℓ. In particular,
if ℓ ramifies or splits in E/Q, then π ∼= σ .

Proof. Suppose for the moment that π and σ share an irreducible constituent under the action of G0(Qℓ).
Then [Labesse and Schwermer 2019, Proposition 4.1.3] implies that π ∼= σ ⊗ χ for some character
of the quotient G0(Qℓ)ZG(Qℓ)\G(Qℓ). But this quotient is contained in N ((E ⊗Qℓ)

×)\Q×ℓ via the
similitude character, where N denotes the norm map, hence χ is either the trivial character or the quadratic
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character ω. If ℓ is split then ω = 1, otherwise if ℓ is ramified, then ω is ramified. But since π and σ are
K -spherical, they cannot be isomorphic via a ramified twist. The latter is true because the image of the
Qℓ-points of a Levi of a minimal parabolic in GQℓ

under the similitude map contains Z×ℓ (by the structure
of even-dimensional unitary groups in [Mínguez 2011, Example 3.2] and that any nontrivial quadratic
form in two or more variables represents every element of F×ℓ ), and the fact that the intersection of the
Levi with a good maximal special subgroup is the unique maximal compact open subgroup; see [loc. cit.,
Section 2.1].

We now show that π and σ share an irreducible constituent. Since πK
̸= 0, there exists an irreducible

constituent π ′0 ⊂ π |G0(Qℓ) which has nontrivial invariants under K0 := K ∩ G0(Qℓ). Since K0 is a good
special maximal compact open subgroup, π ′0 has a set of associated Satake parameters which is determined
from the Satake parameters for π . Hence π0 and π ′0 have the same set of Satake parameters (but are
spherical for different choices of special subgroups). This implies that BCℓ(π0)∼= BCℓ(π ′0). By a similar
argument for σ , we may replace π0 and σ0 by π ′0 and σ ′0 respectively. Now we note that the base-change
map on Langlands/Arthur parameters is injective [Mok 2015, Section 2.2] hence π ′0 and σ ′0 have the same
Satake parameters, as required. □

Now we discuss a global application of this lemma. Let S be a finite set of rational primes which split
in E/Q. Let K = K S

× KS ⊂ G(AS
f )× G(AS) be a compact open subgroup such that K S

=
∏
ℓ̸∈S Kℓ

with each Kℓ ⊂ G(Qℓ) a good special maximal compact open subgroup, which is hyperspecial if GQℓ
is

unramified. Let T denote a cofinite set of rational primes containing 2 and all primes which are inert in
E/Q.

Proposition C.0.3. Let π and σ be cuspidal automorphic representations of G(A) such that π∞ and σ∞
are cohomological and πK

f ̸= 0 and σ K
f ̸= 0. Suppose that πℓ ∼= σℓ for all ℓ ∈ T − (S∩ T ). Also, suppose

that the weak base-change of π to GL1(AE)×GL2n(AF ) is cuspidal. Then π f ∼= σ f .

Proof. Since π∞ and σ∞ are cohomological, they admit weak base-changes by [Shin 2014]. These weak
base-changes must be isomorphic by our assumptions and strong multiplicity one, and hence also cuspidal
by assumption. By [Labesse and Schwermer 2019, Theorem 5.2.1], we can find cuspidal automorphic
representations π0 and σ0 of G0(A) such that π0 ⊂ π |G0(A) and σ0 ⊂ σ |G0(A). By compatibility of
base-change for unitary and unitary similitude groups, the weak-base changes of π0 and σ0 are isomorphic
(and cuspidal). Call the common representation 50. By the theory of endoscopy (see [Liu et al. 2022,
Proposition C.3.1(2)]), we actually have the stronger compatibility BCℓ(π0,ℓ)∼=50,ℓ ∼= BCℓ(σ0,ℓ) for all
rational primes ℓ. Then:

(1) If ℓ ∈ S, then the weak base-changes of π and σ are locally isomorphic at ℓ [Shin 2014, Theo-
rem A.1(2)]. Since local base-change is injective at these primes, we have πℓ ∼= σℓ.

(2) If ℓ ̸∈ S ∪ {2} and ramifies or splits in E/Q, then we have πℓ ∼= σℓ by Lemma C.0.2.

(3) If ℓ ̸∈ S and is inert in E/Q, or ℓ= 2, then ℓ ∈ T − (S ∩ T ) and πℓ ∼= σℓ by assumption.

This completes the proof. □
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Enumeration of conjugacy classes in affine groups
Jason Fulman and Robert M. Guralnick

Dedicated to Pham Huu Tiep on the occasion of his 60th birthday

We study the conjugacy classes of the classical affine groups. We derive generating functions for the
number of classes analogous to formulas of Wall and the authors for the classical groups. We use these to
get good upper bounds for the number of classes. These naturally come up as difficult cases in the study
of the noncoprime k(GV ) problem of Brauer.

1. Introduction

Let G be the group of affine transformations of a vector space V over a finite field. In this paper we derive
generating functions for the number of conjugacy classes in this group and in the analogs for the other
classical groups. For finite classical groups (not their affine versions), such generating functions were
mostly obtained by Wall [1963] (see also [Fulman and Guralnick 2012] for orthogonal and symplectic
groups in even characteristic). Besides the natural motivation for considering this, this is one of the most
difficult cases in the noncoprime k(GV ) problem introduced by Brauer to obtain results about characters.
This asks for bounds on the number of conjugacy classes k(H), where H is a group with a normal abelian
subgroup V . One of the major results in this area, based on work of many authors over a long period, is
that k(H) ≤ |V | if V is its own centralizer in H and gcd(|H/V |, |V |) = 1. In fact there is an entire book
devoted to this topic [Schmid 2007]. It turns out if we weaken this assumption, the result is no longer true
but it still is close. One critical case is when L = H/V acts irreducibly on V (see [Guralnick and Tiep
2005] for reductions and for connections with representation theory). See [Guralnick and Maróti 2013;
Guralnick and Tiep 2005; Keller 2006; Robinson 2004] for background and other results. One would like
to prove that k(H) < c|V | for some absolute constant c (under suitable hypotheses). Another motivation
for studying this is the relationship with the conjugacy classes of the largest maximal parabolic subgroup
of the classical groups. See [Nakada and Shinoda 1990] for the case of GL.

In [Guralnick and Tiep 2005], the focus was on the important case when L is close to simple and the
same bound was proved in almost all cases studied. One of the main cases left open was the case that V
is the natural module for a classical group L . It turns out that again aside from the case of AGL(n, q),

Fulman was partially funded by a Simons Foundation Grant 400528. Guralnick was partially supported by the NSF grant
DMS-1901595 and Simons Foundation Fellowship 609771. We thank the referee for helpful comments.
MSC2020: 05A15, 20C99.
Keywords: affine groups, number of conjugacy classes, generating function.

© 2024 The Authors, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.

http://msp.org
http://msp.org/ant/
https://doi.org/10.2140/ant.2024.18-6
https://doi.org/10.2140/ant.2024.18.1189
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://msp.org/s2o/


1190 Jason Fulman and Robert M. Guralnick

the bound generally holds. We show that qn
≤ k(AGL(n, q)) < (qn+1

− 1)/(q − 1) < 2qn and obtain
explicit and useful bounds in the analogs for other classical groups.

Variations on this theme and some other small families that were not considered in [Guralnick and
Tiep 2005] will be studied in a sequel.

The paper is organized as follows.
Section 2 gives some preliminaries which are fundamental to our two approaches for calculating exact

generating functions for k(AGL), k(AGU) and k(ASp) and k(AO). The first approach writes k(AG) as
a weighted sum over conjugacy classes of G. We work this out for all cases except for the famously
difficult cases of characteristic two symplectic and orthogonal groups. Our second approach enumerates
irreducible representations instead of conjugacy classes. This allows us to calculate k(AG) recursively,
and has the additional benefit of working in both odd and even characteristic.

Section 3 treats k(AGL(n, q)), and also k(AH), where H is a group between GL(n, q) and SL(n, q).
Section 4 treats k(AGU(n, q)) and k(AH), where H is a group between GU(n, q) and SU(n, q). Section 5
treats the case ASp(2n, q). Section 6 treats AO(n, q).

We dedicate this paper to Pham Huu Tiep, our friend and colleague, on the occasion of his 60th birthday.
We note that he has done substantial work on the noncoprime k(GV ) problem; see [Guralnick and Tiep
2005].

2. Preliminaries

Let G be a finite group and let k be a finite field with A a finite dimensional kG-module. Then we
consider the group H = AG, the semidirect product of the normal subgroup A and G. We say that H is
the corresponding affine group. We will usually take A to be irreducible (and by replacing k by EndG(A),
we can assume that A is absolutely irreducible).

Our first approach, which we call the orbit approach, expresses k(AG) as a weighted sum over
conjugacy classes of G. To describe this, let [g, A] denote (I − g)A, where I is the identity map. The
number of orbits of the centralizer CG(g) on A/[g, A] depends only on the conjugacy class C of g, and
we denote it by o(C). If g and x are elements of a group G, then we let xg

= g−1xg.

Lemma 2.1. Let G and A be as above. Then

k(AG) =

∑
C

o(C),

where the sum is over all conjugacy classes C of G.

Proof. Let g ∈ C with C a conjugacy class of G. We need to show that the number of conjugacy classes
of elements h ∈ AG such that h is conjugate to some element of g A is the number of orbits of CG(g) on
A/[g, A].

Suppose that h = ga. Suppose that gc is conjugate to ga. Note that

{(ga)b
| b ∈ A} = ga[g, A].
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Thus if a, c ∈ A, ga and gc are conjugate in H if and only if a[g, A] and c[g, A] are in the same
CG(g) orbit on A/[g, A], whence the result. □

In this paper we find (for all cases except even characteristic symplectic and orthogonal groups) exact
formulas for o(C), which may be of independent interest. We then use these formulas, together with
generating functions for k(G), to find exact generating functions for k(AG).

Our second approach, which we call the character approach, counts irreducible representations instead
of conjugacy classes. This leads to recursive expressions for k(AG). Together with known generating
functions for k(G), this enables us to obtain exact generating functions for k(AG). One nice feature of
the character approach is that it works in both odd and even characteristic.

Crucial to the character approach is the next lemma, which is a well known elementary exercise.

Lemma 2.2. Let G be a finite group and V a finite G-module. Let J = V G be the semidirect product. Let
1 be a set of G-orbit representatives on the set of irreducible characters of V . Then

k(J ) =

∑
δ∈1

k(Gδ),

where Gδ is the stabilizer of the character δ in G.

Proof. Let W be an irreducible CJ -module. Let δ be a character of V that occurs in W and set Wδ to
be the δ eigenspace of V . Note that δ is unique up to G-conjugacy and that the stabilizer of Wδ in J is
precisely Jδ = V Gδ. Thus, Gδ acts irreducibly on Wδ. Conversely given any irreducible Gδ-module U ,
we can extend it to a Jδ module by having V act via δ. Then inducing U from Jδ to J gives an irreducible
J -module. Thus, we see that k(J ) =

∑
δ∈1 k(Gδ) as required. □

The following lemma is Euler’s pentagonal number theorem (see for instance page 11 of [Andrews
1976]).

Lemma 2.3. For q > 1,∏
i≥1

(
1 −

1
q i

)
= 1 +

∞∑
n=1

(−1)n(q−n(3n−1)/2
+ q−n(3n+1)/2)

= 1 − q−1
− q−2

+ q−5
+ q−7

− q−12
− q−15

+ · · · .

A few times in this paper quantities which can be easily re-expressed in terms of the infinite product∏
∞

i=1(1 − 1/q i ) will arise, and Lemma 2.3 gives arbitrarily accurate upper and lower bounds on these
products. Hence we will state bounds like

∞∏
i=1

(
1 +

1
2i

)
=

∞∏
i=1

(
1 −

1
4i

)
(

1 −
1
2i

) ≤ 2.4

without explicitly mentioning Euler’s pentagonal number theorem on each occasion.
We also use the following well-known lemma (see for instance [Odlyzko 1995]).
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Lemma 2.4. Suppose that f (u) is analytic for |u| < R. Let M(r) denote the maximum of | f | restricted
to the circle |u| = r . Then for any 0 < r < R, the coefficient of un in f (u) has absolute value at
most M(r)/rn .

As a final bit of notation, we let |λ| denote the size of a partition λ.

3. AGL and related groups

Section 3A uses the orbit approach to calculate the generating function for k(AGL(n, q)). Section 3B
uses the character approach to calculate the generating function for k(AGL(n, q)) and related groups.
Section 3C uses these generating functions to obtain bounds on k(AGL(n, q)) and related groups.

3A. Orbit approach to k(AGL). We use Lemma 2.1 to determine a generating function for the numbers
k(AGL(n, q)).

The following lemma calculates o(C) for a conjugacy class C of GL(n, q). This formula involves the
number of distinct part sizes of a partition λ, which we denote by d(λ). For example if λ has 5 parts of
size 4, 3 parts of size 2, and 4 parts of size 1, then d(λ) = 3. If λ is the empty partition, then d(λ) = 0.

Lemma 3.1. Let C be a conjugacy class of GL(n, q), and let λz−1(C) be the partition corresponding to
the eigenvalue 1 in the rational canonical form of an element of C. Then

o(C) = d(λz−1(C)) + 1.

Proof. Let V be the natural module for GL(n, q). Let g ∈ C and let C(g) denote the centralizer of g
in GL(V ). Write V = V1 ⊕ V2 where V2 = ker(g − I )n . Note that [g, V ] = V1 ⊕ V2/[g, V2] and the
centralizer of g preserves this decomposition. Thus, we may assume that V = V2, i.e., we may assume
that g is unipotent.

Now write V = V1 ⊕ · · · ⊕ Vm , where g |Vi has all Jordan blocks of size i . We only consider the
nonzero Vi . So di = dim Vi/[g, Vi ] is the number of Jordan blocks of size i . It is well known that the
centralizer of g induces the full GL(di , q) and in particular any two nonzero elements of Vi/[g, Vi ] are
in the same C(g) orbit.

Consider gv with v = v1+· · ·+vm with vi ∈ Vi . Note that if h ∈ C(g), then hVi ⊂ V1⊕· · ·⊕Vi +[g, V ].
Thus, two elements in V which are in the same C(g)-orbit module [g, V ] must have the same highest
nonzero (modulo [g, V ]) term. Conversely, we need to show that any two such vectors are in the same
orbit and indeed are in the orbit of v j with v j ∈ V j \ [g, V j ]. By induction, we may assume that j = m.
Note that there exists h ∈ C(g) so that h is trivial on V/

∑
e<m Ve and hvm − vm is an arbitrary element

in
⊕

e<m Ve/[g, Ve]. Thus, we see that v and vm are in the same orbit. Since C(g) induces GL(dm, q) on
Vm/[g, Vm] we see that orbit representatives for C(g) on V [g, V ] are 0 and one vector wi ∈ Vi for each
nonzero Vi . The result follows. □

The following interesting identity will be helpful.
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Lemma 3.2.
∑

λ

[d(λ) + 1]u|λ|
=

1
1 − u

∏
i≥1

1
1 − ui .

Proof. Clearly ∑
λ

qd(λ)u|λ|
=

∏
i≥1

(
1 +

qui

1 − ui

)
.

Differentiate this equation with respect to q and then set q = 1. The left hand side becomes∑
λ

d(λ)u|λ|.

By the product rule, the right hand side becomes∑
i≥1

ui

1 − ui

∏
j ̸=i

(
1 +

u j

1 − u j

)
=

∑
i≥1

ui

1 − ui

∏
j ̸=i

(
1

1 − u j

)
=

(∑
i≥1

ui
) ∏

j≥1

1
1 − u j .

Thus ∑
λ

d(λ)u|λ|
=

(∑
i≥1

ui
) ∏

j≥1

1
1 − u j . (1)

Since ∑
λ

u|λ|
=

∏
j≥1

1
1 − u j ,

it follows from (1) that∑
λ

[d(λ) + 1]u|λ|
=

(∑
i≥0

ui
) ∏

j≥1

1
1 − u j =

1
1 − u

∏
j≥1

1
1 − u j ,

as claimed. □

In what follows, for d ≥ 1, we let N (q; d) denote the number of monic irreducible polynomials φ(z)
of degree d over Fq for which φ(0) ̸= 0, that is monic irreducible polynomials other than z.

The following well known identity (see for example Theorem 3.25 of [Lidl and Niederreiter 1994])
will be useful.

Lemma 3.3.
∏
d≥1

(1 − ud)−N (q;d)
=

1 − u
1 − qu

.

Theorem 3.4 derives a generating function for the number of conjugacy classes in AGL(n, q).

Theorem 3.4. 1 +

∑
n≥1

k(AGL(n, q))un
=

1
1 − u

∏
i≥1

1 − ui

1 − qui .

Proof. By Lemma 2.1,

1 +

∑
n≥1

k(AGL(n, q))un
= 1 +

∑
n≥1

un
∑

C

o(C),

where the sum is over all conjugacy classes C of GL(n, q).
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Since conjugacy classes of GL(n, q) correspond to rational canonical forms, it follows from the
previous equation and Lemma 3.1 that

1 +

∑
n≥1

k(AGL(n, q))un
=

(∑
λ

[d(λ) + 1]u|λ|

)(∑
λ

u|λ|

)N (q;1)−1 ∏
d≥2

(∑
λ

ud|λ|

)N (q;d)

=

(∑
λ

[d(λ) + 1]u|λ|

) ∏
i≥1

(
1

1 − ui

)N (q;1)−1 ∏
d≥2

∏
i≥1

(
1

1 − udi

)N (q,d)

.

By Lemma 3.2 this is equal to

1
1 − u

∏
d≥1

∏
i≥1

(
1

1 − udi

)N (q;d)

=
1

1 − u

∏
i≥1

∏
d≥1

(
1

1 − udi

)N (q;d)

.

Applying Lemma 3.3, this simplifies to

1
1 − u

∏
i≥1

1 − ui

1 − qui ,

as claimed. □

3B. Character approach to k(AGL) and related groups. We apply Lemma 2.2. Note that if δ is the
trivial character, then Gδ = G. We recall the case of G = GL(n, q) with V the natural module. The group
J is usually denoted as AGL(n, q) the affine general linear group. Note that in this case |1| = 2. Note
that the stabilizer of a nontrivial linear character is isomorphic to AGL(n − 1, q) and so:

Lemma 3.5. k(AGL(n, q)) = k(GL(n, q)) + k(AGL(n − 1, q)) = 1 +

n∑
m=1

k(GL(m, q)).

As a corollary, we get another proof of Theorem 3.4.

Proof. Lemma 3.5 implies that

1 +

∑
n≥1

k(AGL(n, q))un
=

1
1 − u

(
1 +

∑
n≥1

k(GL(n, q))un
)

.

The result now follows from Macdonald’s theorem [1981]

1 +

∑
n≥1

k(GL(n, q))un
=

∏
i≥1

1 − ui

1 − qui . □

Lemma 3.6. Fix q and let n ≥ 2. Let SL(n, q) ≤ H = H(n, q) ≤ GL(n, q) with e = [H : SL(n, q)].

(1) k(AH) = k(H) + k(AH(n − 1, q)).

(2) k(AH) = (q − 1)/e +
∑n

i=1 k(H(i, q)).

Proof. The first statement follows exactly as in the proof of the case of GL(n, q). Note that k(AH(1, q))=

e + (q − 1)/e = k(H(1, q)) + (q − 1)/e.
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So iterating, we see that

k(AH) = k(AH(1, q)) +

n∑
j=2

k(H( j, q)) = (q − 1)/e +

n∑
i=1

k(H(i, q)). □

3C. Bounds on k(AGL) and related groups. There is an interesting corollary of Theorem 3.4. If
f (u) =

∑
n≥0 f (n)un and g(u) =

∑
n≥0 g(n)un , we use the notation f ≫ g to mean that f (n) ≥ g(n)

for all n ≥ 0.

Corollary 3.7. k(AGL(1, q)) = q and for n ≥ 2,

qn < k(AGL(n, q)) < 2qn.

Proof. By Theorem 3.4, the fact that qn
≤ k(AGL(n, q)) is equivalent to the statement that

1
1 − u

∏
i≥1

1 − ui

1 − qui ≫
1

1 − uq
.

Now notice that
1

1 − u

∏
i≥1

1 − ui

1 − qui =
1

1 − uq

∏
i≥2

1 − ui

1 − qui ≫
1

1 − uq
,

where the last step follows since (1 − ui )/(1 − qui ) ≫ 1. In fact this argument shows that the strict
inequality qn < k(AGL(n, q)) holds for n ≥ 2, since the coefficient of ui in (1−ui )/(1−qui ) is positive.

For a second proof that qn
≤ k(AGL(n, q)) with strict inequality if n ≥ 2, note that k(GL(n, q)) is at

least qn
− qn−1 and indeed is strictly greater for n > 1, since there are qn

− qn−1 semisimple classes (i.e.,
different characteristic polynomials) and for n > 1, there are unipotent classes as well. Now use the fact
(Lemma 3.5) that

k(AGL(n, q)) = 1 +

n∑
m=1

k(GL(m, q)).

For the upper bound, we know from [Maslen and Rockmore 1997] that k(GL(m, q)) < qm for all m.
So again by Lemma 3.5,

k(AGL(n, q)) ≤ qn
+ qn−1

+ · · · + 1 < 2qn. □

Finally, we give a result for AH where H is between GL and SL.

Theorem 3.8. Fix q and let SL(n, q) ≤ H = H(n, q) ≤ GL(n, q) with e = [H : SL(n, q)] < q − 1. Then
k(AH) < qn except for k(ASL(1, q)) = q and k(ASL(2, 3)) = 10.

Proof. Suppose that n = 1. Then as noted in Lemma 3.6, k(AH(1, q)) = e + (q − 1)/e. Now if
e + (q − 1)/e ≥ q, then e2

− 1 ≥ q(e − 1). So either e − 1 = 0 or e + 1 ≥ q. But e < q − 1 so the only
remaining possibility is n = 1, e = 1, as claimed.
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Now we suppose that n ≥ 2. From [Fulman and Guralnick 2012], k(H) ≤ e · k(SL(n, q)). So from
Lemma 3.6,

k(AH) ≤
q − 1

e
+ e[k(SL(1, q)) + · · · + k(SL(n, q))].

From [Fulman and Guralnick 2012], k(SL( j, q)) ≤ 2.5q j−1. Thus

k(AH) ≤
q − 1

e
+ 2.5e

qn
− 1

q − 1
.

We claim that if (q − 1)/e ≥ 3, then

q − 1
e

+ 2.5e
qn

− 1
q − 1

≤ qn.

Indeed, if (q − 1)/e ≥ 3, then

q − 1
e

+ 2.5e
qn

− 1
q − 1

≤
q − 1

e
+ (qn

− 1)
2.5
3

.

Since (q − 1)/e ≥ 3, we have that q ≥ 4, and it is easy to check that if q ≥ 4, then

q − 1
e

+ (qn
− 1)

2.5
3

≤ qn.

Since e < q − 1, the remaining case is that (q − 1)/e = 2. Since (q − 1)/e is even, we can assume that
q is odd. Then by Proposition 3.8 of [Fulman and Guralnick 2012],

k(H) =

{1
2 k(GL(n, q)) if n is odd,

1
2 k(GL(n, q)) +

3
2 k(GL(n/2, q)) if n is even.

(2)

Using the fact that k(GL( j, q)) < q j and Lemma 3.6, one easily checks that if q ≥ 5, then k(AH) ≤ qn .
Similarly if q = 3 (so e = 1 and H = SL), it is not hard to see that k(ASL(2, 3)) = 10 and that
k(ASL(n, 3)) < 3n otherwise. □

4. AGU and related groups

Section 4A uses the orbit approach to calculate the generating function for k(AGU(n, q)). Section 4B
uses the character approach to calculate the generating function for k(AGU(n, q)). Section 4C uses
this generating function to obtain bounds on the number of conjugacy classes of AGU(n, q) and related
groups.

4A. Orbit approach to k(AGU). This section uses the orbit approach to calculate the generating function
for k(AGU(n, q)).

The following theorem calculates o(C) for a conjugacy class C of GU(n, q). This only involves
λz−1(C), the partition corresponding to the eigenvalue 1 in the rational canonical form of the conjugacy
class C . As in the GL case, let d(λ) be the number of distinct parts of the partition λ. In what follows we
also let b(λ) denote the number of part sizes of λ which have multiplicity exactly 1.
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Theorem 4.1. Let C be a conjugacy class of GU(n, q). Then

o(C) = 1 + q · d(λz−1(C)) − b(λz−1(C)).

Proof. It suffices to assume that C consists of unipotent elements and so corresponds to a partition λ. The
proof is similar to the case of GL.

Now write V = V1 ⊕ · · · ⊕ Vm where g |Vi has all Jordan blocks of size i . We only consider the
nonzero Vi . So di = dim Vi/[g, Vi ] is the number of Jordan blocks of size i . It is well known that the
centralizer of g induces the full GU(di , q) and so there are q orbits of the form gv with 0 ̸= v ∈ Vi for
di > 1 and q − 1 orbits if di = 1 (there are no nontrivial vectors of norm 0 if di = 1).

Note that if h ∈ C(g), then hVi ⊂ V1 ⊕ · · · ⊕ Vi + [g, V ]. Thus, two elements in V which are in the
same C(g)-orbit module [g, V ] must have the same highest nonzero (modulo [g, V ]) term. Conversely,
we need to show that any two such vectors are in the same orbit and indeed are in the orbit of v j with
v j ∈ V j \ [g, V j ]. By induction, we may assume that j = m. Note that there exists h ∈ C(g) so that h is
trivial on V/

∑
e<m Ve and hvm − vm is an arbitrary element in

⊕
e<m Ve/[g, Ve]. Thus, we see that the

v and vm are in the same orbit. The number of orbits for the nontrivial vm is q or q − 1 as above. The
result follows. □

The following combinatorial lemma will also be helpful.

Lemma 4.2. (1) The generating function for the number of unipotent classes of GU(n, q) is∑
λ

u|λ|.

This is equal to ∏
i

1
1 − ui .

(2) The generating function ∑
λ

d(λ)u|λ|

is equal to
u

1 − u

∏
i

1
1 − ui .

(3) The generating function ∑
λ

b(λ)u|λ|

is equal to
u

1 − u2

∏
i

1
1 − ui .

Proof. The first part is just the well known generating function for the partition function. The second part
is in the proof of Lemma 3.2.
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For the third assertion, note that ∑
λ

xb(λ)u|λ|

is equal to ∏
i

(1 + xui
+ u2i

+ u3i
+ · · · ).

Differentiating with respect to x and setting x = 1 gives that∑
λ

b(λ)u|λ|

is equal to∑
i

ui
∏
j ̸=i

(1+u j
+u2 j

+u3 j
+· · · )=

∑
i

ui
∏
j ̸=i

1
1 − u j =

∑
i

ui (1−ui )
∏

j

1
1 − u j =

u
1 − u2

∏
j

1
1 − u j ,

as claimed. □

Theorem 4.3 gives an exact generating function for k(AGU(n, q)).

Theorem 4.3. k(AGU(n, q)) is equal to the coefficient of un in∏
i

1 + ui

1 − qui ·

(
1 +

qu2
+ (q − 1)u
1 − u2

)
.

Proof. By Lemma 2.1 and Theorem 4.1, k(AGU(n, q)) is equal to T1 + T2 − T3, where T1 is k(GU(n, q)),
and T2, T3 are the following sums over conjugacy classes C of GU(n, q):

T2 = q
∑

C

d(λz−1(C)), T3 =

∑
C

b(λz−1(C)).

From Wall [1963], T1 is the coefficient of un in∏
i

1 + ui

1 − qui .

To compute the generating function of T2, we take Wall’s generating function for T1, divide it by the
generating function for unipotent conjugacy classes in part (1) of Lemma 4.2, and multiply it by the
weighted sum over unipotent classes in part (2) of Lemma 4.2. We conclude that T2 is the coefficient of
un in

qu
1 − u

∏
i

1 + ui

1 − qui .

To compute the generating function of T3, we take Wall’s generating function for T1, divide it by the
generating function for unipotent conjugacy classes in part (1) of Lemma 4.2, and multiply it by the
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weighted sum over unipotent classes in part (3) of Lemma 4.2. We conclude that T3 is the coefficient of
un in

u
1 − u2

∏
i

1 + ui

1 − qui .

Putting the pieces together, we conclude that k(AGU(n, q)) is the coefficient of un in∏
i

1 + ui

1 − qui ·

(
1 +

qu
1 − u

−
u

1 − u2

)
,

which simplifies to the desired result. □

4B. Character approach to k(AGU). We use Lemma 2.2 to find a recursion for k(AGU). Then we use
this to compute the generating function for k(AGU), giving another proof of Theorem 4.3.

Recall that if H is a finite group and p is a prime, then Op(H) is the (unique) maximal normal
p-subgroup of H .

Lemma 4.4. k(AGU(n, q)) = k(GU(n, q)) + (q − 1)k(GU(n − 1, q))

+ k(AGU(n − 2, q)) + (q − 1)k(GU(n − 2, q)).

Proof. We use the convention that GU(0, q) and AGU(0, q) are trivial groups and that GU(−1, q) and
AGU(−1, q) are the empty set. We can identify the natural module and the character group of the module
because the module is self dual viewed over the field of q-elements.

Note that AGU(1, q) is a semidirect product of an elementary abelian group of order q2 and GU(1, q)

which is cyclic of order q + 1. Thus, it follows that k(AGU(1, q)) = k(GU(1, q))+ (q − 1) as claimed.
If n = 2, we note that GU(2, q) has precisely q nontrivial orbits on the natural module. The stabilizer of
a nondegenerate vector is GU(1, q) and the stabilizer of a totally singular vector is elementary abelian of
order q and again we see the result holds.

Now suppose that n ≥ 3. Thus, we see that there are q − 1 orbits with stabilizer isomorphic to
GU(n − 1, q) (corresponding to vectors with a given nonzero norm) and the stabilizer H of a singular
vector. Note that H has a center Z of order q and H/Z ∼= AGU(n − 2, q). Also note that any irreducible
character of U = Op(H) that is nontrivial on Z has dimension qn−2 and corresponds to one of the
q − 1 nontrivial 1-dimensional characters on Z . Moreover each of these representations extends to a
representation of H (this can be seen by considering the normalizer of U in the full linear group). Fix a
nontrivial linear character of Z and an irreducible module W of H that affords this linear representation.
It follows by Clifford theory [Curtis and Reiner 1962, 51.7] that any irreducible representation of H
nontrivial on Z is of the form W ⊗ W ′ where W ′ is an irreducible H/U -module. Since there are q − 1
nontrivial central characters of U and there are k(GU(n − 2, q)) choices for W ′, the result follows. □

We now give a second proof of Theorem 4.3.

Proof. Let kn = k(GU(n, q)) and let an = k(AGU(n, q)). Then Lemma 4.4 gives

an = kn + (q − 1)kn−1 + (q − 1)kn−2 + an−2. (3)
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Let

K (u) = 1 +

∑
n≥1

knun, A(u) = 1 +

∑
n≥1

anun.

Multiplying (3) by un and summing over n ≥ 1 gives that

A(u) − 1 = K (u) − 1 + (q − 1)uK (u) + (q − 1)u2K (u) + u2 A(u).

Solving for A(u), one obtains that

A(u) = K (u)

(
1 + u(q − 1) + u2(q − 1)

1 − u2

)
= K (u)

(
1 +

qu2
+ (q − 1)u
1 − u2

)
.

From Wall [1963],

K (u) =

∏
i

1 + ui

1 − qui ,

and the theorem follows. □

4C. Bounds for AGU and related groups. As a corollary, we obtain the following result.

Corollary 4.5. k(AGU(n, q)) ≤ 20qn.

Proof. From Theorem 4.3 , k(AGU(n, q)) is equal to the coefficient of un in∏
i

1 − ui

1 − qui

∏
i

1 + ui

1 − ui

(
1 +

qu2
+ (q − 1)u
1 − u2

)
.

Now all coefficients of powers of u in∏
i

1 + ui

1 − ui

(
1 +

qu2
+ (q − 1)u
1 − u2

)
are nonnegative. It follows that k(AGU(n, q)) is at most

n∑
m=0

Coef. un−m in
∏

i

1 − ui

1 − qui Coef. um in
∏

i

1 + ui

1 − ui

(
1 +

qu2
+ (q − 1)u
1 − u2

)
.

Now
∏

i
1−ui

1−qui is the generating function for the number of conjugacy classes of GL(n, q). By [Maslen
and Rockmore 1997], k(GL(n, q)) is at most qn . Hence the coefficient of un−m in it is at most qn−m . It
follows that k(AGU(n, q)) is at most

qn
n∑

m=0

1
qm

(
Coef. um in

∏
i

1 + ui

1 − ui

(
1 +

qu2
+ (q − 1)u
1 − u2

))
.

Since the coefficients of um in ∏
i

1 + ui

1 − ui

(
1 +

qu2
+ (q − 1)u
1 − u2

)
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are nonnegative, it follows that k(AGU(n, q)) is at most

qn
∞∑

m=0

1
qm

(
Coef. um in

∏
i

1 + ui

1 − ui

(
1 +

qu2
+ (q − 1)u
1 − u2

))
,

which (set u = 1/q) is equal to

qn
∏

i

(1 + 1/q i )

(1 − 1/q i )
·

(
1 +

1
1 − 1/q2

)
.

The term ∏
i

(1 + 1/q i )

(1 − 1/q i )
·

(
1 +

1
1 − 1/q2

)
is visibly maximized among prime powers q when q = 2, when it is at most 20 (we used the remark after
Lemma 2.3 to bound the infinite product). □

Corollary 4.6. k(AGU(n, q)) ≤ q2n .

Proof. By the preceding result, this holds if 20 ≤ qn . So we only need to check the cases n = 1,
or n = 2, q = 2, 3, 4 or n = 3, q = 2 or n = 4, q = 2. From the generating function (Theorem 4.3),
k(AGU(1, q))= 2q , and the other finite number of cases are computed easily from the generating function
and seen to be at most q2n . □

We can also use the previous results to get bounds for the groups between ASU(n, q) and AGU(n, q).
Since SL(2, q) ∼= SU(2, q), we assume that n ≥ 3. With more effort one can get much better bounds as
we did in the case of SL(n, q). We just obtain the bound required for the k(GV ) problem.

Corollary 4.7. Let n ≥ 3. Let ASU(n, q) ≤ H ≤ AGU(n, q). Then k(H) ≤ q2n .

Proof. Let G = AGU(n, q). Since [G : H ] ≤ q + 1, k(H) ≤ k(G)(q + 1) ≤ 20qn(q + 1). This is at most
q2n unless q = 2 with n ≤ 5 or q = 3 or 4 and n = 3. These cases all follow using the exact values of k(G)

(obtained from our generating function) in the bound k(H) ≤ k(G)(q + 1), except for the cases q = 2,
n = 3, 4. One computes (either using a recursion similar to Lemma 4.4 and exact values of k(SU) in [Mac-
donald 1981], or by Magma) that k(ASU(3, 2)) = 24 and k(ASU(4, 2)) = 49, completing the proof. □

5. ASp

Section 5A uses the orbit approach to calculate the generating function for k(ASp(2n, q)), assuming that
the characteristic is odd. Section 5B uses the character approach to calculate the generating function for
k(ASp(2n, q)) in both odd and even characteristic. Section 5C uses these generating functions to obtain
bounds on k(ASp(2n, q)).
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5A. Orbit approach to k(ASp), odd characteristic. This section treats the affine symplectic groups. We
only work in odd characteristic. In this case the conjugacy class of a unipotent element is determined by its
Jordan form (over the algebraic closure) and it is much more complicated to deal with the characteristic 2
case. Since our character approach works in characteristic 2, we will not pursue the direct approach in
that case. So for this section, let q be odd.

The following theorem calculates o(C) for a conjugacy class C of Sp(2n, q). This only involves the
unipotent part of the class C . Recall that the conjugacy class of a unipotent element is determined (over
the algebraic closure) by a partition of 2n with ai parts of i . Moreover, ai is even if i is odd. Over a
finite field, we attach a sign ϵi for each even i with ai ̸= 0 and this gives a description of all the unipotent
conjugacy classes (see [Liebeck and Seitz 2012] for details). We let λ±

z−1(C) denote this signed partition
for the unipotent part of the class C .

Theorem 5.1. Suppose that the characteristic is odd. Let C be a conjugacy class of Sp(2n, q). Let ai be
the number of parts of λ±

z−1(C) of size i . Then o(C) is equal to

1 +

∑
i odd
ai ̸=0

1 +

∑
i even
ai ̸=0

fi ,

where

fi =


q if ai > 2 (independently of the sign),
q if ai = 2 and the sign is +,

(q − 1) if ai = 2 and the sign is −,

(q − 1)/2 if ai = 1 (independently of the sign).

(4)

Proof. The proof is similar to the case of GL and GU and reduces to the case of unipotent elements. So
assume that C is a unipotent class. Let g ∈ C . Write V as an orthogonal direct sum of spaces Vi where g
has ai Jordan blocks of size i on Vi . As in the previous cases, one can show that gv is either conjugate to
g or for some i , g is conjugate to gvi where vi ∈ Vi \ [g, Vi ].

By [Liebeck and Seitz 2012], we see that there is a subgroup of C(g) acting as Sp(ai , q) for i odd or
Oϵi (ai , q) if i is even acting naturally on Vi/[g, Vi ]. Thus, the number of classes of the form gvi with
v I ∈ Vi \ [g, Vi ] is 1 if i is odd and fi as given above if i is even. □

The following combinatorial lemma will also be helpful.

Lemma 5.2. Suppose that the characteristic is odd.

(1) The generating function for the number of unipotent classes of the groups Sp(2n, q) is∑
λ±

u|λ±
|/2.

This is equal to ∏
i odd

1
1 − ui

∏
i

(
1 + ui

1 − ui

)
.
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(2) The generating function ∑
λ±

u|λ±
|/2

∑
j odd
a j ̸=0

1

is equal to
u

1 − u2

∏
i odd

1
1 − ui

∏
i

(
1 + ui

1 − ui

)
.

(3) Let fj be as in Theorem 5.1. The generating function∑
λ±

u|λ±
|/2

∑
j even
a j ̸=0

fj

is equal to (
(q − 1)u

1 − u
+

u2

1 − u2

) ∏
i odd

1
1 − ui

∏
i

(
1 + ui

1 − ui

)
.

Proof. For the first part, the unipotent conjugacy classes of Sp(2n, q) correspond to signed partitions λ±

of size 2n. Clearly the generating function for such partitions is equal to∏
i odd

(1 + ui
+ u2i

+ · · · )
∏

i even

(1 + 2ui/2
+ 2u2i/2

+ · · · )

which is equal to ∏
i odd

1
1 − ui

∏
i

(
1 +

2ui

1 − ui

)
=

∏
i odd

1
1 − ui

∏
i

(
1 + ui

1 − ui

)
.

For the second part, first note that arguing as in the first part, one has that∑
λ±

u|λ±
|/2

∑
j odd
a j ̸=0

1

is equal to∑
j odd

∑
λ±

a j ̸=0

u|λ±
|/2

=

∑
j odd

(u j
+ u2 j

+ · · · )
∏
i odd
i ̸= j

(1 + ui
+ u2i

+ · · · )
∏

i even

(1 + 2ui/2
+ 2u2i/2

+ · · · )

=

∑
j odd

u j
∏
i odd

(1 + ui
+ u2i

+ · · · )
∏

i even

(1 + 2ui/2
+ 2u2i/2

+ · · · )

=
u

1 − u2

∏
i odd

1
1 − ui

∏
i

(
1 + ui

1 − ui

)
.

For the third part, ∑
λ±

u|λ±
|/2

∑
j even
a j ̸=0

fj
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is equal to∑
j even

(
2u j/2 1

2(q −1)+u2 j/2(q +q −1)+2q(u3 j/2
+u4 j/2

+· · · )
) ∏

i odd

(1+ui
+u2i

+· · · )
∏

i even
i ̸= j

1 + ui/2

1 − ui/2 .

This is equal to∑
j even

1 − u j/2

1 + u j/2

(
u j/2(q − 1) + u2 j/2(2q − 1) + 2q(u3 j/2

+ u4 j/2
+ · · · )

) ∏
i odd

1
1 − ui

∏
i

1 + ui

1 − ui .

Now clearly ∑
j even

1 − u j/2

1 + u j/2

(
u j/2(q − 1) + u2 j/2(2q − 1) + 2q(u3 j/2

+ u4 j/2
+ · · · )

)
is equal to∑

j

1 − u j

1 + u j

(
u j (q − 1) + u2 j (2q − 1) + 2q(u3 j

+ u4 j
+ · · · )

)
=

∑
j

1
1 + u j (qu j

− u j
+ qu2 j

+ u3 j )

=

∑
j

(qu j
+ u2 j

− u j )

=
(q − 1)u

1 − u
+

u2

1 − u2 ,

and the third part of the lemma follows. □

Theorem 5.3. In odd characteristic, k(ASp(2n, q)) is equal to the coefficient of un in∏
i

(1 + ui )4

1 − qui

(
1 +

qu
1 − u

)
.

Proof. By Lemma 2.1 and Theorem 5.1, k(ASp(2n, q)) is equal to T1 +T2 +T3, where T1 is k(Sp(2n, q)),
and T2, T3 are the following sums over conjugacy classes C of Sp(2n, q):

T2 =

∑
C

∑
i odd
ai ̸=0

1, T3 =

∑
C

∑
i even
ai ̸=0

fi .

From Wall [1963], T1 is the coefficient of un in∏
i

(1 + ui )4

1 − qui .

To compute the generating function of T2, we take Wall’s generating function for T1, divide it by the
generating function for unipotent conjugacy classes in part (1) of Lemma 5.2, and multiply it by the
generating function for the weighted sum over unipotent classes in part (2) of Lemma 5.2. We conclude
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that T2 is the coefficient of un in
u

1 − u2

∏
i

(1 + ui )4

1 − qui .

To compute the generating function of T3, we take Wall’s generating function for T1, divide it by the
generating function for unipotent conjugacy classes in part (1) of Lemma 5.2, and multiply it by the
generating function for the weighted sum over unipotent classes in part (3) of Lemma 5.2. We conclude
that T3 is the coefficient of un in (

(q − 1)u
1 − u

+
u2

1 − u2

) ∏
i

(1 + ui )4

1 − qui .

Since

1 +
u

1 − u2 +
(q − 1)u

1 − u
+

u2

1 − u2 = 1 +
qu

1 − u
,

the proof of the theorem is complete. □

5B. Character approach to k(ASp(2n, q)), any characteristic. We apply Lemma 2.2, as in the other
cases.

To begin we treat the case of odd characteristic.

Lemma 5.4. Let q be odd and G = Sp(2n, q). Then

k(AG) = k(Sp(2n, q)) + k(ASp(2n − 2, q)) + (q − 1)k(Sp(2n − 2, q)).

Proof. We take ASp(0, q) and Sp(0, q) to be the trivial group. If n = 1, then G = SL(2, q). It is
straightforward to see that k(SL(2, q)) = q + 4 and that k(ASL(2, q)) = 2q + 4 and so the formula holds.

So suppose that n ≥ 2. Let V be the natural module for G. Note that in this case G acts transitively
on the nontrivial characters of V and the stabilizer of such a character is the stabilizer H of a vector in
Sp(2n, q). Let U = Op(H) and let Z = Z(H). Then H/Z ∼= ASp(2n − 2, q). If an irreducible character
of H does not vanish on Z , then there are q − 1 possibilities (depending on the restriction to Z ) and
arguing as in the unitary case, we see that the number of such characters of H is (q − 1)k(Sp(2n − 2, q)).
This gives k(ASp(2n, q)) = k(Sp(2n, q)) + k(ASp(2n − 2, q)) + (q − 1)k(Sp(2n − 2, q)) as desired. □

We use this recursion to give another proof of the generating function for k(Sp(2n, q)) in odd charac-
teristic.

Second proof of Theorem 5.3. Let kn = k(Sp(2n, q)) and let an = k(ASp(2n, q)). Lemma 5.4 gives that

an = kn + (q − 1)kn−1 + an−1. (5)

Let

K (u) = 1 +

∑
n≥1

knun, A(u) = 1 +

∑
n≥1

anun.
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Multiplying (5) by un and summing over n ≥ 1 gives that

A(u) − 1 = K (u) − 1 + (q − 1)uK (u) + u A(u).

Solving for A(u) gives

A(u) = K (u)

(
1 + u(q − 1)

1 − u

)
= K (u)

(
1 +

qu
1 − u

)
.

From Wall [1963],

K (u) =

∏
i

(1 + ui )4

1 − qui ,

and the result follows. □

In even characteristic, the unipotent radical is abelian but not irreducible. So let G = Sp(2n, q) with q
even. Let BG denote the semidirect product W G, where W is the 2n + 1 dimensional indecomposable
module with G having a one dimensional fixed space W0 and W/W0 ∼= V .

Note that the G-orbits of characters of B consist of the trivial character, one orbit of nontrivial characters
with W0 contained in the kernel and 2(q−1) orbits of characters which are nontrivial on W0. The stabilizer
of a character in the second orbit is isomorphic to B Sp(2n − 2, q) while in the final case the stabilizers
are O±(2n, q) (with q − 1 of each type). This gives the following:

Lemma 5.5. Let q be even.

(1) k(B Sp(2n, q)) = k(ASp(2n, q)) + (q − 1)
(
k(O+(2n, q)) + k(O−(2n, q))

)
(2) k(ASp(2n, q)) = k(Sp(2n, q)) + k(B Sp(2n − 2, q)).

The next lemma follows immediately from the previous lemma. We use the convention that ASp(0, q)

and O+(0, q) are the trivial groups and that O−(0, q) is the empty set. So

k(ASp(0, q)) = 1, k(O+(0, q)) = 1, and k(O−(0, q)) = 0.

Lemma 5.6. For all n ≥ 1,

k(ASp(2n, q)) = k(Sp(2n, q)) + k(ASp(2n − 2, q)) + (q − 1)
[
k(O+(2n − 2, q)) + k(O−(2n − 2, q))

]
.

Now we obtain the generating function for k(ASp(2n, q)) in even characteristic.

Theorem 5.7. In even characteristic, k(ASp(2n, q)) is equal to the coefficient of un in

1
1 − u

∏
i

1 + ui

1 − qui

[∏
i

1
(1 − u4i−2)2 + (q − 1)u

∏
i

(1 + u2i−1)2
]
.
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Proof. We define three generating functions:

KSp(u) = 1 +

∑
n≥1

k(Sp(2n, q))un,

KO(u) = 1 +

∑
n≥1

[k(O+(2n, q)) + k(O−(2n, q))]un,

A(u) = 1 +

∑
n≥1

k(ASp(2n, q))un.

Multiplying the recursion from Lemma 5.6 by un and summing over n ≥ 1 gives that

A(u) − 1 = KSp(u) − 1 + u A(u) + (q − 1)uKO(u).

Thus

A(u) =
KSp(u) + (q − 1)uKO(u)

1 − u
.

From Theorems 3.13 and Theorem 3.21 of [Fulman and Guralnick 2012], elementary manipulations,
give that

KSp(u) =

∏
i

1 + ui

1 − qui

∏
i

1
(1 − u4i−2)2 , KO(u) =

∏
i

1 + ui

1 − qui

∏
i

(1 + u2i−1)2,

and the result follows. □

5C. Bounds on k(ASp(2n, q)). As a corollary, we obtain the following results.

Corollary 5.8. In odd characteristic, k(ASp(2n, q)) ≤ 27qn .

Proof. From Theorem 5.3, k(ASp(2n, q)) is the coefficient of un in∏
i

1 − ui

1 − qui

∏
i

(1 + ui )4

1 − ui

(
1 +

qu
1 − u

)
.

Now all coefficients of powers of u in ∏
i

(1 + ui )4

1 − ui

(
1 +

qu
1 − u

)
are nonnegative. It follows that k(ASp(2n, q)) is at most

n∑
m=0

(
Coef. un−m in

∏
i

1 − ui

1 − qui

)(
Coef. um in

∏
i

(1 + ui )4

1 − ui

(
1 +

qu
1 − u

))
.

Now
∏

i (1−ui )/(1−qui ) is the generating function for the number of conjugacy classes in GL(n, q).
By [Maslen and Rockmore 1997], k(GL(n, q)) is at most qn . Hence the coefficient of un−m in it is at
most qn−m . It follows that k(ASp(2n, q)) is at most

qn
n∑

m=0

1
qm

(
Coef. um in

∏
i

(1 + ui )4

1 − ui

(
1 +

qu
1 − u

))
.
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Since the coefficients of um in ∏
i

(1 + ui )4

1 − ui

(
1 +

qu
1 − u

)
are nonnegative, it follows that k(ASp(2n, q)) is at most

qn
∞∑

m=0

1
qm

(
Coef. um in

∏
i

(1 + ui )4

1 − ui

(
1 +

qu
1 − u

))
,

which is equal to

qn
∏

i

(1 + 1/q i )4

1 − 1/q i

(
1 +

1
1 − 1/q

)
.

The term ∏
i

(1 + 1/q i )4

1 − 1/q i

(
1 +

1
1 − 1/q

)
is visibly maximized among odd prime powers q when q = 3, when it is at most 27

(
we bounded the

infinite product
∏

i (1 + 1/q i )4/(1 − 1/q i ) using the remark after Lemma 2.3
)
. □

Corollary 5.9. In odd characteristic,

k(ASp(2n, q)) ≤ q2n,

except for k(ASp(2, 3)) = 10.

Proof. From the previous result, k(ASp(2n, q))≤27qn . This immediately implies that k(ASp(2n, q))≤q2n

except possibly for ASp(2, q), ASp(4, 3), or ASp(4, 5).
From our generating function for k(ASp(2n, q)) (Theorem 5.3), we see that k(ASp(4, 3)) = 58,

k(ASp(4, 5)) = 110, and k(ASp(2, q)) = 2q + 4, and the result follows. □

Next we move to even characteristic.

Corollary 5.10. In even characteristic, k(ASp(2n, q)) ≤ 56qn .

Proof. We rewrite the generating function for k(ASp(2n, q)) in Theorem 5.7 as∏
i

1 − ui

1 − qui

1
1 − u

∏
i

1 + ui

1 − ui

[∏
i

1
(1 − u4i−2)2 + (q − 1)u

∏
i

(1 + u2i−1)2
]
.

Now arguing exactly as in the odd characteristic case (Corollary 5.8), one sees that k(ASp(2n, q)) is
at most

qn
·

1
1 − 1/q

∏
i

1 + 1/q i

1 − 1/q i

[∏
i

1
(1 − 1/q4i−2)2 + (1 − 1/q)

∏
i

(1 + 1/q2i−1)2
]
,

and the result follows. □

Next we classify when k(ASp(2n, q)) ≤ q2n .
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Corollary 5.11. In even characteristic,

k(ASp(2n, q)) ≤ q2n,

except for k(ASp(2, 2)) = 5, k(ASp(4, 2)) = 21, k(ASp(6, 2)) = 67.

Proof. From the previous result, k(ASp(2n, q))≤56qn . This immediately implies that k(ASp(2n, q))≤q2n

except possibly for q = 2, 1 ≤ n ≤ 5, or q = 4, n = 1, 2 or q = 8, n = 1. For these q, n values one
calculates k(ASp(2n, q)) from the generating function in Theorem 5.7, and the result follows. □

6. Orthogonal Groups

Section 6A uses the orbit approach to calculate the generating function for k(AO) when the characteristic
is odd. Section 6B uses the character approach to calculate the generating function of k(AO) in any
characteristic. To be more precise, we actually derive two generating functions, one for k(AO+)+k(AO−)

and one for k(AO+)− k(AO−). Clearly this is equivalent to deriving generating functions for k(AO+)

and k(AO−).
Section 6C derives some bounds on k(AO).

6A. Orbit approach for k(AO), odd characteristic. For the orbit approach we assume the characteristic
is odd. It is somewhat more convenient to work in orthogonal groups than the special orthogonal group
(there is essentially no difference in the result below for SO). The conjugacy class of a unipotent element
in Oϵ(m, q) gives rise to a partition of m with ai pieces of size i . Moreover, ai is even for i even. This
determines the conjugacy class over the algebraic closure. Over the finite field, we attach a sign ϵi for
each odd i with ai nonzero and this determines the class (see [Liebeck and Seitz 2012]). We let λ±

z−1(C)

denote this signed partition corresponding to the unipotent part of a conjugacy class C .
The proof of the next result is essentially identical to the case of symplectic groups and so we omit the

details (and we can also use the character theory approach below).

Theorem 6.1. Suppose that the characteristic is odd. Let C be a conjugacy class of Oϵ(n, q). Let ai be
the number of parts of λ±

z−1(C) of size i . Then o(C) is equal to

1 +

∑
i even
ai ̸=0

1 +

∑
i odd
ai ̸=0

fi ,

where

fi =


q if ai > 2 (independently of the sign),
q if ai = 2 and the sign is +,

(q − 1) if ai = 2 and the sign is −,

(q − 1)/2 if ai = 1 (independently of the sign).

(6)

The following combinatorial lemma will also be helpful.

Lemma 6.2. Suppose that the characteristic is odd.
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(1) The generating function for the number of unipotent classes of the groups O(n, q) is∑
λ±

u|λ±
|.

This is equal to ∏
i

1
1 − u4i

∏
i odd

(
1 + ui

1 − ui

)
.

(2) The generating function ∑
λ±

u|λ±
|

∑
j even
a j ̸=0

1

is equal to
u4

1 − u4

∏
i

1
1 − u4i

∏
i odd

(
1 + ui

1 − ui

)
.

(3) Let fi be as in Theorem 6.1. Then ∑
λ±

u|λ±
|
∑
j odd
a j ̸=0

fj

is equal to (
(q − 1)u
1 − u2 +

u2

1 − u4

) ∏
i

1
1 − u4i

∏
i odd

(
1 + ui

1 − ui

)
.

Proof. For the first part, the unipotent conjugacy classes of the groups O(n, q) correspond to signed
partitions λ± of size n. The generating function for such partitions is clearly equal to∏

i odd

(1 + 2ui
+ 2u2i

+ · · · )
∏

i even

(1 + u2i
+ u4i

+ · · · ),

which is equal to ∏
i

1
1 − u4i

∏
i odd

1 + ui

1 − ui .

For the second part, first note that arguing as in the first part, one has that∑
λ±

u|λ±
|

∑
j even
a j ̸=0

1

is equal to∑
j even

∑
λ±

a j ̸=0

u|λ±
|
=

∑
j even

(u2 j
+ u4 j

+ · · · )
∏

i even
i ̸= j

(1 + u2i
+ u4i

+ · · · )
∏
i odd

(1 + 2ui
+ 2u2i

+ · · · )

=

∑
j even

u2 j
∏

i even

(1 + u2i
+ u4i

+ · · · )
∏
i odd

(1 + 2ui
+ 2u2i

+ · · · )

=
u4

1 − u4

∏
i

1
1 − u4i

∏
i odd

(
1 + ui

1 − ui

)
.
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For the third part, ∑
λ±

u|λ±
|
∑
j odd
a j ̸=0

fj

is equal to∑
j odd

(
2u j 1

2(q − 1) + u2 j (q + q − 1) + 2q(u3 j
+ u4 j

+ · · · )
) ∏

i ̸= j
i odd

(
1 + ui

1 − ui

) ∏
i even

(1 + u2i
+ u4i

+ · · · ).

This is equal to∑
j odd

1 − u j

1 + u j

(
u j (q − 1) + u2 j (2q − 1) + 2q(u3 j

+ u4 j
+ · · · )

) ∏
i odd

(
1 + ui

1 − ui

) ∏
i

1
1 − u4i .

Now, as in the proof of part (3) of Lemma 5.2,∑
j odd

1 − u j

1 + u j

(
u j (q − 1) + u2 j (2q − 1) + 2q(u3 j

+ u4 j
+ · · · )

)
simplifies to

(q − 1)u
1 − u2 +

u2

1 − u4 ,

and the result follows. □

As a corollary, we derive a generating function for k(AO+) + k(AO−).

Theorem 6.3. In odd characteristic,

1 +

∑
n≥1

un[k(AO+(n, q)) + k(AO−(n, q))
]

is equal to ∏
i

(1 + u2i−1)4

1 − qu2i ·

(
1 +

u2
+ (q − 1)u
1 − u2

)
.

Proof. By Lemma 2.1 and Theorem 6.1,

k(AO+(n, q)) + k(AO−(n, q))

is equal to T1 + T2 + T3, where T1 is k(O+(n, q))+ k(O−(n, q)), and T2, T3 are the following sums over
conjugacy classes C of O+(n, q) and O−(n, q):

T2 =

∑
C

∑
i even
ai ̸=0

1, T3 =

∑
C

∑
i odd
ai ̸=0

fi .

From [Wall 1963], T1 is the coefficient of un in∏
i

(1 + u2i−1)4

1 − qu2i .
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To compute the generating function for T2, we take Wall’s generating function for T1, divide it by
the generating function for unipotent conjugacy classes in part (1) of Lemma 6.2, and multiply it by the
generating function for the weighted sum over unipotent classes in part (2) of Lemma 6.2. We conclude
that T2 is the coefficient of un in

u4

1 − u4

∏
i

(1 + u2i−1)4

1 − qu2i .

To compute the generating function for T3, we take Wall’s generating function for T1, divide it by
the generating function for unipotent conjugacy classes in part (1) of Lemma 6.2 and multiply it by the
generating function for the weighted sum over unipotent classes in part (3) of Lemma 6.2. We conclude
that T3 is the coefficient of un in(

(q − 1)u
1 − u2 +

u2

1 − u4

) ∏
i

(1 + u2i−1)4

1 − qu2i .

Since

1 +
u4

1 − u4 +
(q − 1)u
1 − u2 +

u2

1 − u4 = 1 +
u2

+ (q − 1)u
1 − u2 ,

the result follows. □

Next, we derive a generating function for k(AO+) − k(AO−).

Theorem 6.4. In odd characteristic,

1 +

∑
n≥1

un[k(AO+(n, q)) − k(AO−(n, q))
]

is equal to
1

1 − u2

∏
i

(1 − u4i−2)

1 − qu4i .

Proof. By Lemma 2.1 and Theorem 6.1,

k(AO+(n, q)) − k(AO−(n, q))

is equal to T1 + T2 + T3, where T1 is k(O+(n, q)) − k(O−(n, q)),

T2 =

∑
C+

∑
i even
ai ̸=0

1 −

∑
C−

∑
i even
ai ̸=0

1, T3 =

∑
C+

∑
i odd
ai ̸=0

fi −

∑
C−

∑
i odd
ai ̸=0

fi .

Here C+ ranges over conjugacy classes of O+(n, q), and C− ranges over conjugacy classes of O−(n, q).
From [Wall 1963], T1 is the coefficient of un in∏

i

1 − u4i−2

1 − qu4i .
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To compute the generating function of T2, we take the generating function for T1, multiply it by∏
i (1 − u4i ) (which corresponds to removing the unipotent part). Then to add in the weighted unipotent

part, one multiplies by ∑
j even

(u2 j
+ u4 j

+ · · · )
∏
i ̸= j

i even

(1 + u2i
+ u4i

+ · · · ),

which is equal to
u4

1 − u4

∏
i

1
1 − u4i .

We conclude that T2 is the coefficient of un in

u4

1 − u4

∏
i

(1 − u4i−2)

1 − qu4i .

To compute the generating function of T3, we take the generating function for T1, multiply it by∏
i (1 − u4i ) (which corresponds to removing the unipotent part). Then to add in the weighted unipotent

part, one multiplies by ∑
j odd

u2 j
∏

i even

(1 + u2i
+ u4i

+ · · · ).

Note that the terms involving fi canceled out (except for the ai = 2 case). The upshot is that the generating
function for T3 is

u2

1 − u4

∏
i

(1 − u4i−2)

1 − qu4i .

Since

1 +
u4

1 − u4 +
u2

1 − u4 =
1

1 − u2 ,

the proof is complete. □

6B. Character approach for k(AO), any characteristic. Next we consider orthogonal groups. In this
case, the natural module V can be identified with its character group and the nontrivial G-orbits correspond
to nonzero vectors of V of a given norm.

First consider the case G = Oϵ(n, q) with q odd. The stabilizers are thus AOϵ(m − 2, q) (for an
isotropic vector) and (q − 1)/2 copies each of O+(n − 2, q) and O−(n − 2, q). Note that we use the
convention that Oϵ(0, q) and AOϵ(0, q) are empty if ϵ = − and are the trivial group if ϵ = +. Similarly,
AOϵ(−1, q) is the empty set. And as in earlier cases, the trivial group has one conjugacy class and the
empty set has zero conjugacy classes. This yields the following result.

Lemma 6.5. Let q be odd and n ≥ 1. Then

k(AOϵ(n, q)) = k(Oϵ(n, q)) + k(AOϵ(n − 2, q)) + (q − 1)
(
k(O+(n − 1, q)) + k(O−(n − 1, q))

)
/2.

As a corollary, we obtain a second proof of Theorems 6.3 and 6.4.
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Second proof of Theorem 6.3. Define

KO(u) = 1 +

∑
n≥1

un
[k(O+(n, q)) + k(O−(n, q))],

AO(u) = 1 +

∑
n≥1

un
[k(AO+(n, q)) + k(AO−(n, q))].

By the above recursion, we have that for all n,

k(AO+(n, q)) = k(O+(n, q)) + k(AO+(n − 2, q)) +
1
2(q − 1)[k(O+(n − 1, q)) + k(O−(n − 1, q))],

k(AO−(n, q)) = k(O−(n, q)) + k(AO−(n − 2, q)) +
1
2(q − 1)[k(O+(n − 1, q)) + k(O−(n − 1, q))].

Adding these two equations gives

k(AO+(n, q)) + k(AO−(n, q))

= k(O+(n, q)) + k(O−(n, q)) + k(AO+(n − 2, q)) + k(AO−(n − 2, q))

+ (q − 1)[k(O+(n − 1, q)) + k(O−(n − 1, q))].

Multiplying this by un and summing over n ≥ 0 gives that

AO(u) = KO(u) + u2 AO(u) + u(q − 1)KO(u).

Thus

AO(u) =
KO(u)

1 − u2 (1 + u(q − 1)).

The result now follows from Wall’s formula

KO(u) =

∏
i

(1 + u2i−1)4

1 − qu2i . □

Second proof of Theorem 6.4. Let

D(u) = 1 +

∑
n≥1

un
[k(O+(n, q)) − k(O−(n, q))],

B(u) = 1 +

∑
n≥1

un
[k(AO+(n, q)) − k(AO−(n, q))].

From Lemmas 6.5, we have that

k(AO+(n, q)) − k(AO−(n, q)) = k(O+(n, q)) − k(O−(n, q)) + k(AO+(n − 2, q)) − k(AO−(n − 2, q).

Multiplying this equation by un and summing over all n ≥ 0 gives that

B(u) = D(u) + u2 B(u).

Thus B(u) = D(u)/(1 − u2), and the result follows from Wall’s formula

D(u) =

∏
i

(1 − u4i−2)

1 − qu4i . □
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Finally we turn to characteristic 2. In this case odd dimensional orthogonal groups are isomorphic
to symplectic groups, so we need only consider the even dimensional case. So consider G = Oϵ(n, q)

with q and n both even. The argument is similar. The only difference is that the stabilizer of a vector of
nonzero norm in AOϵ(n, q) is Sp(n − 2, q) × Z/2 and so:

Lemma 6.6. Let q be even and n ≥ 2 be even. Then k(AOϵ(n, q)) is equal to

k(Oϵ(n, q)) + k(AOϵ(n − 2, q)) + 2(q − 1)
(
k(Sp(n − 2, q))

)
.

For n =2 we used the convention that k(AO+(0, q))=1 and k(Sp(0, q))=1, and that k(AO−(0, q))=0.
Next using Lemma 6.6 (and generating functions for k(Sp) and k(O)) we derive generating functions

for k(AO±(2n, q)) in even characteristic.

Theorem 6.7. Let q be even. Then k(AO+(2n, q)) + k(AO−(2n, q)) is the coefficient of un in

1
1−u

(
KO(u) + 4(q − 1)uKSp(u)

)
,

where

KO(u) =

∏
i≥1

(1 + ui )(1 + u2i−1)2

1 − qui , KSp(u) =

∏
i≥1

(1 − u4i )

(1 − u4i−2)(1 − ui )(1 − qui )
.

Proof. Define generating functions,

KSp(u) = 1 +

∑
n≥1

k(Sp(2n, q))un,

KO(u) = 1 +

∑
n≥1

[k(O+(2n, q)) + k(O−(2n, q))]un,

AO(u) = 1 +

∑
n≥1

[k(AO+(2n, q)) + k(AO−(2n, q))]un.

Now take the recursions for k(AO+(2n, q)) and k(AO−(2n, q)) in Lemma 6.6, multiply them by un

and sum over all n ≥ 0. We conclude that

AO(u) = KO(u) + u AO(u) + 4(q − 1)uKSp(u).

Thus

AO(u) =
1

1−u
(
KO(u) + 4(q − 1)uKSp(u)

)
.

From [Fulman and Guralnick 2012],

KO(u) =

∏
i

(1 + ui )(1 + u2i−1)2

(1 − qui )
, KSp(u) =

∏
i

(1 − u4i )

(1 − u4i−2)(1 − ui )(1 − qui )
. □

Theorem 6.8. Let q be even. Then k(AO+(2n, q)) − k(AO−(2n, q)) is the coefficient of un in

1
1−u

∏
i≥1

1 − u2i−1

1 − qu2i .
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Proof. Define generating functions

D(u) = 1 +

∑
n≥1

un
[k(O+(2n, q)) − k(O−(2n, q))],

B(u) = 1 +

∑
n≥1

un
[k(AO+(2n, q)) − k(AO−(2n, q))].

Multiply the recursions for k(AO+(2n, q)) and k(AO−(2n, q)) in Lemma 6.6 by un , sum over all
n ≥ 0, and subtract to obtain

B(u) = D(u) + u B(u).

Using Wall’s formula [1963] for D(u), we conclude that

B(u) =
1

1−u
D(u) =

1
1−u

∏
i

1 − u2i−1

1 − qu2i . □

6C. Bounds on k(AO). This section derives bounds on k(AO).
We begin with the case of odd characteristic and even dimension.

Corollary 6.9. Let q be odd. Then k(AO±(2n, q)) ≤ 29qn .

Proof. From Theorem 6.3,

k(AO+(2n, q)) + k(AO−(2n, q))

is the coefficient of u2n in ∏
i

(1 + u2i−1)4

1 − qu2i ·

(
1 +

u2
+ (q − 1)u
1 − u2

)
.

Rewrite this as ∏
i

1 − u2i

1 − qu2i

∏
i

(1 + u2i−1)4

1 − u2i ·

(
1 +

u2
+ (q − 1)u
1 − u2

)
.

As in the symplectic case, the coefficient of u2n−2m in
∏

i (1 − u2i )/(1 − qu2i ) is at most qn−m . Thus

k(AO+(2n, q)) + k(AO−(2n, q))

is at most

qn
∑
m≥0

1
qm Coef. u2m in

∏
i

(1 + u2i−1)4

1 − u2i ·

(
1 +

u2
+ (q − 1)u
1 − u2

)
,

which is equal to qn/2 multiplied by∏
i

(1 + u2i−1)4

1 − u2i ·

(
1 +

u2
+ (q − 1)u
1 − u2

)
+

∏
i

(1 − u2i−1)4

1 − u2i ·

(
1 +

u2
− (q − 1)u
1 − u2

)
evaluated at u = 1/

√
q. Since q ≥ 3, we conclude that

k(AO+(2n, q)) + k(AO−(2n, q)) ≤ 53qn.
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From Theorem 6.4,
k(AO+(2n, q)) − k(AO−(2n, q))

is the coefficient of un in
1

1−u

∏
i

1 − u2i−1

1 − qu2i .

This is analytic for |u| <
1
q

+ ϵ, so Lemmas 2.4 and 2.3 imply an upper bound of

qn 1
1 − 1/q

∏
i

1 + 1/q2i−1

1 − 1/q2i−1 ≤ 3.3qn.

Combining the results of the previous two paragraphs proves the corollary, as (53 + 3.3)/2 ≤ 29. □

Corollary 6.10. Let q be odd. Then k(AO±(2n, q)) ≤ q2n .

Proof. The result follows from the previous corollary whenever 29qn
≤ q2n . So we only need to check

the cases n = 1, or n = 2, q = 3, 5, or n = 3, q = 3. These cases are easily checked from our generating
function for k(AO±(2n, q)). □

Next we treat the case of odd dimensional groups in odd characteristic. In this case, the upper bound is
not of the form constant times q rank. This is because every element in the classical group has eigenvalue 1.

Corollary 6.11. Let q be odd. Then k(AO(2n + 1, q)) ≤ 20qn+1.

Proof. We prove this by induction on n. By our earlier recursion,

k(AO(2n + 1, q)) = k(O(2n + 1, q)) + k(AO(2n − 1, q)) +
1
2(q − 1)[k(O+(2n, q)) + k(O−(2n, q))].

By [Fulman and Guralnick 2012],

k(O(2n + 1, q)) ≤ 14.2qn

and
k(O+(2n, q)) + k(O−(2n, q)) ≤ 16.3qn.

Thus
k(AO(2n + 1, q)) ≤ k(AO(2n − 1, q)) + 14.2qn

+ 8.2qn+1.

By induction, k(AO(2n − 1, q)) ≤ 20qn , so the result follows since

20qn
+ 14.2qn

+ 8.2qn+1
≤ 20qn+1

for q ≥ 3. □

Corollary 6.12. Let q be odd. Then k(AO(2n + 1, q)) ≤ q2n+1.

Proof. By the previous corollary, the result holds if 20 ≤ qn . So we need only check the cases n = 0,
n = 1, or n = 2, q = 3. The generating function (Theorem 6.3) implies that k(AO(1, q)) = (q + 3)/2
and k(AO(3, q)) = (q2

+ 10q + 5)/2, and shows that the exact value of k(AO(5, 3)) is less than 243. □

Next we turn to the case of even characteristic.
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Corollary 6.13. Let q be even. Then k(AO±(2n, q)) ≤ 60qn .

Proof. From Theorem 6.7, k(AO+(2n, q)) + k(AO−(2n, q)) is equal to the coefficient of un in∏
i

1 − ui

1 − qui
1

1−u

[∏
i

(1 + ui )(1 + u2i−1)2

(1 − ui )
+ 4(q − 1)u

∏
i

(1 − u4i )

(1 − u4i−2)(1 − ui )2

]
.

Arguing as for the symplectic groups, this is at most qn multiplied by

1
1 − 1/q

[∏
i

(1 + 1/q i )(1 + 1/q2i−1)2

(1 − 1/q i )
+

4(q − 1)

q

∏
i

(1 − 1/q4i )

(1 − 1/q4i−2)(1 − 1/q i )2

]
,

which is at most 111.6qn since q ≥ 2.
From Theorem 6.8, k(AO+(2n, q)) − k(AO−(2n, q)) is equal to the coefficient of un in

1
1−u

∏
i

1 − u2i−1

1 − qu2i .

Since this is analytic for |u| < q−1
+ϵ, Lemma 2.4 gives that k(AO+(2n, q))−k(AO−(2n, q)) is at most

qn 1
1 − 1/q

∏
i

1 + 1/q2i−1

1 − 1/q2i−1 ≤ 8.4qn.

The corollary now follows since (111.6 + 8.4)/2 = 60. □

Corollary 6.14. Let q be even. Then k(AO±(2n, q)) ≤ q2n except for

k(AO+(2, 2)) = 5, k(AO−(2, 2)) = 5, k(AO+(4, 2)) = 20,

k(AO−(4, 2)) = 18, and k(AO−(6, 2)) = 65.

Proof. By the previous corollary, k(AO±(2n, q)) ≤ q2n if 60 ≤ qn . So we need only check the cases
n = 1 or q = 2, 2 ≤ n ≤ 5, or q = 4, n = 2. So the only infinite family of cases to check is when n = 1,
in which case the generating function gives k(AO±(2, q)) = 5q/2. The remaining finite number of cases
can be checked immediately from the generating function. □
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