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In this paper, we first prove some local estimates for bilinear operators (closely related to the bilinear
Hilbert transform and similar singular operators) with truncated symbol. Such estimates, in accordance
with the Heisenberg uncertainty principle correspond to a description of “off-diagonal decay”. In ad-
dition they allow us to prove global continuities in Lebesgue spaces for bilinear operators with spatial
dependent symbol.

1. Introduction

The simplest bilinear operator is the pointwise product I1, defined by

[I(f, o) (x) := f(x)g(x),

forall f, g € ¥(R). The Holder inequalities give us the continuities on Lebesgue spaces for this operator.
So for all exponents p, g, r € (0, oo] such that

1 1 1
—-=-, (1-1)
P 4q r

the operator IT is continuous from L?(R) x L4(R) into L"(R). Also a natural question appears: How
can we modify this bilinear operation and simultaneous keep these continuities?

First let T be a bilinear operator, acting from ¥(R) x $(R) into ¥’ (R). It is well known that we have
a spatial representation of T with a kernel K € ¢'(R?) and a frequency representation with a symbol
o € ¥ (R?) such that (in distributional sense)

T(f. g)(x) = fR Ky, 9 (08() dy dz

= / g (x, 0, B) Fl)E(B) da dB, (1-2)
RZ

for all f, g € $(R). In the rest of this paper, we denote by T, the operator associated to the symbol o.
The kernel and the symbol are related by the relation

K(x,y,2) :/ e @EINHBE=D) 5 (x o, B) da dB.
RZ
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For example, the product operator I1 is given by the symbol
o(x,a, B)=1.

One of the first classes of bilinear symbols to be studied was the class of symbols satisfying the
bilinear Hormander condition: For all a, b, ¢ > 0,

|849505 o (x, o0, B)| S (L + el + BN 2. (1-3)

The corresponding operators 7, were studied by R. Coifman and Y. Meyer [1978; 1975], C. Kenig and
E. M. Stein [1999] and recently by L. Grafakos and R. Torres [2002]. We know that under (1-3), the
operator T, is bounded from L?(R) x L?(R) into L"(R) for all exponents p, g, r satisfying (1-1) and
1 < p,q < oo. In fact if the symbol is x-independent, one can just assume an homogeneous decay in
(1-3) (that is with (er|+]8])~?~) and then these operators can be decomposed with paraproducts, which
were first exploited by J. M. Bony [1981] and R. Coifman and Y. Meyer [1978]. The paraproducts are
studied with the linear tools (the Calderén—Zygmund decomposition, the Littlewood—Paley theory and
the concept of Carleson measure). In order to get the continuities for x-dependent symbols, pointwise
estimates of the bilinear kernel are used. Mainly for a symbol o satisfying (1-3), integrations by parts
allow us to obtain

K, y, )l SA+x—yl+lx—z) ™ (1-4)

for any large enough integer M. This estimate is very useful and precisely describes the “off-diagonal
decrease” of the operator. Such an information helps us to reduce the study of x-dependent symbols to
the study of x-independent symbols (and so to the study of paraproducts). Through these ideas, this first
class of symbols are well understood nowadays. We note that this reduction (using pointwise estimates
on the kernel) has already been used in the linear case to study the pseudo-differential operators of the
well-known class op(S?,o). Thus “off-diagonal estimates” play an important role.

Since the work of A. Calderén [1965; 1977] in the 70’s about the L? boundedness of commutators
and Cauchy integrals, more singular bilinear operators have appeared. Mainly, he showed that the com-
mutators and Cauchy integrals can be decomposed by using the bilinear Hilbert transforms. The bilinear
Hilbert transform H,, , is defined by

dy
Honl 900 = pov [ = riyets=ran =,
R
for all f, g € $(R). The x-independent symbol is
o(a, B) =imsign(Aa + A28)

and so is singular on a whole line in the frequency plane. A. Calderén conjectured that these operators
are continuous on Lebesgue spaces. This famous conjecture was first partially solved by M. Lacey and
C. Thiele [1997a; 1997b; 1998; 1999]. Then some uniform (with respect to the parameters A; and
A2) continuities were shown in [Grafakos and Li 2004; Li 2006]. These proofs use a technical time
frequency analysis, which was proven by C. Muscalu, T. Tao and C. Thiele [2002a; 2002b; 2004] and
independently by J. Gilbert and A. Nahmod [2000; 2002]. They also get a very important result in the
study of bilinear operators: continuities in Lebesgue spaces for more singular operators than those of the
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first class. We are interested by these bilinear operators and we will deal with them and some “smooth
spatial perturbations”. So we replace in (1-3) the quantity

la| + Bl =d((a, B),0)
by the lower quantity d((«, 8), A), where A is a line in the frequency plane:
A= {(a, B) € R%, Aja + 1,8 = 0).

We assume that A is nondegenerate, that is, A; and A are nonvanishing reals and not equal, in order that
A be a graph over the three variables «, 8 and o + 8. We assume that the symbol o satisfies

998295 0 (x, a, B)| S (1 + i+ 228D 707, (1-5)

for all a, b, ¢ > 0. In the previous mentioned papers, the main result is this: If o is x-independent and
satisfies (1-5) (or the homogeneous version) then 7, is continuous from L”(R) x L4(R) into L" (R) for
every exponents p, g, r € (0, oo] satisfying

1 1 1

O<-=—+4+—-<=- and 1<p,q<oc.

r p q 2
So there is a natural question (asked in [Bényi et al. 2006]): If an x-dependent symbol satisfies (1-5),
is the operator 7, continuous from L”(R) x L(R) into L"(R) with the same exponents p, g and r?
A. Benyi, C. Demeter, A. Nahmod, R. Torres, C. Thiele and P. Villarroya [2007] proved a general result
for singular integral kernels. As an example, they can apply their result to pseudo-differential operators
associated to symbols

ox,u,B)=1t(x, Ma+r28)

with 7 in the class S?,o because of a modulation invariant condition imposed. Here we are able to treat
general symbols satisfying (1-5) and complete the answer to the question in [Bényi et al. 2006]. These op-
erators do not fall under the scope of [Benyi et al. 2007] because they do not have modulation invariance.
On the other hand, the general operators in [Benyi et al. 2007] cannot be realized as pseudo-differential
bilinear operators with symbols satisfying (1-5) because of the minimal regularity assumptions required
in the kernels.

With this aim, we would like to use the same arguments as for the symbols satisfying (1-3), where we
have seen the important role of the “off-diagonal decay” of the bilinear kernel, obtained with integrations
by parts. For our more singular operators, integration by parts does not work: To obtain a description of
“off-diagonal estimates” is the most important difficulty.

We now come to our main result. For notation, we denote the norm in L? (E) for any measurable set
E CRby

-1l p, Eax

(or || - || p, £ if there is no confusion for the variable). For an interval I, we set

dix, I
ck(l):z{xeR, 2"51+L<2’<+1}

7]
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the scaled corona around /. So we have
Co(I)=21 and Cy(I)C 2Ky

We will first prove:

Theorem 1.1. Let A be a nondegenerate line of the frequency plane. Let p, g be exponents such that

1 1 1 3
l<p,g<oo and 0<-=—+—<—-.
r q p 2

Then for all 5 > 1, there is a constant
C=C(p,q,r, A,d)
such that for all interval I C R, for all symbol o € C*®(R?) satisfying for all a, b, ¢ > 0,
020205 0 (x, o, B)| < (17" +d((e, B). A))_b_c, (1-6)

we have the following local estimate: For all functions f, g € ¥(R),

(7 [ trowra)”

1]
1 1/p 1 1/q
=c(X2( £ ()17 dx) )( 279( 9(0)|7dx) )
(Z 125 Jewan g 125411 Jepany

k>0

In particular, with the Hardy—Littlewood operator Mgy, we have
1 Ir . .
(m / To(f )0V dx) S inf Myn(LF17)7 inf Mz (819 S 11 £ llollg oo
I
The weight
_ —-N
(717" +d (@ B), 1))
is not integrable over the whole frequency plane (even if N is large enough due to the modulation
invariance) and therefore we cannot have a pointwise estimate of the bilinear kernel (such as (1-4) when

we assume (1-3)). So such a result is interesting because it precisely describes “off-diagonal estimates”
for the bilinear operator:

Corollary 1.2. With the same notations as Theorem 1.1, for all large enough 8, there exists a constant
C=C(p.q,r, A, )

such that for any measurable sets E, F C R we have for all functions f € LP(E) and g € L1(F):

d(I, E)\—$ d(, F)
] ) (1+ ]

This corollary is a direct application of Theorem 1.1. So in spite of the fact that the symbol could be
much more singular than those satisfying only (1-3), we almost obtain the pointwise estimate (1-4). Here
we have a description of the same fast decrease for the bilinear kernel, not with a pointwise estimate, but
with local estimates at the scale |/|. These local estimates are less precise than the pointwise estimate
but we will see that they are sufficient and they can play the same role.

-8
I, (f. 9lhs = C(1+ ) UL el
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We note that Theorem 1.1 is in accordance with the Heisenberg’s Uncertainty Principle, which tells
us that if we want to localize at the scale |/| in the spatial domain, we cannot localize in the frequency
domain at a lower scale than |/|~!. For example, our Theorem 1.1 applies if the symbol is supported in
the domain

{(@ B). d((@. p). &) = |17}
and it is this case that we consider first in the proof. In fact in (1-6), we allow instead a nice behavior
around the line A. With this point of view, we could call Theorem 1.1 an “high frequency estimate”. In
this expression, the term “frequency” corresponds to the distance between the point (¢, 8) to the line of
singularity A. We prefer the expression “local estimates”, because we will use the fast spatial decay in
order to get the following result.

Theorem 1.3. Let A be a nondegenerate line of the frequency plane. Let p and q be exponents such that

1 1 1 3
l<p,g<oo and 0<-=—4+—<—.
r q p 2

For all symbol o € C®(R?) satisfying for all a, b, c > 0,
890005 o (x, o, B)| S (L +d((@, B), 2)) ",
the associated operator T, is bounded from LP (R) x L1(R) into L" (R).

This result answers a question of [Bényi et al. 2006]. In addition it will allow us to define a bilinear
pseudo-differential calculus, based on these operators: In our next paper [Bernicot 2008], we will define
classes for bilinear pseudo-differential operators of order (mi, m;) and study their action on Sobolev
spaces. In order to carry on the work of [Bényi et al. 2006], we will give rules of symbolic calculus
for the duality and the composition and also complete the construction of a bilinear pseudo-differential
calculus.

Remark 1.4. The proof of Theorem 1.1 is a shake between a localization argument and the “classical”
time-frequency analysis used for these bilinear operators. So it is quite easy to obtain a version of our
Theorems 1.1 and 1.3 for (n — 1)-linear operators T, with a nondegenerate space A of dimension k < 7,
by following the ideas of [Muscalu et al. 2002a]. By using the results of [Terwilleger 2007], we are
able to obtain the same results for a multidimensional problem and by using the uniform estimates of
[Muscalu et al. 2002b], it seems possible to obtain uniform (with respect to the nondegenerate line A)
local estimates.

The plan of this article is as follows. We first prove Theorem 1.1 in Section 2 for x-independent
symbols. Then in Section 3 we get the same result for maximal bilinear operators and we conclude the
proof of Theorem 1.1 in the general case. Then in Section 4, we use these local estimates to obtain global
continuities for bilinear operators in weighted Lebesgue and Sobolev spaces and in particular we prove
Theorem 1.3.

2. Proof of Theorem 1.1 for x-independent symbol

In this section, we assume that the symbol o is x-independent and is supported on the domain

(@, B), d((a, ), A) = |17}
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We divide the proof into two subsections. First, we will quickly recall the decomposition of our bilinear
operator T, by combinatorial model sums. So we will reduce the problem to a study of the “restricted
weak type” for some localized trilinear forms. Then we will study them in the proof of Theorem 2.4 (see
page 9).

Reduction to the study of discrete models. First of all, we define and recall the time-frequency tools
(see for example [Muscalu et al. 2004]):

Definition 2.1. A tile is a rectangle (that is, a product of two intervals) I x w of area one. A ftritile s is
a rectangle s = I; x w, of bounded area, which contains three tiles s; = I;; x w;; (i =1, 2, 3) such that,
forall i, j € {1, 2, 3},

I, =1 and L #]=> o, N o, =3

A set {I};cg of real intervals is called a grid if for all k € Z,

DI VIS 2-1)
Iey
21{715']'52/(4»1
where the implicit constant is independent of k£ and of the grid. So a grid has the same structure as the
dyadic grid.
Let Q be a set of tritiles. It is called a collection if
o {I;, s € Q}isagrid,
e §:={w;, s€Q}U Uf’zl{a)s[, s € Q} is a grid, and
cw,;, Cwe$= forall j (1,23}, ws;, Cw.
Now we can define the wave packet for a tile.

Definition 2.2. Let ® be a smooth function such that
I®ll=1 and supp(®) C [-1, 31.

For P =1 x w a tile, we set
x—c(l)

Dp(x) = |1|*1/2c1>( 0

)eixc(w)

where for U an interval we denote by c(U) its center. So @ p is normalized in the L*(R) space, concen-
trated in space around / and its spectrum is exactly contained in w.

Nowadays it is well known (see for example [Bilyk and Grafakos 2006a; 2006b]) that the operator T,
of Theorem 1.1 admits a decomposition
T,(f @) = Y U+uP) ™D L6 @) [t ®)ss f){(Turb)sss 8) (Tus@)s; (),
u=(uy,uz,u3)ez? seS,

where S,, is a collection of tritiles depending on u, €;(«) are bounded reals for s € S,,, and N is an integer
as large as we want. We write 1, for the translation operator

w(f)(x) = fx —v).
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The coefficients €,(u) are uniformly bounded with respect to the parameter # and the implicit constant
in (2-1) (for the definition of a grid) is bounded by the estimates of the symbol o.
By using the assumption that o is supported in

(@ B) le—Bl= 17",
we have the very important property
jos| 2 11171, (2-2)
which is equivalent to
L] S I,
for all u € Z3, and for all s € S,,.

So Theorem 1.1 is a consequence of the following theorem.

Theorem 2.3. Let S be a collection of tritiles satisfying the property (2-2), (€;)ses bounded reals and

(¢' )i=1.2.3 sSmooth functions whose spectrum is contained in [—%, %]. We denote Tg the bilinear operator
defined by

Ts(f. 9)(x) i= Y |17 estey, . )82 8)3 ().
seS
Then for the exponents (p, q, r) of Theorem 1.1 and for all § > 1, we have the local estimate

1/r _ _
( / Ty (. g>|’) S (Z 2K /p+D) ||f||p,cku>> (Z /g td) ||g||q,cku>>.
f k>0 k=0
In addition the implicit constant depends on the functions ¢' by the parameters
em(@) :=sup Y (1+1x)Y] @) )]
xeR 0<k<M
for M = M(p, q,r,8) alarge enough integer.

In order to show this result, we need to decompose the functions f and g around the interval 1.
The interval / being fixed, we omit it in the notation for convenience and for i € N, we set the corona
C; := C;(I). With the property (2-2), we have the decomposition

Ts(f.9)= Y T&%(fo+ Y. T8™(f. 9 (2-3)
k1,ka>0 k1,ka>0
<0
with ok

Th P (f. ) ) == > L7 e ¢y, flc, )¢, glc, )3, (x),
seS
I,C21

I8 (foo)y = D LI e @) fle, (3. gley, ) (x).
seS, I, Z21

2 11<| | <2
Due to the important property (2-2), we only have to consider tiles s with || <|I|. The other terms
(corresponding to [ > 0) cannot be studied as we are going to do, according to the Heisenberg Uncertainty
Principle.
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Starting on page 9, we shall prove the following theorem.

Theorem 2.4. Let (p, q,r) be exponents as in Theorem 1.1. The operators TSj’ ; are continuous from
LP(R) x L4(R) into L"(I). For convenience, we denote

C(TS],) = ”Tsjl lLrxra—Lr
and we omit the exponents. Then these continuity bounds satisfy

C(TEH™) S em@Hem(@Hem (@) 270 hith)
C(Tg ") S em@em@Dem(p?) 277 IRt
for any large enough real §', with an integer M = M (p, q, r, §').
We claim that Theorem 2.3 is a consequence of Theorem 2.4.

Proof of Theorem 2.3. By using Theorem 2.4 and the decomposition (2-3), we have that for all functions
[, 8 €¥[R),
(i) if r > 1, then

ITs(f s S Y CAZEDNf e, lIplgle, g+ Y. CAFTeDIf1e, llgllgle, Il

k1,k2>0 k1,k2>0
<0

(ii) if 7 < 1, then

ITs(f. 0, S Y. CAEE™Y I f e, Ihligle, Ih+ Y CAE ™D I fic, 115 lg1c, Il

k1,kr>0 k1,kr>0
<0

Case (i) (r > 1): With the estimate of C (Tsk7 10’]‘2) and C (Tsk’ ll’kz’l) given by Theorem 2.4, we obtain

ITs(f s S Y 277 ) £l llpligle, g+ Y 272 Rt r1e, |,181c,, g

k1,k2>0 k1,k2>0
<0

—8 (ki +k
< D0 2R R1G llgley llg-
ki,k2>0

Hence by using that 8’ is as large as we want, the conclusion follows for case (i).
Case (ii) (r < 1): We have

ITsCf ol S Y 277 f1e, Ihlge, N+ Y 27 E ety r1e |17 llgle, ]

k1,k2>0 k1,k2>0
<0

—r8 (k1 +k
S Y0 2 EER e 1 gl I
k1,k2>0

By using Holder’s inequality and p > O such that

1 1
_+p7_+10<1a
p q
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we obtain

1/p

k1>0 k>0

5 ( Z 2—k1((3/_1)(,04-1/1!7)”]tlckl ||p) ( Z 2—k2(5/_1)(,0+1/q)||glck2 ||q>

k1=0 kr>0

1/q

This corresponds to the desired result (the real 8’ being as large as we want) for case (ii). Il

We have also reduced the proof of Theorem 1.1 (for our particular symbol o) to that of Theorem 2.4.

Proof of Theorem 2.4. By using “duality”, to prove Theorem 2.4, we have to estimate the trilinear form
defined on ¥(R) x ¥(R) x F(R) by

N1 o ) =T ), BL)= Y L1 e file, V@2, fle, )@l 1), (24)
seQ'f

where Q{ is a collection of tritiles, depending on TSj ;-
We need to define the usual tools of time-frequency analysis.

Definition 2.5. We have already defined the tritiles. For j € {1, 2, 3} an index and ¢ € S a tritile, a
collection T of tritiles is called a j-tree with fop ¢t if for all s € T,

I, C I, and wr; C ;.
Then we set
IT = 117

the time-interval of the tree T. A collection T of tritiles is called a tree if there exists an index j € {1, 2, 3}
such that T is a j-tree. For T a j-tree, we define the size of the function f; over this tree by

1 P2 1/2
size;(T) := (Wz“fj’d)!j”) .

seT

For Q a collection of tritiles, we define the global size by

size’(Q) = sup{sizex(T) : T C Q, T is ak-tree, k # j}.

The quantity |I7|'/2 size j(T) corresponds to the norm of the function f; in the space L?, after being

restricted on the tree T in the time-frequency space.
We recall the (abstract) [Muscalu et al. 2004, Proposition 6.5], where [Muscalu et al. 2004, Lemma 6.7]
is used to estimate the quantities energy e

Proposition 2.6. Let (0;)1<j<3 be three exponents of (0, 1) satisfying

01 +6,+60;=1.



10 FREDERIC BERNICOT

Then there exists a constant C = C(6;) such that for all collection Q of tritiles, we have

3
ST Tl £
1

s€eQ i=

3
< C [ sizer @1 £i15".
i=1

This result is the main idea of this time-frequency analysis. To prove it, we use a stopping-time
argument in order to build an “orthogonal” covering of the time-frequency space with trees of Q.
Now we recall the notion of restricted weak type for trilinear forms.

Definition 2.7. For E a Borelian set of R, we write
FE) ={fePR): forallx eR, |f(x)] <1g(x)}.

Let A be a trilinear form defined on ¥(R) x ¥(R) x L(R). Let py, pa, p3 be exponents of R*, possibly
negative. We say that A is of restricted weak type (p1, p2, p3) if there exists a constant C such that
for all measurable sets E;, E,, E3 of finite measure, we can find a substantial subset E }5 C Ep (that is,

|| = Z20) for B € {1, 2,3} such that for all f5 € F(E}),

3
A fo I < C T 1EgIYP? (2-5)
p=1

and E/’g = Eg if pg > 0. The best constant in (2-5) is called the bound of restricted type and will be
denoted by C(A).

By the real interpolation theory for trilinear forms of restricted weak type [Muscalu et al. 2002b,
Lemmas 3.6, 3.7, 3.8, 3.9, 3.10 and 3.11], Theorem 2.4 is a consequence of the following result (which
is a stronger continuity result).

Theorem 2.8. Let py, p>, p3 be nonvanishing reals such that
1 1 1
—+—+—=1
pr P2 Pp3
and there exists a unique index o € {1, 2, 3} with —% < p—la < 0, and % < # < 1 for B # . Then the
trilinear forms Alj defined by (2-4) are of restricted weak type (p1, p2, p3). In addition the bounds of
restricted type C (A{ ) satisfy
CAG™) S em@Den@em(@2— b,
CAT ) S em@Dem @Pew @2 I+
for any real 8’ > 1 with M = M (&', p;) a large enough integer.

Proof. The exponents (pg)g and the index « € {1, 2, 3} are fixed for the proof. Let E, E; and E3 be
measurable sets of finite measure. First we construct the substantial subset E, C E,. Denote

|Ei|}‘

3
U .= U{XER, MHL(IE,)(X)>U|E |
i=1 *
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By using Hardy-Littlewood Theorem, there exists a numerical constant 7 such that

Ul < Bl
—_— 2 .

We set also E/, = E, \ U. It is interesting to note that the set E, does not depend on the form Alj . Now
we fix the functions fg € F (E’ﬂ) for B € {1, 2, 3} and we shall prove the inequality (2-5). The proof is
divided in three parts: In the first step we use general estimates for collections of tritiles, in the second
step we will use specific estimates adapted to the above collections of tritiles and then we will conclude
in the third step.

First step: a general estimate. Let P be an “abstract” collection of tritiles, then for k > 0 we set P the
subcollection
d(ly, U*)

P, = {seP, * <1+
Al

<2k+1}.

These collections form a partition of P:

For each k > 0, we can apply Proposition 2.6 to the collection Q = P;. So for any choice of exponents
0 <6y, 6,03 <1 with

3
Y op=1,

B=1
we obtain

1-65

< T [ sizes @)% 11 £511,
B=1

A(Pk) =

3
DT e [ [ (fs 88)
p=1

SEPk

In order to estimate the quantities size;} (Py), we recall [Muscalu et al. 2002b, Lemma 7.8].

Lemma 2.9. For all integer N as large as we want, there exists a constant C = C(N) such that for all
collection Q of tritiles, for all B € {1, 2, 3}, we have

(1 4 d(x, Iy)

—-N
i) el

1
size}(Q) < Csup —
P s€eQ |Iv| R

Then for Q = Py, by using the definition of the sets U and E|,, we have

|Eg|

size’ (Py) < 2 ,
P |Eq |

and  size), (Py) < 2Nk,
for all B # . As fg belongs to F(Eg), we have

I f5ll2 < |1Eg|'/%.
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So for 0 < € < 1 and N an integer as large as we want, we get

3
E 0g(1—e)
A(Pk) S l_[ <2kﬂ> B |Eﬂ|(l—9ﬁ)/22Nk9a(l—E)|Ea|(1—9a)/2 H(SizeZ(Pk))eﬁe
B#

Bl 11
3
S 2—k(l_[ |Eﬂ|(1+9ﬂ)/2—69ﬁ |Ea |(9a_1)/2+5(1_9a)> <1_[(Size:§ (Pk))eﬂ€> .
prta p=1

By definition of size;g, Py is a subcollection of P so for all 8 € {1, 2, 3},
size/’g Py < sizez P).

We can also compute the sum over £ > 0 and we obtain

3
AP) =Y LI e [T ¢5) | <D P
seP p=1 k>0
3
g (1_[ |E13|(1+05)/2766ﬂ |Ea|(6‘”1)/2+€(16“)) (l—[(Sizez (P))0g6> ) (2-6)
pra p=1

The first term is “good”, according to the wished global continuity. In the next step, we will use
another estimate of the quantities sizez, which will be adapted to our specific trilinear forms A{ and
which allow us to obtain the desired decays.

Second step: use of the specific form of our trilinear forms A{ .

First case: the forms A{.
In this case, we use another decomposition

Allq’kz’l(fl, f2, f3) = Z Alfl’kz’l(l())(fl’ f2. 13),

Iogar
27N o <211

where I is an interval of R and

AT (frn fon £3) = D0 LT e file, . 61 ) faley, 65) (L1 f. ¢3).

seS
I,=Iy

Let I be fixed and denote
2 — @
1]

The collection of tritiles associated to A/f "kz’l(lo) is also

P:={seS, I, =)



LOCAL ESTIMATES AND GLOBAL CONTINUITIES IN LEBESGUE SPACES FOR BILINEAR OPERATORS

For all s € P, by using f3 € F(E%), we have

d(x, I) d(x I)
|1|/'f3(x)' 1+ =0 I_f Tl s
|| d(l Ip)\—N
_( o] ) '

Then Lemma 2.9 gives us

d(l, lp) )‘N
[ o]
By the same reasoning, we obtain for f; € F(E}) and s € P,

sizej(P) 27! (1+

| | ] ~ ol | 1ol | 1ol
And so we get
d(Cy,, Ip)\—N
size](P) < 2]‘1*1(1 + —( ul 0))
~ 1ol

Likely, we have
d(Cy,, Ip)\—N
sizel (P) < 2k (1 + %)
0

With 6; + 6, + 63 =1 and Lemma 2.9, we can estimate

1 d ,I -N 1 d ,I _N - d(C ’I N
T |f1(X)|(1+ S 0)) dx < — (1+ x 0)) dx < 2k 1(1+ (Cy, 0))
o8 ¢

sizet (P)? size3(P)% size}(P)® < 20kit0ka=l g (), (2-7)
where A(lp) is the product of three terms
d(1, Ip)\—N6s d(Cy,, Ip)\—No d(Cy,, Ip)\—Ne
Aly) = <1 . ( 0)) %(1 n (Cr, 0)) 1(1 n (Cr, 0)> >
| 1ol [ Tol | 1ol
We are going to get four different estimates for A(lp).
To keep the information about the position of Iy, we first have
d(1, Ip)\—No:
AU < (14 QT 2-8)
| 1ol
By using
d(1, Ip) +d(Cy,, o) Z (1, Cr,) 2 21| = 257 |
and the fact that 2/ < 1, we obtain
A(Io) < (1 + 2k1—1)—N min{6;,603} < 2—k1Nmin{61,93} (2_9)
and likely
A(lp) S 27 FaN mini62.05), (2-10)

As Ip ¢ 21 and 2! <1, d(ly, I) > || and hence

(14200 " ()
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So we get

Alp) < <||110||) < oINGs, (2-11)

Taking the geometric mean of (2-8), (2-9), (2-10) and (2-11) (with another exponent N which is as large

as we want), we obtain
d(, 10))"\’

Al < 2—(k1+kz+|l|)N<1 +
~ | 1ol

(2-12)
With the help of (2-6) and (2-7), we finally estimate
AV fn ]S DA o) fas 1))
)

5 Z(l_[ |Eﬂ|(1+0ﬁ)/2€6ﬂ|Ea|(6a1)/2+€(19a)>2€(k1+k2+|l|)A(10)€‘
B#a

From (2-12), the sum over the interval Iy with |Iy| = 2/|1| is bounded. For N a large enough exponent
(not exactly the same), we have

A5 o, ] S (H |Eﬂ|““’ﬂ>/“9ﬂ|Ea|<9a”/Z““%))é<A’I““”),
BF#a

where
C(Alil,kz,l) . p—Nelki+kp+lI]) (2-13)

Second case: the forms Aé.
We use the same principle. We are interested in

AGRL fn )= D I e filey L 03 faley, . 05)( 3. 85))-

seS
I,C21

So now we choose the collection
={seS, I,cC2I}.

d I)\—N
|I|/ (x ) dr=l

sizej(P) < 1.

1 d(x, [)\~N d(Cy,, 1)\~ N-2)
—/ (1+ S S)) dx§<1+—( b ))
5] Jey, 1] 7]

sizet (P) < 27h(N=2),

For all s € P,

and so with Lemma 2.9 we have

For f|, we use that

to conclude

By the same argument for f>, we have

size3(P) < 2~ (N=2),
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In this case, we can also estimate (with N another large enough integer)
sizet (P)?1 size} (P)? size}(P)® < 2~ kith)N,
With (2-6), we finally obtain
A’(;] ,kz(fh . f3) 5( l_[ |Eﬂ|(]+9ﬁ)/2—69ﬁ |Ea|(9"‘_])/2+6(1_9“)>6(A]51’k2),
B#a
where
é(Agl,kZ) = 2—N(k|+k2)€. (2_14)

Third step: end of the proof. For the trilinear form Alj , we have obtain a bound C = C (A{ ) such
that for all functions fg € F(E /’3) we have

A (fi, o 1] S CCA >(H |Eﬁ|<‘+9ﬂ>/2—69ﬁ|Ea|<9a—‘>/2+€<‘—9a>).
B#a

Let (pg)p be the exponents of Theorem 2.8. Then we shall show that we can find 61, 6, 65 € (0, 1) and

€ > 0 such that for all 8 # «,
1+6 1 Oy — 1 1
ﬂ—69/3=—, and ——— +e(1—6,) =—.
2 Ps 2 Pa

Let y > 0 be a real satisfying

for all B # «. This is possible because 1 < pg < 2 for B # o. We begin to choose 6, € (0, 1) such that

2
1>06,> max{ 02 = M,O},
Pa
and
. 1 1 1 1 1
mm{— = 0,—}>—>——.
2+y Pa(l_ea) Pa Pa(1—04) 2

This is possible because p, is negative and satisfies

Then we get € by
1 1
e=-+——¢(0,3)C,D.

2 pa(1—06y)
We now define 6g for B # o by
11
9/3 = P{S 2.
~—€
2
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We have | < pg <2and 0 <€ < 3,500 < 6 and

11 1
2
0<y=—"1 2y

Pa(1—04) 24y

Consequently, we have solved the system of equations for the exponents. With this choice, we obtain
for all fi € F(E)), f> € F(E)), f3 € F(EY),

3
A fis o ) SCAD T IENPe,
B=1

where C (Aij ) are defined in (2-13) and (2-14). So A{ is of restricted weak type and we have the following
estimate for C(A7):

C(A]) S CA)).
In addition the parameter N in (2-13) and (2-14) is as large as we want, and we have also obtained the
desired estimates on C(AY). O

By using the concept of “restricted weak type”, we can have a “stronger” result than Theorem 1.1.

Theorem 2.10. Let T and p, q, r be an operator and exponents of Theorem 1.1. Then for all § > 1, there
exists a constant

C=C(p,q,r,9d)

(independent on the interval I) such that for all sets E3 of finite measure, there exists a substantial subset
E} C Ej3 satisfying that for all functions f € $(R), g € ¥(R) and h € F(E}),

(T (f. 8). h1)| < C<Zz—"““’+‘”||flzk,||p> <Zz_k(l/q+8)||g12k1||q>|E3|l/r/-

k>0 k>0
When r > 1, this result is stronger than Theorem 1.1 but less practicable. We now prove it because it

will be useful in the sequel.

Proof. The proof is almost the same as the previous one, so we shall only explain the modifications. We
always study the trilinear form

A(f, 8, h):=(T(f, &), h1y).
In page 6 we saw that the study of A can be reduced to the study of the model sum
ACf g h) =) 1™ Peslds [idss 8) (e 1),
seS
where S is a general collection of tritiles. Then we have decomposed this sum with (2-3) by

Afig =Y AC(fem+ D AL g h).

ki,k2=0 ki,ka>=0
1<0
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By Theorem 2.4, we have shown that the trilinear forms Alj are of restricted weak type (p, g, r') and we
have obtained estimates on their bounds. The construction of the substantial subset E;, = E3 does not
depend on the trilinear form A{ , o we can deduce that our trilinear form A is always of restricted weak
type. Also for measurable sets E, E», E3 of finite measure, there exists a substantial subset Eg C Ej
such that for all functions f € F(E), g € F(E;) and h € F(Eg),

IACf 8. M| S |E3|”"< > 2‘8’<k1+k2)lE1ﬂCk1|”f’|Emck2|”‘f).
ki,ky>0

Here & is an exponent as large as we want. Over each corona, by using the real interpolation on the
exponents p and g (so r is fixed), we obtain also the desired result. U

Having obtained our main result for the x-independent symbols, we will extend our result for maximal
operators and for x-dependent symbols in the next section.
3. More general bilinear operators

Let us name our “off-diagonal estimates” for convenience.

Definition 3.1. Let 7 be an operator (maybe non-bilinear) acting from ¥(R) x ¥(R) into ¥'(R). For
p.q,r € (0, oo] exponents such that

r-p q

we say that T satisfies “off-diagonal estimates” at the scale L and at the order §, in short
TeOps(LP x L1, L"),

if there exists a constant C = C(p, q, r, L, §) such that for all functions f, g € ¥(R) and all interval /
of length |/| = L, we have

1T (f. ©)llrs < C(Z 2kO+1/p) ||f||,,,2k+u) (Z pkEF/) IIgIIq,zk+11)-
k>0 k>0

Remark 3.2. Equivalently, an operator T satisfies “off-diagonal estimates” at the scale L and at the order
§ if there exists a constant C = C(p, q, r, L, §) such that for all functions f, g € ¥(R) and all interval
of length |/| = L, we have

IT(f. &)llr < C<Zz—"<“‘/1’>||f||p,ckm> (Z2‘k<5+‘/q>||g||q,ck<z>).

k>0 k>0

This is a better way to describe the “off-diagonal decay” of an operator T and these properties can be
described as in Corollary 1.2.

First we generalize the previous result for maximal operators.
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“Off-diagonal estimates” for maximal bilinear operators.

Theorem 3.3. Let A be a nondegenerate line in the frequency plane. Let p,q € (1, 00] be exponents

such that
1 1 1 3
O<—-=—-4+—<—.
r qg p 2

Forall 56 > 1, L > 0, for all symbol o supported in
(@ B), d((a, ), )= L")

satisfying for all b, ¢ > 0,
0805 o (o, B)| < 1d (. B), A)[TP°

and for all smooth function ¢, which is equal to 1 around 0, the maximal bilinear operator

Tnax (f, 8)(x) := sup f OB Flag(B) o, B)(1 — o (r(a— B))) da dp

r>0

satisfies “off-diagonal estimates” at the scale L and at the order §:
Tmax € ©L,8(Lp X qu Lr)-
In addition the implicit constant can be uniformly bounded by L > 0.

Theorem 3.4. For the same exponents, we have the same continuities for the maximal bilinear operator
(at the scale L)

1
M"(f, &)(x):= sup —[l If(x —D)gx+0)|dr.

O<r<L T
Theorem 3.5. Let K be a kernel on R satisfying Hormander’s conditions, then the maximal bilinear
operator

TE. . (f.9)x):= sup

O<e<r<L

fl fx—=y)gx+y)K(y)dy
e<|y|<r

satisfies the same local estimates
TrL . €0 s(LP x L9, L")

for the exponents p, q, r as of Theorem 3.3.

Proof. The proof of these three theorems is a shake between the proof of our Theorem 1.1 and an
additional maximality argument. The maximal truncation in the physical space (Theorems 3.4 and 3.5)
is a little more complex than the maximal truncation in the frequency space (Theorem 3.3). So we deal
with the last two theorems and just explain the modifications to prove them. The maximal version of
the different arguments has been shown first by M. Lacey [2000] and then improved by C. Demeter, T.
Tao and C. Thiele [2005]. In these articles, the authors study the behavior of the maximal averages (like
in Theorem 3.4). [Demeter et al. 2005, Remark 1.6] specifies the similarity between the operators of
Theorems 3.4 and 3.5. So in fact the previous three theorems are an illustration of the same ideas, and
we will not detail them.

The reduction on page 6 is based on the decomposition of the bilinear operator by discrete models.
For our maximal operators, the same reduction is shown in [Demeter et al. 2005, Theorem 4.4] and
the important condition (2-2) for the tiles is always satisfied. Then the maximal version of Proposition



LOCAL ESTIMATES AND GLOBAL CONTINUITIES IN LEBESGUE SPACES FOR BILINEAR OPERATORS 19

2.6 is given in [Demeter et al. 2005] too (there is a new factor in the different inequalities but it is not
important). We have exactly the same version of Lemma 2.9 for maximal bilinear operators [Demeter
et al. 2005, Proposition 6.2]. Using these technical modifications, we can prove Theorem 1.1 and obtain
its maximal versions: Theorems 3.3, 3.4 and 3.5. O

Proof of Theorem 1.1 for x-dependent symbols. In this subsection, we prove the “off-diagonal esti-
mates” of Theorem 1.1 in the case where the symbol o depends on the spatial variable x and also we
complete the proof of our main result.

Theorem 3.6. Let A be a nondegenerate line of the frequency space. Let o € C®(R?) be a symbol
satisfying for all a, b, ¢ > 0,

098295 0 (v, B)] < (1 +d((er. ), &))"
Then the bilinear operator T, (defined on ¥(R) x F(R) by (1-2)) verifies
T, €01 5(LP x L9, L")

for any § > 0 and any exponents p, q, r such that

1 1 1
O<-=—+—-—<=- and 1<p,g<oo.
r p q 2
Our assumptions for the symbol correspond to the class BS?’O; o of [Bényi et al. 2006], where the angle
6 € (=%, 5)\ {0, =7} is given by the line

A:={(x, B), B =atanb}.

For convenience, we will deal in the proof only with the case & = 7. The important fact is that the singular
quantity (8 — « tan 0) does not correspond to the quantity o + 8, which appears in the exponential term
of (1-2). The limit and particular case 6 = —% is studied in [Bényi et al. 2006].

Proof. The proof is quite technical. We will also assume that » > 1 (which allows us to simplify a few
arguments). Then we will explain in Remark 3.7 how to modify the proof to obtain the same result when
r<1.

So we fix an interval / of length |/| = 1. We use a decomposition of the symbol o. Let ® be a smooth
function on R such that if |x| < 1 then

®(x)=1 and supp(®)C[-2,2].

We also have
ox,a,B)=0(x,a, B)(1—-P(a—p)) +o(x,a, B)P(a, B)
=0®(x,a, B)+x, a, B).

(i) The case of the symbol o°.
We have an operator associated to this symbol

T(f, g)(x) = fR 2 OB Fla)g(B) o (x, a, B) (1 — d(a — B)) da dp,
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which can been written as

T®(f, )(x) = U (f, 8)(x),
with U defined by
Uy(f, g)(x) := /R 2 e Fa)g(B)o (y, o, B)(1 — @ (a — B)) dar dP.

By using the Sobolev embedding
W (1) — L®(I)

because r > 1, we get

1
IT(f. )0 < Uy (f. ) D lloyer S D N0EU (. )LD 1y

k=0

for all x € I. Then by integrating for x € I and using Fubini’s Theorem, we obtain

1
T s S D MU S @)t llrr.dy-

k=0
We can fix k € {0, 1} and y € I. Then we have

195Uy (fs @ llrax SNV @)t
where V is the bilinear operator defined by
V(f &)) = / XD F)g(pyafo (v.a. f)(1 — @(a — B)) der dp.
R
So V =T is the bilinear operator associated to the x-independent symbol

(@, B) =050 (v, &, B)(1 — D(a — ).

From the assumptions about o, the symbol t satisfies \8;’ agr(a, ,8)| Sla—pBl7" P forall b,c>0. In
addition, 7 is supported in the domain {(«, B), |« — 8| > 1}. We can also apply Theorem 1.1 proved in
Section 2 for x-independent symbol. For all § > 1, we have an “off-diagonal estimate” at the scale 1,

V(£ @)l S ( > 2"““/’7“>||f||,,,2k1,) ( Y okt ||g||q,2k21)-
k1=0 k>0
All theses estimates are uniform with respect to k € {0, 1} and y € I, so we get
1T D rr S ( > 2/t IIfII,,,zm) ( Y okt ||g||q,2m)- (3-1)
k1>0 kr>0
So we have shown the desired estimates for this first term.

(ii) The case of the symbol o°. The associated operator is given by

T(f, o) (x) == /R i @B FlaNg(B)o (x, a, B)D(a, B) da dB.
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We use the same arguments as for the first point. So we have to study the operator V defined by

V(f 9)(x) = f

P f@zB)30 (v, 0 )Pl = ) dad.

The parameters k € {0, 1} and y € I are fixed. The symbol associated to this operator is supported on

{(er, ), la—B| =2}.

That is why we use modulations to move this support:
ViR = [ O et 336 - Dok y.a 3 p - Dl p+6)dadp
R2

:/mJ“Mﬁigymﬂrggwﬁﬁa@¢w+&ﬁ—3MXa—ﬂ+6ﬁMdﬂ
[RZ

Also V is now the bilinear operator, applied to the modulated functions e f and e~3'g, whose (x-
independent) symbol

(. B) =030 (y.a+3,8—3)P(a — f+6)
is supported on
{(, B), la—B+6] <2} C{(a,B), 1 =|—pl <8}

and satisfies for all b, ¢ > 0,
82857 (e, B)] S omaxb({nax(“r|°l—ﬂ+6|)7i7j115|a—ﬂ|ss S lic-pizs S Licapisla— B
<j<b0<i<c

Also we can use Theorem 1.1 (proved in Section 2 for x-independent symbol) again and we obtain

IV (f, g)”r,[ 5 ( Z 2k1(1/17+8)||f”p’[) ( Z 27k2(l/‘I+8) ||g||q’1). 0

k=0 kx>0

Remark 3.7. We want to explain here how to modify the previous proof when r < 1. When we study
bilinear operators with » < 1, we have to use the associated trilinear form and the concept of “restricted
weak type” (see Definition 2.7). These two arguments allow us to get around the lack of the triangular
inequality in the space L". Let

A(f, 8. h) :=(T(f, &), h).

We have
ACf g h) = / / D G (x a, B) Te)F B (x) da dBdx.
R JR2

We use the same decomposition of o, getting the trilinear forms A and A°. Let us study first A% and
fix an interval / of length |/| = 1. We take a function & € ¥(R), which is supported on /. We use again
the Sobolev embedding W!-!(I) < L>°(I). By writing

|A®(f. 8. W) S/RIIUy(f, &)X (W lloo, r.ay 1A ()17 (x) dx,
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we can also obtain
|A°°<f,g,h)|5/IfI|Uy<f, g)(x)||h<x>|dxdy+flfl|ayUy<f, Q)| h()| dx dy.

Then when y € I and k € {0, 1} are fixed, we find again the quantities
/|3'5Uy(f, )| |h(x)| dx.
1

Now the bilinear operator 8;‘ U, is associated to an x-independent symbol, which verifies the good as-
sumptions. We can also use Theorem 2.10 in order to obtain the wished estimates (3-1) in a “restricted
weak type sense” for the exponent r. We produce the same modifications to study A°. By noticing that
the way to construct the substantial subset (in the definition of restricted weak type) does not depend on
the trilinear form, we can deduce that the trilinear form A satisfies (3-1) in a “restricted weak type sense”
too. Then we use interpolation on the exponent r, to obtain exactly (3-1), which allows us to conclude.

4. Continuities for bilinear operators satisfying “off-diagonal estimates”

Recall that in the linear case, by using the maximal sharp function, we can prove weighted continuities
for linear operator with the Muckenhoupt weights. In the bilinear case, we do not have a good substitute
to the maximal sharp function. That is why we shall use the previous “off-diagonal estimates” to obtain
weighted global continuities on Lebesgue spaces and in particular to prove Theorem 1.3.

First we want to give an application of these “off-diagonal estimates”. Recall that in the previous
sections, we have proved that our bilinear operators (and maximal bilinear operators) satisfy these “oft-
diagonal estimates” at any order. The time-frequency analysis does not work for functions in the L°°
space. So we do not know if our operators T are bounded from L* x L in BMO. However these local
estimates give a weak result about the behavior of T ( f, g) when the two functions f and g belong to L.

Proposition 4.1. Let f, g be two functions of L' (R) N L®(R) and fix r € (1, 00). If there exist L > 0,
6 > 1and p, q > 1 such that an operator

T € @s’L(Lp X Lq, Lr),

then we have

. 1 p 1/r
hmsup(m/ T F) " S1F lclgle
1

[I|—o0
Here we take the limit when I is an interval with |I| — oo and the implicit constant does not depend on
the two functions f and g and on the parameter L.
Proof. We set
I =[L,G+1)L[
for all i € Z. Then for I with |I| > L, we get

/IIT(f,g)I’S 3 /I‘IT(f,g)I’-

ieZ !
LN £D
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However, the number of indices i which appears in the sum is bounded by |/|/L, so by using the local
estimate we get

L
IT(f, O S E — | IT(f, 9" < E LI flisollglse S N flslig s
I ~ || Ji, .
ieZ ! i€
LNI#2 ILNI#Z

The second inequality is due to the fact that
1NT (L )My S inf Mpr (@) inf Mpz(@)(x) S 1f llolIg oo

So we obtain
1 - 1/r
(77 [ 1Tner (5 007) S 17 gl
I
uniformly with L for || large enough. U
Let us now define our weights.

Definition 4.2. Let 6 > 0 and [ > 0 be fixed. We set that a nonnegative function w belongs to the class
Po(!) if there exists a constant C such that for all interval I of length |/| =/ and for all integer k > 0,
we have

27K sup w(x) < Ci;gw(x). (4-1)

xel

We claim that a function @ € Py (!) is likely to be a polynomial function whose degree is less than 6
and is almost constant at the scale [. We show in the next example that these classes are not empty.

Example 4.3. For all § > 0 and « € [0, 6), the functions
x—1, x = (14 |x)? and x> (1+]xD™
belong to the class Pg(1). The proof is easy and is left to the reader.

Remark 4.4. In fact, it is easy to prove that a weight w belongs to the class Py(/) if and only if there
exists a constant C such that for all x, y € R,

w(x) < C<1 + > ;y|)0w()’)-

We cannot compare these weights with the Muckenhoupt weights, because for w € Py (I) we have infor-
mation only at the scale /.

Theorem 4.5. Let T be a bilinear operator and p, q,r € (0, 00) be exponents satisfying

1 1 1

—-—=—4— and 1<p,q.

rpr 9q
Foré >0andl > 0, if T satisfies “off-diagonal estimates” at the order § and at the scale 1, then for all
w € Py(l) with 0 < 6 < § max{r, 1}, the operator T is continuous from L? (w) x L9 (w) into L" (w).
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Proof. To check this, we recall that for all interval I of length |I| =1,
1/r
([iror)” s (S o usn,m0) (20 gl ) (42)
I k>0 k>0

Then we decompose the whole space R with the disjoint intervals /; defined by
I =[il, ( + D]

fori € Z. So we have
17 Cfs Ol wax = WITCfs @)Mrwax. 1l riez-
Leti € Z be fixed. We use (4-1) and (4-2) to obtain

1
I Cf. ) lrwax.t, < MWl 1T @)l
1 _ _
S ”w”oc/),rl, < Z 9—k(1/p+9) ”f”p,Zkli) (Z 7 —k(1/q+9) ”g”q,Z"I,') .
k>0 k>0
We estimate the first sum with

1 — — 1
||w||oéf’,,.(22 ’“‘/p”)nfnp,zk,,) S 2 P | TP £l e

k>0 k>0

< Q2P inf VP 1] 00
=0 2k o

—k(1 §—6
S 2 KU £ e ot
k>0

The second term is studied by the same way. By summing over i € Z, we get

1T (f, @) llrwar S H (Z o~ k(/p+8=0/p) ||f||,,,wdx,m> (Z 2~ (/ato=6/0) ||g||q,wdx,zkzi)

k>0 k>0

rieZ

With the help of Holder’s and Minkowski’s inequalities, we obtain

1T (f )l wdx S (Zz—“”f’*‘s—e/mn L 1w 21, ||p,iez) (Z 27 HUar=0I D gl wax 21, ||q,z-ez>.

k>0 k>0

However the collection of sets (2€1;); is a 2%_covering, so

IT (f, Ml wax S (Z 2HE=0/D) ||f||p,wdx) ( Y aket ||g||q,wdx).

k>0 k>0
Then we conclude with the fact that p, g > 1 and hence
0 .
—<d§ ifr>1,
max{ Q, 2 } r o O
P4 0<s§ ifr<l.
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Remark 4.6. Since it is obvious that the weight w(x) = 1 belongs to the class Py(L), we have also
proved that the operators of Theorem 1.1 and the maximal operators of Theorems 3.3, 3.4 and 3.5 are
bounded in classical Lebesgue spaces.

Definition 4.7. Let w be a weight on R. For all m > 0 and p € (1, 00), we set W"?(w) for the Sobolev
space on R with the weight w, defined as the set of distributions f € ¥'(R) such that

In(f) € L¥ (),
where J,, := (Id —A)™/2.

We complete this result with a proposition in Sobolev spaces:
Proposition 4.8. Let A be a nondegenerate line, w be a weight in U@zo Py (1) and 0 € C®(R?) be a
symbol satisfying

829205 0 (v . B)] < (1 +d((er. ), A)) 7,
foralla,b,c> 0. Let p, q and r be exponents satisfying
1 1 1 3
O<—-=—4+—-—<=- and 1<p,q<oo.
r p q 2
Then the bilinear operator T, (defined on ¥(R) x F(R) by (1-2)) satisfies

DT, (£ ) lrey S D 1D fllr@) 1D gl Lo (4-3)
0<i,j<n
i+j<n
for all integer n > 0 and for all functions f, g € $(R). Here we write DY) for the differentiation operator
of order i. Also T, is continuous from WP (w) x W™ (w) into W™ (w) for all real m > 0.

Proof. Let us begin to prove (4-3). The two functions f and g are smooth so we can differentiate the
integral defining T, ( f, g). It is also easy to check that

DT, (f, &) =T, (DY f, &) + T, (f, DV g) 4+ Ty, (f, 2).

Then for higher orders, we get

DUT,(f,)= Y Ty, (DVf, DY)
0<i,j.k<n

i+j+k=n

By using the previous Theorems 1.1 and 4.5, we obtain (4-3). We can also deduce a weaker estimate

IDD T, (f, Dl S 1 lwer o €l wns o,

for all f, g € $(R). By density (see Lemma 4.9), the operator 7, can be continuously extended from
WP (w) x W"4(w) into W"" (w). Then we will use interpolation to extend this result when # is not an
integer. The exponents p, g and r are fixed and we study the bilinear operator 7,,. We have shown that
T, is continuous from W™ (w) x W™ 4(w) into W' (w), for all integer n. By using bilinear interpolation
(with Lemma 4.9) on n, we finish the proof. (The theory of multilinear interpolation is studied in [Lions
and Peetre 1964, Chapter 4] for the real case and in [Bergh and Lofstrdom 1976, Theorem 4.4.1] for the
complex case.) O
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Lemma 4.9. For all weight
we| JPy(D),
0>0
all exponent p € (1, 00) and all real s > 0, the space ¥(R) is a dense subspace in W* P (w). In addition,
the collection of Sobolev spaces (W* P (w))s>0 form an interpolation scale.

Proof. Let w be a fixed weight in Uezo Py (1). We have seen in Remark 4.4 that w has a polynomial
growth. Since J;(¥(R)) = ¥(R), we have the inclusion ¥(R) C W*?(w). We recall that

Jy = (1d —A)*2.

In addition, we have that
L?(w) C ¥ (R),

so we can compute the operator J_; on the space L”(w). We finally obtain that J; is an automorphism
from W*%”(w) to L?(w) and an isomorphism on ¥(R). As F(R) is dense in L? (w), we get the density
of $(R) into the Sobolev space W* 7 (w).

For the interpolation claim, we omit the details. The classical proof for complex interpolation with
o =1 can easily be extended to the general case. 0

Remark 4.10. From the fact that the weight w(x) = 1 belongs to the class Py (1), we have also proved
that the operators of Theorem 1.3 satisfy an Holder’s inequality in Sobolev spaces.

Remark 4.11. Also with the notation of [Bényi et al. 2006], we have proved continuities for all operators
associated to symbols o € BS?’ 0.¢- Inaddition, we have described the action of these operators on Sobolev
spaces. This is an interesting improvement of the last article and it incites us to obtain new results in
order to continue the construction of a bilinear pseudo-differential calculus. We will do it in a next paper
[Bernicot 2008] by introducing new larger symbolic classes of bilinear symbols of order (m, m;) and
studying rules of a bilinear symbolic calculus.

About continuities in Lebesgue spaces, a question is still open: What about the classes BSg’ 5.0 (defined
in [Bényi et al. 2006])?
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