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THE LINEAR PROFILE DECOMPOSITION FOR THE AIRY EQUATION
AND THE EXISTENCE OF MAXIMIZERS FOR

THE AIRY STRICHARTZ INEQUALITY

SHUANGLIN SHAO

We establish the linear profile decomposition for the Airy equation with complex or real initial data in
L2. As an application, we obtain a dichotomy result on the existence of maximizers for the symmetric
Airy Strichartz inequality.

1. Introduction

In this paper, we consider the problem of the linear profile decomposition for the Airy equation with the
L2 initial data {

∂t u+ ∂3
x u = 0, t ∈ R, x ∈ R,

u(0, x)= u0(x) ∈ L2,
(1)

where u : R× R→ R or C. Roughly speaking, the profile decomposition is to investigate the general
structure of a sequence of solutions to the Airy equation with bounded initial data in L2. We expect
that it can be expressed, up to a subsequence, as a sum of a superposition of concentrating waves —
profiles — and a reminder term. The profiles are “almost orthogonal” in the Strichartz space and in L2

while the remainder term is small in the same Strichartz norm and can be negligible in practice. The
profile decomposition is also referred to as the bubble decomposition in the literature; see [Killip and
Visan 2008b, p.35] for an interesting historical discussion.

The same problem in the context of the wave or Schrödinger equations has been intensively studied
recently. For the wave equations, Bahouri and Gérard [1999] established a linear profile decomposition
for the energy critical wave equation in R3 (their argument can be generalized to higher dimensions).
Following [Bahouri and Gérard 1999], Keraani [2001] obtained a linear profile decomposition for en-
ergy critical Schrödinger equations; see also [Shao 2009]. For the mass critical Schrödinger equations,
when d = 2, Merle and Vega [1998] established a linear profile decomposition, similar in spirit to that
in [Bourgain 1998]; Carles and Keraani [2007] treated the d = 1 case, while the higher-dimensional
analogue was obtained by Bégout and Vargas [2007]. In general, a nonlinear profile decomposition
can be achieved from the linear case via a perturbation argument. The first ingredient of the proof of
linear profile decompositions is to start with some refined inequality: the refined Sobolev embedding
or the refined Strichartz inequality. Usually establishing such refinements needs some nontrivial work.
For instance, in the Schrödinger case, the two-dimensional improvement is due to Moyua et al. [1999]
involving the Xq

p spaces; the one-dimensional improvement due to Carles and Keraani [2007] using the
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Hausdorff–Young inequality and the weighted Fefferman–Phong inequality [Fefferman 1983], which
Kenig et al. [2000] first introduced to prove their refined Strichartz inequality (5) for the Airy equation;
the higher-dimensional refinement is due to Bégout and Vargas [2007] based on a new bilinear restriction
estimate for paraboloids by Tao [2003]. Another important ingredient of the arguments is the idea of
the concentration-compactness principle which aims to compensate for the defect of compactness of the
Strichartz inequality, and was exploited in [Bahouri and Gérard 1999; Merle and Vega 1998; Carles and
Keraani 2007; Bégout and Vargas 2007]; also see [Schindler and Tintarev 2001] for an abstract version
of this principle in the Hilbert space. The profile decompositions turn out to be quite useful in nonlinear
dispersive equations. For instance, they can be used to analyze the mass concentration phenomena near
the blow up time for the mass critical Schrödinger equation; see [Merle and Vega 1998; Carles and
Keraani 2007; Bégout and Vargas 2007]. They were also used to show the existence of minimal mass
or energy blow-up solutions for the Schrödinger or wave equations at critical regularity, which is an
important step in establishing the global well-posedness and scattering results for such equations; see
[Kenig and Merle 2006; 2007; Killip et al. 2007; Tao et al. 2007; Killip and Visan 2008a. Shao [2009]
used it to establish the existence of maximizers for the nonendpoint Strichartz and Sobolev–Strichartz
inequalities for the Schrödinger equation.

The discussion above motivates the question of profile decompositions for the Airy equation, which
is the free form of the mass critical generalized Korteweg–de Vries (gKdV) equation{

∂t u+ ∂3
x u± u4∂x u = 0, t ∈ R, x ∈ R,

u(0, x)= u0(x).
(2)

This is one of the (generalized) KdV equations [Tao 2006b] and is the natural analogy to the mass critical
nonlinear Schrödinger equation in one spatial dimension. The KdV equations arise from describing the
waves on shallow water surfaces, and turn out to have connections to many other physical problems.
As is well known, the class of solutions to (1) enjoys a number of symmetries that preserve the mass∫
|u|2dx . We will employ the notations from [Killip et al. 2007] and first discuss the symmetries at the

initial time t = 0.

Definition 1.1 (Mass-preserving symmetry group). For any phase θ ∈ R/2πZ, position x0 ∈ R and
scaling parameter h0 > 0, we define the unitary transform gθ,x0,h0 : L

2
→ L2 by the formula

[gθ,x0,h0 f ](x) :=
1

h1/2
0

eiθ f
( x − x0

h0

)
.

We let G be the collection of such transformations. It is easy to see that G is a group.

Unlike the free Schrödinger equation{
i∂t u−4u = 0, t ∈ R, x ∈ Rd ,

u(0, x)= u0(x),
(3)

two important symmetries are missing for (1), namely, the Galilean symmetry

u(t, x) 7→ ei xξ0+i t |ξ0|
2
u(t, x + 2tξ0),
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and the pseudo-conformal symmetry

u(t, x) 7→ |t |−d/2e−i |x |2/(4t)u(−1/t, x/t).

This lack of symmetries causes difficulties if we try to mimic the existing argument of profile decompo-
sitions for the Schrödinger equations. In this paper, we will show how to compensate for the lack of the
Galilean symmetry when developing the analogous version of linear profile decompositions for the Airy
Equation (1).

Like Schrödinger equations, an important family of inequalities, the Airy Strichartz inequality [Kenig
et al. 1991, Theorem 2.1], is associated with the Airy equation (1). It is invariant under the symmetry
group and asserts that

‖Dαe−t∂3
x u0‖Lq

t Lr
x
. ‖u0‖L2, (4)

if and only if −α+3/q+1/r = 1/2 and −1/2<α ≤ 1/q , where e−t∂3
x u0 and Dα are defined in Section

2. When q = r = 6 and α = 1/6, we also have the following refined Strichartz estimate due to Kenig–
Ponce–Vega, which is the key to establishing the profile decomposition results for the Airy equation in
this paper.

Lemma 1.2 (KPV’s refined Strichartz [Kenig et al. 2000]). Let p > 1. Then∥∥D1/6e−t∂3
x u0
∥∥

L6
t,x
≤ C

(
sup
τ
|τ |

1
2−

1
p ‖û0‖L p(τ )

) 1
3 ‖u0‖

2
3
L2, (5)

where τ denotes an interval of the real line with length |τ |.

In Section 3, we will present a new proof suggested by Terence Tao by using the Whitney decomposition.
As in the Schrödinger case, the Airy Strichartz inequality (4) cannot guarantee the solution map from

the L2 space to the Strichartz space to be compact, namely, every L2-bounded sequence will produce a
convergent subsequence of solutions in the Strichartz space. The particular Strichartz space we are inter-
ested in is equipped with the norm ‖D1/6u‖L6

t,x
. The failure of compactness can be seen explicitly from

creating counter-examples by considering the symmetries in L2 such as the space and time translations,
or scaling symmetry or frequency modulation. Indeed, given x0 ∈ R, t0 ∈ R and h0 ∈ (0,∞), we denote
by τx0 , Sh0 and Rt0 the operators defined by

τx0φ(x) := φ(x − x0), Sh0φ(x) :=
1

h1/2
0

φ
( x

h0

)
, Rt0φ(x) := e−t0∂3

xφ(x).

Let (xn)n≥1, (tn)n≥1 be sequences both going to infinity, and (hn)n≥1 be a sequence going to zero as n
goes to infinity. Then for any nontrivial φ ∈ S, (τxnφ)n≥1, (Shnφ)n≥1 and (Rtnφ)n≥1 weakly converge to
zero in L2. However, their Strichartz norms are all equal to ‖D1/6e−t∂3

xφ‖L6
t,x

, which is nonzero. Hence
these sequences are not relatively compact in the Strichartz spaces. Moreover, the frequency modulation
also exhibits the defect of compactness: for ξ0 ∈ R, we define Mξ0 via

Mξ0φ(x) := ei xξ0φ(x).

Choosing (ξn)n≥1 to be a sequence going to infinity as n goes to infinity, we see that (Mξnφ)n≥1 converges
weakly to zero. However, from Remark 1.7, ‖D1/6e−t∂3

x (ei(·)ξnφ)‖L6
t,x

converges to 3−1/6
‖e−i t∂2

xφ‖L6
t,x

,
which is not zero. This shows that the modulation operator Mξ0 is not compact either.
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It will be clear from the statements of Theorem 1.5 and Theorem 1.6 that these four symmetries
in L2 above are the only obstructions to the compactness of the solution map. Hence the parameter
(h0, ξ0, x0, t0) plays a special role in characterizing this defect of compactness; moreover, a sequence of
such parameters needs to satisfy some orthogonality constraint (the term is used in the sense of Lemma
5.2).

Definition 1.3 (Orthogonality). For j 6= k, two sequences

0 j
n := (h

j
n, ξ

j
n , x j

n , t j
n )n≥1 and 0k

n := (h
k
n, ξ

k
n , xk

n , tk
n )n≥1

in (0,∞)×R3 are orthogonal if one of the following holds:

• limn→∞

(
h j

n

hk
n
+

hk
n

h j
n
+ h j

n|ξ
j

n − ξ
k
n |

)
=∞,

• (h j
n, ξ

j
n )= (hk

n, ξ
k
n ) and

lim
n→∞

(
|tk

n − t j
n |

(h j
n)3
+

3|(tk
n − t j

n )ξ
j

n |

(h j
n)2

+
|x j

n − xk
n + 3(t j

n − tk
n )(ξ

j
n )

2
|

h j
n

)
=∞.

Remark 1.4. For any 0 j
n = (h

j
n, ξ

j
n , x j

n , t j
n )n≥1, it is clear that, up to a subsequence, limn→∞ |h

j
nξ

j
n | is

either finite or infinite. For the former, we can reduce to ξ j
n ≡ 0 for all n by changing profiles; see

Remark 3.6. For the latter, the corresponding profiles exhibit a Schrödinger behavior in some sense; see
Remark 1.7. In view of this, we will group the decompositions accordingly in the statements of our main
theorems below.

Now we are able to state the main theorems. When the initial data to Equation (1) is complex, the
following theorem on the linear Airy profile decomposition is proven in Section 5.

Theorem 1.5 (Complex version). Let (un)n≥1 be a sequence of complex-valued functions satisfying
‖un‖L2 ≤ 1. Then up to a subsequence, there exists a sequence of L2 functions (φ j ) j≥1 : R→ C and a
family of pair-wise orthogonal sequences 0 j

n = (h
j
n, ξ

j
n , x j

n , t j
n ) ∈ (0,∞)×R3 such that, for any l ≥ 1,

there exists an L2 function wl
n : R→ C satisfying

un =
∑

1≤ j≤l, ξ j
n≡0

or |h j
nξ

j
n |→∞

et j
n ∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]
+wl

n, (6)

where g j
n := g0,x j

n ,h
j
n
∈ G and

lim
l→∞

lim
n→∞

∥∥D1/6e−t∂3
xwl

n

∥∥
L6

t,x
= 0. (7)

Moreover, for every l ≥ 1,

lim
n→∞

(
‖un‖

2
L2 −

( l∑
j=1

‖φ j
‖

2
L2 +‖w

l
n‖

2
L2

))
= 0. (8)

When the initial sequence is of real-value, we analogously obtain the following real-version profile
decomposition. Note that we can restrict the frequency parameter ξ j

n to be nonnegative.
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Theorem 1.6 (Real version). Let (un)n≥1 be a sequence of real-valued functions satisfying ‖un‖L2 ≤ 1.
Then up to a subsequence there exists a sequence of L2 functions, (φ j ) j≥1: R→ C, and a family of
orthogonal sequences 0 j

n = (h
j
n, ξ

j
n , x j

n , t j
n ) ∈ (0,∞)×[0,∞)×R2 such that, for any l ≥ 1, there exists

an L2 function wl
n: R→ R satisfying

un =
∑

1≤ j≤l, ξ j
n≡0

or |h j
nξ

j
n |→∞

et j
n ∂

3
x g j

n
[
Re(ei(·)h j

nξ
j

n φ j )
]
+wl

n, (9)

where g j
n := g0,x j

n ,h
j
n
∈ G and

lim
l→∞

lim
n→∞

∥∥D1/6e−t∂3
xwl

n(x)
∥∥

L6
t,x
= 0. (10)

Moreover, for every l ≥ 1,

lim
n→∞

(
‖un‖

2
L2 −

( ∑
1≤ j≤l, ξ j

n≡0
or |h j

nξ
j

n |→∞

∥∥Re(ei(·)h j
nξ

j
n φ j )

∥∥2
L2 +‖w

l
n‖

2
L2

))
= 0. (11)

When limn→∞ |h
j
nξ

j
n |=∞ for some 1≤ j ≤ l, the profile will exhibit asymptotic “Schrödinger” behavior.

For simplicity, we just look at the complex case.

Remark 1.7 (Asymptotic Schrödinger behavior). Without loss of generality, we assume φ j
∈S with the

compact Fourier support [−1, 1]. Then

D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j](x)= ∫ ei(x−x j
n )ξ+i(t−t j

n )ξ
3
|ξ |1/6(h j

n)
1/2φ̂ j (h j

n(ξ − ξ
j

n )) dξ

= (h j
n)
−1/2
|ξ j

n |
1/6ei(x−x j

n )ξ
j

n+i(t−t j
n )(ξ

j
n )

3

×

∫
e

i[ η(x−x j
n+3(t−t j

n )(ξ
j

n )
2)

h j
n

+
η3(t−t j

n )

(h j
n )3
+

3η2(t−t j
n )ξ

j
n

(h j
n )2

]
∣∣∣∣1+ η

h j
nξ

j
n

∣∣∣∣1/6φ̂ j (η) dη.

Set x ′ :=
x − x j

n + 3(t − t j
n )(ξ

j
n )

2

h j
n

and t ′ :=
3(t − t j

n )ξ
j

n

(h j
n)2

. Then the dominated convergence theorem yields

∥∥D1/6e−(t−t j
n )∂

3
x g j

n [e
i(·)h j

nξ
j

n φ j
]‖L6

t,x
= 3−1/6

∥∥∥∥∫ ei x ′η+i t ′η2
e

i t ′ η3

3h j
n ξ

j
n

∣∣∣∣1+ η

h j
nξ

j
n

∣∣∣∣1/6φ̂ j dη
∥∥∥∥

L6
t ′,x ′

→n→∞ 3−1/6
‖e−i t ′∂2

xφ j
‖L6

t ′,x ′
,

where e−i t∂2
x denotes the Schrödinger evolution operator defined via

e−i t∂2
x f (x) :=

∫
R

ei xξ+i t |ξ |2 f̂ (ξ) dξ.

Indeed, ∫
ei x ′η+i t ′η2

e
i t ′ η3

3h j
n ξ

j
n

∣∣∣∣1+ η

h j
nξ

j
n

∣∣∣∣1/6φ̂ j dη→ e−i t ′∂2
xφ j (x ′) a.e.,
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and by using [Stein 1993, Corollary, p. 334] or integration by parts,∣∣∣∣∣
∫

ei x ′η+i t ′η2
e

i t ′ η3

3h j
n ξ

j
n |1+

η

h j
nξ

j
n
|
1/6φ̂ j dη

∣∣∣∣∣≤ Cφ j B(t ′, x ′)

for n large enough but still uniform in n. Here

B(t ′, x ′)=

{
(1+ |t ′|)−1/2

≤ C
[
(1+ |x ′|)(1+ |t ′|)

]−1/4 for |x ′| ≤ 6|t ′|,

(1+ |x ′|)−1
≤ C

[
(1+ |x ′|)(1+ |t ′|)

]−1/2 for |x ′|> 6|t ′|.

It is easy to observe that B ∈ L6
t ′,x ′ .

In the next three paragraphs, we outline the proof of Theorem 1.5 in three steps; Theorem 1.6 follows
similarly. Given an L2-bounded sequence (un)n≥1, at the first step, we use the refined Strichartz inequality
(5) and an iteration argument to obtain a preliminary decomposition for (un)n≥1: up to a subsequence

un =

N∑
j=1

f j
n + q N

n ,

where f̂ j
n is supported on an interval (ξ j

n −ρ
j
n , ξ

j
n +ρ

j
n ) and | f̂ j

n | ≤ C(ρ j
n )
−1/2, and e−t∂3

x q N
n is small in

the Strichartz norm. Then we impose the orthogonality condition on (ρ j
n , ξ

j
n ): for j 6= k,

lim
n→∞

(ρ j
n

ρk
n
+
ρk

n

ρ
j
n
+
|ξ

j
n − ξ

k
n |

ρ
j
n

)
=∞,

to regroup the decomposition.
At the second step, for each j ∈ [1, N ], we will perform a further decomposition to f j

n to extract
the space and time parameters. For simplicity, we suppress all the superscripts j and rescale ( fn)n≥1 to
obtain P = (Pn)n≥1 by setting

P̂n(·) := ρ
1/2
n f̂n

(
ρn(· + ρ

−1
n ξn)

)
,

from which we can infer that each P̂n is bounded and supported on a finite interval centered at the origin.
We apply the concentration-compactness argument to (Pn)n≥1 to extract (yαn , sαn ): for any A ≥ 1, up to
a subsequence,

Pn(x)=
A∑
α=1

e−i xρ−1
n ξn esαn ∂

3
x
[
ei(·)ρ−1

n ξnφα(·)
]
(x − yαn )+ P A

n (x). (12)

More precisely, we will investigate the set of weak limits,

W(P) :=
{
w-lim
n→∞

e−i xρ−1
n ξn e−sn∂

3
x
[
ei(·)ρ−1

n ξn Pn(·)
]
(x + yn) in L2

: (yn, sn) ∈ R2},
where the notion w-limn→∞ fn denotes, up to a subsequence, the weak limit of ( fn)n≥1 in L2. Note that
due to the lack of Galilean transform and the additional multiplier weight in the current Strichartz norm,
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it is a slight but necessary modification to the Schrödinger case [Carles and Keraani 2007], where W(P)
is the set

{w-lim
n→∞

eisn∂
2
x Pn(x + yn) in L2

: (yn, sn) ∈ R2
}.

In (12), we impose the orthogonality condition on (yαn , sαn ): for α 6= β,

lim
n→∞

(∣∣∣∣yβn − yαn +
3(sβn − sαn )(ξn)

2

(ρn)2

∣∣∣∣+ ∣∣∣∣3(sβn − sαn )ξn

ρn

∣∣∣∣+ ∣∣sβn − sαn
∣∣)=∞. (13)

The error term P A
:= (P A

n )n≥1 is small in the weak sense that

lim
A→∞

µ(P A) := lim
A→∞

sup{‖φ‖L2 : φ ∈W(P A)} = 0. (14)

Since fn(x)=
√
ρnei xξn Pn(ρnx),

fn(x)=
A∑
α=1

√
ρnesαn ∂

3
x
[
ei(·)ρ−1

n ξnφα(·)
]
(ρnx − yαn )+

√
ρnei xξn P A

n (ρnx).

Let eA
n :=
√
ρnei xξn P A

n (ρnx). Now the major task is to upgrading this weak convergence in (14) to

lim
A→∞

lim
n→∞
‖D1/6e−t∂3

x eA
n ‖L6

t,x
= 0.

To achieve this, we will interpolate L6
t,x between Lq

t,x and L∞t,x for some 4 ≤ q < 6. The Lq
t,x norm

is controlled by some localized restriction estimates and the L∞t,x norm is expected to be controlled
by µ(P A). Unlike the Schrödinger case, we will distinguish the case limn→∞ |ρ

−1
n ξn| = +∞ from

limn→∞ |ρ
−1
n ξn|<+∞ due to the additional multiplier weight in the current Strichartz norm.

The final decomposition is obtained by setting

(h j
n, ξ

j
n , x j

n , t j
n ) :=

(
(ρ j

n )
−1, ξ j

n , (ρ
j
n )
−1 y j

n , (ρ
j
n )
−3s j

n
)
,

and showing two orthogonality results for the profiles.

1.8. The second part of this paper is devoted to applying the linear profile decomposition result to the
problem of the existence of maximizers for the Airy Strichartz inequality. As a corollary of Theorems
1.5 and 1.6, we will establish a dichotomy result. Denote

SC
airy := sup

{∥∥D1/6e−t∂3
x u0
∥∥

L6
t,x
: ‖u0‖L2 = 1

}
, (15)

when u0 is complex-valued; similarly we define SR
airy for real-valued initial data. We are interested in

determining whether there exists a maximizing function u0 with ‖u0‖L2 = 1 for which

‖D1/6e−t∂3
x u0‖L6

t,x
= Sairy‖u0‖L2,

where Sairy represents either SC
airy or SR

airy. The analogous question to the Schrödinger Strichartz inequal-
ities was studied by Kunze [2003], Foschi [2007], Hundertmark and Zharnitsky [2006], Carneiro [2008],
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Bennett et al. [2008] and Shao [2009]. We set

SC
schr := sup

{∥∥e−i t1u0
∥∥

L6
t,x (R×Rd )

: ‖u0‖L2(Rd ) = 1
}
. (16)

The fact SC
schr <∞ is due to Strichartz [1977] which in turn had precursors in [Tomas 1975]. For the

problem of existence of such optimal SC
schr and explicitly characterizing the maximizers, Kunze [2003]

treated the d = 1 case and showed that maximizers exist by an elaborate concentration-compactness
method. Foschi [2007] explicitly determined the best constants when d = 1, 2, and showed that the
only maximizers are Gaussians up to the natural symmetries associated to the Strichartz inequality by
using the sharp Cauchy–Schwarz inequality and the space-time Fourier transform. Hundertmark and
Zharnitsky [2006] independently obtained this result by an interesting representation formula of the
Strichartz inequalities in lower dimensions. Recently, Carneiro [2008] proved a sharp Strichartz-type
inequality by following the arguments in [Hundertmark and Zharnitsky 2006] and found its maximizers,
which derives the same results in [Hundertmark and Zharnitsky 2006] as a corollary when d = 1, 2. Very
recently, Bennett et al. [2008] offered a new proof to determine the best constants by using the method
of heat-flow. Shao [2009] showed that a maximizer exists for all nonendpoint Strichartz inequalities
and in all dimensions by relying on the recent linear profile decomposition results for the Schrödinger
equations. We will continue this approach for (15). Additionally, we will use a simple but beautiful idea
of asymptotic embedding of a NLS solution to an approximate gKdV solution, which was previously
exploited in [Christ et al. 2003; Tao 2007]. This gives that in the complex case, SC

schr ≤ 31/6SC
airy while

in the real case, SC
schr ≤ 21/231/6SR

airy.

Theorem 1.9. We have the following dichotomy on the existence of maximizers for (15) with the complex-
or real-valued initial data, respectively:

• In the complex case, either a maximizer is attained for (15), or there exists φ of complex value
satisfying

‖φ‖L2 = 1 and SC
schr = ‖e

−i t∂2
xφ‖L6

t,x
,

and a sequence (an)n≥1 satisfying limn→∞ |an| =∞ such that

lim
n→∞

∥∥D1/6e−t∂3
x [ei(·)anφ]

∥∥
L6

t,x
= SC

airy, SC
schr = 31/6SC

airy.

• In the real case, a similar statement holds; more precisely, either a maximizer is attained for (15),
or there exists φ of complex value satisfying

SC
schr =

‖e−i t∂2
xφ‖L6

t,x

‖φ‖L2
,

and a positive sequence (an)n≥1 satisfying limn→∞ an =∞ and limn→∞ ‖Re(ei(·)anφ)‖L2 = 1 such
that

lim
n→∞

∥∥D1/6e−t∂3
x Re(ei(·)anφ)

∥∥
L6

t,x
= SR

airy, SC
schr = 21/231/6SR

airy.

Remark 1.10. Note that when SC
schr = 31/6SC

airyor SC
schr = 21/231/6SR

airy, the explicit φ had been uniquely
determined by Foschi [2007] and Hundertmark and Zharnitsky [2006] independently: they are Gaussians
up to the natural symmetries enjoyed by the Strichartz inequality for the Schrödinger equation.
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This paper is organized as follows: in Section 2 we establish some notation. In Section 3, we make
a preliminary decomposition for an L2-bounded sequence (un)n≥1 of complex value. In Section 4, we
obtain similar results for a real sequence. In Section 5, we prove Theorems 1.5 and 1.6. In Section 6,
we prove Theorem 1.9.

2. Notation

We use X . Y , Y & X , or X = O(Y ) to denote the estimate |X | ≤ CY for some constant 0 < C <∞,
which might depend on the dimension but not on the functions. If X . Y and Y . X we will write
X ∼ Y . If the constant C depends on a special parameter, we shall denote it explicitly by subscripts.

We define the space-time norm Lq
t Lr

x of f on R×R by

‖ f ‖Lq
t Lr

x (R×R) :=

(∫
R

(∫
R

| f (t, x)|r dx
)q/r

dt
)1/q

,

with the usual modifications when q or r are equal to infinity, or when the domain R×R is replaced by
a small space-time region. When q = r , we abbreviate it by Lq

t,x . Unless specified, all the space-time
integrations are taken over R×R, and all the spatial integrations over R.

We fix the notation that limn→∞ should be understood as lim supn→∞ throughout this paper.
The spatial Fourier transform is defined via

û0(ξ) :=

∫
R

e−i xξu0(x) dx;

the space-time Fourier transform is defined analogously.
The Airy evolution operator e−t∂3

x is defined via

e−t∂3
x u0(x) :=

∫
R

ei xξ+i tξ3
û0(ξ) dξ.

The spatial derivative ∂k
x , for k a positive integer, is defined via the Fourier transform

∂̂k
x (ξ)= (iξ)

k .

The fractional differentiation operator Dα, α ∈ R, is defined via

Dα f (x) :=
∫

R

ei xξ
|ξ |α f̂ (ξ) dξ.

The inner product 〈·, ·〉L2 in the Hilbert space L2 is defined via

〈 f, g〉L2 :=

∫
R

f (x)g(x) dx,

where g denotes the usual complex conjugate of g in the complex plane C.

3. Preliminary decomposition: complex version

To begin proving Theorems 1.5 and 1.6, we present a new proof of the refined Strichartz inequality (5)
based on the Whitney decomposition. The following notation is taken from [Killip and Visan 2008b].
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Definition 3.1. Given j ∈ Z, we denote by D j the set of all dyadic intervals in R of length 2 j :

D j := {2 j
[k, k+ 1) : k ∈ Z}.

We also write D := ∪ j∈ZD j . Given I ∈ D, we define f I by f̂ I := f̂ 1I where 1I denotes the indicator
function of I .

Then the Whitney decomposition we need is as follows: Given two distinct ξ, ξ ′ ∈ R, there is a unique
maximal pair of dyadic intervals I ∈ D and I ′ ∈ D such that

|I | = |I ′|, dist(I, I ′)≥ 4|I |, (17)

where dist(I, I ′) denotes the distance between I and I ′, and |I | denotes the length of the dyadic interval
I . Let F denote all such pairs as ξ 6= ξ ′ varies over R×R. Then we have∑

(I,I ′)∈F

1I (ξ)1I ′(ξ
′)= 1, for a.e. (ξ, ξ ′) ∈ R×R. (18)

Since I and I ′ are maximal, dist(I, I ′)≤ 10|I |. This shows that for a given I ∈D, there exists a bounded
number of I ′ so that (I, I ′) ∈ F, that is,

#{I ′ : (I, I ′) ∈ F}. 1 for all I ∈ D. (19)

Proof of Lemma 1.2. Given p > 1, we normalize supτ∈R |τ |
1/2−1/p

‖ f̂ ‖L p(τ ) = 1. Then for all dyadic
intervals I ∈ D, ∫

I
| f̂ |pdξ ≤ |I |1−p/2. (20)

We square the left side of (5) and reduce to proving∥∥∥∥∫∫ ei x(ξ−η)+i t (ξ3
−η3)
|ξη|1/6 f̂ (ξ) f̂ (η) dξ dη

∥∥∥∥
L3

t,x

. ‖ f̂ ‖4/3L2 . (21)

We change variables a := ξ − η and b := ξ 3
− η3 and use the Hausdorff–Young inequality in both t and

x , we need to show ∫∫
|ξη|1/4| f̂ (ξ) f̂ (η)|3/2

|ξ + η|1/2|ξ − η|1/2
dξ dη .

∫
| f̂ |2dξ. (22)

By symmetries of this expression, it is sufficient to work in the region {(ξ, η) : ξ ≥ 0, η ≥ 0}. In this
case, |ξη|1/4 . |ξ + η|1/2; so we reduce to proving∫∫

| f̂ (ξ) f̂ (η)|3/2

|ξ − η|1/2
dξdη .

∫
| f̂ |2dξ. (23)

In view of (23), we assume f̂ ≥ 0 from now on. Then we apply the Whitney decomposition to obtain

f̂ (ξ) f̂ (η)=
∑

(I,I ′)∈F

f̂ I (ξ) f̂ I ′(η), for a. e. (ξ, η) ∈ R×R, (24)

and
for all (ξ, η) ∈ I × I ′ with (I, I ′) ∈ F, |ξ − η| ∼ |I |. (25)
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If we choose a slightly larger dyadic interval containing both I and I ′ but still of length comparable to
I , still denoted by I , we reduce to proving

∑
I∈D

(∫
f̂ I

3/2dξ
)2

|I |1/2
.
∫

f̂ 2dξ. (26)

To prove (26) we will make a further decomposition to f I =
∑

n∈Z fn,I : for any n ∈ Z, define fn,I via

f̂n,I := f̂ 1
{ξ : 2n |I |−1/2≤ f̂ (ξ)≤2n+1|I |−1/2}.

By the Cauchy–Schwarz inequality, for any ε > 0,(∫
f̂ I

3/2dξ
)2
=

(∑
n∈Z

∫
f̂n,I

3/2dξ
)2
.ε

∑
n∈Z

2|n|ε
(∫

f̂n,I
3/2dξ

)2
. (27)

Now (26) is an easy consequence of the following claim:

∑
I∈D

(∫
f̂n,I

3/2dξ
)2

|I |1/2
. 2−|n|ε

∫
f̂ 2dξ, for some ε > 0. (28)

By the Cauchy–Schwarz inequality,(∫
f̂n,I

3/2dξ
)2
.
∫

f̂n,I
2dξ

∫
f̂n,I dξ. (29)

On the one hand, when n ≥ 0, by the Chebyshev’s inequality and (20),∫
f̂n,I dξ . 2n

|I |−1/2
|{ξ ∈ I : f̂ (ξ)≥ 2n

|I |−1/2
}|

. 2n
|I |−1/2

∫
I f̂ pdξ

2np|I |−p/2

. 2n(1−p)
|I |−1/2

|I |p/2|I |1−p/2

= 2−|n|(p−1)
|I |1/2,

for any p > 1. On the other hand, when n < 0,∫
f̂n,I dξ . 2n

|I |−1/2
|I | = 2−|n||I |1/2.

Combining these estimates, there exists an ε > 0 such that

∑
I∈D

(∫
f̂n,I

3/2dξ
)2

|I |1/2
. 2−|n|ε

∑
I∈D

∫
f̂n,I

2dξ. (30)
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Interchanging the summation order, we have∑
I∈D

∫
f̂n,I

2 dξ =
∑
j∈Z

∑
I∈D j

∫
f̂ 21

{ξ∈I : f̂∼2n− j/2} dξ =
∫

R

∑
j : f̂∼2n− j/2

f̂ 2 dξ .
∫

f̂ 2 dξ. (31)

Then the claim (28) follows from (30) and (31). Hence the proof of Lemma 1.2 is complete. �

By using this refined Airy Strichartz inequality (5), we extract the scaling and frequency parameters ρ j
n

and ξ j
n following the approach in [Carles and Keraani 2007].

Lemma 3.2 (Complex version: extraction of ρ j
n and ξ j

n ). Let (un)n≥1 be a sequence of complex valued
functions with ‖un‖L2 ≤ 1. Then up to a subsequence, for any δ > 0, there exists N := N (δ), a family
(ρ

j
n , ξ

j
n ) 1≤ j≤N

n≥1
∈ (0,∞)×R and a family ( f j

n ) 1≤ j≤N
n≥1

of L2-bounded sequences such that, if j 6= k,

lim
n→∞

(
ρ

j
n

ρk
n
+
ρk

n

ρ
j
n
+
|ξ

j
n − ξ

k
n |

ρ
j
n

)
=∞, (32)

for every 1≤ j ≤ N , there exists a compact K in R such that√
ρ

j
n | f̂

j
n (ρ

j
n ξ + ξ

j
n )| ≤ Cδ1K (ξ), (33)

and

un =

N∑
j=1

f j
n + q N

n , (34)

which satisfies ∥∥D
1
6 e−t∂3

x q N
n

∥∥
L6

t,x
≤ δ, (35)

and

lim
n→∞

(
‖un‖

2
L2 −

( N∑
j=1

‖ f j
n ‖

2
L2 +‖q N

n ‖
2
L2

))
= 0. (36)

Proof. For γn = (ρn, ξn) ∈ (0,∞)×R, we define Gn : L2
→ L2 by setting

Gn( f )(ξ) :=
√
ρn f (ρnξ + ξn).

We will induct on the Strichartz norm. If ‖D
1
6 e−t∂3

x un‖L6
t,x
≤ δ, then there is nothing to prove. Otherwise,

up to a subsequence, we have

‖D
1
6 e−t∂3

x un‖L6
t,x
> δ.

On the one hand, applying Lemma 1.2 with p = 4/3, we see that there exists a family of intervals
I 1
n := [ξ

1
n − ρ

1
n , ξ

1
n + ρ

1
n ] such that ∫

I 1
n

|ûn|
4/3dξ ≥ C1δ

4(ρ1
n)

1
3 ,
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where C1 only depends on C , the constant in Lemma 1.2; note that we used ‖un‖L2 ≤ 1 here. On the
other hand, for any A > 0, ∫

I 1
n∩{|ûn |>A}

|ûn|
4/3dξ ≤ A−

2
3 ‖ûn‖

2
L2 ≤ A−

2
3 .

Let Cδ := (C1/2)−3/2δ−6. Then from the two considerations above, we have∫
I 1
n∩{|ûn |≤Cδ(ρ1

n )
−1/2}

|ûn|
4/3dξ ≥

C1

2
δ4(ρ1

n)
1/3.

From the Hölder inequality, we have∫
I 1
n∩{|ûn |≤Cδ(ρ1

n )
−1/2}

|ûn|
4
3 dξ ≤ C2

(∫
I 1
n∩{|ûn |≤Cδ(ρ1

n )
−1/2}

|ûn|
2dξ

)2/3
(|I 1

n |)
1/3.

This yields ∫
I 1
n∩{|ûn |≤Cδ(ρ1

n )
−1/2}

|ûn|
2dξ ≥ C ′δ6,

where C ′ > 0 is some constant depending only on C1 and C2. Define v1
n and γ 1

n by

v̂1
n := ûn1I 1

n∩{|ûn |≤Cδ(ρ1
n )
−1/2}, γ

1
n := (ρ

1
n , ξ

1
n ).

Then ‖v1
n‖L2 ≥ (C ′)1/2δ3. Also by the definition of G, we have

|G1
n(v̂

1
n)(ξ)| = |(ρ

1
n)

1/2v̂1
n(ρ

1
nξ + ξ

1
n )| ≤ Cδ1[−1,1](ξ).

Moreover, since the supports are disjoint on the Fourier side, we have

‖un‖
2
L2 = ‖un − v

1
n‖

2
L2 +‖v

1
n‖

2
L2 .

We repeat the same argument with un − v
1
n in place of un . At each step, the L2-norm decreases by at

least (C ′)1/2δ3. Hence after N := N (δ) steps, we obtain (v j
n )1≤ j≤N and (γ j

n )1≤ j≤N , so

un =

N∑
j=1

v j
n + q N

n , ‖un‖
2
L2 =

N∑
j=1

‖v j
n‖

2
L2 +‖q N

n ‖
2
L2,

where the latter equality is due to the disjoint Fourier supports. We have the error term estimate

‖D
1
6 e−t∂3

x q N
n ‖L6

t,x
≤ δ,

which gives (35). The properties we obtain now are almost the case except for the first point of this
lemma (32). To obtain it, we will reorganize the decomposition. We impose the following condition on
γ

j
n := (ρ

j
n , ξ

j
n ): γ

j
n and γ k

n are orthogonal if

lim
n→∞

(ρ j
n

ρk
n
+
ρk

n

ρ
j
n
+
|ξ

j
n − ξ

k
n |

ρ
j
n

)
=∞.

Then we define f 1
n to be a sum of those v j

n whose γ j
n are not orthogonal to γ 1

n . Then taking the least
j0 ∈ [2, N ] such that γ j0

n is orthogonal to γ 1
n , we can define f 2

n to be a sum of those v j
n whose γ j

n are
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orthogonal to γ 1
n but not to γ j0

n . Repeating this argument a finite number of times, we obtain (34). This
decomposition automatically gives (32). Since the supports of the functions are disjoint on the Fourier
side, we also have (36). Finally we want to make sure that, up to a subsequence, (33) holds.

By construction, those v j
n kept in the definition of f 1

n are such that the γ j
n are not orthogonal to γ 1

n ,
that is, for those j , we have

lim
n→∞

ρ
j
n

ρ1
n
+
ρ1

n

ρ
j
n
<∞, lim

n→∞

|ξ
j

n − ξ
1
n |

ρ
j
n

<∞. (37)

To show (33), it is sufficient to show that, up to a subsequence, G1
n(v̂

j
n ) is bounded by a compactly

supported and bounded function, which will imply (33) with j = 1. On the one hand, by construction,

|G j
n(v̂

j
n )| ≤ Cδ1[−1,1].

On the other hand, we observe that

G1
n(v̂

j
n )= G1

n(G
j
n)
−1G j

n(v̂
j
n ), G1

n(G
j
n)
−1 f (ξ)=

√
ρ1

n

ρ
j
n

f
(
ρ1

n

ρ
j
n
ξ +

ξ 1
n − ξ

j
n

ρ
j
n

)
,

which yields the desired estimate for G1
n(v̂

j
n ) by (37). Inductively we obtain (32). Hence the proof of

Lemma 3.2 is complete. �

The following lemma is useful in upgrading the weak convergence of error terms to the strong con-
vergence in the Strichartz norm in Lemma 3.5.

Lemma 3.3. We have the following two localized restriction estimates: for 9/2 < q < 6 and Ĝ ∈
L∞(B(0, R)) for some R > 0, ∥∥D1/6e−t∂3

x G
∥∥

Lq
t,x
≤ Cq,R‖Ĝ‖L∞ . (38)

For the same G, 4≤ q < 6 and |ξ0| ≥ 10R,∥∥e−t∂3
x (ei(·)ξ0 G)

∥∥
Lq

t,x
≤ Cq,R|ξ0|

−1/q
‖Ĝ‖L∞ . (39)

Proof. Let us start with the proof of (38). Let q = 2r with 9/4< r < 3. After squaring, we are reduced
to proving∥∥∥∥∫

B(0,R)

∫
B(0,R)

ei x(ξ1−ξ2)+i t (ξ3
1−ξ

3
2 )|ξ1ξ2|

1/6Ĝ(ξ1) Ĝ (ξ2) dξ1 dξ2

∥∥∥∥
Lr

t,x

≤ Cq,R‖Ĝ‖2L∞(B(0,R)).

Let s1 := ξ1− ξ2 and s2 := ξ
3
1 − ξ

3
2 and denote the resulting image of B(0, R)× B(0, R) by � under this

change of variables. Then by using the Hausdorff–Young inequality since r > 2, we see that the left side
of the inequality above is bounded by

C
(∫

�

∣∣∣|ξ1ξ2|
1/6 Ĝ(ξ1)Ĝ(ξ2)

|ξ 2
1 − ξ

2
2 |

∣∣∣r ′ds1ds2

) 1
r ′

.
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Then if we change variables back, we obtain

C
(∫

B(0,R)×B(0,R)

|ξ1ξ2|
r ′/6

|ξ1+ ξ2|r
′−1|ξ1− ξ2|r

′−1 |Ĝ(ξ1)Ĝ(ξ2)|
r ′dξ1dξ2

) 1
r ′

.

As in the proof of Lemma 1.2, we may assume that ξ1, ξ2 ≥ 0. So we have |ξ1ξ2|
1
2 . |ξ1 + ξ2|, which

leads to (ξ1ξ2)
r ′/6 . (ξ1+ ξ2)

r ′/3 and thus

|ξ1ξ2|
r ′/6

|ξ1+ ξ2|r
′−1|ξ1− ξ2|r

′−1 .
1

|ξ1− ξ2|
5
3 r ′−2
+

1

|ξ1+ ξ2|
5
3 r ′−2

.

Then since |ξ |−
5
3 r ′+2 is locally integrable when 3/2< r ′ < 9/5 and Ĝ ∈ L∞, we obtain (38).

The proof of (39) is similar. Setting q = 2r with 2≤ r < 3 and following the same procedure as above,
we have

‖e−t∂3
x (ei(·)ξ0 G)‖2Lq

t,x
=
∥∥e−t∂3

x (ei(·)ξ0 G)e−t∂3
x (ei(·)ξ0 G)

∥∥
Lr

t,x

=

∥∥∥∥∫ ei x(ξ−η)+i t[(ξ+ξ0)
3
−(η+ξ0)

3
]Ĝ(ξ) Ĝ (η) dξdη

∥∥∥∥
Lr

t,x

.

(∫
|Ĝ(ξ)|r

′

|Ĝ(η)|r
′

|ξ − η|r
′−1|ξ + η+ 2ξ0|r

′−1 dξdη
)1/r ′

.

(∫
|Ĝ(ξ)|r

′

|Ĝ(η)|r
′

|ξ − η|r
′−1|ξ0|r

′−1 dξdη
)1/r ′

≤ Cq,R|ξ0|
−1+1/r ′

‖Ĝ‖2L∞ ≤ Cq,R|ξ0|
−2/q
‖Ĝ‖2L∞,

where we have used |ξ + η+ 2ξ0| ∼ |ξ0| since ξ, η ∈ B(0, R) and |ξ0| ≥ 10R. �

In Lemma 3.2, we have determined the scaling and frequency parameters. Recall that from Section 1,
we are left with extracting the space and time translation parameters. For this purpose, we will apply
the concentration–compactness argument. For simplicity, we present the following lemma of this kind
adapted to Airy evolution but not involving the frequency and scaling parameters. The general case is
similar and will be done in the next lemma.

Lemma 3.4 (Concentration–compactness). Suppose P := (Pn)n≥1 with ‖Pn‖L2 ≤ 1. Then up to a sub-
sequence, there exists a sequence (φα)α≥1 ∈ L2 and a family (yαn , sαn ) ∈ R2 such that they satisfy the
following constraints: for α 6= β,

lim
n→∞

(
|yαn − yβn | + |s

α
n − sβn |

)
=∞, (40)

and for A ≥ 1, there exists P A
n ∈ L2 so that

Pn(x)=
A∑
α=1

esαn ∂
3
xφα(x − yαn )+ P A

n (x), (41)
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and
lim

A→∞
µ(P A)= 0,

where µ(P A) is defined in the argument below; moreover we have the following almost orthogonality
identity: for any A ≥ 1,

lim
n→∞

(
‖Pn‖

2
L2 −

( A∑
α=1

‖φα‖2L2 +‖P A
n ‖

2
L2

))
= 0. (42)

Proof. Let W(P) be the set of weak limits of subsequences of P in L2 after the space and time transla-
tions:

W(P) := {w-lim
n→∞

e−sn∂
3
x Pn(x + yn) in L2

: (yn, sn) ∈ R2)}.

We set µ(P) := sup{‖φ‖L2 : φ ∈W(P)}. Clearly we have

µ(P)≤ lim
n→∞
‖Pn‖L2 .

If µ(P)= 0, then there is nothing to prove. Otherwise µ(P) > 0, then up to a subsequence, there exists
a φ1
∈ L2 and a sequence (y1

n , s1
n)n≥1 ∈ R2 such that

φ1(x)= w-lim
n→∞

e−s1
n∂

3
x Pn(x + y1

n) in L2, (43)

and ‖φ1
‖L2 ≥

1
2µ(P). We set P1

n := Pn − es1
n∂

3
xφ1(x − y1

n). Then since e−t∂3
x is an unitary operator on

L2, we have

‖P1
n ‖

2
L2 = 〈P1

n , P1
n 〉L2

= 〈Pn − es1
n∂

3
xφ1(x − y1

n), Pn − es1
n∂

3
xφ1(x − y1

n)〉L2

= 〈e−s1
n∂

3
x
(
Pn − es1

n∂
3
xφ1(x − y1

n)
)
, e−s1

n∂
3
x
(
Pn − es1

n∂
3
xφ1(x − y1

n)
)
〉L2

= 〈e−s1
n∂

3
x Pn −φ

1(x − y1
n), e−s1

n∂
3
x Pn −φ

1(x − y1
n)〉L2

= 〈e−s1
n∂

3
x Pn(x + y1

n)−φ
1(x), e−s1

n∂
3
x Pn(x + y1

n)−φ
1(x)〉L2

= 〈Pn, Pn〉L2 +〈φ1, φ1
〉L2 −〈e−s1

n∂
3
x Pn(x + y1

n), φ
1
〉L2 −〈φ1, e−s1

n∂
3
x Pn(x + y1

n)〉L2 .

Taking n→∞ and using (43), we see that

lim
n→∞

(
‖Pn‖

2
L2 − (‖φ

1
‖

2
L2 +‖P1

n ‖
2
L2)
)
= 0, e−s1

n∂
3
x P1

n (x + y1
n)→ 0, weakly in L2.

We replace Pn with P1
n and repeat the same process: if µ(P1) > 0, we obtain φ2 and (y2

n , s2
n)n≥1 so that

‖φ2
‖L2 ≥

1
2µ(P

1) and

φ2(x)= w-lim
n→∞

e−s2
n∂

3
x P1

n (x + y2
n) in L2.

Moreover, (y1
n , s1

n)n≥1 and (y2
n , s2

n)n≥1 satisfy (40). Otherwise, up to a subsequence, we may assume that

lim
n→∞

s2
n − s1

n = s0, lim
n→∞

y2
n − y1

n = y0,
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where (s0, y0) ∈ R2. Then for any φ ∈ S,

lim
n→∞

∥∥e−(s
2
n−s1

n )∂
3
xφ(x + (y2

n − y1
n))− e−s0∂

3
xφ(x + y0)

∥∥
L2 = 0.

That is to say, (
e−(s

2
n−s1

n )∂
3
xφ(x + (y2

n − y1
n))
)

n≥1

converges strongly in L2. On the other hand, we rewrite,

e−s2
n∂

3
x P1

n (x + y2
n)= e−(s

2
n−s1

n )∂
3
x (e−s1

n∂
3
x P1

n (x + y1
n))(x + (y

2
n − y1

n)).

Now the strong convergence and weak convergence together yield φ2
= 0, hence µ(P1) = 0, a contra-

diction. Hence (40) holds.
Iterating this argument, a diagonal process produces a family of pairwise orthogonal sequences

(yαn , sαn )α≥1 and (φα)α≥1

satisfying (41) and (42). From (42),
∑

α ‖φ
α
‖

2
L2 is convergent and hence limα→∞ ‖φ

α
‖L2 = 0. This

gives
lim

A→∞
µ(P A)= 0,

since µ(P A)≤ 2‖φA
‖L2 by construction. �

We are ready to extract the space and time parameters of the profiles.

Lemma 3.5 (Complex version: extraction of x j,α
n and s j,α

n ). Suppose an L2-bounded sequence ( fn)n≥1

satisfies
√
ρn| f̂n(ρn(ξ + (ρn)

−1ξn))| ≤ F(ξ),

with F ∈ L∞(K ) for some compact set K in R independent of n. Then up to a subsequence, there exists
a family (yαn , sαn ) ∈ R×R and a sequence (φα)α≥1 of L2 functions such that, if α 6= β,

lim
n→∞

(∣∣∣∣yβn − yαn +
3(sβn − sαn )(ξn)

2

(ρn)2

∣∣∣∣+ ∣∣∣∣3(sβn − sαn )ξn

ρn

∣∣∣∣+ ∣∣sβn − sαn
∣∣)=∞, (44)

and for every A ≥ 1, there exists eA
n ∈ L2,

fn(x)=
A∑
α=1

√
ρnesαn ∂

3
x
[
ei(·)ρ−1

n ξnφα(·)
]
(ρnx − yαn )+ eA

n (x), (45)

and
lim

A→∞
lim

n→∞
‖D

1
6 e−t∂3

x eA
n ‖L6

t,x
= 0, (46)

and for any A ≥ 1,

lim
n→∞

(
‖ fn‖

2
L2 −

( A∑
α=1

‖φα‖2L2 +‖eA
n ‖

2
L2

))
= 0. (47)
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Proof. Setting P := (Pn)n≥1 with P̂n(ξ) :=
√
ρn f̂n(ρn(ξ + (ρn)

−1ξn)). Then

P̂n ∈ L∞(K ).

Let W(P) be the set of weak limits in L2 defined by

W(P) :=
{
w-lim
n→∞

e−i xρ−1
n ξn e−sn∂

3
x
[
ei(·)ρ−1

n ξn Pn(·)
]
(x + yn) in L2

: (yn, sn) ∈ R2},
and µ(P) as in the previous lemma. Then a similar concentration-compactness argument shows that, up
to a subsequence, there exists a family (yαn , sαn )α≥1

n≥1
and (φα)α≥1 ∈ L2 such that (44) holds, and

Pn(x)=
A∑
α=1

e−i xρ−1
n ξn esαn ∂

3
x
[
ei(·)ρ−1

n ξnφα(·)
]
(x − yαn )+ P A

n (x).

As weak limits, each φ̂α has the same support as P̂n , so does P̂ A
n . Furthermore, we may assume that

φ̂α, P̂ A
n ∈ L∞(K ). Setting P A

:= (P A
n )n≥1. Then the sequence (P A)A≥1 satisfies

lim
A→∞

µ(P A)= 0. (48)

For any A ≥ 1, we also have

lim
n→∞

(
‖Pn‖

2
L2 −

( A∑
α=1

‖φα‖2L2 +‖P A
n ‖

2
L2

))
= 0.

Since fn(x)=
√
ρnei xξn Pn(ρnx), the decomposition (45) of fn follows after setting

eA
n (x) :=

√
ρnei xξn P A

n (ρnx).

What remains to show is that

lim
A→∞

lim
n→∞

∥∥D
1
6 e−t∂3

x [
√
ρneiyξn P A

n (ρn y)]
∥∥

L6
t,x
= 0,

which will follow from (48) and the restriction estimates in Lemma 3.3 by an interpolation argument.
Indeed, by scaling, it is equivalent to showing that

lim
A→∞

lim
n→∞

∥∥D1/6e−t∂3
x [ei(·)an P A

n ]
∥∥

L6
t,x
= 0, (49)

where an := (ρn)
−1ξn . Up to a subsequence, we split into two cases according to whether limn→∞ |an| =

∞ or not.
Case 1. limn→∞ |an| = ∞. By using the Hörmander–Mikhlin multiplier theorem [Tao 2006a,

Theorem 4.4], for sufficiently large n, we have∥∥D1/6e−t∂3
x [ei(·)an P A

n ]
∥∥

L6
t,x
. |an|

1/6∥∥e−t∂3
x [ei(·)an P A

n ]
∥∥

L6
t,x
.

We will show that, after taking limits in n, the right hand side is bounded by Cqµ(P A)1−q/6 for some
4 ≤ q < 6. Then limA→∞ µ(P A) = 0 yields the result. We choose a cut-off χn(t, x) := χn,1(t)χn,2(x)
satisfying

χn,2(x) := χ2(x)ei xan , χ2 ∈ S,
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where χ̂2 is compactly supported and χ̂2(ξ) := 1 on the common support K of P̂n , and

χ̂n,1((ξ + an)
3) := χ̂1(ξ

3), χ1 ∈ S,

where χ̂1(ξ
3) := 1 on Supp χ̂2. Let ∗ denote space-time convolution; then

χn ∗ [e−t∂3
x (ei(·)an P A

n )] = e−t∂3
x (ei(·)an P A

n ). (50)

Indeed, the space-time Fourier transform of χn is equal to

χ̂n(τ, ξ) :=

∫
e−i tτ−i xξχn(t, x) dt dx = χ̂2(ξ − an)χ̂n,1(τ ).

On the support of the space-time Fourier transform of e−t∂3
x (ei(·)an P A

n ), we see that

χ̂n(τ, ξ)≡ 1.

This gives (50). Then by the Hölder inequality and the restriction estimate (39) in Lemma 3.3, for
sufficiently large n,∥∥e−t∂3

x (ei(·)an P A
n )
∥∥

L6
t,x
=
∥∥χn ∗ [e−t∂3

x (ei(·)an P A
n )]

∥∥
L6

t,x

.
∥∥χn ∗

[
e−t∂3

x (ei(·)an P A
n )
]∥∥q/6

Lq
t,x

∥∥χn ∗
[
e−t∂3

x (ei(·)an P A
n )
]∥∥1−q/6

L∞t,x

. |an|
−1/6
‖F‖q/6L∞

∥∥χn ∗
[
e−t∂3

x (ei(·)an P A
n )
]∥∥1−q/6

L∞t,x
,

for some 4< q < 6. There exists (tn, yn)n≥1 such that∥∥χn ∗ [e−t∂3
x (ei(·)an P A

n )]
∥∥

L∞t,x
∼

∣∣∣χn ∗ [e−t∂3
x (ei(·)an P A

n )](tn, yn)
∣∣∣ .

We expand the right side out,∣∣∣∣∫∫ χn,1(−t)χn,2(−x)e−t∂3
x [e−tn∂3

x (ei(·)an P A
n )(· + yn)](x) dx dt

∣∣∣∣ .
Setting pn(x)= e−tn∂3

x (ei(·)an P A
n )(x + yn), then it equals∣∣∣∣∫∫ χ̂1(η

3)χ̂2(η)e−i xηdη e−i xan pn(x) dx
∣∣∣∣= ∣∣∣∣∫ χ2(−x) e−i xan pn(x) dx

∣∣∣∣ .
Taking n → ∞, and using the definition of W(P A) followed by the Cauchy–Schwarz inequality, we
obtain

lim
n→∞

∥∥χn ∗ [e−t∂3
x (ei(·)an P A

n )]
∥∥

L∞t,x
. ‖χ2‖L2µ(P A). χ2µ(P A).

Hence the claim (49) follows.
Case 2. limn→∞ |an|<∞. From the Hölder inequality, we have the L6

t,x norm in (49) is bounded by∥∥D1/6e−t∂3
x [ei(·)an P A

n ]
∥∥q/6

Lq
t,x

∥∥D1/6e−t∂3
x [ei(·)an P A

n ]
∥∥1−q/6

L∞t,x
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for some 4< q < 6. On the one hand, since limn→∞ |an| is finite and P̂ A
n ∈ L∞(K ), there exists a large

R > 0 so that
Supp F[ei(·)an P A

n ] ⊂ B(0, R),

where F( f ) denotes the spatial Fourier transform of f . Then from (38) in Lemma 3.3, we see that∥∥D1/6e−t∂3
x [ei(·)an P A

n ]
∥∥

Lq
t,x
≤ Cq,R‖F‖L∞,

which is independent of n. On the other hand, from the Bernstein inequality, we have∥∥D1/6e−t∂3
x [ei(·)an P A

n ]
∥∥

L∞t,x
≤ Cq,R

∥∥e−t∂3
x [ei(·)an P A

n ]
∥∥

L∞t,x
.

Then a similar argument as in Case 1 shows that ‖e−t∂3
x [ei(·)an P A

n ]‖L∞t,x is bounded by µ(P A)c for some
c > 0. Hence (49) follows and the proof of Lemma 3.5 is complete. �

Remark 3.6. In view of the previous lemma, we will make a very useful reduction when limn→∞ ρ
−1
n ξn=

a is finite: we will take ξn ≡ 0. Indeed, we first replace ei(·)ρ−1
n ξnφα with ei(·)aφα by putting the difference

into the error term; then we can reduce it further by regarding ei(·)aφα as a new φα.

Next we will show that the profiles obtained in (45) are strongly decoupled under the orthogonality
condition (44); more general version is in Lemma 5.2. Abusing notation, we define

g̃αn (φ
α)(x) :=

√
ρnesαn ∂

3
x [ei(·)ρ−1

n ξnφα(·)](ρnx − yαn ),

where ξn ≡ 0 when limn→∞ ρ
−1
n ξn is finite.

Corollary 3.7. Under (44), for any α 6= β, we have

lim
n→∞

∣∣〈g̃αn (φα), g̃βn (φβ)
〉
L2

∣∣= 0 (51)

and for any 1≤ α ≤ A,
lim

n→∞

∣∣〈g̃αn (φα), eA
n
〉
L2

∣∣= 0. (52)

Proof. Without loss of generality, we assume that φα and φβ are Schwartz functions with compact Fourier
support. We first prove (51). By changing variables, we have∣∣〈g̃αn (φα), g̃βn (φβ)

〉
L2

∣∣= ∣∣∣〈√ρnesαn ∂
3
x
[
ei(·)ρ−1

n ξnφα(·)
]
(ρnx − yαn ),

√
ρnesβn ∂3

x
[
ei(·)ρ−1

n ξnφβ(·)
]
(ρnx − yβn )

〉
L2

∣∣∣
=

∣∣∣〈e−(sβn−sαn )∂
3
x
[
ei(·)ρ−1

n ξnφα(·)
]
(x + yβn − yαn ), ei xρ−1

n ξnφβ(x)
〉

L2

∣∣∣
≤

〈∣∣∣∫ e
iξ(x+yβn−yαn+3 (s

β
n −sαn )ξ

2
n

ρ2
n

)+iξ3(sβn−sαn )+3iξ2 (s
β
n −sαn )ξn
ρn φ̂α(ξ) dξ

∣∣∣, ∣∣φβ∣∣〉
L2
.

Hence if (44) holds, by using [Stein 1993, Corollary, p. 334] or integration by parts combined with the
dominated convergence theorem, we conclude that this expression goes to zero as n goes to infinity.

To prove (52), we write

eA
n =

B∑
β=A+1

g̃βn (φβ)+ eB
n ,
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for any B > A. Recall
eB

n =
√
ρn
(
ei(·)ρ−1

n ξn P B
n
)
(ρnx).

Then∣∣〈g̃αn (φα), eA
n 〉L2

∣∣≤ B∑
β=A+1

∣∣∣〈g̃αn (φα), g̃βn (φβ)〉L2

∣∣∣+ ∣∣∣〈φα, e−i xρ−1
n ξn e−sαn ∂

3
x (ei(·)ρ−1

n ξn P B
n )(x + yαn )

〉
L2

∣∣∣ .
When n goes to infinity, the first term goes to zero because of (51). The second term is less than
‖φα‖L2µ(P B) by the definitions of W(P B) and µ(P B), and the Cauchy–Schwarz inequality; so it can
be made arbitrarily small if taking B large enough. Hence (52) is obtained by taking B→∞. �

4. Preliminary decomposition: real version

To prove Theorem 1.6, we need the corresponding real version of lemmas in the previous section, es-
pecially of Lemmas 3.2 and 3.5. To develop the real analogue of Lemma 3.2, we recall the following
lemma due to Kenig et al. [2000].

Lemma 4.1. Let u0 ∈ L2 be a real-valued function with ‖u0‖L2 = 1. Then for any δ > 0, there exists a
positive integer N = N (δ), real-valued functions f 1, . . . , f N and eN , intervals τ1, . . . , τN , and a positive
constant Cδ such that

f̂ j (ξ)= f̂ j (−ξ), Supp f̂ j ⊂ τ j ∪ (−τ j ), |τ j | = ρ j , | f̂ j | ≤ Cδρ
−1/2
j ,

and

u0 =

N∑
j=1

f j
+ eN ,

with

‖u0‖
2
L2 =

N∑
j=1

‖ f j
‖

2
L2 +‖eN

‖
2
L2,

∥∥D1/6e−t∂3
x eN

∥∥
L6

t,x
< δ.

The proof of this lemma is similar to that of the previous Lemma 3.2 with the help that, for real function
f , f̂ = f̂ (−ξ). For our purpose, we will do a little more on the decomposition above. Indeed, from the
proof in [Kenig et al. 2000] we know that f̂ j (ξ) = 1

{ξ∈τ j∪(−τ j ): |û0|≤Cδρ
−1/2
j }

û0(ξ) and τ j ⊂ (0,∞). We
can decompose f j further by setting

f j
:= f j,+

+ f j,−,

f̂ j,+ := 1
{ξ∈τ j : |û0|≤Cδρ

−1/2
j }

û0,

f̂ j,− := 1
{ξ∈−τ j : |û0|≤Cδρ

−1/2
j }

û0.

Since u0 is real, we have û0(ξ)= û0(−ξ), which yields

f̂ j,+(ξ)= f̂ j,−(−ξ), and f j,−
= f j,+.

Hence
f j
= 2 Re f j,+.
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Now we return to prove Theorem 1.6. We repeat the process above for each real-valued un to obtain
v1

n, . . . , v
N
n and real-valued eN

n such that

un =

N∑
j=1

2 Re(v j
n )+ eN

n , (53)

with √
ρ

j
n |v̂

j
n (ρ

j
n ξ + ξ

j
n )| ≤ Cδ1K (ξ), with ξ j

n > 0, for some compact K , (54)

and

‖un‖
2
L2 =

N∑
j=1

4
∥∥Re(v j

n )
∥∥2

L2 +
∥∥eN

n

∥∥2
L2 . (55)

Still we define the real version of the orthogonality condition on the sequence (ρ j
n , ξ

j
n )n≥1 ∈ (0,+∞)2

as before: for j 6= k,

lim
n→∞

(ρ j
n

ρk
n
+
ρk

n

ρ
j
n
+
|ξ

j
n − ξ

k
n |

ρ
j
n

)
=∞. (56)

Based on (53) and (54), the basic idea of obtaining the real version is to apply the procedure in the
previous section to v j

n , and then take the real part. The only issue here is to show that the error term
is still small in the Strichartz norm, and the almost orthogonality in L2 norm still holds. We omit the
details.

Lemma 4.2 (Real version: extraction of ρ j
n and ξ j

n ). Let (un)n≥1 be a sequence of real-valued functions
with ‖un‖L2 ≤ 1. Then up to a subsequence, for any δ > 0, there exists N = N (δ), an orthogonal family
(ρ

j
n , ξ

j
n ) 1≤ j≤N

n≥1
∈ (0,∞)2 satisfying (56) and a sequence ( f j

n ) 1≤ j≤N
n≥1
∈ L2 such that, for every 1 ≤ j ≤ N ,

there is a compact set K in R such that√
ρ

j
n | f̂

j
n (ρ

j
n ξ + ξ

j
n )| ≤ Cδ1K (ξ), (57)

and for any N ≥ 1, there exists a real-valued q N
n ∈ L2 such that

un = 2
N∑

j=1

Re( f j
n )+ q N

n , (58)

with
‖D

1
6 e−t∂3

x q N
n ‖L6

t,x
≤ δ, (59)

and for any N ≥ 1,

lim
n→∞

(
‖un‖

2
L2 −

( N∑
j=1

4
∥∥Re( f j

n )
∥∥2

L2 +
∥∥q N

n

∥∥2
L2

))
= 0. (60)

Then we focus on decomposing f j
n further as in Lemma 3.5. Taking real parts automatically produces a

decomposition for Re( f j
n ). We will be sketchy on how to resolve issues of the convergence of the error

term and the almost L2 orthogonality.
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Lemma 4.3 (Real version: extraction of x j,α
n and s j,α

n ). Let ( fn)n≥1 ∈ L2 be a sequence of real-valued
functions satisfying ‖ fn‖L2 ≤ 1 and

√
ρn
∣∣ f̂n(ρn(ξ + (ρn)

−1ξn))
∣∣≤ F(ξ),

with F ∈ L∞(K ) for some compact set K and ξn > 0. Then up to a subsequence, there exists a family
(yαn , sαn ) ∈ R×R and a sequence of complex-valued functions (φα)α≥1 ∈ L2 such that, if α 6= β,

lim
n→∞

(∣∣∣yβn − yαn +
3(sβn − sαn )(ξn)

2

(ρn)2

∣∣∣+ ∣∣∣3(sβn − sαn )ξn

ρn

∣∣∣+ ∣∣sβn − sαn
∣∣)=∞, (61)

and for each A ≥ 1, there exists eA
n ∈ L2 of complex-value such that

fn(x)=
A∑
α=1

g̃αn (φ
α)(x)+Re(eA

n )(x), (62)

where
g̃αn (φ

α)(x)=
√
ρnesαn ∂

3
x
[
Re(ei(·)ρ−1

n ξnφα)
]
(ρnx − yαn ),

with ξn ≡ 0 when ρ−1
n ξn converges to some finite limit, and

lim
A→∞

lim
n→∞

∥∥D
1
6 e−t∂3

x Re(eA
n )
∥∥

L6
t,x
= 0, (63)

and for any A ≥ 1,

lim
n→∞

(
‖ fn‖

2
L2 −

( A∑
α=1

∥∥Re(ei(·)ρ−1
n ξnφα)

∥∥2
L2 +

∥∥Re(eA
n )
∥∥2

L2

))
= 0. (64)

Moreover, for any α 6= β,

lim
n→∞

∣∣∣〈g̃αn (φα), g̃βn (φβ)〉L2

∣∣∣= 0, (65)

and for any 1≤ α ≤ A,
lim

n→∞

∣∣〈g̃αn (φα),Re(eA
n )〉L2

∣∣= 0. (66)

Proof. We briefly describe how to obtain these identities. Equations (61), (62) follow along similar lines
as in Lemma 3.5. Equation (63) follows from (46) and the pointwise inequality∣∣D 1

6 e−t∂3
x Re(eA

n )(x)
∣∣= ∣∣Re(D

1
6 e−t∂3

x eA
n )(x)

∣∣≤ ∣∣D 1
6 e−t∂3

x eA
n (x)

∣∣.
Equation (64) follows from (65) and (66), which are proven similarly as in Corollary 3.7. �

5. Final decomposition: proof of Theorems 1.5 and 1.6

In this section, we will only prove the complex version Theorem 1.5 by following the approach in [Ker-
aani 2001]; the real version Theorem 1.6 can be obtained similarly. We go back to the decompositions
(34), (45) and set

(h j
n, ξ

j
n , x j,α

n , t j,α
n ) := ((ρ j

n )
−1, ξ j

n , (ρ
j
n )
−1 y j,α

n , (ρ j
n )
−3s j,α

n ).
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Then we use Remark 3.6 and put all the error terms together,

un =
∑

1≤ j≤N , ξ j
n≡0

or |h j
nξ

j
n |→∞

A j∑
α=1

et j,α
n ∂3

x g j,α
n
[
ei(·)h j

nξ
j

n φ j,α]
+ wN ,A1,...,AN

n , (67)

where g j,α
n = g0,x j,α

n ,h j
n
∈ G and

wN ,A1,...,AN
n =

N∑
j=1

e j,A j
n + q N

n . (68)

We enumerate the pairs ( j, α) by ω satisfying

ω( j, α) < ω(k, β) if j +α < k+β or j +α = k+β and j < k. (69)

After relabeling, Equation (67) can be further rewritten as

un =
∑

1≤ j≤l, ξ j
n≡0

or|h j
nξ

j
n |→∞

et j
n ∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]
+wl

n, (70)

where wl
n =w

N ,A1,...,AN
n with l =

∑N
j=1 A j . To establish Theorem 1.5, we are thus left with three points

to investigate.

(i) The family 0 j
n = (h

j
n, ξ

j
n , t j

n , x j
n ) is pairwise orthogonal, that is, it satisfies Definition 1.3. In fact,

we have two possibilities:

(a) The two pairs are in the form 0
j
n = (hi

n, ξ
i
n, t i,α

n , x i,α
n ) and 0k

n = (h
m
n , ξ

m
n , tm,β

n , xm,β
n ) with i 6=m.

In this case, the orthogonality follows from

lim
n→∞

(
hi

n

hm
n
+

hm
n

hi
n
+ hi

n|ξ
i
n − ξ

m
n |

)
=∞,

which is (32) in Lemma 3.2.
(b) The two pairs are in form 0

j
n = (hi

n, ξ
i
n, t i,α

n , x i,α
n ) and 0k

n = (h
i
n, ξ

i
n, t i,β

n , x i,β
n ) with α 6= β. In

this case, the orthogonality follows from

lim
n→∞

(
|t i,β

n − t i,α
n |

(hi
n)

3 +
3|t i,β

n − t i,α
n ||ξ

i
n|

(hi
n)

2 +

∣∣∣∣ x i,β
n − x i,α

n + 3(t i,β
n − t i,α

n )(ξ i
n)

2

hi
n

∣∣∣∣)=∞,
which is (44) in Lemma 3.5.
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(ii) The almost orthogonality identity (8) is satisfied. In fact, combining (36) and (47), we obtain that
for any N ≥ 1,

‖un‖
2
L2 =

N∑
j=1

( A j∑
α=1

‖φ j,α
‖

2
L2 +‖e

j,A j
n ‖

2
L2

)
+‖q N

n ‖
2
L2 + on(1)

=

N∑
j=1

( A j∑
α=1

‖φ j,α
‖

2
L2

)
+‖wN ,A1,...,AN

n ‖
2
L2 + on(1)=

l∑
j=1

‖φ j
‖

2
L2 +‖w

l
n‖

2
L2 + on(1),

where limn→∞ on(1)= 0. Note that we have used the fact that

‖wl
n‖

2
L2 = ‖w

N ,A1,...,AN
n ‖

2
L2 =

N∑
j=1

‖e j,A j
n ‖

2
L2 +‖q N

n ‖
2
L2,

which is due to the disjoint supports on the Fourier side.

(iii) The remainder e−t∂3
xωN ,A1,...,AN

n converges to zero in the Strichartz norm. In view of the adapted
enumeration, we have to prove that

lim
n→∞

∥∥D1/6e−t∂3
xωN ,A1,...,AN

n

∥∥
L6

t,x
→ 0, as inf

1≤ j≤N
{N , j + A j } →∞. (71)

Let δ > 0 be an arbitrarily small number. Take N0 such that, for every N ≥ N0,

lim
n→∞

∥∥D1/6e−t∂3
x q N

n

∥∥
L6

t,x
≤ δ/3. (72)

For every N ≥ N0, there exists BN such that, whenever A j ≥ BN ,

lim
n→∞

∥∥D1/6e−t∂3
x e j,A j

n
∥∥

L6
t,x
≤ δ/3N . (73)

The remainder wN ,A1,...,AN
n can be rewritten in the form

wN ,A1,...,AN
n = q N

n +
∑

1≤ j≤N

w
j,A j∨BN
n + SN ,A1,...,AN

n ,

where A j ∨ BN :=max{A j , BN } and

SN ,A1,...,AN
n =

∑
1≤ j≤N
A j<BN

(w
j,A j
n −w j,BN

n ),

that is,
SN ,A1,...,AN

n =

∑
1≤ j≤N
A j<BN

∑
A j<α≤BN

et j,α
n ∂3

x g j,α
n [e

i(·)h j
nξ

j
n φ j,α
],

with ξ j
n ≡ 0 when limn→∞ |h

j
nξ

j
n |<∞. From (72) and (73), it follows that

lim
n→∞

∥∥D1/6e−t∂3
xwN ,A1,...,AN

n

∥∥
L6

t,x
≤ 2δ/3+ lim

n→∞

∥∥D1/6e−t∂3
x SN ,A1,...,AN

n

∥∥
L6

t,x
. (74)
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Now we need the following almost-orthogonality result:

Lemma 5.1. Let 0 j
n = (h

j
n, ξ

j
n , x j

n , t j
n ) be a family of orthogonal sequences. Then for every l ≥ 1,

lim
n→∞

(∥∥∥ l∑
j=1

D1/6e−(t−t j
n )∂

3
x g j

n [e
i(·)h j

nξ
j

n φ j
]

∥∥∥6

L6
t,x

−

l∑
j=1

∥∥∥D1/6e−(t−t j
n )∂

3
x g j

n [e
i(·)h j

nξ
j

n φ j
]

∥∥∥6

L6
t,x

)
= 0, (75)

with ξ j
n ≡ 0 when limn→∞ |h

j
nξ

j
n |<∞.

Suppose this lemma were proven, we show how to conclude the proof of (71). From Lemma 5.1, it
follows that

lim
n→∞

∥∥D1/6e−t∂3
x SN ,A1,...,AN

n

∥∥6
L6

t,x
=

∑
1≤ j≤N
A j<BN

∑
A j<α≤BN

lim
n→∞

∥∥D1/6e−(t−t j,α
n )∂3

x g j,α
n [e

i(·)h j
nξ

j
n φ j,α
]
∥∥6

L6
t,x
. (76)

The Strichartz inequality gives∑
1≤ j≤N
A j<BN

∑
A j<α≤BN

∥∥D1/6e−(t−t j,α
n )∂3

x g j,α
n
[
ei(·)h j

nξ
j

n φ j,α]∥∥6
L6

t,x
.

∑
1≤ j≤N
A j<BN

∑
A j<α≤BN

‖φ j,α
‖

6
L2

≤

∑
j,α

‖φ j,α
‖

6
L2 . (77)

On the other hand,
∑

j,α ‖φ
j,α
‖

2
L2 is convergent; hence the right side of (77) is finite. This shows that( ∑

j,α
α>A j

∥∥∥D1/6e−(t−t j,α
n )∂3

x g j,α
n [e

i(·)h j
nξ

j
n φ j,α
]

∥∥∥6

L6
t,x

)1/6

≤ δ/3 (78)

provided that inf1≤ j≤N {N , j + A j } is large enough. Combining (74), (76) and (78), we obtain

lim
n→∞

∥∥D1/6e−t∂3
xwN ,A1,...,AN

n

∥∥
L6

t,x
= 0 (79)

provided that inf1≤ j≤N {N , j + A j } is large enough. Hence the proof of (71) is complete.

Proof of Lemma 5.1. By using the Hölder inequality, we need to show that for j 6= k, as n goes to infinity,

∥∥D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]D1/6e−(t−tk
n )∂

3
x gk

n
[
ei(·)hk

nξ
k
n φk]∥∥

L3
t,x
→ 0. (80)

By the pigeonhole principle, we can assume that ξ j
n and ξ k

n are of the same sign if they are not zero;
moreover by a density argument, we also assume that φ j and φk are Schwartz functions with compact
Fourier supports. Evidence in favor of (80) is that, if limn→∞ |hnξn| = ∞, D1/6e−(t−tn)∂3

x gn[ei(·)hnξnφ]

is somehow a Schrödinger wave in the sense of Remark 1.7. For the pairwise orthogonal Schrödinger
waves, however, the analogous result to (80) is true; see [Merle and Vega 1998; Carles and Keraani 2007;
Bégout and Vargas 2007].
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To prove (80) we will have two possibilities. First, the two pairs are in the form 0
j
n = (hi

n, ξ
i
n, t i,α

n , x i,α
n )

and 0k
n = (h

m
n , ξ

m
n , tm,β

n , xm,β
n ) with i 6= m. In this case, the orthogonality is given by

lim
n→∞

( hi
n

hm
n
+

hm
n

hi
n
+ hi

n|ξ
i
n − ξ

m
n |

)
=∞.

So we have two subcases. We begin with the case where limn→∞ hi
n|ξ

i
n − ξ

m
n | =∞; moreover, we may

assume that hi
n = hm

n for all n (when both limits are infinity, the reasoning is similar, using the argument
below). By changing variables, we see that the left side of (80) equals∥∥∥∥D1/6e−t∂3

x
(
ei(·)hi

nξ
i
nφi,α)D1/6e

−(t+ ti,αn −tm,βn
(hi

n )3
)∂3

x (ei(·)hi
nξ

m
n φm,β)(x +

xm,α
n − x i,β

n

hi
n

)∥∥∥∥
L3

t,x

. (81)

The integrand above equals∫∫
ei x[(ξ+hi

nξ
i
n)+(η+hi

nξ
m
n )]+i t[(ξ+hi

nξ
i
n)

3
+(η+hi

nξ
m
n )

3
]
|ξ + hi

nξ
i
n|

1/6
|η+ hi

nξ
m
n |

1/6

× ei(η+hi
nξ

m
n )(x

i,α
n −xm,β

n )/hi
n+i(η+hi

nξ
m
n )

3(t i,α
n −tm,β

n )/(hi
n)

3
φ̂i,α(ξ)φ̂m,β(η) dξ dη.

Applying the change of variables a := (ξ + hi
nξ

i
n)+ (η+ hi

nξ
m
n ) and b := (ξ + hi

nξ
i
n)

3
+ (η+ hi

nξ
m
n )

3,
followed by the Hausdorff–Young inequality, we see that (81) is bounded by

C
(∫∫

|ξ + hi
nξ

i
n|

1/4
|η+ hi

nξ
m
n |

1/4
| φ̂i,α(ξ)φ̂m,β(η)|3/2

|ξ + hi
nξ

i
n + η+ hi

nξ
m
n |

1/2 |ξ − η+ hi
n(ξ

i
n − ξ

m
n )|

1/2 dξdη
)2/3

.

We consider two subcases according to the limits of |hi
nξ

i
n| and |hm

n ξ
m
n |. Note that limn→∞ hi

n|ξ
i
n−ξ

m
n | =

∞, then either both are infinity or only one is.

• In the former case, since ξ i
n and ξm

n are of the same sign, we have

|ξ + hi
nξ

i
n|

1/4
|η+ hi

nξ
m
n |

1/4

|ξ + η+ hi
n(ξ

i
n + ξ

m
n )|

1/2 ∼
|ξ i

nξ
m
n |

1/4

|ξ i
n + ξ

m
n |

1/2 . 1.

Then (81) is further bounded by Cφi,α,φm,β (hi
n|ξ

i
n−ξ

m
n |)
−1/3, which goes to zero as n goes to infinity.

• In the latter case, say limn→∞ |hi
nξ

i
n| =∞, we will have ξm

n = 0. Then

|ξ + hi
nξ

i
n|

1/4
|η+ hi

nξ
m
n |

1/4

|ξ + η+ hi
n(ξ

i
n + ξ

m
n )|

1/2 . |h
i
nξ

i
n|
−1/4.

Then (81) is further bounded by Cφi,α,φm,β |hi
nξ

i
n|
−1/2, which goes to zero as n goes to infinity.

Under the first possibility, we still need to consider the case when

lim
n→∞

(
hi

n

hm
n
+

hm
n

hi
n

)
=∞.

We may assume that limn→∞ |hi
nξ

i
n − hm

n ξ
m
n | <∞. It follows that limn→∞ |hi

nξ
i
n| and limn→∞ |hm

n ξ
m
n |

are finite or infinite simultaneously. We will consider the case where they are both infinite since the other
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follows similarly. Under this consideration, we deduce that∣∣∣∣hm
n ξ

m
n

hi
nξ

i
n

∣∣∣∣∼ 1

for sufficiently large n. To prove (80), we will use the idea of regarding the profile term as a Schrödinger
wave as in Remark 1.7. We recall that

D1/6e−(t−t j
n )∂

3
x g j

n [e
i(·)h j

nξ
j

n φ j
] = (hi

n)
−1/2
|ξ i

n|
1/6eiξ i

n(x−x i,α
n )+i(ξ i

n)
3(t−t i,α

n )

×

∫
e

iξ
[

x−xi,α
n

hi
n
+3(ξ i

n)
2 t−ti,αn

hi
n

]
+iξ3 t−ti,αn

(hi
n )3
+3iξ2ξ i

n
t−ti,αn
(hi

n )2

∣∣∣∣1+ ξ

hi
nξ

i
n

∣∣∣∣1/6φ̂i,αdξ,

Similarly for D1/6e−(t−tk
n )∂

3
x gk

n[e
i(·)hk

nξ
k
n φk
]. For any R > 0, we set

Ai
R :=

{
(t, x) ∈ R×R :

∣∣∣∣3ξ i
n

t − t i,α
n

(hi
n)

2

∣∣∣∣+ ∣∣∣∣ x − x i,α
n

hi
n
+ 3(ξ i

n)
2 t − t i,α

n

hi
n

∣∣∣∣≤ R
}
,

Am
R :=

{
(t, x) ∈ R×R :

∣∣∣∣3ξm
n

t − tm,β
n

(hm
n )

2

∣∣∣∣+ ∣∣∣∣ x − xm,β
n

hm
n
+ 3(ξm

n )
2 t − tm,β

n

hm
n

∣∣∣∣≤ R
}
.

By the Hölder inequality, the Strichartz inequality and Remark 1.7, we only need to show, for a large
R > 0,

lim
n→∞

∥∥∥D1/6e−(t−t i
n)∂

3
x g j

n
[
ei(·)hi

nξ
i
nφ j]D1/6e−(t−tm

n )∂
3
x gk

n
[
ei(·)hm

n ξ
m
n φk]∥∥∥

L3
t,x (A

i
R∩Am

R )
= 0. (82)

Indeed, R2
\ (Ai

R ∩ Am
R)⊂ (R

2
\ Ai

R)∪ (R
2
\ Am

R); here we only consider the integration over the region
R2
\ Ai

R since the other case is similar. By the Hölder inequality and the Strichartz inequality,∥∥D1/6e−(t−t i
n)∂

3
x g j

n [e
i(·)hi

nξ
i
nφ j
]D1/6e−(t−tm

n )∂
3
x gk

n[e
i(·)hm

n ξ
m
n φk
]
∥∥

L3
t,x (R

2\Ai
R)

.
∥∥D1/6e−(t−t i

n)∂
3
x g j

n [e
i(·)hi

nξ
i
nφ j
]
∥∥

L6
t,x (R

2\Ai
R)

∥∥D1/6e−(t−tm
n )∂

3
x gk

n[e
i(·)hm

n ξ
m
n φk
]
∥∥

L6
t,x

. ‖φk
‖L2

∥∥D1/6e−(t−t i
n)∂

3
x g j

n [e
i(·)hi

nξ
i
nφ j
]
∥∥

L6
t,x (R

2\Ai
R)
.

Let

x ′ :=
x − x i,α

n + 3(ξ i
n)

2(t − t i,α
n )

hi
n

and t ′ :=
3ξ i

n(t − t i,α
n )

(hi
n)

2 .

Then a change of variables and similar computations as in Remark 1.7 show that

∥∥D1/6e−(t−t i
n)∂

3
x g j

n [e
i(·)hi

nξ
i
nφ j
]
∥∥

L6
t,x (R

2\Ai
R)
.

∥∥∥∥∫ e
i(x ′ξ+t ′ξ2)+i ξ3t ′

3hi
n ξ

i
n

∣∣∣∣1+ ξ

hi
nξ

i
n

∣∣∣∣1/6φ̂i,α(ξ) dξ
∥∥∥∥

L6
t ′,x ′ (|t

′|+|x ′|≥R)

→‖e−i t ′1φi,α
‖L6

t ′,x ′ (|t
′|+|x ′|≥R)→ 0,

as n→∞ followed by R→∞. Returning to (82), using L∞-bounds for the integrands, we see that it
is bounded by
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C
∥∥D1/6e−(t−t i

n)∂
3
x g j

n [e
i(·)hi

nξ
i
nφ j
]
∥∥

L∞
∥∥D1/6e−(t−tm

n )∂
3
x gk

n[e
i(·)hm

n ξ
m
n φk
]
∥∥

L∞ min
{
|Ai

R|
1/3, |Am

R |
1/3}

≤ CR,φ j ,φk (hi
nhm

n )
−1/2
|ξ i

nξ
m
n |

1/6 min
{
[(hi

n)
3
|ξ i

n|
−1
]
1/3, [(hm

n )
3
|ξm

n |
−1
]
1/3}

≤ CR,φ j ,φk min
{( hi

n

hm
n

)2/3
∣∣∣∣hm

n ξ
m
n

hi
nξ

i
n

∣∣∣∣1/6 , (hm
n

hi
n

)2/3
∣∣∣∣ hi

nξ
i
n

hm
n ξ

m
n

∣∣∣∣1/6}.
Hence (80) holds when limn→∞

(
hi

n/h
m
n + hm

n /h
i
n
)
=∞.

Secondly, the two pairs are in form 0
j
n = (hi

n, ξ
i
n, t i,α

n , x i,α
n ) and 0k

n = (h
i
n, ξ

i
n, t i,β

n , x i,β
n ), with α 6= β.

In this case, the orthogonality is given by

lim
n→∞

(
|t i,β

n − t i,α
n |

(hi
n)

3 +
3|t i,β

n − t i,α
n ||ξ

i
n|

(hi
n)

2 +
|x i,β

n − x i,α
n + 3(t i,β

n − t i,α
n )(ξ i

n)
2
|

hi
n

)
=∞.

We assume limn→∞ |hi
nξ

i
n| =∞ since the other case is similar. We expand the left-hand side of (80) out,

which is equal to

(hi
n)
−

4
3

∥∥∥∥D1/6e
−

t−ti,αn
(hi

n )3
∂3

x
[ei(·)hi

nξ
i
nφi,α
]

( x − x i,α
n

hi
n

)
D1/6e

−
t−tm,βn
(hi

n )3
∂3

x
[ei(·)hi

nξ
i
nφm,β

]

( x − xm,β
n

hi
n

)∥∥∥∥
L3

t,x

=

∣∣ξ i
n

∣∣1/3
hi

n

∥∥∥∥∫ e
i
[
η(x−xi,α

n +3(t−ti,αn )(ξ i
n )

2)

hi
n

+
η3(t−ti,αn )

(hi
n )3
+

3η2(t−ti,αn )ξ i
n

(hi
n )2

] ∣∣∣∣1+ η

hi
nξ

i
n

∣∣∣∣1/6φ̂i,α(η) dη

×

∫
e

i
[
η(x−xi,β

n +3(t−ti,βn )(ξ i
n )

2)

hi
n

+
η3(t−ti,βn )

(hi
n )3
+

3η2(t−ti,βn )ξ i
n

(hi
n )2

] ∣∣∣∣1+ η

hi
nξ

i
n

∣∣∣∣1/6φ̂i,β(η) dη
∥∥∥∥

L3
t,x

Through the change of variables t ′ =
3(t − t i,β

n )ξ i
n

(hi
n)

2 , x ′ =
x − x i,β

n + 3(t − t i,β
n )(ξ i

n)
2

hi
n

, this reduces to

C
∥∥∥∥∫ e

iη
[

x ′+ xi,β
n −xi,α

n +3(ti,βn −ti,αn )(ξ i
n )

2

hi
n

]
+iη3

[
ti,βn −ti,αn
(hi

n )3
+

t ′

3hi
n ξ

i
n

]
+iη2

[
t ′+ 3(ti,βn −ti,αn )ξ i

n
(hi

n )2

]
×

∣∣∣∣1+ η

hi
nξ

i
n

∣∣∣∣1/6φ̂i,α(η) dη
∫

ei x ′η+i t ′η2
e

iη3 t ′

3hi
n ξ

i
n

∣∣∣∣1+ η

hi
nξ

i
n

∣∣∣∣1/6φ̂i,β(η) dη
∥∥∥∥

L3
t ′,x ′

.

Using the Hölder inequality followed by the principle of the stationary phase or integration by parts, we
see that (80) holds. �

Similarly, we can obtain the following generalization of Corollary 3.7 about the orthogonality of profiles
in L2 space. Its proof will be omitted.

Lemma 5.2. Assume 0 j
n = (h

j
n, ξ

j
n , t j

n , x j
n ) and 0k

n = (h
k
n, ξ

k
n , tk

n , xk
n) are pairwise orthogonal. Then

lim
n→∞

〈
et j

n ∂
3
x g j

n [e
i(·)h j

nξ
j

n φ j
], etk

n ∂
3
x gk

n[e
i(·)hk

nξ
k
n φk
]
〉
L2 = 0, (83)

and for 1≤ j ≤ l,
lim

n→∞

〈
et j

n ∂
3
x g j

n [e
i(·)h j

nξ
j

n φ j
], wl

n
〉
L2 = 0, (84)

with ξ j
n ≡ 0 when limn→∞ |h

j
nξ

j
n |<∞.



112 SHUANGLIN SHAO

6. The existence of maximizers for the symmetric Airy Strichartz inequality

This section is devoted to establishing Theorem 1.9, a dichotomy result on the existence of maximizers
for the symmetric Airy Strichartz inequality. First, we will exploit the idea of asymptotically embedding
a Schrödinger solution into an approximate Airy solution. We will show that the best constant for the
Airy Schrödinger Strichartz bounds that for the symmetric Schrödinger Strichartz inequality up to a
constant. We will follow the approach in [Tao 2007], in which Tao shows that any qualitative scattering
result on the mass critical gKdV equation ∂t u + ∂3

x u ± |u|4∂x u = 0 automatically implies an analogous
scattering result for the mass critical nonlinear Schrödinger equation i∂t u+ ∂2

x u± |u|4u = 0.

Lemma 6.1 (Asymptotic embedding of Schrödinger into Airy). Corresponding to Theorems 1.5 and 1.6,
we have, respectively,

SC
schr ≤ 31/6SC

airy, (85)

SC
schr ≤ 21/231/6SR

airy. (86)

Proof. We first prove (86). Let u0 to a maximizer to (16). Since d=1, from the work in [Foschi 2007], we
can assume that u0 is a standard Gaussian; hence it is even and its Fourier transform is another Gaussian.
Denote

uN (0, x) :=
1

(3N )1/4
Re
(

ei x N u0

( x
√

3N

))
.

Let uN (t, x) solve the Airy Equation (1) with initial data uN (0, x). From the Airy Strichartz inequality,∥∥D1/6uN
∥∥

L6
t,x
≤ SR

airy

∥∥uN (0, x)
∥∥

L2 . (87)

On the one hand, a computation shows that

‖uN (0, x)‖2L2 =
1
2

∫
|u0(x)|2+Re

(
e2
√

3i N 3/2x u2
0(x)

)
dx . (88)

From the Riemann–Lebesgue lemma, we know the second term above rapidly goes to zero as N →∞.
On the other hand,

ûN (0, ξ)=
(3N )1/4

2

(
û0(
√

3N (ξ − N ))+ û0(
√

3N (ξ + N ))
)
,

which yields

D1/6uN (t, x)=
∫

ei xξ+i tξ3
|ξ |1/6ûN (0, ξ) dξ

=
(3N )1/4

2

∫
ei xξ+i tξ3

|ξ |1/6
(
û0(
√

3N (ξ − N ))+ û0(
√

3N (ξ + N ))
)

dξ

= 2−13−1/4 N−1/12ei x N+i t N 3
∫

ei
[
η((3N )−1/2x+

√
3N 3/2t)+tη2

+t (3N )−3/2η3
]

×

∣∣∣1+ η

N
√

3N

∣∣∣1/6(û0(η)+ û0(η+ 2N
√

3N )
)

dη.
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Changing variables x ′ = (3N )−1/2x +
√

3N 3/2t and t ′ = t , we obtain∥∥D1/6uN (t, x)
∥∥

L6
t,x

= 2−13−1/6
∥∥∥∥∫ ei

[
x ′η+t ′η2

+t ′(3N )−3/2η3
]
×

∣∣∣1+ η

N
√

3N

∣∣∣1/6(û0(η)+ û0(η+ 2N
√

3N )
)

dη
∥∥∥∥

L6
t ′,x ′

(89)

Comparing (87), (88), (89) and letting N →∞, as in Remark 1.7, we obtain,

2−13−1/6
∥∥∥∫ ei x ′η+i t ′η2

û0(η) dη
∥∥∥

L6
t ′,x ′

≤ 2−1/2SR
airy‖u0‖L2 . (90)

By the choice of u0, we have
2−13−1/6SC

schr ≤ 2−1/2SR
airy,

that is, SC
schr ≤ 21/231/6SR

airy. Hence (86) follows. To show (85), we choose

φN (x) :=
1

(3N )1/4
ei x N u0

( x
√

3N

)
.

Then
‖φN‖L2 = ‖u0‖L2,

∥∥e−i t∂2
xφN

∥∥
L6

t,x (R×R)
= SC

schr‖u0‖L2 .

Also an easy computation shows that∥∥D1/6e−t∂3
xφN

∥∥
L6

t,x
→ 3−1/6∥∥e−i t∂2

x u0
∥∥

L6
t,x
, as N →∞.

From the Airy Strichartz inequality,∥∥D1/6e−t∂3
xφN

∥∥
L6

t,x
≤ SC

airy‖φN‖L2 = SC
airy‖u0‖L2,

we conclude that (85) follows. �

Now we are ready to prove Theorem 1.9.

Proof of Theorem 1.9. We only prove the complex version by using Theorem 1.5. For the real version,
we use Theorem 1.6 instead but its proof is similar.

We choose a maximizing sequence (un)n≥1 with ‖un‖L2 = 1, and decompose it into the linear profiles
as in Theorem 1.5 to obtain

un =
∑

1≤ j≤l, ξ j
n≡0

or |h j
nξ

j
n |→∞

et j
n ∂

3
x g j

n [e
i(·)h j

nξ
j

n φ j
] +wl

n. (91)

Then from the asymptotically vanishing Strichartz norm (7) and the triangle inequality, we obtain that,
up to a subsequence, for any given ε > 0, there exists n0, for all l ≥ n0 and n ≥ n0,∥∥∥ l∑

j=1

D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]∥∥∥
L6

t,x

≥ SC
airy− ε,
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with ξ j
n ≡ 0 when limn→∞ |h

j
nξ

j
n |<∞. On the other hand, Lemma 5.1 yields,

∥∥∥ l∑
j=1

D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]∥∥∥6

L6
t,x

≤

l∑
j=1

∥∥∥D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]∥∥∥6

L6
t,x

+ on(1). (92)

Then up to a subsequence, there exists n1 such that, for large n ≥ n1 and l ≥ n1,

l∑
j=1

∥∥∥D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]∥∥∥6

L6
t,x

≥ (SC
airy)

6
− 2ε. (93)

Choosing j0 such that

D1/6e−(t−t
j0

n )∂
3
x g j0

n [e
i(·)h

j0
n ξ

j0
n φ j0]

has the biggest Strichartz norm among 1 ≤ j ≤ l, we see that, by Strichartz and the almost orthogonal
identity (8),

(SC
airy)

6
− 2ε ≤

∥∥∥D1/6e−(t−t
j0

n )∂
3
x g j0

n
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥∥4

L6
t,x

l∑
j=1

∥∥∥D1/6e−(t−t j
n )∂

3
x g j

n
[
ei(·)h j

nξ
j

n φ j]∥∥∥2

L6
t,x

≤

∥∥∥D1/6e−(t−t
j0

n )∂
3
x g j0

n
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥∥4

L6
t,x

l∑
j=1

(
SC

airy‖φ
j
‖L2
)2

≤ (SC
airy)

2
∥∥∥D1/6e−(t−t

j0
n )∂

3
x g j0

n
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥∥4

L6
t,x

.

This yields,∥∥∥D1/6e−(t−t
j0

n )∂
3
x g j0

n
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥∥
L6

t,x

≥

(
(SC

airy)
−2[(SC

airy)
6
− 2ε

])1/4
≥ SC

airy− ε. (94)

Moreover, (8) implies that there exists J > 0 such that

‖φ j
‖L2 ≤ 1/100 for all j > J.

This, together with (94) and the Strichartz inequality∥∥∥D1/6e−(t−t
j0

n )∂
3
x g j0

n
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥∥
L6

t,x

≤ SC
airy‖φ

j0‖L2,

shows that, for ε small enough, j0 is between 1 and J ; otherwise SC
airy/2 ≤ SC

airy/100, a contradiction.
Hence j0 does not depend on l, n and ε. So we can freely take ε to zero without changing j0. Now we
consider two cases:

Case I. When h j0
n ξ

j0
n → ξ j0 ∈ R, we can take ξ j0

n ≡ 0. Then∥∥∥D1/6e−(t−t
j0

n )∂
3
x g j0

n (φ
j0)
∥∥∥

L6
t,x

=

∥∥∥D1/6e−t∂3
xφ j0

∥∥∥
L6

t,x

.
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Then we take ε→ 0 in (94) to obtain

‖φ j0‖L2 = 1, SC
airy =

∥∥D1/6e−t∂3
xφ j0

∥∥
L6

t,x
.

This shows that φ j0 is a maximizer for (15).

Case II. When |h j0
n ξ

j0
n | →∞, we take n→∞ in (94) and use Remark 1.7,

SC
airy− ε ≤ lim

n→∞

∥∥D1/6e−(t−t
j0

n )∂
3
x g j0

n
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥
L6

t,x

= lim
n→∞

∥∥D1/6e−t∂3
x
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥
L6

t,x

= 3−1/6∥∥e−i t∂2
xφ j0

∥∥
L6

t,x
≤ 3−1/6SC

schr‖φ
j0‖L2

≤ SC
airy‖φ

j0‖L2 .

Taking ε→ 0 forces all the inequality signs to be equal. Hence we obtain

‖φ j0‖L2 = 1, SC
airy = 3−1/6SC

schr

and
SC

airy = lim
n→∞

∥∥D1/6e−t∂3
x
[
ei(·)h

j0
n ξ

j0
n φ j0

]∥∥
L6

t,x
= 3−1/6∥∥e−i t∂2

xφ j0
∥∥

L6
t,x
.

This shows that SC
schr =

∥∥e−i t∂2
xφ j0

∥∥
L6

t,x
; hence φ j0 is a maximizer for (16). Set an := h j0

n ξ
j0

n . Then the
proof of Theorem 1.9 is complete. �
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