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We completely classify the behaviour near 0, as well as at∞ when � = RN , of all positive solutions
of 1u = uq

|∇u|m in � \ {0}, where � is a domain in RN (N ≥ 2) and 0 ∈ �. Here, q ≥ 0 and
m ∈ (0, 2) satisfy m + q > 1. Our classification depends on the position of q relative to the critical
exponent q∗ := (N − m(N − 1))/(N − 2) (with q∗ = ∞ if N = 2). We prove the following: if
q < q∗, then any positive solution u has either (1) a removable singularity at 0, or (2) a weak singularity
at 0 (lim|x |→0 u(x)/E(x) ∈ (0,∞), where E denotes the fundamental solution of the Laplacian), or
(3) lim|x |→0 |x |ϑu(x)= λ, where ϑ and λ are uniquely determined positive constants (a strong singularity).
If q ≥ q∗ (for N > 2), then 0 is a removable singularity for all positive solutions. Furthermore, for any
positive solution in RN

\ {0}, we show that it is either constant or has a nonremovable singularity at 0
(weak or strong). The latter case is possible only for q < q∗, where we use a new iteration technique to
prove that all positive solutions are radial, nonincreasing and converging to any nonnegative number at∞.
This is in sharp contrast to the case of m = 0 and q > 1, when all solutions decay to 0. Our classification
theorems are accompanied by corresponding existence results in which we emphasise the more difficult
case of m ∈ (0, 1), where new phenomena arise.
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1. Introduction and main results

Let � be a domain in RN with N ≥ 2. We assume that 0 ∈� and set �∗ :=� \ {0}. We are concerned
with the nonnegative solutions of nonlinear elliptic equations such as

−1u+ uq
|∇u|m = 0 in �∗. (1-1)

Unless otherwise stated, we always assume that m, q ∈ R satisfy

q ≥ 0, 0< m < 2 and m+ q > 1. (1-2)
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Our aim is to obtain a full classification of the behaviour near 0 (and also at∞ if � = RN ) for all
positive C1(�∗)-distributional solutions of (1-1), together with corresponding existence results. This study
is motivated by a vast literature on the topic of isolated singularities. For instance, see [Brandolini et al.
2013; Brezis and Oswald 1987; Brezis and Véron 1980; Cîrstea 2014; Cîrstea and Du 2010; Friedman
and Véron 1986; Nguyen Phuoc and Véron 2012; Serrin 1965; Vázquez and Véron 1980; 1985; Véron
1981; 1986; 1996] and their references. As a novelty of this article, we reveal new and distinct features of
the profile of solutions of (1-1) near 0 (and at∞ when � = RN ), arising from the introduction of the
gradient factor in the nonlinear term. It can be seen from our proofs that more general problems could be
considered. However, to avoid further technicalities, we restrict our attention to (1-1).

In a different but related direction, problems similar to (1-1) which include a gradient term have attracted
considerable interest in a variety of contexts. Boundary value problems with measure data for (1-1)
have recently been studied by [Marcus and Nguyen 2015]. With respect to boundary blow-up problems,
equations like (1-1) arise in the study of stochastic control theory (see [Lasry and Lions 1989]). We refer
to [Alarcón et al. 2012] for a large list of references when the domain is bounded and to [Felmer et al.
2013] when the domain is unbounded. In relation to viscous Hamilton–Jacobi equations, Bidaut-Véron
and Dao [2012; 2013] have studied the parabolic version of (1-1) for q = 0. For the large-time behaviour
of solutions of Dirichlet problems for subquadratic viscous Hamilton–Jacobi equations, see [Barles et al.
2010]. See [Brezis et al. 1986; Brezis and Friedman 1983; Oswald 1988] for the analysis of nonlinear
parabolic versions of (1-1) with m = 0. If ` := m/(m+ q) and w := `m/(m−`)u1/`, we rewrite (1-1) as

1(w`)= |∇w|m in �∗, (1-3)

where ` ∈ (0, 1] and m ∈ (`, 2), from (1-2). The parabolic version of (1-3) has been studied in different
exponent ranges in connection with various applications (most frequently describing thermal propagation
phenomena in an absorptive medium); the case ` < 1 is usually called fast diffusion, whereas ` > 1 is
slow diffusion. The fast diffusion case with singular absorption was analysed by Ferreira and Vazquez
[2001] (see their references for the existence, uniqueness, regularity and asymptotic behaviour of solutions
related problems). The parabolic form of equations like (1-3) also features in the study of the porous
medium equation; see [Vázquez 1992; 2007] for a general introduction to this area.

We now return to problem (1-1). A solution of (1-1), which is a nonnegative C1(�∗) function at
the outset, is understood as in Definition 1.4. By the strong maximum principle (see Lemma 3.3), any
solution of (1-1) is either identically zero or positive in �∗. The behaviour of solutions of (1-1) near
zero is controlled by the fundamental solution of the Laplacian, denoted by E ; see (1-11). For a positive
solution u of (1-1), zero is a removable singularity if and only if lim|x |→0 u(x)/E(x)= 0; see Lemma 3.11.
If 0 is a nonremovable singularity, then lim|x |→0 u(x)/E(x)=3 ∈ (0,∞] and, as in [Véron 1986], we
say that u has a weak (resp. strong) singularity at 0 if 3 ∈ (0,∞) (resp. 3 = ∞). The fundamental
solution E , together with the nonlinear part of (1-1), plays a crucial role in the existence of solutions with
nonremovable singularities at 0. We define

q∗ :=
N−m(N−1)

N−2
if N ≥ 3 and q∗ :=∞ if N = 2. (1-4)



SINGULAR SOLUTIONS TO NONLINEAR EQUATIONS WITH A GRADIENT TERM 1933

0 1 N
N−1

2

1

N
N−2

m

q

A

B

C

0 1 2

1

m

q

A

B

Figure 1. The left side (right side) picture pertaining to N ≥ 3 (N = 2) illustrates
different classification results established over various ranges of m and q . In region A, the
dichotomy result of Serrin [1965, Theorem 1] is applicable. In this paper, we establish a
trichotomy result (removable, weak or strong singularities) in Theorem 1.2(a) for region B,
generalising the well-known result of [Véron 1981] for m = 0 and q ∈ (1, N/(N − 2))
(the existence of weak singularities is also ascertained by [Nguyen Phuoc and Véron
2012] for q = 0 and 1<m < N/(N −1)). In region C, we obtain the removability result
of Theorem 1.2(b), applicable for N ≥ 3 (previously known in two cases: m = 0 and
q ≥ N/(N −2), treated by [Brezis and Véron 1980]; and q = 0 and N/(N −1)≤m < 2,
due to [Nguyen Phuoc and Véron 2012]).

If (1-2) holds, we show that (1-1) admits solutions with weak (or strong) singularities at 0 if and only
if q < q∗ (or, equivalently, Eq

|∇E |m ∈ L1(Br (0)) for some r > 0, where Br (0) denotes the ball centred
at 0 of radius r ). For q < q∗ and a smooth bounded domain �, we prove in Theorem 1.1 that (1-1) has
solutions with any possible behaviour near 0 and a Dirichlet condition on ∂�:

lim
|x |→0

u(x)
E(x)

=3 and u = h on ∂�. (1-5)

Theorem 1.1 (existence I). Let (1-2) hold, q < q∗ and � be a bounded domain with C1 boundary. For
any 3 ∈ [0,∞] and every nonnegative function h ∈ C(∂�), there is a solution of (1-1)+(1-5).

Theorem 1.1 is valid for m = 0 in (1-2) and q ∈ (1, q∗), when the existence and uniqueness of the
solution of (1-1) and (1-5) is known (see, for example, [Friedman and Véron 1986; Cîrstea and Du 2010,
Theorem 1.2], where more general nonlinear elliptic equations are treated).

Since m > 0 in our framework, the presence of the gradient factor in the nonlinear term of (1-1) creates
additional difficulties, especially for 0< m < 1, where new phenomena arise. By passing to the limit in
approximating problems, we construct in Theorem 1.1 both the maximal and the minimal solution of
(1-1)+(1-5) (see Remark 4.2).1 If m ≥ 1 in Theorem 1.1, then (1-1)+(1-5) has a unique solution (using
Lemma 3.2 and Theorem 1.2(a)). In contrast, in Remark 4.3 we note that for m ∈ (0, 1) the uniqueness

1The proof of Theorem 1.1 relies solely on (1-2) if 3= 0 in (1-5).
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of the solution of (1-1)+(1-5) may not necessarily hold.2 In Section 2, using the Leray–Schauder fixed
point theorem, we study separately the existence of radial solutions of (1-1) for �= BR(0) with R > 0
and m ∈ (0, 1). For such a domain � and h a nonnegative constant γ , the maximal and the minimal
solution of (1-1)+(1-5) are both radial (see Remark 4.2). For m ∈ (0, 1), we show that they do not
coincide if 3= 0 and γ ∈ (0,∞): the maximal solution is γ , whereas the minimal solution is provided
by Theorem 2.2, which gives a radial solution u such that u′ > 0 in (0, R) and u(R)= γ . On the other
hand, for any 3∈ (0,∞) and under the necessary assumption q < q∗, we construct a radial nonincreasing
solution of (1-1) in BR(0) \ {0} satisfying limr→0+ u(r)/E(r)=3 ∈ (0,∞) and a Neumann boundary
condition u′(R)= 0 (see Theorem 2.1).

Notice that, if (1-2) holds and q < q∗, then u0(x) = λ|x |−ϑ is a positive radial solution of (1-1) in
RN
\ {0} with a strong singularity at 0, where ϑ and λ are positive constants given by

ϑ :=
2−m

q +m− 1
and λ := [ϑ1−m(ϑ − N + 2)]1/(q+m−1). (1-6)

In Theorem 1.2, we describe all the different behaviours near 0 of the positive solutions of (1-1).

Theorem 1.2 (classification I). Let (1-2) hold.

(a) If q < q∗, then any positive solution u of (1-1) satisfies exactly one of the following:

(i) lim|x |→0 u(x) ∈ (0,∞) and u can be extended as a continuous solution of (1-1) in D′(�), in the
sense that u ∈ H 1

loc(�)∩C(�) and∫
�

∇u · ∇ϕ dx +
∫
�

|∇u|muqϕ dx = 0 for all ϕ ∈ C1
c (�). (1-7)

(ii) u(x)/E(x) converges to a positive constant 3 as |x | → 0 and, moreover,

−1u+ uq
|∇u|m =3δ0 in D′(�), (1-8)

where δ0 denotes the Dirac mass at 0.
(iii) lim|x |→0 |x |ϑu(x)= λ, where ϑ and λ are as in (1-6).

(b) If q ≥ q∗ for N ≥ 3, then any positive solution of (1-1) satisfies only alternative (i) above.

In Figure 1, we illustrate how our Theorem 1.2 fits into the literature by providing the classification
results for the entire eligible range of m ∈ [0, 2) and q ∈ [0,∞) satisfying (1-2) (that is, the regions B
and C in Figure 1). We point out that (1-2) is essential for the conclusion of Theorem 1.2 to hold. Indeed,
when (1-2) fails, such as in region A of Figure 1, Theorem 1 of [Serrin 1965] is applicable, so that any
positive solution u of (1-1) satisfies exactly one of the following:

(1) The solution u can be defined at 0 and the resulting function is a continuous solution of (1-1) in the
whole �.

(2) There exists a constant C > 0 such that 1/C ≤ u(x)/E(x)≤ C near x = 0.

2If 0< m < 1, we cannot apply Lemma 3.2. The modified comparison principle in Lemma 3.1 requires the extra condition
|∇u1| + |∇u2|> 0 in D, which restricts its applicability.
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In Theorem 1.2 we reveal that the behaviour of solutions of (1-1) near 0 for (m, q) in region B is
clearly distinct from that corresponding to region C (for N ≥ 3). In the latter, (1-1) has no solutions
with singularities at 0 (see Theorem 1.2(b)). Belonging to the region C , we distinguish the points on
the critical line q = q∗ = (N −m(N − 1))/(N − 2), which joins the previously known critical values
N/(N − 2) and N/(N − 1), corresponding to m = 0 and q = 0 in (1-1), respectively. When N ≥ 3,
Theorem 1.2(b) generalises the celebrated removability result of [Brezis and Véron 1980] for m = 0 and
q ≥ N/(N − 2), as well as the recent one of [Nguyen Phuoc and Véron 2012, Theorem A.2], where
the special case q = 0 was treated: any positive C2(� \ {0}) solution of 1u = |∇u|m in �∗ remains
bounded and it can be extended as a solution of the same equation in � when N/(N − 1)≤ m < 2. If, in
turn, 1< m < N/(N − 1) and N ≥ 2, then Nguyen Phuoc and Véron [2012] ascertain the existence of
positive solutions of 1u = |∇u|m in �∗ with a weak singularity at zero. We note that our Theorem 1.2(a)
provides a full classification of the behaviour near 0 for all positive solutions of (1-1), corresponding to
the region B in Figure 1, extending the well-known trichotomy result of [Véron 1981] for m = 0 and
1< q < N/(N − 2) (see also [Brezis and Oswald 1987] for a different approach).

Our next goal is to fully understand the profile of all positive solutions of (1-1) in RN
\ {0}, which we

show to be radial. We stress that the introduction of the gradient factor in the nonlinear term of (1-1)
gives rise to new difficulties. In particular, neither the Kelvin transform nor the moving plane method
can be applied. To prove radial symmetry, we shall introduce a new iterative method. A key feature that
distinguishes our problem from the case m = 0 is that any positive solution of (1-1) in RN

\ {0} admits a
limit at∞, which may be any nonnegative number. This asymptotic pattern at∞ is different compared
to m = 0 in (1-1), when every positive solution of the equation

1u = uq in RN
\ {0} with q > 1 (1-9)

must decay to 0 at ∞ (see Remark 3.5). Moreover, there are no positive solutions of (1-9) with a
removable singularity at 0. For q > 1, Brezis [1984] showed that there exists a unique distributional
solution (u ∈ Lq

loc(R
N )) of 1u = |u|q−1u+ f in RN assuming only f ∈ L1

loc(R
N ) and, moreover, u ≥ 0

a.e. provided that f ≥ 0 a.e. in RN . The existence part of this result has been extended to the p-Laplace
operator by [Boccardo et al. 1993] (for q > p − 1 > 0 and p > 2− 1/N ), whereas the question of
uniqueness of solutions has been recently investigated by [D’Ambrosio et al. 2013].

We recall the profile of all positive solutions of (1-9) (see [Friedman and Véron 1986] for the results
corresponding to the p-Laplace operator and q > p− 1> 0):

• If 1 < q < N/(N − 2), then either u(x) = λ0|x |−ϑ0 , where λ0 and ϑ0 correspond to λ and ϑ
in (1-6) with m = 0 or u is a radial solution with a weak singularity at 0 and lim|x |→∞ u(x) = 0.
Moreover, for every 3 ∈ (0,∞), there exists a unique positive radial solution of (1-9) satisfying
lim|x |→0 u(x)/E(x)=3.

• If q ≥ N/(N − 2) for N ≥ 3, then there are no positive solutions of (1-9).

Compared to (1-9), our Theorem 1.3 reveals a much richer structure of solutions of (1-1) in RN
\ {0}.

There exist nonconstant positive solutions if and only if q < q∗ and, in this case, they must be radial,
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nonincreasing and satisfy

lim
|x |→0

u(x)
E(x)

=3 and lim
|x |→∞

u(x)= γ (1-10)

with 3 ∈ (0,∞] and γ ∈ [0,∞). In addition, all solutions with a strong singularity at 0 are given in full
by u(x)= λ|x |−ϑ and uC(x)= Cu1(C1/ϑ

|x |) for x ∈ RN
\ {0}. Here, C > 0 is arbitrary and u1 denotes

the unique positive radial solution of (1-1) in RN
\ {0} with 3=∞ and γ = 1 in (1-10). Theorem 1.3

gives a complete classification of all positive solutions of (1-1) in RN
\ {0}.

Theorem 1.3 (� = RN , existence and classification II). Let (1-2) hold and u be any positive solution
of (1-1) in RN

\ {0}. The following assertions hold:

(i) If q < q∗ then, for any 3 ∈ (0,∞] and any γ ∈ [0,∞), there exists a unique positive radial solution
of (1-1) in RN

\ {0}, subject to (1-10).

(ii) If u is a nonconstant solution then q<q∗ and, moreover, u is radial, nonincreasing and satisfies (1-10)
for some 3 ∈ (0,∞] and γ ∈ [0,∞). Furthermore, if 3=∞, then lim|x |→0 |x |ϑu(x)= λ, where ϑ
and λ are given by (1-6) (with u(x)= λ|x |−ϑ if γ = 0).

(iii) If 0 is a removable singularity for u, then u must be constant. In particular, if q ≥ q∗ and N ≥ 3,
then u is constant.

Liouville-type theorems for nonlinear elliptic equations have received much attention (in relation
to (1-1), we refer to [Farina and Serrin 2011; Filippucci 2009; Li and Li 2012; Mitidieri and Pokhozhaev
2001]). For a broad class of quasilinear elliptic equations with the nonhomogeneous term depending
strongly on the gradient of the solution, Farina and Serrin [2011] establish that any C1(RN ) solution must
be constant. Their results apply for solutions unrestricted in sign and, in particular, for the p-Laplace
model-type equation 1pu = |u|q−1u|∇u|m with p > 1, q > 0 and m ≥ 0 under various restrictions on
these parameters. With respect to (1-1), if q > 0, 0≤ m < 1 and q +m > 1, then the constant functions
are the only nonnegative entire solutions of (1-1) (see [Filippucci 2009]). Furthermore, Farina and Serrin
[2011] weakened the condition m < 1 to m < N/(N − 1). In Theorem 1.3(iii), we further improve this
Liouville-type result for (1-1) by changing the condition m < N/(N − 1) to m < 2 as in (1-2). We
give a short and elementary proof of Theorem 1.3(iii), which does not involve the test function method
usually employed in the current literature (see Remark 3.14). Our technique relies on local estimates,
the comparison principle, and the continuous extension at 0 of any solution of (1-1) with a removable
singularity at 0 (see Lemma 3.13).

The proof of Theorem 1.3(i) relies on the (radial) maximal solution constructed in Theorem 1.1 for
(1-1)+(1-5), where�= Bk(0) and h≡ γ . For3∈ (0,∞), we show that as k→∞ this solution converges
to a positive radial solution u3,γ of (1-1) in RN

\{0}, subject to (1-10). The existence of the radial solution
for 3=∞ is obtained as the limit of the u j,γ as j→∞. The uniqueness follows from the comparison
principle (Lemma 3.1), based on limr→0+ u1(r)/u2(r)= 1 and limr→∞(u1(r)−u2(r))= 0 for any radial
solutions u1, u2 satisfying (1-10).

The key ingredient in the proof of Theorem 1.3(ii) is Step 1 in Lemma 6.1: any positive solution
of (1-1) in RN

\ {0} admits a nonnegative limit at∞. We prove this fact using a new iterative technique,
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which we outline here. We take (xn,1) with |xn,1| ↗ ∞ and limn→∞ u(xn,1) = a := lim inf|x |→∞ u(x).
Given any sequence (xn) in RN with |xn| ↗∞, we show that, for any ε > 0, there exists Nε > 0 such that
u < lim sup j→∞ u(x j )+ ε in B|xn |/2(xn) for every n ≥ Nε. Hence, for some N1 > 0, we have u < a+ ε
in B|xn,1|/2(xn,1) for all n ≥ N1. Moreover, by choosing xn,2 ∈ ∂B|xn,1|/2(xn,1)∩ ∂B|xn,1|(0), there exists
N2 > N1 such that u < a+ 2ε on B|xn,1|/2(xn,2)∪ B|xn,1|/2(xn,1) for all n ≥ N2. After a finite number of
iterations K (independent of n and ε), we find NK > 0 such that u < a+K ε on ∂B|xn,1|(0) for all n ≥ NK .
Since u(x)≤max|y|=δ u(y) for all |x | ≥ δ > 0 (see Lemma 3.6), we find that lim sup|x |→∞ u(x)≤ a+K ε.
Letting ε→ 0, we find that there exists lim|x |→∞ u(x) = γ ∈ [0,∞). If u is not a constant solution,
then (1-10) holds for some 3 ∈ (0,∞]. For m ≥ 1, the radial symmetry of u is due to the uniqueness
of the solution of (1-1) in RN

\ {0}, subject to (1-10), and the invariance of this problem under rotation.
For m ∈ (0, 1), we need to think differently (we cannot use Lemma 3.2). For any ε > 0 (and ε < γ if
γ > 0), we construct positive radial solutions uε and Uε of (1-1) in RN

\ {0} with the properties

(P1) uε ≤ u ≤Uε in RN
\ {0};

(P2) uε(r)/E(r) and Uε(r)/E(r) converge to 3 as r→ 0+;

(P3) limr→∞ uε(r)=max{γ − ε, 0} and limr→∞Uε(r)= γ + ε.

As ε→ 0, uε increases (Uε decreases) to a positive radial solution of (1-1) in RN
\ {0}, subject to (1-10).

The uniqueness of such a solution and (P1) prove that u is radial.

Notation. Let BR(x) denote the ball centred at x in RN (N ≥ 2) with radius R > 0. When x = 0, we
simply write BR instead of BR(0) and set B∗R := BR \ {0}. For abbreviation, we later use B∗ in place
of B∗1 . By ωN , we denote the volume of the unit ball in RN . Let E denote the fundamental solution of
the harmonic equation −1E = δ0 in RN , namely

E(x)=


1

N (N − 2)ωN
|x |2−N if N ≥ 3,

1
2π

log R
|x |

if N = 2.
(1-11)

For a bounded domain � of R2, we choose R > 0 large enough that � is included in BR .
The concept of a solution for (1-1) in an open set D of RN is made precise below, where we use C1

c (D)
to denote the set of all functions in C1(D) with compact support in D.

Definition 1.4. By a solution (resp. subsolution, supersolution) of 1u = uq
|∇u|m in an open set D⊆RN ,

we mean a nonnegative function u ∈ C1(D) which satisfies∫
D
∇u · ∇ϕ dx +

∫
D
|∇u|muqϕ dx = 0 (resp. ≤ 0, ≥ 0) (1-12)

for every (nonnegative) function ϕ ∈ C1
c (D).

Outline. We divide the paper into six sections. In Section 2, we study the existence of radial solutions
to (1-1) for m ∈ (0, 1) and �= BR with R > 0. Using the Leray–Schauder fixed point theorem, we prove
that (a) there exist radial solutions with a weak singularity at 0 if and only if q < q∗ (see Theorem 2.1
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and Lemma 2.5); and (b) for every γ > 0, there exists a nonconstant radial solution with a removable
singularity at 0 satisfying u(R) = γ , assuming only (1-2); see Theorem 2.2. The case m ∈ (0, 1)
deserves special attention, since the failure of Lipschitz continuity in the gradient term yields a different
version of the comparison principle (Lemma 3.1) compared to Lemma 3.2 for m ≥ 1. Besides these
comparison principles, Section 3 gives several auxiliary tools to be used later such as a priori estimates, a
regularity result, and a spherical Harnack inequality. We prove Theorem 1.1 in Section 4 using a suitable
perturbation technique. In Section 5 and Section 6, we establish the classification results of Theorem 1.2
and Theorem 1.3, respectively.

2. Existence of radial solutions when m ∈ (0, 1)

Here, we assume that m ∈ (0, 1) and study the existence of positive radial solutions of (1-1) with �= BR

for R > 0. Without any loss of generality, we let R = 1 and consider the problem

u′′(r)+ (N − 1)
u′(r)

r
= [u(r)]q |u′(r)|m for every r ∈ (0, 1). (2-1)

In Theorem 2.1, under sharp conditions, we prove that, for every 3 ∈ (0,∞), there exists a positive
nonincreasing C2(0, 1] solution of (2-1), subject to

lim
r→0+

u′(r)
E ′(r)

=3, u′(1)= 0. (2-2)

The first condition in (2-2) yields that limr→0+ u(r)/E(r)=3, i.e., u has a weak singularity at 0.
Our central result is the following:

Theorem 2.1. Assume that 0< m < 1 and 1−m < q < q∗. Then, for every 3 ∈ (0,∞), there exists a
positive nonincreasing C2(0, 1] solution of (2-1)+(2-2).

The proof of Theorem 2.1 is based on the transformation w(s)= u(r) with s = r2−N if N ≥ 3, and
w(s)= u(r) with s = ln(e/r) if N = 2. It is useful to introduce some notation:

CN :=

{
(N − 2)m−2 if N ≥ 3,
e2−m if N = 2,

and gN (t) :=
{

t−(q∗+1) if N ≥ 3,
e(m−2)t if N = 2,

(2-3)

for all t ∈ [1,∞). For the definition of q∗, we refer to (1-4).
We see that u satisfies the differential equation in (2-1) if and only if

w′′(s)= CN gN (s)[w(s)]q |w′(s)|m for all s ∈ (1,∞), (2-4)

where the derivatives here are with respect to s. Moreover, (2-2) is equivalent to

lim
s→∞

w′(s)= ν, w′(1)= 0, (2-5)

where 3= N (N − 2)ωNν if N ≥ 3, and 3= 2πν if N = 2.
In Lemma 2.4, we establish the assertion of Theorem 2.1 by proving that, for every ν ∈ (0,∞), there

exists a positive nondecreasing C2
[1,∞) solution of (2-4)+(2-5). Moreover, w′(s) > 0 for all s ∈ (1,∞)
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if ν ∈ (0, ν∗], where we define

ν∗ :=

[
(1−m)CN

∫
∞

1
tq gN (t) dt

]− 1
q+m−1

. (2-6)

We remark that ν∗ <∞ since t 7→ tq gN (t) ∈ L1
[1,∞).

The proof of Theorem 2.1 is given below, using the Leray–Schauder fixed point theorem. Adapting
these ideas, we ascertain in Theorem 2.2 that, if 0 < m < 1 and (1-2) holds, then, for every γ > 0,
(2-1) admits a positive, increasing C2(0, 1] solution satisfying u(1) = γ . If, in turn, m ≥ 1 in (1-2),
then (2-1), subject to u(1)= γ , has a unique solution with a removable singularity at zero, namely u ≡ γ .

Theorem 2.2. Let 0 < m < 1 and q > 1−m. Then, for every γ > 0, there exists a positive increasing
C2(0, 1] solution of (2-1), subject to u(1)= γ .

Theorem 2.2 is proved in Lemma 2.7.

Proof of Theorem 2.1. As mentioned above, Theorem 2.1 is equivalent to Lemma 2.4, whose proof
relies essentially on the existence and uniqueness of a positive solution for a corresponding boundary
value problem in Lemma 2.3.

Lemma 2.3. Assume that 0 < m < 1 and 1 − m < q < q∗. Then, for any fixed integer j ≥ 2 and
every ν ∈ (0, ν∗], there exists a unique positive C2

[1, j] solution of the problem
w′′(s)= CN gN (s)[w(s)]q |w′(s)|m for every s ∈ (1, j),
w′(s) > 0 for every s ∈ (1, j],
w′(1)= 0, w′( j)= ν.

(2-7)

Proof. We first establish the uniqueness of a positive C2
[1, j] solution of (2-7), followed by the proof of

the existence of such a solution.

Uniqueness: Suppose that w1, j and w2, j are two positive C2
[1, j] solutions of (2-7). For any ε > 0, we

define Pj,ε(s)=w1, j (s)− (1+ ε)w2, j (s) for all s ∈ [1, j]. For abbreviation, we write Pε instead of Pj,ε,
since j is fixed. It suffices to show that, for every ε > 0, we have Pε ≤ 0 on [1, j]. Indeed, by letting
ε→ 0 and interchanging w1, j and w2, j , we find that w1, j =w2, j in [1, j]. Suppose for contradiction that
there exists s0 ∈ [1, j] such that Pε(s0)=maxs∈[1, j] Pε(s) > 0. We show that we arrive at a contradiction
by analysing three cases:

Case 1: s0 = j . That is, Pε( j)=maxs∈[1, j] Pε(s). From P ′ε( j)=−εν, we have P ′ε < 0 on ( j − δ, j) if
δ > 0 is small. This is a contradiction.

Case 2: s1 = 1. It follows that Pε(s) > 0 for every s ∈ [1, 1+ δ] provided that δ > 0 is small enough.
Since w1, j and w2, j satisfy (2-7), for every s ∈ (1, 1+ δ) we obtain that

|w′1, j (s)|
1−m

|w′2, j (s)|
1−m =

∫ s
1 gN (t)[w1, j (t)]q dt∫ s
1 gN (t)[w2, j (t)]q dt

> (1+ ε)q . (2-8)

Since m+ q > 1, we get that P ′ε > 0 on (1, 1+ δ), which contradicts Pε(1)=maxs∈[1, j] Pε(s).
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Case 3: s0 ∈ (1, j). Using (2-7), Pε(s0) > 0, P ′ε(s0) = 0 and P ′′ε (s0) ≤ 0, we arrive at a contradiction,
since

0≥
w′′1, j (s0)− (1+ ε)w′′2, j (s0)

CN gN (s0)[w
′

2, j (s0)]m
= (1+ ε)m[w1, j (s0)]

q
− (1+ ε)[w2, j (s0)]

q

> [w2, j (s0)]
q
[(1+ ε)m+q

− (1+ ε)]> 0. (2-9)

This completes the proof of uniqueness.

Existence: We apply the Leray–Schauder fixed point theorem (see [Gilbarg and Trudinger 1983, Theo-
rem 11.6]) to a suitable homotopy that we construct below.

Step 1. Construction of the homotopy.

Let B denote the Banach space of C1
[1, j] functions with the usual C1

[1, j]-norm. Let ν ∈ (0, ν∗],
where ν∗ is given by (2-6). We define fν(x) := 1

2(ν+ |x | − |x − ν|) for all x ∈ R, that is,

fν(x) :=


0 if x ≤ 0,
x if 0≤ x ≤ ν,
ν if x ≥ ν.

(2-10)

Since ν is fixed, we will henceforth drop the index ν in fν . Let w ∈ B be arbitrary. We introduce the
function k = kw : [0,∞)→ R given by

kw(µ) :=
∫ j

1
gN (t)

(
µ+

∫ t

1
f (w′(ξ)) dξ

)q

dt for every µ ∈ [0,∞). (2-11)

We see that, for any w ∈B, there exists a unique µ= µw > 0 such that

kw(µw)=
ν1−m

(1−m)CN
. (2-12)

Indeed,µ 7→kw(µ) is increasing and the right-hand side of (2-12) is larger than kw(0). Using that ν∈(0, ν∗]
and by a simple calculation, we obtain that ν < µw ≤ ν̂, where ν̂ is given by

ν̂ :=

(
ν1−m

(1−m)CN
∫ 2

1 gN (t) dt

)1
q
.

We now define hw : [1, j] → R by

hw(t) :=
∫ t

1
gN (τ )

(
µw +

∫ τ

1
f (w′(ξ)) dξ

)q

dτ for all t ∈ [1, j]. (2-13)

In particular, we have hw( j)= kw(µw). We prescribe our homotopy H :B×[0, 1] →B to be

H [w, σ ](s)= σ
(
µw +

∫ s

1
[(1−m)CN hw(t)]1/(1−m) dt

)
for all s ∈ [1, j], (2-14)

where w ∈B and σ ∈ [0, 1] are arbitrary.

Step 2. We claim that H is a compact operator from B×[0, 1] to B.
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We first show that H :B×[0, 1]→B is continuous, i.e., if (wn, σn) ∈B×[0, 1] such that wn→w in
B and σn→ σ as n→∞, then H [wn, σn] → H [w, σ ] in B. Since f in (2-10) is a continuous function,
we have f (w′n)→ f (w′) as n→∞. From (2-13)–(2-14), it is enough to check that limn→∞ µwn = µw.
Suppose by contradiction that for a subsequence of wn , relabelled wn , we have limn→∞ µwn = µ̃ 6= µw.
Since µwn ∈ (ν, ν̂], we must have µ̃ ∈ [ν, ν̂]. From (2-12) and the continuity of f , we have that

ν1−m

(1−m)CN
= kwn (µwn )→ kw(µ̃) as n→∞.

But kw is injective and thus µ̃= µw, which is a contradiction. This proves that limn→∞ µwn = µw.
To see that H is compact, let (wn, σn)n∈N be a bounded sequence in B×[0, 1] and define Hn(s) :=

H [wn, σn](s) for all s ∈ [1, j]. We have Hn ∈C2
[1, j]. We infer that (Hn)n∈N is both uniformly bounded

and equicontinuous in B since, from (2-12), we find that

‖Hn‖L∞(1, j) ≤ j ν̂, ‖H ′n‖L∞(1, j) ≤ ν and ‖H ′′n ‖L∞(1, j) ≤ ( j ν̂)qνm for all n ∈ N. (2-15)

Hence, the Arzelà–Ascoli theorem implies that H :B×[0, 1] →B is compact.

Step 3. The existence of a positive C2
[1, j] solution of (2-7), completed.

By the first two inequalities in (2-15), we have that ‖w‖C1[1, j] is bounded for all (w, σ ) ∈B×[0, 1]
satisfying w = H [w, σ ]. From (2-14), we have H [w, 0] = 0 for all w ∈ B. Therefore, the Leray–
Schauder fixed point theorem implies the existence of w j ∈B=C1

[1, j] such that H [w j , 1] =w j . Thus,
µw j = w j (1) and w j satisfies

w j (s)= w j (1)+
∫ s

1
[(1−m)CN hw j (t)]

1/(1−m) dt for all s ∈ [1, j]. (2-16)

This gives that w j ∈ C2
[1, j]. Using (2-12) and (2-13), we find that w′j (1)= 0 and w′j ( j)= ν. By twice

differentiating (2-16), we get that

w′j (s)= [(1−m)CN hw j (s)]
1/(1−m), w′′j (s)= CN |w

′

j (s)|
mh′w j

(s) > 0 for all s ∈ (1, j). (2-17)

It follows that 0<w′j (s)≤ ν for all s ∈ (1, j], so that f (w′j )= w
′

j in [1, j]. Then we have

hw j (s)=
∫ s

1
gN (τ )[w j (τ )]

q dτ, h′w j
(s)= gN (s)[w j (s)]q for all s ∈ (1, j). (2-18)

From (2-17)–(2-18), we conclude that w j is a positive C2
[1, j] solution of (2-7). �

Lemma 2.4. If 0< m < 1 and 1−m < q < q∗, then for every positive constant ν there exists a positive
C2
[1,∞) solution of the problem (2-4)+(2-5).

Proof. We divide the proof into two cases.

Case 1: ν ∈ (0, ν∗], where ν∗ is given by (2-6). For each integer j ≥ 2, let w j denote the unique positive
C2
[1, j] solution of (2-7).
Fix s ∈ [1,∞) and write js := dse, where d·e stands for the ceiling function.

Claim 1. The function j 7→ w j (s) is nonincreasing for j ≥ js .
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Indeed, for every ε > 0 and j ≥ js , we prove that Pj,ε ≤ 0 on [1, j], where we define Pj,ε(t) :=
w j+1(t)− (1+ ε)w j (t) for all t ∈ [1, j]. Fix ε > 0. Assume for contradiction that there exists t0 ∈ [1, j]
such that Pj,ε(t0)=maxt∈[1, j] Pj,ε(t)> 0. By the same argument as in the uniqueness proof of Lemma 2.3,
we derive a contradiction when t0 = 1 or t0 ∈ (1, j). Suppose now that t0 = j . Since w′′j+1(t) > 0 for
all t ∈ (1, j) and w′j+1( j + 1) = ν = w′j ( j), it follows that P ′j,ε( j) < 0. Thus, P ′j,ε(t) < 0 for all
t ∈ ( j − δ, j) if δ > 0 is small enough. This contradicts Pj,ε( j)=maxt∈[1, j] Pj,ε(t), which proves that
Pj,ε(t)≤ 0 for all t ∈ [1, j]. Letting t = s and ε→ 0, we conclude Claim 1.

By Lemma 2.3, we have w j (s) ≥ w j (1) > ν for all s ∈ [1, j]. Using Claim 1, for every s ∈ [1,∞),
we can define w∞(s) := lim j→∞w j (s). We thus have w∞ ≥ ν on [1,∞).

Claim 2. The function w∞ is a positive C2
[1,∞) solution of (2-4)+(2-5).

Let K be an arbitrary compact subset of [1,∞). We show that

w j → w∞ uniformly in K . (2-19)

Let jK = j (K ) be a large positive integer such that K ⊆ [1, j] for all j ≥ jK . By Claim 1, we have
w j ≥ w j+1 in K for every j ≥ jK . Moreover, since w j ∈ C(K ) and 0 ≤ w′j ≤ ν in K for all j ≥ jK ,
we obtain (2-19). In particular, w∞ ∈ C[1,∞). From Lemma 2.3, w j satisfies (2-16) with hw j given
by (2-18). Using (2-19), we can let j→∞ in (2-16) to obtain that

w∞(s)= w∞(1)+
∫ s

1

[
(1−m)CN

∫ t

1
gN (τ )[w∞(τ )]

q dτ
] 1

1−m
dt for all s ∈ (1,∞). (2-20)

Thus, w∞ ∈ C2
[1,∞) satisfies (2-4) and w′

∞
(1)= 0.

It remains to prove that lims→∞w
′
∞
(s)= ν. By using (2-20), we find that

w′
∞
(s)=

[
(1−m)CN

∫ s

1
gN (t)[w∞(t)]q dt

] 1
1−m

for every s ∈ (1,∞). (2-21)

On the other hand, from (2-12) and (2-18), we have∫ j

1
gN (t)[w j (t)]q dt = hw j ( j)= kw j (µw j )=

ν1−m

(1−m)CN
for every j ≥ 2. (2-22)

Since w′j (t)≤ ν for all t ∈ [1, j], we find that

w j (t)≤ νt +w j (1)− ν for all t ∈ [1, j].

Recall that ν < w j (1)≤ w2(1) for all j ≥ 2. Consequently, we obtain that

gN (t)[w j (t)]q ≤ gN (t)[νt +w j (1)− ν]q ≤ [w2(1)]q tq gN (t) for all t ∈ [1, j] and j ≥ 2.

For every t ∈ [1,∞), it holds that gN (t)[w j (t)]q→ gN (t)[w∞(t)]q as j→∞. Thus, we can let j→∞
in (2-22) and use Lebesgue’s dominated convergence theorem to find that∫

∞

1
gN (t)[w∞(t)]q dt =

ν1−m

(1−m)CN
. (2-23)
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From (2-21) and (2-23), we conclude that lims→∞w
′
∞
(s)= ν, proving Lemma 2.4 in Case 1.

Case 2: Let ν > ν∗, where ν∗ is defined by (2-6). From Case 1, there exists a positive C2
[1,∞) solution

w∗ of (2-4)+(2-5) corresponding to ν = ν∗. If N ≥ 3, then we define r∗ := (ν/ν∗)(m+q−1)/(q∗−q)
∈ (1,∞)

and define w : [1,∞)→ (0,∞) by

w(s)=
{

r (m+q∗−1)/(m+q−1)
∗ w∗(s/r∗) for r∗ ≤ s <∞,

r (m+q∗−1)/(m+q−1)
∗ w∗(1) for 1≤ s ≤ r∗.

(2-24)

If N = 2, we let r∗ := 1+ ((q+m− 1)/(2−m)) ln(ν/ν∗) ∈ (1,∞) and define w : [1,∞)→ (0,∞) by

w(s)=


ν

ν∗
w∗(s+ 1− r∗) for r∗ ≤ s <∞,

ν

ν∗
w∗(1) for 1≤ s ≤ r∗.

(2-25)

It is a simple exercise to check that w is a positive C2
[1,∞) solution of (2-4)+(2-5). �

Lemma 2.5. Let (1-2) hold. If (2-1) has a solution with a weak singularity at 0, then q < q∗.

Remark 2.6. Theorem 1.2(b) shows that q < q∗ is a necessary condition for the existence of solutions
of (1-1) with a nonremovable singularity at 0 (see Section 5 for its proof).

Proof. We need only consider the nontrivial case N ≥ 3. Suppose that u ∈ C2(0, 1) is a positive solution
of (2-1) such that limr→0+ u(r)/r2−N

=: η for some η ∈ (0,∞). Then u satisfies

d
dr
(r N−1u′(r))= r N−1

[u(r)]q |u′(r)|m ≥ 0 for all r ∈ (0, 1). (2-26)

Hence, r 7→ r N−1u′(r) is nondecreasing on (0, 1), so that it admits a limit as r → 0+. By l’Hôpital’s
rule, we obtain that

(0,∞) 3 η = lim
r→0+

r N−2u(r)=−(N − 2)−1 lim
r→0+

r N−1u′(r). (2-27)

By integrating (2-26) over
(
ε, 1

2

)
for arbitrarily small ε > 0 and letting ε→ 0+, we find that

21−N u′
( 1

2

)
+ (N − 2) η =

∫ 1/2

0
r N−1
[u(r)]q |u′(r)|m dr <∞. (2-28)

We use A(r)∼ B(r) as r→ 0+ to mean that limr→0+ A(r)/B(r)= 1. By using (2-27), we have that

r N−1
[u(r)]q |u′(r)|m ∼ (N − 2)mηq+mr (N−1)(1−m)−q (N−2) as r→ 0+.

This, jointly with (2-28), leads to N −m (N − 1) > q (N − 2), which proves that q < q∗. �

Proof of Theorem 2.2. In view of the preliminary discussion in Section 2, Theorem 2.2 is equivalent to
the following:

Lemma 2.7. Let 0 < m < 1 and m + q > 1. For any γ ∈ (0,∞), there exists a positive decreasing
C2
[1,∞) solution of (2-4), subject to w(1)= γ and lims→∞w(s) > 0.

Proof. We divide the proof into three steps and proceed similarly to Lemmas 2.3 and 2.4.
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Step 1. For every integer j ≥ 2, there exists a unique positive C2
[1, j] solution w j of

w′′(s)= CN gN (s)[w(s)]q |w′(s)|m for every s ∈ (1, j),
w′(s) < 0 for every s ∈ (1, j),
w(1)= γ,
w′( j)= 0.

(2-29)

To show uniqueness, we follow an argument similar to the uniqueness proof of Lemma 2.3 in Case 3.
Keeping the same notation, we see that Case 2 there (that is, maxs∈[1, j] Pε(s)= Pε(1) > 0) cannot happen
due to w(1)= γ in (2-29). Finally, in Case 1 (i.e., s0 = j), we have Pε > 0 on [ j − δ, j] for δ > 0 small
enough, which implies (2-8) for all s ∈ ( j − δ, j). Since w′(s) < 0 on (1, j), it follows that P ′ε < 0
on ( j − δ, j), which is a contradiction with maxs∈[1, j] Pε(s)= Pε( j).

Next, we show existence via the Leray–Schauder fixed point theorem. Let B denote the Banach space
of C1

[1, j] functions with the usual C1
[1, j] norm. Let f̂ (x) := 1

2(γ + |x | − |x − γ |) for all x ∈ R. We
prescribe the homotopy Ĥ :B×[0, 1] →B as follows

Ĥ [w, σ ](s)= σ
(
γ −

∫ s

1

[
CN (1−m)

∫ j

τ

gN (t)( f̂ (w(t)))q dt
] 1

1−m
dτ
)

for all s ∈ [1, j], (2-30)

where w ∈B and σ ∈ [0, 1] are arbitrary. We show that Ĥ is a compact operator from B×[0, 1] to B as
in Step 2 in the existence proof of Lemma 2.3. We use that

‖Ĥ‖L∞(1, j) ≤ γ,

‖Ĥ ′‖L∞(1, j) ≤

[
CN (1−m)γ q

∫
∞

1
gN (t) dt

] 1
1−m

,

‖Ĥ ′′‖L∞(1, j) ≤ gN (1)
[

CN (1−m)mγ q
(∫

∞

1
gN (t) dt

)m] 1
1−m

.

(2-31)

Hence, ‖w‖C1[1, j] is bounded for all (w, σ ) ∈ B× [0, 1] satisfying w = Ĥ [w, σ ]. From (2-30), we
have Ĥ [w, 0] = 0 for all w ∈ B. Therefore, by the Leray–Schauder fixed point theorem, there exists
w j ∈B= C1

[1, j] such that Ĥ [w j , 1] = w j . Thus, w j (1)= γ , w′j ( j)= 0 and w j satisfies

w j (s)= γ −
∫ s

1

[
CN (1−m)

∫ j

τ

gN (t)( f̂ (w j (t)))q dt
] 1

1−m
dτ for all s ∈ [1, j]. (2-32)

Clearly, w′j ≤ 0 in [1, j] so that w(s)≤ w(1)= γ in [1, j].
To conclude Step 1, it remains to show that w j (s) > 0 for all s ∈ [1, j].

Claim 1. If there exists ŝ ∈ (1, j] such that w j (ŝ)= 0, then w j = 0 on [ŝ, j].

Indeed, since w′j ≤ 0 in [1, j], it follows that w j (s)≤ 0 in [ŝ, j] and thus f̂ (w j (t))= 0 for all t ∈ [ŝ, j].
In particular, using (2-32), we find that

w j (ŝ)−w j (ξ)=

∫ ξ

ŝ

[
CN (1−m)

∫ j

τ

gN (t)( f̂ (w j (t)))q dt
] 1

1−m
dτ = 0 for all ξ ∈ [ŝ, j].
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Claim 2. We have w j > 0 in [1, j].

If we suppose the contrary, then ŝ ∈ (1, j], where we define ŝ = inf{ξ ∈ (1, j] : w j (ξ) = 0}. Then
w j > 0 on [1, ŝ) and w j = 0 on [ŝ, j]. For any ε ∈ (0, γ ) small, there exists s̃ ∈ (1, ŝ) such that w j (s̃)= ε.
Thus, by the mean value theorem, we have −w′j (s̄)= ε/(ŝ− s̃) for some s̄ ∈ (s̃, ŝ). Since w j = 0 in [ŝ, j]
and w j ≤ ε on [s̃, ŝ], by differentiating (2-32) we find that

ε

ŝ− s̃
=−w′j (s̄)=

[
CN (1−m)

∫ ŝ

s̄
gN (t)(w j (t))q dt

] 1
1−m
≤ [CN (1−m)gN (1)(ŝ− s̃)εq

]
1/(1−m).

This yields that ε ≥ [( j − 1)2−mCN (1−m)gN (1)]−1/(q+m−1). This is a contradiction, since ε > 0 can be
made arbitrarily small. This proves Claim 2, completing the proof of Step 1.

To complete the proof of Lemma 2.7, we proceed as in Case 1 of Lemma 2.4.

Step 2. For each fixed s ∈ [1,∞), the function j 7→ w j (s) is nonincreasing whenever j ≥ dse.

It suffices to prove that Pj,ε ≤ 0 in [1, j] for every ε > 0, where Pj,ε(t) :=w j+1(t)− (1+ ε)w j (t) for
all t ∈ [1, j]. Assuming the contrary, we have maxt∈[1, j] Pj,ε(t)= Pj,ε(s0) > 0 for some s0 ∈ [1, j]. We
get a contradiction similarly to the proof of uniqueness of solutions to (2-29).

This shows that, for each s ∈ [1,∞), we may define w∞(s) := lim j→∞w j (s).

Step 3. The function w∞ is a positive decreasing C2
[1,∞) solution of (2-4), satisfying w∞(1)= γ and

lims→∞w∞(s) > 0.

The proof can be completed in the same way as Claim 2 in the proof of Lemma 2.4. We deduce that
w j → w∞ uniformly in arbitrary compact sets of [1,∞). Hence w∞ satisfies

w∞(s)= γ −
∫ s

1

[
CN (1−m)

∫
∞

τ

gN (t)(w∞(t))q dt
] 1

1−m
dτ for all s ∈ [1,∞). (2-33)

It follows that w∞(1)= γ and lims→∞w
′
∞
(s)= 0. The fact that w∞ is positive in [1,∞) follows as in

Claim 2 of Step 1 above. We thus skip the details.
Finally, we show that lims→∞w∞(s) > 0 by adjusting the proof of the positivity of w∞. Suppose for

contradiction that lims→∞w∞(s)=0. For any small ε1>0, there exists s1>1 large such thatw∞(s1)= ε1.
For any small ε2 ∈ (0, γ − ε1), chosen independently of ε1, there exists δ ∈ (0, 1) such that w∞(s1− δ)=

ε1 + ε2. By the mean value theorem, we have −w′
∞
(s2) = ε2/δ for some s2 ∈ (s1 − δ, s1). Since

w∞ ≤ ε1+ ε2 in [s2,∞), by differentiating (2-33) we find that

ε2 ≤−w
′

∞
(s2)≤ Ĉ1/(1−m)(ε1+ ε2)

q/(1−m), where Ĉ := CN (1−m)
∫
∞

1
gN (t) dt. (2-34)

By taking ε1→ 0, we would get ε2 ≥ Ĉ−1/(q+m−1). This is a contradiction, since ε1 and ε2 can be chosen
arbitrarily small. This finishes the proof of Lemma 2.7. �
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3. Auxiliary tools

We start with two comparison principles, to be used often in the paper.

Lemma 3.1 (comparison principle; see Theorem 10.1 in [Pucci and Serrin 2004]). Let D be a bounded
domain in RN with N ≥2. Let B̂(x, z, ξ) : D×R×RN

→R be continuous in D×R×RN and continuously
differentiable with respect to ξ for |ξ |> 0 in RN . Assume that B̂(x, z, ξ) is nondecreasing in z for fixed
(x, ξ) ∈ D×RN . Let u1 and u2 be nonnegative C1(D) (distributional) solutions of{

1u1− B̂(x, u1,∇u1)≥ 0 in D,
1u2− B̂(x, u2,∇u2)≤ 0 in D.

(3-1)

Suppose that |∇u1| + |∇u2|> 0 in D. If u1 ≤ u2 on ∂D, then u1 ≤ u2 in D.

The following result, given in [Pucci and Serrin 2007], is a version of Theorem 10.7(i) in [Gilbarg and
Trudinger 1983] with the significant difference that B̂(x, z, ξ) is allowed to be singular at ξ = 0 and that
the class C1(D) is weakened to W 1,∞

loc (D).

Lemma 3.2 (comparison principle; see Corollary 3.5.2 in [Pucci and Serrin 2007]). Let D be a bounded
domain in RN with N ≥ 2. Assume that B̂(x, z, ξ) : D×R×RN

→ R is locally Lipschitz continuous
with respect to ξ in D×R×RN and is nondecreasing in z for fixed (x, ξ) ∈ D×RN . Let u1 and u2 be
(distribution) solutions in W 1,∞

loc (D) of (3-1). If u1 ≤ u2+M on ∂D, where M is a positive constant, then
u1 ≤ u2+M in D.

Throughout this section, we understand that (1-2) holds. In Lemma 3.3, we show that the strong
maximum principle applies to (1-1) (as a simple consequence of Theorem 2.5.1 in [Pucci and Serrin
2007]). Subsequently, we present several ingredients to be invoked later, such as:

(i) A priori estimates (Lemma 3.4).

(ii) A regularity result (Lemma 3.8).

(iii) A spherical Harnack-type inequality (Lemma 3.9).

Lemma 3.3 (strong maximum principle). If u is a solution of (1-1) such that u(x0)= 0 for some x0 ∈�
∗,

then u ≡ 0 in �∗.

Proof. Using (1-2), we can easily find p such that p >max{1/q, 1} and mp′ > 1, where p′ denotes the
Hölder conjugate of p, that is, p′ := p/(p− 1). By Young’s inequality, we have

zq
|ξ |m ≤

zqp

p
+
|ξ |mp′

p′
≤

zqp

p
+
|ξ |

p′

for all z ∈ R+ and ξ ∈ RN satisfying |ξ | ≤ 1. Hence, by applying Theorem 2.5.1 in [Pucci and Serrin
2007], we conclude our claim. �

Lemma 3.4 (a priori estimates). Fix r0 > 0 such that B2r0 ⊂�. Let u be a positive (sub)solution of (1-1).
Then there exist positive constants C1 = C1(m, q) and C2 = C2(r0, u) such that

u(x)≤ C1|x |−ϑ +C2 for every 0< |x | ≤ 2r0, (3-2)
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where ϑ is given by (1-6). In particular, we can take C1 = [ϑ
1−m(ϑ + 1)]1/(m+q−1) and C2 =max∂B2r0

u.

Proof. For any δ ∈ (0, 2r0), we define the annulus Aδ := {x ∈ RN
: δ < |x |< 2r0}. We consider the radial

function Fδ(x)= C1(|x |− δ)−ϑ +C2 on Aδ , where C1 := [ϑ
1−m(ϑ+1)]1/(m+q−1) and C2 :=max∂B2r0

u.
Our choice of C1 ensures that Fδ is a (radial) supersolution to (1-1) in Aδ, that is,

F ′′δ (r)+ (N − 1)
F ′δ(r)

r
≤ [Fδ(r)]q |F ′δ(r)|

m for all δ < r < r0. (3-3)

Indeed, to prove (3-3) it suffices to show that Fδ satisfies

F ′′δ (r)+ (N − 1)
F ′δ(r)

r
≤ Cq+m

1 ϑm(r − δ)−[ϑ(q+m)+m] for all δ < r < 2r0. (3-4)

By a simple calculation, we see that (3-4) is equivalent to the inequality

ϑ1−m
[
ϑ − N + 2+ (N − 1)δ

r

]
≤ Cm+q−1

1 for all δ < r < 2r0. (3-5)

Since (3-5) holds for our C1, we obtain that Fδ is a supersolution to (1-1) in Aδ. We show that

u(x)≤ Fδ(|x |) for all x ∈ Aδ. (3-6)

Clearly, (3-6) holds for every x ∈ ∂Aδ . Using that ∇Fδ 6= 0 in Aδ , we can apply Lemma 3.1 to conclude
that (3-6) holds. For any fixed x ∈ B∗2r0

, we have x ∈ Aδ for all δ ∈ (0, |x |). Hence, by letting δ→ 0
in (3-6), we obtain (3-2). This completes the proof. �

Remark 3.5. The presence of the gradient factor in (1-1) implies that every nonnegative constant is a
solution of (1-1). Hence, the constant C2 in (3-2) cannot be discarded nor made independent of u. This is
in sharp contrast with the case m = 0 in (1-2), when it is known (see [Véron 1981, p. 227] or [Friedman
and Véron 1986, Lemma 2.1]) that there exists a positive constant C1, depending only on N and q , such
that every positive solution of 1u = uq in �∗ with q > 1 satisfies

u(x)≤ C1|x |−2/(q−1) for all 0< |x | ≤ r0, where B2r0 ⊂�. (3-7)

Since C1 is independent of �, from (3-7) any positive solution of (1-9) decays to 0 at∞.

Lemma 3.6. If u is a positive solution of (1-1) in RN
\ {0}, then for every δ > 0 we have

u(x)≤max
∂Bδ

u for all |x | ≥ δ. (3-8)

Proof. We prove (3-8) for any fixed δ ∈ (0, 1) with (N − 1)/δ > N − 2. For any fixed integer k ≥ 1,
we set Ck,δ =

(
ϑ1−m

[ϑ + 2− N + k(N − 1)/δ]
)1/(m+q−1). Then, Ck,δ(k − |x |)−ϑ is a supersolution

of (1-1) in δ < |x | < k. If m ∈ (0, 1), we define fk,δ(x) := Ck,δ(k − |x |)−ϑ for all |x | ∈ (δ, k). Since
lim|x |↗k fk,δ(x)=∞, if ε > 0 is small then u(x)≤ fk,δ(x) for all |x | ∈ [k− ε, k). Hence, by Lemma 3.1,
we find that u(x) ≤ fk,δ(x) + max∂Bδ u for all |x | ∈ (δ, k). For x fixed with |x | ∈ (δ,∞), we have
limk→∞ fk,δ(x)= 0 (since m ∈ (0, 1)) and (3-8) follows by letting k→∞.

If m∈[1, 2), we denote by fk,δ a positive radial solution of (1-1) in δ< |x |<k satisfying fk,δ|∂Bδ =0 and
lim|x |↗k fk,δ(x)=∞. The existence of fk,δ is obtained easily for m ∈ [1, 2): for each integer n ≥ 1, there
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is a unique positive radial solution Fn,k of (1-1) for |x | ∈ (δ, k), subject to Fn,k |∂Bδ = 0 and Fn,k |∂Bk = n
by using [Gilbarg and Trudinger 1983, Theorem 15.18], Lemma 3.2 and Lemma 3.3. Since δ is fixed, in
the notation of Fn,k we dropped the dependence on δ. We have 0< Fn,k(r)≤ Fn+1,k(r)≤ Ck,δ(k− r)−ϑ

for all r ∈ (δ, k) and Fn,k converges in C1
loc(δ, k) as n→∞ to a positive radial solution fk,δ of (1-1)

in δ < |x | < k satisfying fk,δ|∂Bδ = 0 and lim|x |↗k fk,δ(x) =∞. Moreover, fk+1,δ ≤ fk,δ in (δ, k) and
fk,δ converges in C1

loc(δ,∞) as k→∞ to a nonnegative radial solution fδ of (1-1) in δ < |x |<∞ with
fδ|∂Bδ = 0. Proceeding by contradiction, it can be shown that fδ ≡ 0 on (δ,∞). We obtain (3-8) as for
m ∈ (0, 1), using Lemma 3.2 instead of Lemma 3.1. �

Corollary 3.7. Any positive C1(RN ) solution of (1-1) in RN must be constant.

Proof. Let u be a positive solution of (1-1) in RN , that is u ∈ C1(RN ) is a positive function satisfying
(1-1) in D′(RN ) (see Definition 1.4). Let y ∈ RN be fixed. For any integer k ≥ 1 and δ ∈ (0, 1) small, we
define fk,δ(z) for |z| ∈ (δ, k) as in Lemma 3.6. Similarly, we find that

u(x)≤ fk,δ(x − y)+ max
∂Bδ(y)

u for all δ < |x − y|< k. (3-9)

Fix x ∈ RN
\ {y}. For any small δ ∈ (0, |x − y|), by letting k→∞ in (3-9), we have u(x)≤max∂Bδ(y) u.

Hence, u(x)≤ u(y) for all x ∈ RN . Since y ∈ RN is arbitrary, we conclude that u is a constant. �

Lemma 3.8 (a regularity result). Fix r0 > 0 such that B2r0 ⊂�. Let ζ and θ be nonnegative constants
such that θ ≤ ϑ and ζ = 0 if θ = ϑ . Let u be a positive solution of (1-1) satisfying

u(x)≤ g(x) := d1|x |−θ
[

ln
(

1
|x |

)]ζ
+ d2 for every 0< |x | ≤ 2r0, (3-10)

where d1 and d2 are positive constants. Then there exist constants C > 0 and α ∈ (0, 1) such that, for any
x , x ′ in RN with 0< |x | ≤ |x ′|< r0,

|∇u(x)| ≤ C
g(x)
|x |

and |∇u(x)−∇u(x ′)| ≤ C
g(x)
|x |1+α

|x − x ′|α. (3-11)

Proof. We only show the first inequality in (3-11), which can then be used to obtain the second inequality
as in [Cîrstea and Du 2010, Lemma 4.1]. Fix x0 ∈ B∗r0

and define vx0 : B1→ (0,∞) by

vx0(y) :=
u
(
x0+

1
2 |x0|y

)
g(x0)

for every y ∈ B1. (3-12)

By a simple calculation, we obtain that vx0 satisfies the equation

−1v+ B̃(y, v,∇v)= 0 in B1, (3-13)

where B̃(y, v,∇v) is defined by

B̃(y, v,∇v)= 2m−2
[|x0|

ϑg(x0)]
m+q−1

[v(y)]q |∇v(y)|m for all y ∈ B1. (3-14)

From (3-10) and (3-12), there exists a positive constant A0, which depends on r0, such that vx0(y)≤ A0 for
all y ∈ B1. Moreover, using the assumptions on θ and ζ , we infer that there exists a positive constant A1,
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depending on r0, such that |x0|
ϑg(x0)≤ A1 for all 0< |x0|< r0. Hence, using that m ∈ (0, 2), we find a

positive constant A2, depending on r0 but independent of x0, such that

|B̃(y, v, ξ)| ≤ A2(1+ |ξ |)2 for all y ∈ B1 and ξ ∈ RN . (3-15)

Then, by applying Theorem 1 in [Tolksdorf 1984], we obtain a constant A3, which depends on N and A2

but is independent of x0, such that |∇vx0(0)| ≤ A3. Since this is true for every x0 ∈ B∗r0
, we readily deduce

the first inequality of (3-11). �

Lemma 3.9 (a spherical Harnack-type inequality). Let r0 > 0 be such that B2r0 ⊂� and u be a positive
solution of (1-1). Then there exists a positive constant C0, depending on r0, such that

max
∂Br

u ≤ C0 min
∂Br

u for all r ∈ (0, r0). (3-16)

Proof. Fix x0 ∈ B∗r0
. We define vx0 : B1→R as in (3-12). By Lemma 3.4, we know that (3-10) holds with

θ = ϑ and ζ = 0. The proof of Lemma 3.8 shows that vx0 is a solution of (3-13), where B̃ satisfies (3-15).
Hence, by the Harnack inequality in [Trudinger 1967, Theorem 1.1], we have

sup
B1/3

vx0 ≤ C inf
B1/3

vx0, or, equivalently, sup
B|x0|/6(x0)

u ≤ C inf
B|x0|/6(x0)

u, (3-17)

where C is a positive constant independent of x0 (but depending on A2 and thus on r0). Using (3-17) and
a standard covering argument (see, for example, [Friedman and Véron 1986]), we conclude the proof of
(3-16) with C0 = C10. �

As a consequence of Lemmas 3.8 and 3.9, we obtain the following:

Corollary 3.10. Fix r0 > 0 such that B4r0 ⊂�. Let u be a positive solution of (1-1).

(a) For any 0< a < b ≤ 3
2 , there exists a constant Ca,b, depending on r0, such that

max
ar≤|x |≤br

u(x)≤ Ca,b min
ar≤|x |≤br

u(x) for every r ∈ (0, r0). (3-18)

(b) There exists a positive constant C , depending on r0, such that

|∇u(x)| ≤ C
u(x)
|x |

for all 0< |x |< r0. (3-19)

Proof. (a) For any 0 < a < b ≤ 3
2 , we define Da,b := {y ∈ RN

: a ≤ |y| ≤ b}. Since Da,b is a
compact set in RN , there exists a positive integer ka,b and yi ∈ Da,b with i = 1, 2, . . . , ka,b such that
Da,b ⊆

⋃ka,b
i=1 B|yi |/6(yi ). Fix r ∈ (0, r0). Letting xi = r yi for i = 1, 2, . . . , ka,b, we find that

Dar,br := {x ∈ RN
: ar ≤ |x | ≤ br} ⊆

ka,b⋃
i=1

B|xi |/6(xi ).

By (3-17), there exists a positive constant C = C(r0) such that

sup
B|xi |/6(xi )

u(x)≤ C inf
B|xi |/6(xi )

u(x) for all i = 1, 2, . . . , ka,b. (3-20)

Hence, we obtain (3-18) with Ca,b := Cka,b .
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(b) Fix x0 ∈ B∗r0
. In the definition of vx0 in (3-12) and also in (3-14), we replace g(x0) by u(x0). By (a),

the function vx0 is bounded by a positive constant A0, independent of x0, since

vx0(y) :=
u
(
x0+

1
2 |x0|y

)
u(x0)

≤
max|x0|/2≤|y|≤3|x0|/2 u(y)
min|x0|/2≤|y|≤3|x0|/2 u(y)

≤ A0 for all y ∈ B1.

The proof of (3-19) can now be completed as in Lemma 3.8. �

We give a removability result for (1-1), which will be useful in the proof of Lemma 3.13, as well as to
deduce that alternative (i) in Theorem 1.2(a) occurs when lim|x |→0 u(x)/E(x)= 0.

Lemma 3.11. Let u be a positive solution of (1-1) with lim|x |→0 u(x)/E(x) = 0. Then there exists
lim|x |→0 u(x)∈ (0,∞) and, moreover, u can be extended as a continuous solution of (1-1) in the whole�.
If , in addition, 0< m < 1, then u ∈ C1(�).

Proof. As in [Cîrstea and Du 2010, Lemma 3.2(ii)], we obtain that lim sup|x |→0 u(x) <∞. We show that
(1-7) holds. Indeed, for ϕ ∈ C1

c (�) fixed, let R > 0 be such that Suppϕ ⊂ BR b�. Using the gradient
estimates in Lemma 3.8 and lim sup|x |→0 u(x) <∞, we can find positive constants C1 and C2 (depending
on R), such that

|∇u|muq
≤ C1|x |−m(u+C2) for all 0< |x | ≤ R.

Since m < 2, by [Serrin 1965, Theorem 1] we find that u ∈ H 1
loc(�)∩C(�) and (1-7) holds.

We next prove that lim|x |→0 u(x) > 0. Fix r0 > 0 small such that B4r0 ⊂ �. By using (3-19) in
Corollary 3.10, there exists a positive constant C , depending on r0, such that

1u = uq
|∇u|m ≤ Cm

|x |−mum+q in B∗r0
. (3-21)

For each integer k > 1/r0, let wk denote the unique positive classical solution of the problem
1w = Cm

|x |−mwm+q in Br0 \ B1/k,

w|∂B1/k =min∂B1/k u,
w|∂Br0

=min∂Br0
u.

(3-22)

By uniqueness, wk must be radially symmetric. Using (3-21) and Lemma 3.2, we infer that

wk+1(x)≤ wk(x)≤ u(x) for every 1/k ≤ |x | ≤ r0. (3-23)

Then wk→ w in C1
loc(B

∗
r0
) as k→∞, where w is a positive radial solution of

1w = Cm
|x |−mwm+q in B∗r0

,

lim|x |→0w(x)/E(x)= 0,
w|∂Br0

=min∂Br0
u.

(3-24)

We have lim|x |→0w(x) > 0 (see, e.g., [Cîrstea 2014, Proposition 3.1(b)] if N ≥ 3 and [Cîrstea 2014,
Proposition 3.4(b)] if N = 2). From (3-23), we infer that w ≤ u in B∗r0

and, hence, lim|x |→0 u(x) > 0.
Finally, we show that u ∈C1(�) when m ∈ (0, 1). In this case, we can choose p ∈ (N , N/m). We show

that u ∈W 2,p
loc (Br0), where r0> 0 is small so that B4r0 ⊂�. Since u ∈C1(�∗), we conclude that u ∈C1(�)
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using the continuous embedding W 2,p(Br )⊂C1(Br ) for r > 0 (see, for example, Corollaries 9.13 and 9.15
in [Brezis 2011] or [Evans 2010, p. 270]).

Observe that uq
|∇u|m ∈ L p(Br0). Indeed, using (3-19), there exist constants c1, c2 > 0 such that∫
Br0

|∇u|mpdx ≤ c1

∫
Br0

|x |−mp dx ≤ c2r N−mp
0 <∞ since p < N

m
. (3-25)

Since p > N and u ∈ C(Br0), by Corollary 9.18 in [Gilbarg and Trudinger 1983, p. 243] there exists a
unique solution v ∈W 2,p

loc (Br0)∩C(Br0) of the problem{
1v = uq

|∇u|m in Br0,

v = u on ∂Br0 .
(3-26)

(The uniqueness of the solution v ∈W 2,p
loc (Br0)∩C(Br0) is valid for any p> 1.) We have v ∈W 2,2(D) for

any subdomain Db Br0 and, by Theorem 8.8 in [Gilbarg and Trudinger 1983, p. 183], u∈W 2,2(D). By the
uniqueness of the solution v ∈W 2,2

loc (Br0)∩C(Br0) of (3-26), it follows that u = v and thus u ∈W 2,p
loc (Br0).

Hence, u is in C1(�), completing the proof of Lemma 3.11. �

Remark 3.12. If u ∈ C1(RN ) is a positive solution of (1-1) in RN
\ {0} then, by Lemma 3.11, u becomes

a positive C1(RN ) solution of (1-1) in RN (and, by elliptic regularity theory, u ∈ C2(RN )).

We are now ready to prove the first part of the assertion of Theorem 1.3(iii).

Lemma 3.13. Let �= RN . If 0 is a removable singularity for a positive solution u of (1-1), then u must
be constant.

Proof. Let u be a positive solution of (1-1) in RN
\ {0} with a removable singularity at 0. By Lemma 3.11,

we can extend u as a positive continuous solution of (1-1) in D′(RN ). Moreover, using also Lemma 3.6,
we find that supRN u = u(0) > 0. We show that

u(0)= lim sup
|y|→∞

u(y). (3-27)

For any ε > 0, there exists Rε > 0 such that u(x) ≤ lim sup|y|→∞ u(y) + ε for all |x | ≥ Rε. Set
fε(x) = ε|x |2−N if N ≥ 3 and fε(x) = (1/Rε) log(Rε/|x |) if N = 2. Clearly, there exists rε > 0 small
such that u(x)≤ fε(x) in B∗rε . Fix z ∈ RN

\ {0}. Then 0< |z|< Rε for every ε > 0 small and

u(z)≤ fε(z)+ lim sup
|y|→∞

u(y)+ ε. (3-28)

Letting ε→ 0, we find that u(0)≤ lim sup|y|→∞ u(y)≤ supRN u = u(0). This proves (3-27).
If u < u(0) in RN

\ {0}, then (3-8) would imply that u(z)≤max|x |=1 u(x) < u(0) for all |z| ≥ 1, which
would contradict (3-27). Thus, there exists z ∈ RN

\ {0} such that u(z)= u(0). Since u is a subharmonic
function, by the strong maximum principle we have u = u(0) on RN . �

Remark 3.14. For m < 1, Lemma 3.13 follows from Lemma 3.11, combined with either Corollary 3.7 or
[Filippucci 2009, Theorem 2.2], whose proof uses a test function technique in [Mitidieri and Pokhozhaev
2001]. Moreover, if m < N/(N − 1), we regain Lemma 3.13 for the positive C1(RN ) solutions of (1-1)
using the results in [Farina and Serrin 2011, p. 4422].
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4. Proof of Theorem 1.1

Let (1-2) hold and q < q∗. Assume that � is a bounded domain with C1 boundary and h ∈ C(∂�) is a
nonnegative function. For any n ≥ 1, we consider the perturbed problem

1u =
uq+1√

u2+ 1/n

|∇u|m+2

|∇u|2+ 1/n
in �∗. (4-1)

Let 3 ∈ [0,∞). We shall prove the existence of a solution of (1-1)+(1-5) based on the following:

Lemma 4.1. If 3 ∈ [0,∞), then there is a unique nonnegative solution u3,n of (4-1)+(1-5).

Proof. The uniqueness follows from Lemma 3.2. Indeed, let B̂ denote

B̂(x, z, ξ)= B̂(z, ξ) :=
z|z|q√

z2+ 1/n

|ξ |m+2

|ξ |2+ 1/n
for every x ∈�∗, z ∈ R and ξ ∈ RN .

We see that B̂ is C1 with respect to ξ in �∗×R×RN . By a simple calculation, we obtain that

∂

∂z
B̂ =

|ξ |m+2

|ξ |2+ 1/n
|z|q

(z2+ 1/n)3/2

[
qz2
+

q + 1
n

]
≥ 0,

so that B̂ is nondecreasing in z for fixed (x, ξ) ∈�∗×RN . Let u3,n and û3,n denote two nonnegative
solutions of (4-1)+(1-5). Fix ε > 0 arbitrary. If 3= 0, then u3,n ≤ εE + û3,n in �∗. If 3 ∈ (0,∞) then
u3,n ≤ (1+ ε)û3,n , in �∗ using lim|x |→0 u3,n(x)/û3,n(x) = 1 and Lemma 3.2. Hence, in both cases,
letting ε→ 0 then interchanging u3,n and û3,n , we find that u3,n ≡ û3,n .

The existence of a nonnegative solution u3,n for (4-1)+(1-5) is established in two steps.

Step 1. For any integer k ≥ 2, let Dk := � \ B1/k . There exists a unique nonnegative solution
un,k ∈ C2(Dk)∩C(Dk) of the problem

1u =
u|u|q√

u2+ 1/n

|∇u|m+2

|∇u|2+ 1/n
in Dk :=� \ B1/k,

u =3E +max∂� h on ∂B1/k,

u = h on ∂�.

(4-2)

Moreover un,k is positive in Dk .

The existence assertion is a consequence of Theorem 15.18 in [Gilbarg and Trudinger 1983]. The
conditions of their Theorem 14.1 and equation (10.36) can be checked easily. To see that the assumptions
of [ibid., Theorem 15.5] are satisfied, we take θ = 1 in (15.53) and use that m ∈ (0, 2). The uniqueness
and nonnegativity of the solution of (4-2) follows from Lemma 3.2. By Lemma 3.3, we obtain that
un,k > 0 in Dk . Observe also that un,k ≥min∂� h in Dk .

Step 2. The limit of un,k in C1
loc(�

∗) as k→∞ yields a nonnegative solution of (4-1)+(1-5).

Since 3E +max∂� h is a supersolution of (4-2), we obtain that

0< un,k+1 ≤ un,k ≤3E +max
∂�

h in Dk . (4-3)
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Thus, there exists u3,n(x) := limk→∞ un,k(x) for all x ∈�∗ and un,k→ u3,n in C1
loc(�

∗) as k→∞ (see
Lemma 3.8), where u3,n is a nonnegative solution of (4-1). We prove that u3,n satisfies (1-5). From (4-3)
and Dini’s theorem, we find that u3,n ∈ C(� \ {0}) and u3,n = h on ∂�.

If 3= 0 then clearly lim|x |→0 u3,n(x)/E(x)= 0. If 3 ∈ (0,∞) then, by (4-3), we have

lim sup
|x |→0

u3,n(x)
E(x)

≤3.

To end the proof of Step 2, we show that

lim inf
|x |→0

u3,n(x)
E(x)

≥3. (4-4)

Fix r0> 0 small such that B4r0 ⊂� and let k be any large integer such that k> 1/r0. By Corollary 3.10(b),
there exists a positive constant C = C(r0) such that

1un,k =
uq+1

n,k
√

u2
n,k + 1/n

|∇un,k |
m+2

|∇un,k |
2+ 1/n

≤ uq
n,k |∇un,k |

m
≤ Cm

|x |−mum+q
n,k in B∗r0

for all n ≥ 1 and every k > 1/r0. Thus, un,k is a supersolution of the problem
1w = Cm

|x |−mwm+q in Br0 \ B1/k,

w =3E +max∂� h on ∂B1/k,

w = 0 on ∂Br0 .

(4-5)

On the other hand, (4-5) has a unique positive classical solution wk . Then Lemma 3.2 gives that

wk(x)≤ un,k(x) for every 1/k ≤ |x | ≤ r0. (4-6)

By [Cîrstea and Du 2010, Theorem 1.2], limk→∞wk = w in C1
loc(B

∗
r0
), where w > 0 in B∗r0

satisfies
1w = Cm

|x |−mwm+q in B∗r0
,

lim|x |→0w(x)/E(x)=3,
w = 0 on ∂Br0 .

(4-7)

By letting k→∞ in (4-6), we obtain that w ≤ u3,n in B∗r0
, which leads to (4-4). �

Proof of Theorem 1.1, completed. Let 3 ∈ [0,∞) be arbitrary and u3,n denote the unique nonnegative
solution of (4-1)+(1-5). By Lemmas 3.2 and 3.3, we obtain that

0< u3,n+1 ≤ u3,n ≤3E +max
∂�

h in �∗. (4-8)

Thus, u3(x) := limn→∞ u3,n(x) exists for all x ∈�∗. By Lemma 3.8, we find that u3,n→ u3 in C1
loc(�

∗)

as n→∞, where u3 is a nonnegative solution of (1-1). Moreover, u3 > 0 in �∗, from Lemma 3.3. As
before, u3 ∈ C(� \ {0}) and u3 = h on ∂�. If 3 = 0, then lim|x |→0 u3(x)/E(x) = 0. If 3 ∈ (0,∞)
then, from the proof of Step 2, w ≤ u3 in B∗r0

, where w is the (unique) positive solution of (4-7). This
and (4-8) prove that lim|x |→0 u3(x)/E(x)=3. Hence, u3 is a nonnegative solution of (1-1)+(1-5) such
that u3 ≥min∂� h in �∗ and u3 ∈ C1,α

loc (�
∗) for some α ∈ (0, 1) (by Lemma 3.8).
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We now prove Theorem 1.1 for 3=∞. For any j ≥ 1, let u j,n denote the unique positive solution of
(4-1)+(1-5) with 3= j . By Lemmas 3.2 and 3.4, we find C1 > 0 such that

0< u j,n(x)≤ u j+1,n(x)≤ C1|x |−ϑ +max
∂�

h for all x ∈�∗ and every n ≥ 2. (4-9)

By Lemma 3.8, we have u j,n→ u∞,n in C1
loc(�

∗) as j →∞, where u∞,n is a solution of (4-1)+(1-5)
with 3=∞. If u is any solution of (1-1)+(1-5) with 3=∞, then u ≤ u∞,n+1 ≤ u∞,n in �∗. (We use
Theorem 1.2(a)(iii) for u∞,n .) We set u∞(x) := limn→∞ u∞,n(x) for all x ∈�∗. Hence, u∞,n→ u∞ in
C1

loc(�
∗) as n→∞ and u∞ is the maximal solution of (1-1)+(1-5) with 3=∞. �

Remark 4.2. For any 3 ∈ [0,∞) ∪ {∞}, the solution of (1-1)+(1-5) constructed in the proof of
Theorem 1.1, say u3,h , is the maximal one, in the sense that any other (sub)solution is dominated
by it. If m ≥ 1, then u3,h is the only solution of (1-1) and (1-5) (by Lemma 3.2). If 0< m < 1, then we
can construct the minimal solution of (1-1)+(1-5) using a similar perturbation argument. More precisely,
for any integer ξ ≥ 1, we consider the perturbed problem

1u = uq
(
|∇u|2+

1
ξ

)m
2

in �∗. (4-10)

Under the assumptions of Theorem 1.1, it can be shown that (4-10), subject to (1-5), has a unique
nonnegative solution uξ,3,h , which is dominated by any solution of (1-1)+(1-5) (using Lemma 3.2
for (4-10)). The existence of uξ,3,h is obtained by proving Lemma 4.1 with (4-1) replaced by

1u =
uq+1√

u2+ 1/n

(
|∇u|2+

1
ξ

)m
2

in �∗. (4-11)

The proof can be given as before and thus we skip the details. Moreover, uξ,3,h ≤ uξ+1,3,h in �∗ and
uξ,3,h converges in C1

loc(�
∗) as ξ →∞ to the minimal solution of (1-1)+(1-5). Furthermore, if �= B`

for some ` > 0 and h is a nonnegative constant then, by construction, both the maximal solution and the
minimal solution of (1-1)+(1-5) are radial.

Remark 4.3. For m ∈ (0, 1), the uniqueness of the solution of (1-1)+(1-5) may not necessarily hold
(depending on �, h and 3). Indeed, let 3 ∈ (0,∞) be arbitrary. Then there exists a nonincreasing
solution u1 of (2-1), subject to (2-2), such that u′1(r) = 0 for all r ∈ [r1, 1] and u′1 < 0 on (0, r1) for
some r1 ∈ (0, 1] (see Theorem 2.1). If 3> 0 is small, then r1 = 1 (see Lemma 2.3) and, moreover, u1 is
the unique positive solution of (1-1)+(1-5) with �= B1 and h ≡ u1(r1) (by Lemma 3.1).

By Theorem 2.2, there exists a positive, radial and increasing solution u2 of (1-1) in B∗r1
, subject to

u|∂Br1
= u1(r1). Let C := u2(0)/u1(r1) ∈ (0, 1) and r2 := r1C−1/ϑ . We define u3 : (0, r1+ r2]→ (0,∞)

by

u3(r) :=
{

Cu1(C1/ϑr) for r ∈ (0, r2),

u2(r − r2) for r ∈ [r2, r1+ r2].
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We observe that (1-1) in B∗r1+r2
, subject to u|∂Br1+r2

= u1(r1) and lim|x |→0 u(x)/E(x) = 3C1+(2−N )/ϑ

has at least two distinct positive solutions: u3 and the maximal solution, say u4, as constructed in the
proof of Theorem 1.1. We have u3 6= u4, since u′3(r2)= 0 and u3 < u1(r1)≤ u4 on [r2, r1+ r2).

5. Proof of Theorem 1.2

Let (1-2) hold. We first assume that q < q∗ and prove the claim of Theorem 1.2(a). Let u be any
positive solution of (1-1). We write 3 := lim sup|x |→0 u(x)/E(x) and analyse three cases: (I) 3 = 0;
(II) 3 ∈ (0,∞); and (III) 3=∞. In Case (I), the claim follows from Lemma 3.11.

Case (II): 3 ∈ (0,∞). One can show the assertion of (ii) in Theorem 1.2(a) using an argument similar
to [Friedman and Véron 1986, Theorem 1.1; Cîrstea and Du 2010, Theorem 5.1(b)]. We sketch the main
ideas. Let r0 > 0 be such that B4r0 ⊂�. For any r ∈ (0, r0) fixed, we define the function

V(r)(ξ) :=
u(rξ)
E(r)

for all ξ ∈ RN with 0< |ξ |<
r0

r
.

We see that V(r)(ξ) satisfies the equation

1V(r)(ξ)= r2−m
[E(r)]q+m−1

[V(r)(ξ)]q |∇V(r)(ξ)|m for 0< |ξ |<
r0

r
. (5-1)

We prove that lim|x |→0 u(x)/E(x)=3 by showing that, for every ξ ∈ RN
\ {0},

lim
r→0+

V(r)(ξ)= G(ξ), where G(ξ) :=
{
3|ξ |2−N if N ≥ 3,
3 if N = 2.

(5-2)

For any ξ ∈ RN
\ {0}, we define W (ξ) by

W (ξ) :=

{
|ξ |2−N if N ≥ 3,
1+ ln(1/min{|ξ |, 1}) if N = 2.

Then by Lemma 3.8, there exist positive constants C1, C and α ∈ (0, 1) such that

0< V(r)(ξ)≤C1W (ξ), |∇V(r)(ξ)| ≤C
W (ξ)

|ξ |
and |∇V(r)(ξ)−V(r)(ξ ′)| ≤C

|ξ − ξ ′|α

|ξ |1+α
W (ξ) (5-3)

for every ξ , ξ ′ ∈RN satisfying 0< |ξ | ≤ |ξ ′|< r0/r . From the assumptions of Theorem 1.2, we infer that
limr→0+ r2−m

[E(r)]q+m−1
= 0. Thus, from (5-1) and (5-3), we find that, for any sequence r̄n decreasing

to zero, there exists a subsequence rn such that

V(rn)→ V in C1
loc(R

N
\ {0}) and 1V = 0 in D′(RN

\ {0}). (5-4)

We set 3̃(r) := sup|x |=r u(x)/E(x) for 0 < r < r0. Then limr→0+ 3̃(r) = 3 and there exists ξrn on
the N−1-dimensional sphere SN−1 in RN such that 3̃(rn)= u(rnξrn )/E(rn). Passing to a subsequence,
relabelled rn , we have ξrn → ξ0 as n→∞. We observe that

V(rn)(ξ)

3̃(rn|ξ |)
≤

E(rn |ξ |)

E(rn)
for any 0< |ξ |<

r0

rn
, (5-5)
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with equality for ξ = ξrn . Therefore, by letting n→∞ in (5-5) and using (5-4), we obtain that V ≤ G in
RN
\ {0} with V (ξ0)= G(ξ0). Hence, V = G in RN

\ {0}. For N ≥ 3, we also find that

lim
n→∞

(∇u)(rnξ)

r1−N
n

=−
3

NωN
|ξ |−N ξ for all ξ ∈ RN

\ {0}. (5-6)

Since {r̄n} is an arbitrary sequence decreasing to 0, we conclude (5-2). Moreover,

lim
|x |→0

x · ∇u(x)
|x |2−N =−

3

NωN
and lim

|x |→0

|∇u(x)|
|x |1−N =

3

NωN
. (5-7)

For N ≥3, the claim of (5-7) follows easily from (5-6). For N =2, one can follow the proof of Theorem 1.1
in [Friedman and Véron 1986] corresponding there to p= N to obtain that limr→0+ r(∇u)(rξ)=3∇E(ξ)
for ξ ∈ RN

\ {0}, which, for |ξ | = 1, gives (5-7).
To obtain (1-8), we use (5-7) and similar ideas in the proof of (5.1) in [Cîrstea and Du 2010].

Case (III): 3=∞. Using a contradiction argument based on Lemma 3.9 and the same argument as in
[Brandolini et al. 2013, Corollary 4] or [Cîrstea 2014, Corollary 4.5], we find that lim|x |→0 u(x)/E(x)=∞.
We next conclude the proof of Theorem 1.2(a) by showing that lim|x |→0 |x |ϑu(x)= λ.

Lemma 5.1. Assume that (1-2) holds and q < q∗. Then any positive solution of (1-1) with a strong
singularity at 0 satisfies lim|x |→0 |x |ϑu(x)= λ, where ϑ and λ are given by (1-6).

Proof. We divide the proof into two steps.

Step 1. We show that lim inf|x |→0 |x |ϑu(x) > 0.

Fix r0 > 0 such that B4r0 ⊂� and let C be a positive constant as in Corollary 3.10(b). Let k be a large
integer such that k > 1/r0. Consider the problem{

1z = Cm
|x |−mzm+q in B∗r0

,

z|∂Br0
=min∂Br0

u.
(5-8)

Using (1-2) and q < q∗, by [Cîrstea and Du 2010, Theorem 1.2] we obtain a unique positive solution
zk ∈C1(B∗r0

) of (5-8) satisfying lim|x |→0 zk(x)/E(x)= k. Since lim|x |→0 u(x)/E(x)=∞, by (3-21) and
Lemma 3.2 we find that 0 < zk ≤ zk+1 ≤ u in B∗r0

. We have limk→∞ zk = z∞ in C1
loc(B

∗
r0
) and z∞ is a

positive solution of (5-8) with lim|x |→0 z∞(x)/E(x) =∞ (see [Cîrstea and Du 2010, p. 197]). From
z∞ ≤ u in B∗r0

and lim|x |→0 |x |ϑ z∞(x) > 0 (see Theorem 1.1 in [Cîrstea and Du 2010]), we conclude
Step 1.

Step 2. We have lim|x |→0 |x |ϑu(x)= λ, where λ and ϑ are given by (1-6).

We use a perturbation technique, as introduced in [Cîrstea and Du 2010], to construct a one-parameter
family of sub- and supersolutions for (1-1). Fix ε ∈ (0, ϑ − N + 2). Observe that, if N ≥ 3, then q < q∗
gives that ϑ > N − 2. We define λ±ε > 0 and U±ε : RN

\ {0} → (0,∞) as follows:

U±ε(x)=λ±ε|x |−(ϑ±ε) for x ∈RN
\{0}, where λ± :=[(ϑ±ε)

1−m(ϑ−N+2±ε)]1/(q+m−1). (5-9)

Clearly, we see that λ±ε→ λ as ε→ 0. By a direct computation, we find that

1Uε −U q
ε |∇Uε|

m
≤ 0≤1U−ε −U q

−ε|∇U−ε|m in RN
\ {0}. (5-10)
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From Step 1, we obtain that lim|x |→0 u(x)/U−ε(x) =∞. On the other hand, by the a priori estimates
in Lemma 3.4 we have that lim|x |→0 u(x)/Uε(x) = 0. Since ∇U±ε 6= 0 in RN

\ {0}, by (5-10) and the
comparison principle in Lemma 3.1 we deduce that

u(x)≤Uε(x)+max
∂Br0

u and u(x)+ λr−ϑ0 ≥U−ε(x) for all 0< |x | ≤ r0, (5-11)

where r0 ∈ (0, 1) is chosen so that Br0 ⊂�. Letting ε→ 0 in (5-11), we find that

λ(|x |−ϑ − r−ϑ0 )≤ u(x)≤ λ|x |−ϑ +max
∂Br0

u for all x ∈ B∗r0
.

This concludes the proof of Step 2. �

Proof of Theorem 1.2, completed. It remains to show Theorem 1.2(b), that is, if q ≥ q∗ for N ≥ 3 then
(1-1) has no positive solutions with singularities at 0. Indeed, when q > q∗, the a priori estimates in
Lemma 3.4 give that lim|x |→0 u(x)/E(x) = 0 for any solution of (1-1), proving the claim. If q = q∗,
then ϑ = N − 2, where ϑ is given by (1-6). For every ε > 0, we define Uε as in (5-9) and, from the proof
of Lemma 5.1, we see that

u(x)≤Uε(x)+max
∂Br0

u = [(N − 2+ ε)1−mε]1/(q+m−1)
|x |−(ϑ+ε)+max

∂Br0

u for all 0< |x | ≤ r0.

By letting ε→ 0, we find that u(x)≤max∂Br0
u for every 0< |x | ≤ r0, that is, 0 is a removable singularity

for every solution of (1-1). Using Lemma 3.11, we finish the proof. �

6. Proof of Theorem 1.3

In this section, unless otherwise mentioned, we let �= RN in (1-1). Let (1-2) hold. If q ≥ q∗ for N ≥ 3
then, by Theorem 1.2(b), 0 is a removable singularity for all positive solutions of (1-1), which must be
constant by Lemma 3.13. The assertion of Theorem 1.3(iii) is thus proved by Lemma 3.13. It remains to
prove (i) and (ii) of Theorem 1.3.

(i) Let q < q∗. We divide the proof of Theorem 1.3(i) into two steps:

Uniqueness: From (3-8), any positive radial solution of (1-1) in RN
\ {0} is nonincreasing. Furthermore,

since it satisfies (2-1) for all r ∈ (0,∞), we see that it is convex. Hence, any positive radial solution of
(1-1) in RN

\ {0} satisfies only one of the following cases:

Case 1: There exists ru > 0 such that u′(r)= 0 for all r ≥ ru and u′ < 0 on (0, ru).

Case 2: u′(r) < 0 for all r > 0.

We remark that Case 1 does happen for m ∈ (0, 1), as can be seen from Theorem 2.1 (defining
u(r)= u(1) for 1< r <∞). Let u1 and u2 denote any positive radial solutions of (1-1)+(1-10) for some
3∈ (0,∞] and γ ∈[0,∞). (If γ =0, then u1 and u2 are in Case 2.) Notice that limr→∞(u1(r)−u2(r))=0
and limr→0+ u1(r)/u2(r) = 1 (using Theorem 1.2(a) if 3 = ∞). If either u1 or u2 is in Case 2, then
the uniqueness follows from Lemma 3.1, which is allowed because |u′1| + |u

′

2| 6= 0 in R+. Indeed, for
every ε > 0, we have u1(r)≤ (1+ ε)u2(r)+ ε for every r ∈ (0,∞). Letting ε→ 0 then interchanging u1
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and u2, we conclude that u1≡ u2. If both u1 and u2 are in Case 1, then u1= u2= γ in (max(ru1, ru2),∞).
Using Lemma 3.1 on (0,max(ru1, ru2)] as above, we find that u1 = u2 on (0,∞). (When 1≤ m < 2, the
proof of uniqueness of solutions can be made simpler by using Lemma 3.2 instead of Lemma 3.1, since
we do not require that |u′1| + |u

′

2|> 0.)

Existence: Let 3 ∈ (0,∞) and γ ∈ [0,∞) be fixed. For any integer ` ≥ 2, we denote by u3,γ,` the
maximal nonnegative solution of (1-1)+(1-5) with h ≡ γ and � = B` constructed by Theorem 1.1.
For brevity, we write u` instead of u3,γ,`. Recall the notation B∗` := B`(0) \ {0}. From the proof of
Theorem 1.1, un,`→ u` in C1

loc(B
∗

` ) as n→∞, where un,` stands here for the unique nonnegative solution
of (4-1)+(1-5) with h ≡ γ and �= B`. We observe that un,` is radial by the rotation invariance of the
operator and the symmetry of the domain and, hence, u` is radial, too. Since un,`(r)≥ γ for all r ∈ (0, `),
by Lemma 3.2 we infer that un,`(r)≤ un,`+1(r) for every r ∈ (0, `). Consequently, letting n→∞ and
using also Lemma 3.1, we deduce that

γ ≤ u`(r)≤ u`+1(r)≤ λr−ϑ + γ for all 0< r < `. (6-1)

Thus, u`→ u3,γ in C1
loc(R

N
\{0}) as `→∞, where u3,γ is a radial solution of (1-1) in RN

\{0}. Letting
`→∞ in (6-1), we find that limr→∞ u3,γ (r) = γ . Since u`(1) ≤ λ+ γ , by Lemma 3.1 we get that
u`(r)≤ u`+1(r)≤3E(r)+λ+γ for all r ∈ (0, 1) and `≥ 2. Since limr→0+ u`(r)/E(r)=3, we obtain
that limr→0+ u3,γ (r)/E(r)=3. Thus, u3,γ satisfies (1-10).

When 3=∞, we denote by u j,γ the radial solution of (1-1) in RN
\ {0}, subject to (1-10), where 3

is replaced by an integer j ≥ 2. The above argument shows that γ ≤ u j,γ (r) ≤ u j+1,γ (r) ≤ λr−ϑ + γ
in (0,∞), so that u j,γ → u∞,γ in C1

loc(0,∞), where u∞,γ is a radial solution of (1-1) in RN
\ {0}

satisfying (1-10) with 3=∞. This concludes the proof of Theorem 1.3(i).

(ii) In view of Theorem 1.2, we need to establish the following result:

Lemma 6.1. Let (1-2) hold. If u is a positive nonconstant solution of (1-1) in RN
\ {0}, then q < q∗

and there exists lim|x |→∞ u(x)= γ in [0,∞). Moreover, u is radially symmetric and nonincreasing in
RN
\ {0}, such that limr→0+ u(r)/E(r)=3 ∈ (0,∞].

Proof. Let u be a positive nonconstant solution of (1-1) in RN
\ {0}. Then we have q < q∗ and

lim|x |→0 u(x)/E(x)=3 ∈ (0,∞] by Theorem 1.2 and Lemma 3.13. We proceed in two steps:

Step 1. There exists lim|x |→∞ u(x) in [0,∞).

From (3-8), we have lim sup|x |→∞ u(x) <∞.

Claim. Let (xn)n∈N be a sequence in RN satisfying |xn| ↗ ∞ as n→∞ and L = lim supn→∞ u(xn).
Then, up to a subsequence, relabelled (xn), we have for each ε > 0 that there exists Nε > 0 such that
u(z) < L + ε for all z ∈ B |xn |/2(xn) and every n ≥ Nε.

Indeed, by defining vn(y) = u(xn + y) for all y ∈ B2|xn |/3, we see that vn satisfies (1-1) in B2|xn |/3.
For any R > 0, there exists nR ≥ 1 such that 2

3 |xn| > R for all n ≥ nR . Since (vn)n≥nR is uniformly
bounded in BR , as in Lemma 3.8, we find that |∇vn| is uniformly bounded in BR . Then a subsequence of
(vn), relabelled (vn), converges in C1

loc(R
N ) to a nonnegative solution of 1v = |∇v|mvq in RN , which is
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constant by Corollary 3.7. Thus, up to a subsequence, relabelled (xn), we have that, for every ε > 0, there
exists Nε ≥ 1 such that |u(xn+ y)−u(xn)|<

1
4ε for all n≥ Nε and every y ∈ B1. Let Nε be large such that

u(xn)≤ L+ 1
4ε. Then u(xn+ y) < L+ 1

2ε for all n ≥ Nε and every y ∈ B1. If m ∈ (0, 1), we define Vn(y)
by fk,δ(y) with k = 2

3 |xn| and δ = 1 for every 1< |y|< 2
3 |xn|, where fk,δ is as in Lemma 3.6. If m ≥ 1,

then Vn(y) denotes C(2− |y|2−N )(2|xn|/3+ 1− |y|)−τ for N ≥ 3, and C ln(C̃ |y|)
( 2

3 |xn| + 1− |y|
)−τ

for N = 2, respectively, where C , C̃ and τ are positive constants independent of n. Taking C and C̃
large enough and τ sufficiently close to 0, we see that Vn is a supersolution of (1-1) in 1< |y|< 2

3 |xn|,
dominating vn(y) on |y| = 2

3 |xn|. Hence, we find that

vn(y)≤ Vn(y)+ L + 1
2ε for all 1≤ |y|< 2

3 |xn| and every n ≥ Nε. (6-2)

Using that limn→∞ Vn
( 1

2 |xn|
)
= 0, we choose Nε large so that Vn

( 1
2 |xn|

)
< 1

2ε for all n ≥ Nε. Since the
maximum of vn on B |xn |/2 is achieved on ∂B|xn |/2, then, from (6-2), we conclude the claim.

We finish the proof of Step 1 by using the claim a finite number of times with the relabelling implicitly
understood. Let (xn,1)n∈N be a sequence in RN with |xn,1|↗∞ and limn→∞ u(xn,1)= lim inf|x |→∞ u(x).
The claim gives that, for any fixed ε > 0, there exists N1 = N1(ε) > 0 such that

u(z) < lim inf
|x |→∞

u(x)+ ε for all z ∈ B |xn,1|/2(xn,1) whenever n ≥ N1. (6-3)

We choose xn,2 ∈ ∂B|xn,1| ∩ ∂B|xn,1|/2(xn,1). Thus, |xn,2| = |xn,1| ↗∞ as n→∞. Since (6-3) holds for
z = xn,2 and all n ≥ N1, by applying the claim again there exists N2 > N1 such that

u(z) < lim inf
|x |→∞

u(x)+ 2ε for all z ∈ B |xn,1|/2(xn,2)∪ B |xn,1|/2(xn,1) and every n ≥ N2.

We can repeat this process a finite number of times, say K , which is independent of n, such that for each
2≤ i ≤ K it generates a number Ni greater than Ni−1 and a sequence (xn,i )n≥Ni with |xn,i | = |xn,1| with
the property that ∂B|xn,1| ⊂

⋃K
i=1 B|xn,1|/2(xn,i ) and

u(z) < lim inf
|x |→∞

u(x)+ K ε for all z ∈ ∂B|xn,1| and every n ≥ NK . (6-4)

In light of (3-8), we see that (6-4) implies that u(z)≤ lim inf|x |→∞ u(x)+ K ε for all |z| ≥ |xn,1| and all
n ≥ NK . Consequently, lim sup|x |→∞ u(x)≤ lim inf|x |→∞ u(x)+ K ε. By taking ε→ 0, we obtain that
lim sup|x |→∞ u(x)= lim inf|x |→∞ u(x). This completes the proof of Step 1.

To conclude the proof of Lemma 6.1, we need only show:

Step 2. The solution u is radial.

Since lim|x |→∞ u(x) = γ ∈ [0,∞), we have that u satisfies (1-10) for some 3 ∈ (0,∞]. If m ≥ 1,
then (1-1) in RN

\ {0}, subject to (1-10), has a unique positive solution (by Lemma 3.2), which must be
radial by the invariance of the problem under rotation.

Let us now assume that m ∈ (0, 1). Let ε ∈ (0, γ ) be arbitrary. By Theorem 1.3(i), there exists
a unique positive radial solution Uε of (1-1) in RN

\ {0} such that limr→0+ Uε(r)/E(r) = 3 and
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limr→∞Uε(r) = γ + ε. From the proof of Theorem 1.3(i) (with γ there replaced by γ + ε and ` > 1
large such that u(x)≤ γ + ε for all |x | ≥ `), we infer that u ≤Uε in RN

\ {0}.
Using Remark 4.2 and the same ideas as in the existence proof of Theorem 1.3(i), for any integer ξ ≥ 1,

we can construct the unique nonnegative radial solution uξ,3,ε of
1u = uq(|∇u|2+ 1/ξ)m/2 in RN

\ {0},
lim
|x |→0

u(x)/E(x)=3,

lim|x |→∞ u(x)=max{γ − ε, 0}.

(6-5)

By Lemma 3.2, we deduce that uξ,3,ε ≤ uξ+1,3,ε ≤ u in RN
\ {0}, since lim|x |→0 uξ,3,ε(x)/u(x) = 1

and lim|x |→∞(uξ,3,ε(x) − u(x)) is either 0 if γ = 0 or −ε if γ > 0. Thus, by defining uε(r) :=
limξ→∞ uξ,3,ε(r) for all r ∈ (0,∞), we obtain that uε is a positive radial solution of (1-1) in RN

\ {0},
satisfying limr→0+ uε(r)/E(r)=3 and limr→∞ uε(r)=max{γ − ε, 0}. Moreover, we have

uε2 ≤ uε1 ≤ u ≤Uε1 ≤Uε2 in RN
\ {0} for all 0< ε1 < ε2 < γ.

Letting ε tend to 0, we get that both uε and Uε converge to a positive radial solution of (1-1) in RN
\ {0},

subject to (1-10). By the uniqueness of such a solution, we conclude that u is radial. �
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