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THE FUGLEDE CONJECTURE HOLDS IN Z p × Z p

ALEX IOSEVICH, AZITA MAYELI AND JONATHAN PAKIANATHAN

In this paper we study subsets E of Zd
p such that any function f : E → C can be written as a linear

combination of characters orthogonal with respect to E. We shall refer to such sets as spectral. In this
context, we prove the Fuglede conjecture in Z2

p, which says in this context that E ⊂ Z2
p is spectral if and

only if E tiles Z2
p by translation. Arithmetic properties of the finite field Fourier transform, elementary

Galois theory and combinatorial geometric properties of direction sets play the key role in the proof. The
proof relies to a significant extent on the analysis of direction sets of Iosevich et al. (Integers 11 (2011),
art. id. A39) and the tiling results of Haessig et al. (2011).

1. Introduction

Let E ⊂ Zd
p, where Zp, p prime, is the cyclic group of size p and Zd

p is the d-dimensional vector space
over Zp. We say that L2(E) has an orthogonal basis of exponentials (indexed by A) if the following
conditions hold:

• (completeness) There exists A ⊂ Zd
p such that for every function f : E → C there exist complex

numbers {ca}a∈A, A ⊂ Zd
p, such that

f (x)=
∑
a∈A

χ(x · a)ca

for all x ∈ E where χ(u)= e2π iu/p. We shall refer to A as a spectrum of E. The expansion above can
be applied to functions f : Zd

p→ C by restricting them to E but the equality holds only for x ∈ E.

• (orthogonality) The relation ∑
x∈E

χ(x · (a− a′))= 0

holds for every a, a′ ∈ A, a 6= a′.
If these conditions hold, we refer to E ⊂ Zd

p as a spectral set.

Definition 1.1 (spectral pair). A spectral pair (E, A) in V = Zd
p is a spectral set E with an orthogonal

basis of exponentials indexed by A.

Definition 1.2 (tiling pair). A tiling pair (E ′, A′) consists of E ′, A′ ⊂ Zd
p such that every element v ∈ V

can be written uniquely as a sum v = e′ + a′, e′ ∈ E ′, a′ ∈ A′. Equivalently, (E ′, A′) is a tiling pair if

MSC2010: 05A18, 11P99, 41A10, 42B05, 52C20.
Keywords: exponential bases, Erdős problems, Fuglede conjecture.
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758 ALEX IOSEVICH, AZITA MAYELI AND JONATHAN PAKIANATHAN∑
a′∈A′ E ′(x − a′)≡ 1 for every x ∈ V. We say that E ′ tiles V by translation if there exists A′ ⊂ V such

that (E ′, V ′) is a tiling pair. Here and throughout E(x) is the indicator function of E.

The study of the relationship between exponential bases and tiling has its roots in the celebrated Fuglede
conjecture in Rd, which says that if E ⊂ Rd is of positive Lebesgue measure, then L2(E) possesses an
orthogonal basis of exponentials if and only if E tiles Rd by translation. Fuglede [1974] proved this
conjecture in the case when either the tiling set or the spectrum is a lattice. Katz, Tao and the first author
[Iosevich et al. 2003] proved that the Fuglede conjecture holds for convex planar domains.

Terry Tao [2004] disproved the Fuglede conjecture by exhibiting a spectral set in R12 which does not
tile. The first step in his argument is the construction of a spectral subset of Z5

3 of size 6. It is easy to see
that this set does not tile because 6 does not divide 35. As a by-product, this shows that spectral sets in
Zd

p do not necessarily tile. See [Kolountzakis and Matolcsi 2006], where the authors also disprove the
reverse implication of the Fuglede conjecture. Tao’s example raises the natural question of whether and
when spectral sets in a variety of settings necessarily tile by translation and vice versa. In this paper we
see that the Fuglede conjecture holds in two-dimensional vector spaces over prime fields.

Our main result is the following.

Theorem 1.3. Let E be a subset of Zd
p, p an odd prime.

(i) (density) The space L2(E) has an orthogonal basis of exponentials indexed by A if and only if
|E | = |A| and Ê(a− a′)= 0 for all distinct a, a′ ∈ A.

(ii) If E ⊂ Zd
p is spectral and |E |> pd−1 then E = A = Zd

p.

(iii) (divisibility) If E ⊂ Zd
p is spectral, then |E | is 1 or a multiple of p.

(iv) (Fuglede conjecture in Z2
p) A set E ⊂ Z2

p is a spectral set if and only if E tiles Z2
p by translation.

We note that the Fuglede conjecture holds trivially also in Z1
p, as a tiling set E must have |E | divide p

and thus must be a point or the whole space, and hence is also a spectral set. Conversely, a spectral set E
must have size 1 or a multiple of p by the divisibility condition of the theorem above, and so also is either
a point or the whole space, and hence is a tiling set. We also note the results of the theorem above also
hold for p = 2 but we choose to focus on the odd prime case in the rest of the paper. Parts (i)–(iii) extend
with no difficulty and indeed imply |E | ∈ {1, 2, 4} if E is either a spectral set or a tiling set. As sets of
size 2 are lines, which are both tiling sets and spectral sets, (iv) follows also.

2. Basic properties of spectra

Lemma 2.1. Suppose that L2(E) has an orthogonal basis of exponentials and

f : Zd
p→ C.

Then the coefficients are given by

ca( f )= |E |−1
∑
x∈E

χ(−x · a) f (x).
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To prove this, observe that if f (x)=
∑

a∈A χ(x · a)ca for x ∈ E, then

|E |−1
∑
x∈E

χ(−x · a) f (x)= |E |−1
∑
x∈E

∑
b∈A

χ(−x · (a− b))cb( f )

= |E |−1
∑
b∈A

∑
x∈E

χ(−x · (a− b))cb( f )= ca( f )

and the proof is complete.

Lemma 2.2 (delta function). Suppose that L2(E) has an orthogonal basis of exponentials with the
spectrum A. Let δ0(x)= 1 if x = E0 and 0 otherwise and suppose E0 ∈ E. Then

δ0(x)= |E |−1
∑
a∈A

χ(x · a).

To prove the lemma, observe that if f (x)= δ0(x), then

ca( f )= |E |−1
∑
x∈E

χ(−x · a)δ0(x)= |E |−1.

The conclusion follows from Lemma 2.1.

Lemma 2.3 (Parseval). Suppose that L2(E) has an orthogonal basis of exponentials and f is any function
on Zd

p with values in C. Then ∑
a∈A

|ca( f )|2 = |E |−1
∑
x∈E

| f (x)|2.

Lemma 2.4 (density). Suppose that L2(E) has an orthogonal basis of exponentials with the spectrum A.
Then |E | = |A|.

The set of functions {χ(x ·a) :a∈ A} is, by completeness, a spanning set for L2(E) and, by orthogonality,
a linearly independent set for L2(E) and hence is a basis for L2(E). Thus the cardinality of this set,
which is |A|, is equal to the dimension of L2(E), which is |E |.

3. Proof of Theorem 1.3

Part (i) of Theorem 1.3 follows easily, as we have seen that if (E, A) is a spectral pair then |E | = |A|
and since the orthogonality property can be easily rewritten as Ê(a − a′) = 0 for all a 6= a′, with
a, a′ ∈ A. Conversely if (E, A) has the last two properties, it is a spectral pair, as orthogonality implies
{χ(x · a) : a ∈ A} is linearly independent in L2(E) and |A| = |E | ensures it is a basis and hence that
completeness is satisfied.

Definition 3.1 [Iosevich et al. 2011]. We say that two vectors x and x ′ in Zd
p point in the same direction

if there exists t ∈ F∗q such that x ′ = t x . Here F∗q denotes the multiplicative group of Zp. Writing this
equivalence as x ∼ x ′, we define the set of directions as the quotient

D(Zd
p)= Zd

p/∼ . (3-1)
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Similarly, we can define the set of directions determined by E ⊂ Zd
p by

D(E)= E − E/∼, (3-2)

where
E − E = {x − y : x, y ∈ E},

with the same equivalence relation ∼ as in (3-1) above.

The following result, which is one of the two key tools in the proof of our main result, was previously
established in [Iosevich et al. 2011].

Theorem 3.2. A set E does not determine all directions if and only if there is a hyperplane H and S ⊆ H
such that E is the graph of a function f : S→Zp over H, which means that relative to some decomposition
Zd

p = H ⊕Zp, we have E = {(x, f (x)) : x ∈ S}. In particular, if |E |> pd−1, every possible direction is
determined by E.

The second main tool in our proof is the following result.

Theorem 3.3 [Haessig et al. 2015, Proposition 3.2]. Let E ⊂ Zd
p. Then Ê(m)= 0 implies that Ê(rm)= 0

for all r ∈ Z∗p. Furthermore Ê(m)= 0 for m 6= 0 if and only if E is equidistributed on the p hyperplanes
Ht = {x : x ·m = t} for t ∈ Zp in the sense that∑

x ·m=t

E(x)= |E ∩ Ht |,

viewed as a function of t , is constant.

Note this last theorem is a fact about rational-valued functions over prime fields that is not true for
complex-valued functions in general or over other fields. We give the proof of Theorem 3.3 at the end of
the paper for the sake of completeness.

The proof of part (ii) of Theorem 1.3 follows fairly easily from combining Theorems 3.2 and 3.3.
Indeed, suppose that L2(E) has an orthogonal basis of exponentials and |E | > pd−1. By Lemma 2.4,
|E | = |A|> pd−1. By Theorem 3.2, D(A)= D(Zd

p). Combining this with Theorem 3.3 implies that Ê
vanishes on Zd

p \
E0. It follows that E = Zd

p, as claimed.
Part (iii) of Theorem 1.3 is contained in the following result. A spectral pair is called trivial if

(E, A) = (point, another point) or (E, A) = (Zd
p,Zd

p) or (E, A) = (∅,∅). All other spectral pairs are
called nontrivial.

Proposition 3.4. Let p be an odd prime and (E, A) be a nontrivial spectral pair in Zd
p. Then |E | = |A| =

mp, where m ∈ {1, 2, 3, . . . , pd−2
}.

To prove Proposition 3.4, let (E, A) be a nontrivial spectral pair in Zd
p. Then part (i) of Theorem 1.3

shows that |E | = |A| and Ê(a− a′)= 0 for distinct a, a′ ∈ A. Since the spectral pair (E, A) is nontrivial,
2 ≤ |E | = |A| ≤ pd−1 also. Thus taking two distinct elements a, a′ ∈ A shows that Ê(α) = 0 for
α = a− a′ 6= 0. Thus E is equidistributed on the p parallel hyperplanes

Ht = {x : x ·α = t},
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t ∈ Zp, by Theorem 3.3. Thus if E has m ≥ 1 elements per hyperplane we have |E | = |A| = mp. Then
1≤ m ≤ pd−2 since 0< |E | ≤ pd−1. This proves part (iii) of Theorem 1.3.

Observe that if d = 2 and (E, A) is a nontrivial spectral pair, then |E | = |A| = mp implies |E | ≥ p,
while |E | ≤ p by part (ii) of Theorem 1.3 and so |E | = |A| = p. Furthermore, by Theorem 3.2 above, A
is a graph of a function Zp→ Zp since |A| = p and it does not determine all directions. Finally, since E
is equidistributed on a family of p parallel lines and |E | = p, we see that E is also a graph of a function
Zp→Zp with respect to some system of axes. The following is an immediate corollary of Proposition 3.4.

Corollary 3.5. If E is a spectral set in Z2
p, p an odd prime, then E is either a point, a graph set of order p

or the whole space and hence tiles Z2
p in all cases.

This corollary follows from Proposition 3.4 immediately once one notes that any graph set

E = {(x, f (x)) : x ∈ Zp}

for a function f , with respect to some coordinate systems, tiles Z2
p using the tiling partner

A = {(0, t) : t ∈ Zp}.

To complete the proof of the Fuglede conjecture in two dimensions over prime fields, which is the
content of part (iv) of Theorem 1.3, it remains to show that any tiling set is spectral since we have just
shown that any spectral set tiles.

Proposition 3.6 (sets which tile by translation are spectral). Let p be an odd prime, and let E ⊆ Z2
p.

Suppose that E tiles Z2
p by translation. Then E is a spectral set.

We shall need the following result. We shall prove it at the end of the paper for the sake of completeness.

Theorem 3.7 [Haessig et al. 2015, Theorem 1.7]. Let E be a set that tiles Z2
p. Then |E | = 1, p or p2 and

E is a graph if |E | = p.

We include a proof of Theorem 3.7 at the end of this paper for completeness.
The cases |E | = 1, p2 are trivially spectral sets so we may reduce to the case that E is a graph, i.e.,

E = {xe1+ f (x)e2 : x ∈ Zp},

where e1, e2 is a basis for Z2
p and f : Zp→ Zp is a function. By changing the function if necessary we

can assume e2 is orthogonal to e1 as long as e1 · e1 6= 0, i.e., e1 does not generate an isotropic line. This is
always the case if p ≡ 3 mod 4. In the case when p ≡ 1 mod 4, it is possible that e1 generates one of the
two isotropic lines

{(t, i t) : t ∈ Zp},

where i is one of the two distinct solutions of the equation x2
+1=0. The reason this case needs to be treated

separately is that (t1, i t1)·(t2, i t2)= 0 for all t1, t2 ∈Zp. To deal with this, we note that the other solution of
the equation x2

+1= 0 is given by−i and we take e2 to be on the other isotropic line in the plane, given by

{(t,−i t) : t ∈ Zp},

with e2 normalized so that e1 · e2 = 1.
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There are two situations to consider.

Case 1: e1 and e2 are orthogonal. Then we will take A= {xe1 : x ∈ Zp}. To show that (E, A) is a spectral
pair, we need only show that the set {χ(ae1 · x) : a ∈ Zp} is orthogonal in L2(E). By Theorem 3.3 this
happens if and only if Ê((a − a′)e1) = 0 for all distinct a, a′ ∈ Zp, which happens if and only if E
equidistributes on the p parallel lines normal to e1, i.e., on the p parallel lines of constant e1-coordinate
in the (e1, e2)-grid. This is clearly the case as E is a graph over the e1-coordinate and hence has exactly
one element on each of these parallel lines, so this case is proven.

Case 2: e1 and e2 generate the two isotropic lines in Z2
p, p = 1 mod 4. In this case e1 · e2 6= 0 but

e1 · e1 = e2 · e2 = 0. Since E is equidistributed along the p parallel lines of constant e1-coordinate, it is
easy to see that these are the same family of lines as Ht = {x : x · e2 = t}, t ∈Zp. Thus in this case using
A = {ae2 : a ∈ Zp} we find that Ê((a− a′)e2)= 0 for distinct a, a′ ∈ Zp and so (E, A) is a spectral pair.
Thus E is still spectral in this case and the theorem is proven in all cases.

4. Proof of Theorem 3.3

We include the proof of Theorem 3.3 for the sake of completeness. We have

Ê(m)= p−d
∑
x∈Zd

p

χ(−x ·m)E(x)= 0

for some m 6= (0, . . . , 0). Let ξ = χ(−1) = e−2π i/p. Note that ξ is a primitive p-th root of unity. It
follows that

0=
∑
x∈Zd

p

ξ x ·m E(x)=
∑
t∈Zp

ξ t
∑

x ·m=t

E(x).

Let
n(t)=

∑
x ·m=t

E(x) ∈Q,

so ∑
t∈Zp

ξ t n(t)= 0.

This means that ξ is a root of the rational polynomial

P(u)=
p−1∑
t=0

n(t)ut.

The minimal polynomial of ξ , over Q, is

Q(u)= 1+ u+ · · ·+ u p−1,

so by elementary Galois theory, P(u) is a constant multiple of Q(u) since ξ is a root of the rational
polynomial P and Q is the minimal polynomial of ξ . It follows that the coefficients of n(t) are independent
of t . This proves the second assertion of Theorem 3.3, namely that E is equidistributed on the hyperplanes
Ht = {x ∈ Zd

p : x ·m = t}.
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Let us now prove that if Ê(m)= 0 for some m 6= (0, . . . , 0), then Ê(rm)= 0 for all r 6= 0. We have∑
x∈Zd

p

χ(−x · rm)E(x)=
∑
t∈Zp

ξ t
∑

x ·rm=t

E(x)=
∑
t∈Zp

ξ t
∑

x ·m=tr−1

E(x)=
∑
t∈Zp

ξ t n(r−1t).

For a fixed r , it follows from above that n(r−1t) is independent of t . Therefore∑
t∈Zp

ξ t n(r−1t)=
∑
t∈Zp

ξ t n(t)= 0

and the proof of the claim follows. This completes the proof of Theorem 3.3.
Note the proof above generalizes to rational-valued functions but not to real- or complex-valued

functions. The reason is that over R or C, a polynomial that ξ is a root of need not be a multiple of
1+ x + x2

+ · · ·+ x p−1; for example, P(x)= x − ξ or P(x)= (x − ξ)(x − ξ̄ )= x2
− 2 cos(2π/p)+ 1.

5. Proof of Theorem 3.7

Let A denote the set that tiles E. Note that |E ||A|= p2, so |E |=1, p or p2. If |E |=1 then E is a point and
we are done. If |E |= p2 then E is the whole plane and we are done, so without loss of generality let |E |= p.

If Ê(m) never vanishes then E is a point and we are done. On the other hand if Ê(m)= 0 for some
nonzero m, then it vanishes on L , the line passing through the origin and m 6= E0 . Thus if we set L⊥ to be
the line through the origin, perpendicular to m, we see that

L̂⊥(s)Ê(s)= 0

for all nonzero s. This is because by a straightforward calculation

L̂⊥(s)= q−(d−1)L(s).

Since |L⊥| = p = |E | we then see that E tiles F2
p by L⊥.

Since Ê(m) = 0 for some nonzero vector m, we see that E is equidistributed on the set of p lines
Ht = {x : x ·m= t}, t ∈Fp. Since |E | = p this means there is exactly one point of E on each of these lines.

We will now choose a coordinate system in which E will be represented as a graph of a function. The
coordinate system will either be an orthogonal system or an isotropic system depending on the nature of
the vector m. There are two cases to consider.

Case 1: m ·m 6= 0: We may set e1 = m and e2 a vector orthogonal to m. Now {e1, e2} is an orthogonal
basis because e2 does not lie on the line through m, as this line is not isotropic. If we take a general vector
hx = x1e1+ x2e2 we see that hx ·m = x1(m ·m) and so the lines Ht , t ∈ Fp, are the same as the lines of
constant x1-coordinate with respect to this orthogonal basis {e1, e2}. Thus there is a unique value of x2

for any given value of x1 so that x1e1+ x2e2 ∈ E. Thus E = {x1e1+ f (x1)e2 : x1 ∈ Zp} = Graph( f ) for
some function f : Fp→ Zp.

Case 2: m ·m = 0: We may set e1 =m. In this case any vector orthogonal to e1 lies on the line generated
by e1 and so cannot be part of a basis with e1. Instead we select e2 off the line generated by e1 and scale
it so that e1 · e2 = 1. Then by subtracting a suitable multiple of e1 from e2 one can also ensure e2 · e2 = 0.
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Thus {e1, e2} is a basis consisting of two linearly independent isotropic vectors. With respect to this basis,
the dot product is represented by the matrix

A =

[
0 1
1 0

]
,

which exhibits the plane as the hyperbolic plane. This case can only occur when p = 1 mod 4.

Note when we express a general vector x = x1e1+ x2e2 with respect to this basis we have x ·m = x2;
thus the lines {Ht : t ∈ Zp} are the same as the lines of constant x2-coordinate with respect to this basis
and E has a unique point on each of these lines. Thus E = { f (x2)e1+ x2e2 : x2 ∈ Zp} = Graph( f ) is a
graph with respect to this isotropic coordinate system.

Finally we note any function f : Zp→ Fp is given by a polynomial of degree at most p− 1, explicitly
expressed in the form

f (x)=
∑
k∈Zp

f (k)
5 j 6=k(x − j)
5 j 6=k(k− j)

.
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DISTORTED PLANE WAVES IN CHAOTIC SCATTERING

MAXIME INGREMEAU

We provide a precise description of distorted plane waves for semiclassical Schrödinger operators under
the assumption that the classical trapped set is hyperbolic and that a certain topological pressure (a
quantity defined using thermodynamical formalism) is negative. Distorted plane waves are generalized
eigenfunctions of the Schrödinger operator which differ from free plane waves, eihx;�i=h, by an outgoing
term. Under our assumptions we show that they can be written as a convergent sum of Lagrangian states.
That provides a description of their semiclassical defect measures in the spirit of quantum ergodicity and
extends results of Guillarmou and Naud obtained for hyperbolic quotients to our setting.

1. Introduction

In this paper, we will consider on Rd a semiclassical Hamiltonian of the form

Ph D�h
2�CV.x/; V 2 C1c .R

d /:

We will study the “distorted plane waves”, or “scattering states” associated to Ph. They are a family
of functions E�

h
2 C1.Rd / with parameter � 2 Sd (the direction of propagation of the incoming wave)

which are generalized eigenfunctions of Ph; that is to say, they satisfy the differential equation

.Ph� 1/E
�

h
D 0; (1)

but are not in L2.Rd / (since Ph has no embedded eigenvalues in RC).
These distorted plane waves resemble the actual plane waves, in the sense that we may write

E
�

h
.x/D e

i
h
x��
CE

�
out; (2)

where Eout is outgoing in the sense that it satisfies the Sommerfeld radiation condition:

lim
jxj!1

jxj.d�1/=2
�
@

@jxj
�
i

h

�
E
�
out.x/D 0: (3)

One can show (see, for instance, [Melrose 1995, §2; Dyatlov and Zworski 2017, §4]) that for any
� 2 Sd�1 and h > 0, there exists a unique function E�

h
satisfying conditions (1), (2) and (3).

Condition (3) may be equivalently stated by asking that E�out is the image of a function in C1c .R
d / by

the outgoing resolvent .Ph� .1C i0/2/�1, or by asking that E�out be of the form

E
�
out.x/D e

i jxj=h
jxj�.d�1/=2

�
a
�

h
.!/CO

�
1

jxj

��
;

MSC2010: 35P20, 35P25, 81Q50.
Keywords: scattering theory, quantum chaos, semiclassical measures, distorted plane waves.
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where ! D x=jxj. The function ah.�; !/ WD a
�

h
.!/ is called the scattering amplitude, and is the integral

kernel of the scattering matrix minus identity. The scattering amplitude, and hence the distorted plane
waves, are central objects in scattering theory.

The aim of this paper is to discuss the behaviour of distorted plane waves in the semiclassical limit
h ! 0. Distorted plane waves can be seen as an analogue, on manifolds of infinite volume, of the
eigenfunctions of a Schrödinger operator on a compact manifold. It is therefore natural to ask questions
similar to those in the compact case: what can be said about the semiclassical measures of distorted plane
waves, about the behaviour of their Lp norms as h! 0, and about their nodal sets and nodal domains?

The answer to these questions will depend in a drastic way on the properties of the underlying classical
dynamics. Let us define the classical Hamiltonian by

p.x; �/D j�j2CV.x/;

and the layer of energy 1 as
E D f� 2 T �Rd W p.�/D 1g:

Note that this is a noncompact set, but its intersection with any fibre T �x X is compact.
We also denote, for each t 2 R, the Hamiltonian flow generated by p by ˆt W T �Rd ! T �Rd. For

� 2 E , we will say that � 2 �˙ if fˆt .�/ W ˙t � 0g is a bounded subset of T �Rd ; that is to say, � does not
“go to infinity”, respectively in the past or in the future. The sets �˙ are called respectively the outgoing
and incoming tails (at energy 1).

The trapped set is defined as
K WD �C\��: (4)

It is a flow-invariant set, and it is compact, because V is compactly supported.
If the trapped set is empty, then we can easily describe the distorted plane waves in the semiclassical

limit. Namely, one can show (see [Dyatlov and Guillarmou 2014, §5.1]) that E�
h

is a Lagrangian .WKB/
state. Furthermore, for any � 2 C1c .R

d /, the norm k�E�
h
kL2 is bounded independently of h.

However, if the trapped set is nonempty, the distorted plane waves may not be bounded uniformly
in L2loc as h! 0. Actually, k�E�

h
kL2 could grow exponentially fast as h! 0. If we want this quantity to

remain bounded uniformly in h, we must therefore make some additional assumptions on the classical
dynamics. Let us now detail these assumptions.

Hypotheses on the classical dynamics.

� Hyperbolicity assumption: In the sequel, we will suppose that the potential V is such that the trapped set
contains no fixed point, and is a hyperbolic set. We refer to Section 2.1.2 for the definition of a hyperbolic
set. The potential in Figure 1 is an example of such a potential.

� Topological pressure assumption: For our result on distorted plane waves to hold, we must also make
the assumption (Hypothesis 46) that the topological pressure associated to half the logarithm of the
unstable Jacobian of the flow on K is negative. The definition of the topological pressure will be recalled
in Section 3.4. Hypothesis 46 roughly says that the system is “very open”. One should note that in
dimension 2, this condition is equivalent to the fact that the Hausdorff dimension of K is strictly smaller
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x

y

Figure 1. An example of a potential on .R2; gflat/ such that the dynamics is hyperbolic
on the trapped set in some energy range. (See [Sjöstrand 1990, Appendix C] for details.)

than 2. In the three-bumps potential of Figure 1, this condition is satisfied if the three bumps are far
enough from each other, but it is not satisfied if the bumps are close to each other.

� Transversality assumption: Our last assumption does not concern directly the classical dynamics, but
the Lagrangian manifold1

ƒ� WD f.x; �/ W x 2 Rd g: (5)

Note that the plane wave e
i
h
x�� is a Lagrangian state associated with the Lagrangian manifold ƒ� .

We need to make a transversality assumption on ƒ� . This assumption roughly says that the direction �
defining ƒ� is such that the incoming tail �� and ƒ� intersect transversally. We postpone the precise
statement of this assumption to Hypothesis 16 in Section 2.1.4. This assumption is probably generic in � ,
although we don’t know how to prove it. In [Ingremeau 2017], we show that it is always satisfied for
every � , when we consider geometric scattering on a manifold of nonpositive curvature.

Statement of the results. In Theorem 47, we will give a precise description of E�
h

as a sum of WKB states,
under the assumptions above. Since the precise statement of the theorem is a bit technical, we postpone it
to Section 3.5, and only state two important consequences of this result.

The first one is a bound analogous to what we would get in the nontrapping case.

Theorem 1. Suppose that Hypothesis 10 on hyperbolicity holds, that Hypothesis 46 concerning the
topological pressure is satisfied, and that � 2Sd�1 is such thatƒ� satisfies Hypothesis 16 of transversality.

Let � 2 C1c .X/. Then there exists a constant C�;� independent of h such that for any h > 0, we have

k�E
�

h
kL2 � C�;�: (6)

Remark 2. The bound (6) could not be obtained directly from resolvent estimates. Indeed, as we will
see in Section 3.3.2, the term Eout in (2) can be written as the outgoing resolvent .Ph � .1C i0/2/�1

1By a Lagrangian manifold, we mean a d -dimensional submanifold of a 2d -dimensional symplectic manifold, on which the
symplectic form vanishes. We will allow Lagrangian manifolds to have boundaries, and to be disconnected.
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applied to a term which is compactly supported, and whose L2 norm is O.h/. Therefore, we have a priori
that k�E�

h
kL2 �O.h/k�.Ph� .1C i0/

2/�1�kL2!L2 , as least if the support of � is large enough. But
under Hypotheses 10 and 46, it is known from [Nonnenmacher and Zworski 2009] (see Theorem 45) that

�.Ph� .1C i0/2/�1�

L2!L2 � C j log hj

h
;

and such estimates are sharp in the presence of trapping (see [Bony et al. 2010]). Such a priori estimates
would therefore only give k�E�

h
kL2 � C j log hj.

Our next result concerns the semiclassical measure of E�
h

. Consider on T �Rd the measure ��0 given by

d��0.x; v/D dxıvD� :

The measure ��0 is the semiclassical measure associated to e
i
h
x�� , in the sense that for any 2C1c .T

�Rd /

and any � 2 C1c .R
d /, we have

lim
h!0

˝
Oph. /�e

i
h
x��; �e

i
h
x��
˛
D

Z
T �Rd

�2.x/ .x; v/ d��0.x; v/:

For the definition and properties of the Weyl quantization Oph, we refer the reader to Section 3.1.1.
We then define a measure �� on T �Rd byZ

T �Rd
a d�� WD lim

t!1

Z
T �Rd

a ıˆt d��0

for any a 2 C 0c .T
�Rd /.

We will show in Section 6.3 that this limit exists under our above assumptions. Actually, the proof will
not use Hypothesis 46 that the topological pressure of half the unstable jacobian is negative, but the much
weaker assumption that the topological pressure of the unstable jacobian is negative.

The following theorem tells us that, under our hypotheses, �� is the semiclassical measure associated
to E�

h
, and it gives us a precise description of �� close to the trapped set.

Theorem 3. Suppose that Hypothesis 10 on hyperbolicity holds, that Hypothesis 46 concerning the
topological pressure is satisfied, and that � 2Sd�1 is such thatƒ� satisfies Hypothesis 16 of transversality.

Then for any  2 C1c .T
�Rd / and any � 2 C1c .R

d /, we have

hOph. /�E
�

h
; �E

�

h
i D

Z
T �Rd

 .x; v/ d��.x; v/CO.hc/:

Furthermore, for any � 2 K, there exists a small neighbourhood U� � T �Rd of �, and a local
change of symplectic coordinates �� W U�! T �Rd with ��.�/D 0 such that the following holds. There
exists a constant c > 0 and two sequences of functions fn; �n 2 C1c .R

d / for n 2 N such that for any
.y; �/ 2 ��.U�/, we have

d��.��1� .y; �//D

1X
nD0

fn.y/ıf�D@�n.y/gdy;
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and where the functions fn satisfy
1X
nD0

kfnkC0 <1: (7)

Remark 4. Theorem 3 tells us that the distorted plane waves E�
h

have a unique semiclassical measure.
This result is therefore analogous to the quantum unique ergodicity conjecture for eigenfunctions of
the Laplace–Beltrami operator on manifolds of negative curvature. However, on compact manifolds of
negative curvature, the semiclassical measure we expect is the Liouville measure. Here, the semiclassical
measure given by Theorem 3 is very different from the Liouville measure, since, close to the trapped
set, it is concentrated on a countable union of Lagrangian submanifolds of T �X . There is therefore a
deep difference between compact and noncompact manifolds concerning the semiclassical measure of
eigenfunctions, a fact which was already noted in [Guillarmou and Naud 2014].

Idea of proof. Theorems 1 and 3 will be deduced from a precise description of the distorted plane waves
E
�

h
microlocally near the trapped set. In Theorem 47, we will show that, microlocally near the trapped

set, E�
h

can be written as a convergent sum of WKB states. Let us now explain how this result is obtained.
By definition, the distorted plane wavesE�

h
are generalized eigenfunctions of the operatorPh. Therefore,

if we write U.t/D e�
i
h
Ph for the Schrödinger propagator associated to Ph, we would like to write formally

that U.t/E�
h
D e�

it
h E

�

h
. Of course, this expression can only be formal, since E�

h
…L2, but we will give it

a precise meaning by truncating it by some cut-off functions.
By equation (2), E�

h
may be decomposed into two terms, which we will write as E0

h
and E1

h
in the

sequel. E0
h

is a Lagrangian state associated to the Lagrangian manifold ƒ� , while E1
h

is the image of a
smooth compactly supported function by the resolvent .Ph� .1C i0/2/�1.

Using some resolvent estimates and hyperbolic dispersion estimates, we will show in the sequel that,
for any compactly supported function �, we have limt!1 k�U.t/E

1
h
k D 0.

Therefore, in order to describeE�
h

, we only have to study U.t/E0
h

for some very long times. SinceE0
h

is
a Lagrangian state, its evolution can be described using the WKB method. To do this, we will have to under-
stand the classical evolution of the Lagrangian manifoldƒ� for large times. We will show that for any t >0,
the restriction ofˆt .ƒ�/ to a region close to the trapped set consists of finitely many Lagrangian manifolds,
most of which are very close to the “outgoing tail” of the trapped set (see Theorem 17 for more details).

Relation to other works. The study of the high frequency behaviour of eigenfunctions of Schrödinger
operators, and of their semiclassical measures, in the case where the associated classical dynamics has a
chaotic behaviour, has a long story. It goes back to the classical works [Shnirelman 1974; Zelditch 1987;
Colin de Verdière 1985] dealing with quantum ergodicity on compact manifolds.

Analogous results on manifolds of infinite volume are much more recent. In [Dyatlov and Guillarmou
2014], the authors studied the semiclassical measures associated to distorted plane waves in a very general
framework, with very mild assumptions on the classical dynamics. The counterpart of this generality is
that the authors have to average on directions � and on an energy interval of size h to be able to define the
semiclassical measure of distorted plane waves. Their result can be seen as a form of quantum ergodicity
result on noncompact manifolds, although no “ergodicity” assumption is made.
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In [Guillarmou and Naud 2014], the authors considered the case where X D �nHd is a manifold of
infinite volume, with sectional curvature constant equal to �1 (convex cocompact hyperbolic manifold),
and with the assumption that the Hausdorff dimension of the limit set of � is smaller than .d�1/=2. In this
setting, distorted plane waves are often called Eisenstein series. The authors prove that there is a unique
semiclassical measure for the Eisenstein series with a given incoming direction, and they give a very explicit
formula for it. This result can hence be seen as a quantum unique ergodicity result in infinite volume.

Our result is a generalization of those of [Guillarmou and Naud 2014]. Indeed, we also obtain a unique
semiclassical measure for the distorted plane waves with a given incoming direction. Our assumption on
the topological pressure is a natural generalization of the assumption on the Hausdorff dimension of the
limit set of � to the case of nonconstant curvature. As in [Guillarmou and Naud 2014], the main ingredient
of the proof is a decomposition of the distorted plane waves as a sum of WKB states. Although our
description of the distorted plane waves and of their semiclassical measure is slightly less explicit than that
of [Guillarmou and Naud 2014], our methods are much more versatile, since they rely on the properties
of the Hamiltonian flow close to the trapped set, instead of relying on the global quotient structure.

In [Dyatlov 2012], the author was able to obtain semiclassical convergence of distorted plane waves on
manifolds of finite volume (with cusps), by working at complex energies; see also [Bonthonneau 2014]
for more precise results. The main argument of [Dyatlov 2012], [Bonthonneau 2014] and [Dyatlov and
Guillarmou 2014], which is to describe the distorted plane waves as plane waves propagated during a long
time by the Schrödinger flow, is the starting point of our proof. However, the reason for the convergence
in the long-time limit is very different in the papers above than in the present paper.

Many of the tools used in this paper were inspired by [Nonnenmacher and Zworski 2009]. We will use
the notations and methods of this paper a lot.

Most of the results of the present paper can be made more precise if we suppose that we work on a
manifold of nonpositive sectional curvature, without a potential. This has been studied in [Ingremeau
2017], where the author is able to show, by using the methods developed in the present paper, that distorted
plane waves are bounded in L1loc independently of h, and to give sharp bounds on the Hausdorff measure
of nodal sets of the real part of distorted plane waves restricted to a compact set.

Organization of the paper. In Section 2, we will state and prove a result concerning the propagation by the
Hamiltonian flow of Lagrangian manifolds similar to ƒ� near the trapped set, under general assumptions.
In Section 3, we will state Theorem 47, which is our main theorem, giving a description of distorted
plane waves as a sum of WKB states. We will deduce Theorem 1 as an easy corollary. In Section 4, we
will recall various tools which were introduced in [Nonnenmacher and Zworski 2009], and which will
play a role in the proof of Theorem 47. We shall then prove Theorem 47 in Section 5. Section 6 will be
devoted to the proof of the Theorem 3.

The main reason why we want to state Theorem 47 for generalized eigenfunctions that are more general
than distorted plane waves on Rd is that our results do also apply if the manifold is hyperbolic near
infinity (which allows us to recover some of the results of [Guillarmou and Naud 2014]), as is shown
in [Ingremeau 2017, Appendix B]. Our results do probably also apply if the manifold is asymptotically
hyperbolic; this shall be pursued elsewhere.
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2. Propagation of Lagrangian manifolds

2.1. General assumptions for propagation of Lagrangian manifolds. Let .X; g/ be a noncompact com-
plete Riemannian manifold of dimension d , and let V WX!R be a smooth compactly supported potential.

We denote by p.x; �/Dp.�/ WT �X!R, p.x;�/Dk�k2CV.x/, the classical Hamiltonian.
For each t 2R, we denote by ˆt W T �X! T �X the Hamiltonian flow at time t for the Hamiltonian p.
Given any smooth function f WX ! R, it may be lifted to a function f W T �X ! R, which we denote

by the same letter. We may then define Pf ; Rf 2 C1.T �X/ to be the derivatives of f with respect to the
Hamiltonian flow:

Pf .x; �/ WD
df .ˆt .x; �//

dt

ˇ̌̌̌
tD0

; Rf .x; �/ WD
d2f .ˆt .x; �//

dt2

ˇ̌̌̌
tD0

:

2.1.1. Hypotheses near infinity. We suppose the following conditions are fulfilled.

Hypothesis 5 (structure of X near infinity).We suppose the manifold .X; g/ is such that the follow-
ing holds:

(1) There exists a compactification X of X , that is, a compact manifold with boundaries X such that X
is diffeomorphic to the interior of X . The boundary @X is called the boundary at infinity.

(2) There exists a boundary-defining function b on X , that is, a smooth function b W X ! Œ0;1/ such
that b > 0 on X , and b vanishes to first order on @X .

(3) There exists a constant �0 > 0 such that for any point .x; �/ 2 E ,

if b.x; �/� �0 and Pb.x; �/D 0 then Rb.x; �/ < 0:

Note that, although part (3) of the hypothesis makes reference to the Hamiltonian flow, it is only an
assumption on the manifold .X; g/ and not on the potential V, because V is assumed to be compactly
supported.

Example 6. Rd fulfills Hypothesis 5 by taking the boundary-defining function b.x/D .1C jxj2/�1=2.
We then have X � B.0; 1/.

Example 7. The Poincaré space Hd also fulfills Hypothesis 5. Indeed, in the ball model B0.1/ D
fx 2 Rd W jxj< 1g, where j � j denotes the Euclidean norm, Hd compactifies to the closed unit ball, and
the boundary-defining function b.x/D 2.1� jxj/=.1Cjxj/ fulfills conditions (2) and (3).

We will write X0 WD fx 2 X W b.x/ � �0=2g. By possibly taking �0 smaller, we can assume that
supp.V /� fx 2X I b.x/ > �0g. We will call X0 the interaction region. We will also write

W0 WD T
�.XnX0/D f� 2 T

�X W b.�/ < �0=2g; W0 DW0\ E : (8)

By possibly taking �0 even smaller, we may ask that

8� 2W0; b.ˆ1.�// < �0: (9)
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Definition 8. If �D .x; �/ 2 E , we say that � escapes directly in the forward direction, denoted � 2DEC,
if b.x/ < �0=2 and Pb.x; �/� 0.

If � D .x; �/ 2 E , we say that � escapes directly in the backward direction, denoted � 2 DE�, if
b.x/ < �0=2 and Pb.x; �/� 0.

Note that we have
W0 D DE�[DEC:

Part (3) of Hypothesis 5 implies the following geodesic convexity result, which reflects the fact that
once a trajectory has left the interaction region, it cannot come back to it.

Lemma 9. For any t � 0, we have

ˆt .E \T �X0/\DE� D∅:

Proof. Suppose that there exists a �2ˆt .E\T �X0/\DE� for some t �0. Then there exists �02E\T �X0
such that �Dˆt .�0/. Let us consider f .s/ WDb.ˆs.�0//. We have f .0/>�0=2, f .t/<�0=2 and f 0.t/�0
by hypothesis. This is impossible, because by Hypothesis 5, point (3), whenever f .s/� �0 and f 0.s/D 0,
we have f 00.s/ < 0. �

2.1.2. Hyperbolicity. Recall that the trapped set was defined in (4). In the sequel, we will always suppose
that the trapped set is a hyperbolic set, as follows.

Hypothesis 10 (hyperbolicity of the trapped set). We assume that K is a hyperbolic set for the flow ˆt
jE .

That is to say, there exists a metric gad on a neighbourhood of K included in E , and � > 0, such that the
following holds. For each � 2K, there is a decomposition

T�E D RHp.�/˚E
C
� ˚E

�
�

such that

kdˆt�.v/kgad � e
��jt j
kvkgad for all v 2E�� ; ˙t � 0:

We will call E˙ the unstable (resp. stable) subspaces at the point �.
We may extend gad to a metric on the whole energy layer, so that outside of the interaction region,

it coincides with the metric on T �X induced from the Riemannian metric on X . From now on, d will
denote the Riemannian distance associated to this metric on E .

Let us recall a few properties of hyperbolic dynamics (see [Katok and Hasselblatt 1995, Chapter 6] for
the proofs of the statements).

(i) The hyperbolic set is structurally stable, in the following sense. For E > 0, define the layer of
energy E as

EE WD f� 2 T �X W p.�/DEg; (10)

and the trapped set at energy E as

KE WD f� 2 EE Wˆt .�/ remains in a compact set for all t 2 Rg: (11)
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Figure 2. A surface which has negative curvature close to the trapped set of the geodesic
flow, and which is isometric to two copies of R2nB.0;R0/ outside of a compact set. It
satisfies Hypothesis 10 near the trapped set and Hypothesis 5 at infinity.

If K is a hyperbolic set for ˆt
jE

, then

9ı > 0; 8E 2 .1� ı; 1C ı/; KE is a hyperbolic set for ˆt
jEE
: (12)

(ii) dˆt�.E
˙
� /DE

˙
ˆt .�/

.

(iii) K 3 � 7!E˙� � T�.E/ is Hölder-continuous.

(iv) Any � 2K admits local strongly (un)stable manifolds W ˙loc.�/ tangent to E˙� , defined by

W ˙loc.�/D
˚
�02 E W d.ˆt .�/;ˆt .�0//< � for all ˙t � 0 and lim

t!�1
d.ˆt .�0/;ˆt .�//D 0

	
;

where � > 0 is some small number.
We call

EC0� WDE
C
� ˚RHp.�/; E�0� WDE

�
� ˚RHp.�/

the weak unstable and weak stable subspaces at the point � respectively.

2.1.3. Adapted coordinates. Let us now describe the construction of a local system of coordinates which
is adapted to the stable and unstable directions near a point. In the sequel, these coordinates will be
considered as fixed, and used to state Theorem 17.

Lemma 11. Let � 2 K. There exists an adapted system of symplectic coordinates .y�; ��/ on a neigh-
bourhood of � in T �X such that the following holds:

(i) �� .0; 0/.

(ii) EC� D spanf.@=@y�i /.�/: i D 2; : : : ; dg.

(iii) E�� D spanf.@=@��i /.�/: i D 2; : : : ; dg.

(iv) ��1 D p� 1 is the energy coordinate.

(v)
˝
.@=@y

�
i /.�/; .@=@y

�
j /.�/

˛
gad.�/

D ıi;j , i; j D 2; : : : ; d .



774 MAXIME INGREMEAU

Proof. We may identify a neighbourhood of � 2 T �X with a neighbourhood of .0; 0/ 2 T �Rd. Let
us take e�1 D Hp.�/, and complete it into a basis .e�1 ; : : : ; e

�

d
/ of EC0� such that he�i ; e

�
j igad.�/ D 1 for

2� i; j � d .
Since E˙0 are Lagrangian subspaces (which follows from the hyperbolicity assumption), it is then

possible to find vectors .f �1 ; : : : ; f
�

d
/ such that E�� D spanff �2 ; : : : ; f

�

d
g and such that !.f �j ; e

�

k
/D ıj;k

for any 1� j; k � d . In particular, we have !.f �1 ; e
�
1/D dp.f1/D 1.

From Darboux’s theorem, there exists a nonlinear symplectic chart .yflat; �flat/ near the origin such
that �flat

1 D p � 1. There also exists a linear symplectic transformation A such that the coordinates
.y; �/D A.yflat; �flat/ satisfy �1 D �flat

1 as well as

�1 D p� 1;
@

@yj
.0; 0/D ej and

@

@�j
.0; 0/D fj ; j D 1; : : : ; d: �

We will often write
y� WD .y

�
2 ; : : : ; y

�

d
/ and �� WD .��2; : : : ; �

�

d
/: (13)

For any � > 0, write D� D fu 2 Rd�1 W juj< �g. We define the following polydisk centred at �:

U �.�/�
˚
.y�; ��/ W jy

�
1 j<�; j�

�
1j<ı; y

�
2D�; �2D�

	
; (14)

where ı comes from (12).
We also define unstable Lagrangian manifolds, which are needed in the statement of Theorem 17.

Definition 12. Let ƒ� E be an isoenergetic Lagrangian manifold (not necessarily connected) included in
a small neighbourhood W of a point � 2K, and let 
 > 0. We will say that ƒ is a 
 -unstable Lagrangian
manifold (or that ƒ is in the 
 -unstable cone) in the coordinates .y�; ��/ if it can be written in the form

ƒD f.y�I 0; F.y�// W y� 2Dg;

where D � Rd is an open subset with finitely many connected components, and with piecewise smooth
boundary, and F W Rd ! Rd�1 is a smooth function with kdF kC0 � 
 .

Note that, since F is defined on Rd, a 
 -unstable manifold may always be seen as a submanifold of a
connected 
 -unstable Lagrangian manifold.

Let us also note that, since ƒ is isoenergetic and is Lagrangian, an immediate computation shows
that F does not depend on y�1 , so that ƒ can actually be put in the form

ƒD f.y�I 0; f .y�// W y� 2Dg;

where f W Rd�1! Rd�1 is a smooth function with kdf kC0 � 
 .

2.1.4. Hypotheses on the incoming Lagrangian manifold. Let us consider an isoenergetic Lagrangian
manifold L0 � E of the form

L0 WD f.x; �.x// W x 2X1g;

where X1 is a closed subset of XnX0 with finitely many connected components and piecewise smooth
boundary, and � W x!�.x/, X2 7!T �x X , is a smooth covector field defined on some neighbourhood X2
of X1.
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We make the following additional hypothesis on L0:

Hypothesis 13 (invariance hypothesis). We suppose that L0 satisfies the following invariance hypotheses:

8t � 0; ˆt .L0/\DE� D L0\DE�: (15)

Example 14. Given a � 2 Rd with j�j2 D 1, the Lagrangian manifold ƒ� defined in the Introduction
fulfills Hypothesis 13.

Example 15. Suppose that .XnX0; g/ Š .RdnB.0;R/; gEucl/ for some R > 0. Then the incoming
spherical Lagrangian, defined by

ƒsph WD

��
x;�

x

jxj

�
W jxj>R

�
;

fulfills Hypothesis 13.

We also make the following transversality assumption on the Lagrangian manifold L0. It roughly says
that L0 intersects the stable manifold transversally.

Hypothesis 16 (transversality hypothesis). We suppose that L0 is such that, for any �2K, for any �02L0,
for any t � 0, we have

ˆt .�0/ 2W �loc.�/ D) W �loc.�/ and ˆt .L0/ intersect transversally at ˆt .�0/;

that is to say

Tˆt .�0/L0˚Tˆt .�0/W �loc.�/D Tˆt .�0/E : (16)

Note that (16) is equivalent to Tˆt .�0/L0\Tˆt .�0/W �loc.�/D f0g.
On X D Rd, Hypothesis 16 is likely to hold for almost every � 2 Sd�1, at least for a generic V. In

[Ingremeau 2017], the author shows that this hypothesis is satisfied for every � on manifolds of nonpositive
curvature which have several Euclidean ends (like the one in Figure 2), when there is no potential.

2.2. Statement of the result. Let us now state the main result of this section, which describes the
“truncated evolution” of Lagrangian manifolds.

Truncated Lagrangians. Let .Wa/a2A be a finite family of open sets in T �X . Let N 2 N, and let
˛D ˛0; ˛1 � � �˛N�1 2A

N. Let ƒ be a Lagrangian manifold in T �X . We define the sequence of (possibly
empty) Lagrangian manifolds .ˆk˛.ƒ//0�k�N by recurrence by

ˆ0˛.ƒ/Dƒ\W˛0 ; ˆkC1˛ .ƒ/DW˛kC1 \ˆ
1.ˆk˛.ƒ//:

In the sequel, we will consider families with indices in AD A1 tA2 t f0g. For any ˛ 2 AN such that
˛N�1 ¤ 0, we will define

�.˛/ WDmaxf1� i �N � 1 W ˛i D 0g (17)

if there exists 1� i �N � 1 with ˛i D 0, and �.˛/D 0 otherwise.
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Theorem 17. Suppose that the manifold X satisfies Hypothesis 5 at infinity, that the Hamiltonian
flow .ˆt / satisfies Hypothesis 10, and that the Lagrangian manifold L0 satisfies Hypothesis 13 on
invariance as well as Hypothesis 16 of transversality.

Fix 
uns >0 small enough. There exists "0>0 such that the following holds. Let .Wa/a2A1 be any open
cover of K in T �X of diameter < "0 such that there exist points �a 2Wa \K, and such that the adapted
coordinates .ya; �a/ centred on �a are well defined on Wa for every a 2 A1. Then we may complete this
cover into .Wa/a2A an open cover of E in T �X where AD A1 tA2 t f0g (with W0 defined as in (8))
such that the following holds.

There exists Nuns 2 N such that for all N 2 N, for all ˛ 2 AN and all a 2 A1, we have Wa \ˆN˛ .L0/
is either empty, or is a Lagrangian manifold in some unstable cone in the coordinates .ya; �a/.

Furthermore, if N � �.˛/�Nuns, then Wa \ˆN˛ .L0/ is a 
uns-unstable Lagrangian manifold in the
coordinates .ya; �a/.

Remark 18. For a sequence ˛ 2AN, N � �.˛/ corresponds to the time spent in the interaction region.
Our last statement therefore says that if a part of L0 stays in the interaction region for long enough when
propagated, then its tangents will form a small angle with the unstable direction at �a.

Remark 19. The constant "0 and the sets .Wa/a2A2 depend on the Lagrangian manifold L0. If we take
a whole family of Lagrangian manifolds .Lz/z2Z satisfying Hypotheses 13 and 16, then we will need
some additional conditions on the whole family to be able to find a common choice of "0 and .Wa/a2A2
independent of z 2Z. An example of such a condition will be provided by equations (36) and (37). Note
that these equations are automatically satisfied if Z is finite.

2.3. Proof of Theorem 17.

Proof. From now on, we will fix a 
uns > 0.
Let �0 2K, and consider the system of adapted coordinates in a neighbourhood of �0 constructed in

Section 2.1.3. Recall that the set U �0.�/ was defined in (14). We define a Poincaré section by

†�0 D†�0.�/D
˚
.y�0; ��0/ 2 U �0.�/ W y

�0
1 D �

�0
1 D 0

	
:

Note that the spaces E˙�0 are tangent to †�0, and that the coordinates .y�0;��0/ introduced in (13)
form a symplectic chart on †�0.

Actually, we will often need a nonsymplectic system of coordinates built from the coordinates .y�; ��/.
Before building this nonsymplectic system of coordinates, let us explain why it is a crucial ingredient

of our argument. The main tool in the proof of Theorem 17 is the so-called “inclination lemma”, which
roughly says that a Lagrangian manifold which intersects the stable manifold transversally will get more
and more unstable when propagated in the future. This is a very easy result in the case of linear hyperbolic
diffeomorphisms, but we must add some quantifiers in the case of nonlinear dynamics to make it rigorous.
Namely, one can say, as in [Nonnenmacher and Zworski 2009, Proposition 5.1], that given a 
 > 0, there
exists �
 >0 such that if ƒ is a 
 -unstable Lagrangian manifold included in some U �.�
 /, then for any �0,
ˆ1.ƒ/\U �

0

.�
 / is still 
 -unstable.
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However, we may not use this result directly for the following reason. The smaller we take �, the
longer the points of the Lagrangian manifold L0 may spend in the part of the interaction region which is
not affected by the hyperbolic dynamics before entering in some U �.�/ for some � 2K. Yet the longer
they spend in this “intermediate” region, the more stable the Lagrangian manifold may a priori become.
To avoid such a circular reasoning, we should introduce another system of coordinates, in which the
description of the propagation of the Lagrangian manifolds in the intermediate region is easier.

2.3.1. Alternative coordinates. In this section we will describe a system of “alternative”, or “twisted”
coordinates built from the one we introduced in Section 2.1.3, but which may differ slightly from them.

Given a � 2K, we introduce a system of smooth coordinates . Qy�; Q��/ as follows.
On †�, these coordinates are such that

W 0C
loc .�/\†

�
� f. Qy�; 0/ W Qy�2D�g; W 0�

loc .�/\†
�
� f.0; Q��/ W Q��2D�g;

and if we denote by L� the map

L� W .y
�;��/ 7! . Qy�; Q��/ (18)

defined in a neighbourhood of .0; 0/, we have

dL�.0; 0/D IdR2d�2 : (19)

Now, if O� has straight coordinates .y�. O�/; ��. O�//, we let O�0 2†� be the point with straight coordinates
.0;y�. O�/; 0;��. O�//. We then define the twisted coordinates of O� by

Qy
�
1 . O�/D y

�
1 . O�/; Q�

�
1. O�/D �

�
1. O�/; Qy�. O�/D Qy�. O�0/; Q��. O�/D Q��. O�0/:

Note that this system of coordinates doesn’t have to be symplectic.
We have

@y
�
j

@ Qy
�
1

D
@�
�
j

@ Qy
�
1

D 0 for j D 1; : : : ; d � 1;
@y
�
1

@ Qy
�
1

D 1: (20)

Given a � 2K, and �; �0 > 0, we define

zU �.�; �0/�
˚
. Qy�; Q��/ W j Qy

�
1 j< �; j Q�

�
1j< ı; Qy

�
2D�0 ; Q�

�
2D�

	
; (21)

where ı is an energy interval on which the dynamics remains uniformly hyperbolic.
Finally, the Poincaré section in the alternative coordinates is represented as

z†�.�; �0/ WD
˚
. Qy�; Q��/ 2 zU �.�; �0/ W Qy

�
1 D Q�

�
1 D 0

	
:

In the sequel, we will be working most of the time in a situation where �0� � (that is, with sets much
thinner in the unstable direction than in the stable direction).

The main reason why we needed to introduce alternative coordinates is that they give a simpler
expression for the Poincaré map (see Remark 20). Let us now define this map.
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2.3.2. The Poincaré map. Let �0 2 K, and let � > 0 be small enough so that the twisted coordinates
around �0 and ˆ1.�0/ are well defined in some neighbourhoods zU �0.�; �/ and zUˆ

1.�0/.�; �/. The
Poincaré map ��0 is defined, for � 2 z†�0.�/ near �0, by taking the intersection of the trajectory
.ˆs.�//js�1j�� with the section z†ˆ

1.�0/ (this intersection consists of at most one point). In the sequel,
we will sometimes omit the reference to �0 and simply write the Poincaré map �.

The map ��0 need not be symplectic, since it is defined in the twisted coordinates which need not be
symplectic. However, if we had defined the Poincaré map in the straight coordinates, it would have been
automatically symplectic. The linearisations of the two systems of coordinates are identical at �0 by (19).
Therefore, by using the hyperbolicity assumption, we see that the differential of � at �0 takes the form

d�.�0/�

�
A 0

0 tA�1

�
;

and there exists
� D e�� < 1 (22)

such that the matrix A satisfies
kA�1k � �; (23)

where k � k corresponds to the matrix norm. Hence, the Poincaré map ��0 takes the form

��0. Qy
�0 ; Q��0/D

�
A Qy�0 C Q̨ . Qy�0; Q��0/; tA�1 Q��0 C Q̌. Qy�0; Q��0/

�
; (24)

and the functions Q̨ and Q̌ satisfy

Q̨ .0; Q��0/D Q̌. Qy�0; 0/� 0 and d Q̨ .0; 0/D d Q̌.0; 0/D 0: (25)

We therefore have
k Q̨kC1.V / � C0�; k

Q̌kC1.V / � C0� (26)

for some constant C0, since � is uniformly C 2.

Remark 20. Equation (25) is the main reason why we needed to introduce alternative coordinates, and
will play a key role in the proof of Lemma 31. If we had defined the Poincaré map in the straight
coordinates, we wouldn’t have had ˛.0;��0/D 0 or ˇ.y�0 ; 0/D 0.

Remark 21. By compactness of the trapped set, the constants C0 and � may be chosen independent of
the point �0. We may also find a C > 1 such that, independently of �0 and �1 in K, we have

kAk � C: (27)

Finally, by possibly taking C0 larger, we may assume that all the second derivatives of the map L� defined
in (18) are bounded by C0 independently on � 2K.

2.3.3. Changes of coordinates and Lagrangian manifolds. Let us describe how a Lagrangian manifold is
affected when we go from twisted coordinates to straight coordinates centred at the same point.

Lemma 22. Suppose that a Lagrangian manifold ƒ� zU �.�; �/ may be written in the twisted coordinates
centred on � 2 K as ƒ D f. Qy�1 ; Qy

�I 0; zF . Qy�// W Qy� 2�g, where � � Rd is a small open set, and with
kd zF kC0 � 
 . Suppose furthermore that

C0�
 < 1:
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Then, in the straight coordinates, ƒ may be written as

ƒD f.y
�
1 ;y

�
I 0; f .y�// W y� 2D�g;

with kdf kC0 � 
.1�C0
�/
�1.1C 2C0�/.

Proof. To lighten the notations, we will not write the indices �.
Points on ƒ are parametrized by the coordinate Qy. We may hence see their straight coordinates u, s as

functions of Qy.
By equations (19), (20) and Remark 21, we have

@y

@ Qy
D
@y

@ Qy
C
@y

@ Q�

@ zF . Qy/

@ Qy
D I CR

with kRk � C0
� < 1.
Therefore, on ƒ, we know Qy 7! y is invertible. We may hence write � as a function of y, and we have

@�

@y
D
@ Qy

@y

�
@�

@ Qy
C
zF . Qy/

@ Qy

@�

@ Q�

�
D .I CR/�1.
.I CR0//;

with kR0k � 2C0�. Hence k@�=@yk � 
.1�C0
�/�1.1C 2C0�/.
That � is actually independent of y1 comes from the fact that ƒ is an isoenergetic Lagrangian manifold,

and that we are working in symplectic coordinates. �

Let us now describe the change between two systems of twisted coordinates. Let �; �02K. If they are
close enough to each other, the map L W . Qy�; Q��/ 7! . Qy�

0

; Q��
0

/ is well defined on a set containing both �
and �0, of diameter d.�; �0/.

Combining the fact that the (un)stable subspaces E˙� are Hölder continuous with respect to � 2Kı

with some Hölder exponent p> 0, and point (v) of Lemma 11, we get

dL.0;0/ D LCR�;�0 ; (28)

where
kR�;�0k � Cd

p.�; �0/ for some p> 0; (29)

and where L is of the form

LD

�
Uy 0

0 L�

�
for some unitary matrix Uy . Here, L� might not be unitary, but it is invertible, and by compactness of K,
kL�k

�1 may be bounded independently on �.
Now, by compactness, the second derivatives ofLmay be bounded independently of � and �0. Therefore,

for any �00 in a neighbourhood of �, we have

dL�00 D dL.0;0/CR�00 ; (30)

with R�00 � C 0d.�; �00/ and C 0 independent of �0.
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By possibly enlarging C0, we may assume that kL�k�1 � C0. We may also assume that C0=2 is larger
than the constants C and C 0 appearing in the bounds on R�;�0 and R�00 .

We will use the previous remarks in the form of the following lemma, which describes the effect of a
change of twisted coordinates on a Lagrangian manifold.

Lemma 23. Let �; �02K be such that d.�; �0/ < �, and let ƒ be a Lagrangian manifold which may be
written in the twisted coordinates centred on � as ƒD f. Qy�1 ; Qy

�I 0; zF �. Qy�// W Qy� 2 �g, where � � Rd is a
small open set, and with kd zF �kC0 � 
 < 1=.4C0�

p/.
Then, ƒ\ zU �

0

.�; �/ may be written in the coordinates centred at �0 as

ƒ\ zU �
0

.�; �/D f. Qy
�0

1 ; Qy
�0
I 0; zF �

0

. Qy�
0

// W Qy�
0

2 �0g;

where �0 � Rd is a small open set, and with

kd zF �
0

kC0 � .
.1CC0�
p/CC0�

p/.1� 2
C0�
p/�1 <1:

Proof. Consider points on ƒ. By assumption, their Q��-coordinate is a function of their Qy�-coordinate.
Therefore, using the map L, their coordinates . Qy�

0

; Q��
0

/ may be seen as functions of Qy�.
Let us denote by Ly and L� the two components of L. By definition, we have

Qy�
0

D Ly. Qy
�; Q��/D Ly. Qy

�; zF �. Qy�//;

where zF �. Qy�/ satisfies k@ zF �. Qy�/=@ Qy�k � 
 . Therefore, we have

@ Qy�
0

@ Qy�
D
@Ly

@ Qy�
C
@ zF �. Qy�/

@ Qy�
@Ly

@ Q��
D U C zR;

where U is unitary.
By equations (28) and (30), we have k zRk � 2
C0�p < 1 by assumption. Therefore, Qy� 7! Qy�

0

is
invertible, and we have k@ Qy�=@ Qy�

0

k � .1�2
C0�
p/�1. We may see Q��

0

as a function of Qy�
0

, and we have



 @ Q��0@ Qy�
0





D 



 @ Qy�@ Qy�
0

@ Q��
0

@ Qy�
C
@ Qy�

@ Qy�
0

@ Q��

@ Qy�
@ Q��
0

@ Q��





� .1� 2
C0�p/�1.C0�pC 
.1CC0�p//;
and the lemma follows. �

2.3.4. Propagation for bounded times. Let us fix a �1 2 .�; 1/, where � was defined in (22). Recall that
p was defined in (29) as the Hölder exponent of the stable and unstable directions. From now on, we fix
an � > 0 small enough so that

�CC0�
p

��1�C0�p
< �1; and

C0�
p

��1� 2C0�p
<

uns.1� �1/

8
; (31)�

1�
.1C �1/
uns

1C 2C0�p/
C0�

p

��1�

uns

.1C �1/.1CC0�
p/

2C 4C0�p
CC0�

p

�
<


uns

1C 2C0�p
: (32)

This is possible because .1C�1/=2 < 1. We also ask that C0�p < 1=2. Note that, although condition (32)
looks horrible, it is designed to work well with Lemma 23.
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Figure 3. A representation of some of the different sets we introduce in the proof of
Theorem 17, intersected with a Poincaré section.

Let us introduce a first decomposition of the energy layer. Recall that we defined W0 in (8) as the
external part of the energy layer. We define W1 WD f� 2 EnW0 W d.�;K/ < �=2g for the part of the energy
layer close to the trapped set, and W2 WD f� 2 EnW0 W d.�;K/� �=2g for the intermediate region. See
Figure 3 for a representation of these different sets. Note that we will later introduce a finer open cover of
the energy layer, using the sets Wa appearing in the statement of the theorem.

The following lemma tells us that the set W2 is a transient set, that is to say, points spend only a finite
time inside it.

Lemma 24. There exists N� 2 N an integer which depends on � such that for all � 2W2, we have either
ˆN� .�/ 2W0 or ˆ�N� .�/ 2W0.

Proof. This result comes from the uniform transversality of the stable and unstable manifolds (which is a
direct consequence of the compactness of K).

It gives us the existence of a d1.�/ > 0 such that, for all � 2W2[W1,

d.�; �C/C d.�; ��/� 2d1 D) d.�;K/� �=2:

We may therefore write

W2 D f� 2W2 W d.�; �
�/ > d1g[ f� 2W2 W d.�; �

�/ > d1g:

A point in the first set will leave the interaction region in finite time in the future, while a point in the
second set will leave it in finite time in the past. By compactness, we can find a uniform N� such as the
one in the statement of the lemma. �

The following lemma is a consequence of the transversality assumption we made. It tells us that when
we propagate L0 during a finite time N and restrict it to a small set zU �.�; %/ close to the trapped set, we
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obtain a finite union of Lagrangian manifolds in the alternative coordinates. Here, the size % of the set in
the unstable direction depends on N, but its size � in the stable direction does not.

Lemma 25. Let N 2 N. There exists NN 2N, Q%N >0 and Q
N >0 such that for all 0 < %� Q%N, for all
� 2K, and for all 1� t �N, the set ˆt .L0/\ zU �.�; %/ can be written in the coordinates . Qy�; Q��/ as the
union of at most NN disjoint Lagrangian manifolds, which are all Q
N -unstable:

ˆt .L0/\ zU �.�; %/�
l.%/[
lD0

Oƒl ;

with l.%/�NN and
Oƒl D f. Qy

�
1 ; Qy

�
I 0; f l. Qy�// W Qy�2D%g

for some smooth functions f l with kdf l. Qy�/kC0.D�/ � Q
N.

Proof. Let us consider a 1� t �N. First of all, since ˆt is a symplectomorphism, it sends Lagrangian
manifolds to Lagrangian manifolds. The restriction of a Lagrangian manifold to a region of phase space
is a union of Lagrangian manifolds.

We now have to prove that, if we take % small enough, these Lagrangian manifolds are all Q
N unstable
for some Q
N > 0 which is independent of �.

Let � 2K. By hypothesis, W �loc.�/ and ˆt .L0/ are transverse when they intersect.
Therefore, in a small neighbourhood of the stable manifold f Qy� D 0g, each connected component

of ˆt .L0/ may be projected smoothly on the twisted unstable manifold f Q�� D 0g. That is to say, there
exists a % > 0 and a 
 > 0 such that each connected component of ˆt .L0/\ zU �.�; %/ is 
-unstable in
the twisted coordinates around � for some 
 > 0.

Now, since the changes of coordinates between twisted coordinates are continuous, we may use the
compactness of K to find uniform constants % > 0 and 
 > 0 such that each connected component of
ˆt .L0/\ zU �.�; %/ is 
 -unstable in the twisted coordinates around �, independently of �2K and 1� t �N.

By compactness of zU �.�; %/, the number of Lagrangian manifolds making up ˆt .L0/ \ zU �.�; %/
is finite. �

Applying this lemma to N DN�C 2, we define the following constants, which we shall need later in
the proof (recall that 
uns has been fixed):

.
0; %0/ WD . Q
N�C2; Q%N�C2/; (33)

N1 WD

�
log.
uns=4
0/

log..1C �1/=2/

�
C 1; Nuns WDN1CN�C 2; (34)

%1 WDmin
�
�

2
0
; %0

�
; %2 WDmin

�
.CCC0�p/�Nuns%1; QıNuns

�
; (35)

where C comes from Remark 21, and C0 comes from equation (26).

Remark 26. As explained in Lemma 24, N� is the maximal time spent by a trajectory in the intermediate
region W2. The time N1 will be the time necessary to incline a 
0-unstable Lagrangian manifold to a 
uns-
unstable Lagrangian manifold, as explained in Proposition 30. As for the constant %2, it has been chosen
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small enough so that at each step of the aforementioned propagation during a time N1, the Lagrangian
manifolds we consider are contained in a single coordinate chart, as explained in Proposition 30.

Remark 27. The constant "0 in Theorem 17 will depend only on 
0 and %0. Therefore, the proof of
Lemma 25 tells us that if we consider a whole family of Lagrangian manifolds .Lz/z2Z satisfying
Hypotheses 13 and 16, we will be able to find an "0 > 0 uniform in z 2Z provided we have the following
uniform transversality condition:

8t 2N; 8� 2K; 9ı; 
 > 0 such that 8z 2Z; ˆt .Lz/\ zU �.�; ı/ is 
 -unstable: (36)

Lemma 28. There exists a neighbourhood W3 of ��\W1 in E , a finite set of points .�i /i2I �K and
0 < �1 < %1, such that the following holds:

(i) The sets . zUi /i2I WD . zU �i .�; %2//i2I form an open cover of a neighbourhood of W3.

(ii) � 2 ŒW1nW3�[f�
02W2 W d.�

0; ��/ > d1g D) 8t � 0; d.ˆt .�//;K/� �1:

(iii) For any open set W of diameter < �1 included in W3, there exists an i 2 I such that W � zUi .

Proof. The sets . zU �.�; %2//�2K form an open cover of a neighbourhood of .��\W1/. Let us denote by
W3 such a neighbourhood.

By compactness, we may extract from it a finite open cover . zUi /i2I WD . zU �i .�; %2//i2I , which still
satisfies (i).

Since W3 is a neighbourhood of ��\W1, there exists a constant %02 > 0 such that the following holds:

8� 2W1nW3; d.�; ��/ > %02:

Therefore, there exists 0 < �1 <min.%1; �/ such that

� 2 ŒW1nW3�[f�
0
2W2 W d.�

0; ��/� d1g D) 8t � 0; d.ˆt .�//;K/ > �1;

which is (ii). Finally, since the set zUi are open, we may shrink �1 so that (iii) is satisfied. �

Remark 29. The constant "0 appearing in Theorem 17 will be smaller than �1 (see Lemma 33); therefore
each of the sets .Wa/a2A1 will be contained in some zUi . Furthermore, we will have Wa � f� 2 E W
d.�;K/ < "0g. Hence, a point � 2 ŒW1nW3�[f�

02W2 W d.�
0; ��/� d1g will not be contained in any

of the sets .Wa/a2A1 when propagated in the future.

Lemma 25 tells us that ˆN� .L0/\ zUi consists of finitely many 
0-unstable Lagrangian manifolds.
Our aim will now be to take a Lagrangian manifold included in a zUi1 , to propagate it during some time
N � N1, then to restrict it to a zUi2 for i1; i2 2 I. The remaining part of the Lagrangian, which is in
W1nW3, will not meet the sets .Wa/a2A1 when propagated in the future, as explained in Remark 29.

2.3.5. Propagation in the sets zUi . For N 2 N and �D .i0 i1 � � � iN�1/ 2 IN, we define

ˆ�.ƒ/ WDˆ
1
�
zUiN�1 \ˆ

1.� � �ˆ1. zUi0 \ƒ/ � � � /
�
:
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The propagation of Lagrangian manifolds in the sets zUi is described in the following proposition, which
is the cornerstone of the proof of Theorem 17. Recall that 
uns was chosen arbitrarily at the beginning of
the proof, and that N1 was defined in (34).

Proposition 30. Let N � N1, � D .i0i1 � � � iN�1/ 2 I
N and i 2 I . Let ƒ0 � zUi0 be an isoenergetic

Lagrangian manifold which is 
0-unstable in the twisted coordinates centred on �i0 . Then zUi \ˆ�.ƒ/ is
a Lagrangian manifold contained in zUi , and it is .
uns=.1C 2C0�

p/2/-unstable in the twisted coordinates
centred on �i .

Proof. The first part of the proof consists in understanding how ˆn.ƒ0/ behaves for n � N1, in the
twisted coordinates centred on �i0 . This is the content of the following lemma, which is an adaptation
to our context of the “inclination lemma”. (See [Katok and Hasselblatt 1995, Theorem 6.2.8]; see also
[Nonnenmacher and Zworski 2009, Proposition 5.1] for a statement closer to our context and notation.)

Lemma 31. ˆN1.ƒ0/ is a Lagrangian manifold, which can be written in the chart . Qyˆ
N1 .�i0 /; Q�ˆ

N1 .�i0 //

in the form

ˆN1.ƒ0/�
˚
. Qy
ˆN1 .�i0 /

1 ; Qyˆ
N1 .�i0 /I 0; f N1. Qyˆ

N1 .�i0 /// W Qyˆ
N1 .�i0 /2DN1

	
;

with DN1 � B.0; %1/ and kdf N1kC0.Dk/ � .1C �1/
uns=4.

Note that ˆN1.ƒ0/ is a priori not contained in a single set zUi , but the lemma states that it is contained
in the set zUˆ

N1 .�i0 /.�; %1/, where the twisted coordinates are well defined.

Proof. By assumption, ƒ0 may be put in the form

ƒ0 �
˚
. Qy
�i0
1 ; Qy�i0 I 0; f 0. Qy�i0 // W j Qy�i0 j< %2

	
; with kdf 0. Qy�i0 /kC0 � 
0:

We will consider restrictions of the Lagrangian manifolds at intermediate times to the Poincaré sections
centred at ˆk.�i0/:

ƒksec WDˆ
k.ƒ0/\†ˆ

k.�i0 /.�; %0/:

We have ƒkC1sec D �
k.ƒksec/, where �k WD �ˆk.�i0 /;ˆkC1.�i0 / is of the form (24). From equation (24) and

the definition of C, we see that the maximal rate of expansion in the unstable direction is bounded by
.CCC0�p/. Therefore, the definition of %2 implies that for any k � N1, the projection of ƒksec on the
unstable direction is supported in B.0; %1/.

To lighten the notations, we will write Qyk and Q�k instead of Qyˆ
k.�i0 / and Q�ˆ

k.�i0 /.
Let k � 0, and suppose we may write

ƒksec � f. Qy
k; f k. Qyk// W Qyk 2Dkg;

where Dk � B.0; %1/, and kdf kkC0 � 
k for some 0 < 
k � 
0.
Note that the key point in the following computations is that, since we have chosen “alternative”

coordinates, we have j@� Q̨k. Qyk; Q�k/j � C0 Qyk � C0%1.
The projection of ˆ1

jƒksec
on the horizontal subspace is given by

Qyk 7! QykC1 D �ˆ1. Qyk; f k. Qyk//D Ak Qy
k
C Q̨

k. Qyk; f
k. Qyk//;



DISTORTED PLANE WAVES IN CHAOTIC SCATTERING 785

where for each k, we have Ak is a matrix as in (23).
By differentiating, we obtain

@ QykC1

@ Qyk
D AkC

@ Q̨k

@ Qyk
C
@ Q̨k

@ Q�k

@fk

@ Qyk
D AkC rk;

where rk has entries bounded by C0%1
0 � C0�.
Therefore, the map is invertible, and QykC1 7! Qyk is contracting. This implies that ƒkC1sec can be

represented as a graph

ƒkC1sec �
˚
. QykC1; f kC1. QykC1// W QykC12DkC1

	
;

with
f kC1. QykC1/D tA�1k f k. Qyk/C Q̌k. Qy

k; f k. Qyk//:

Differentiating with respect to QykC1, we get

@f kC1

@ QykC1
D

�
@ Qyk

@ QykC1

���
tA�1k C @�

Q̌k. Qyk; f k. Qyk//
�@f k
@ Qyk

. Qyk/C @ Qy Q̌
k. Qyk; f k. Qyk//

�
:

Therefore, we have



@f kC1@ QykC1





� ktA�1k k
kCj@ Qy Q̌j C j@Q� Q̌j
k
��1� j@ Qy Q̨ j � j@Q� Q̌j
k

�

k�CC0�

p.1C 
k/

��1� 2C0�p

� �1
kC
.1� �1/
uns

8
D 
k

�
�1C


uns.1� �1/

8
k

�
;

where the last inequality comes from (31). First of all, the fact that this slope is bounded uniformly on
ƒkC1sec implies that ƒkC1sec can indeed be written in the form

ƒkC1sec �
˚
. QykC1; f kC1. QykC1// W QykC12DkC1

	
;

where DkC1 � B.0; %1/, and kdf kC1kC0 � 
kC1, where


kC1 � 
k

�
�1C


uns.1� �1/

8
k

�
:

Now, if 
k > 
uns=4, then

�1C

uns.1� �1/

8
k
<
1C �1

2
< 1;

so that 
k decreases exponentially fast, while if 
k � .1C �1/
uns=4, then 
kC1 < .1C �1/
uns=4.
The time N1 has been chosen large enough so that 
N1 < .1C �1/
uns=4, which concludes the proof

of the lemma. �

After times N >N1, the Lagrangian manifold may not be included in zUˆ
N .�i0 /.�; %1/. Therefore, we

may have to use a change of coordinates. By Lemma 31, at time N1, our Lagrangian manifold ˆN1.ƒ0/
is included in zUˆ

N1 .�i0 /.�; %1/ and is ..1C �1/
uns=4/-unstable.
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We want to study zUj\ˆN1.ƒ0/ for j 2I in the coordinates centred at �j , and to apply the computations
made in the proof of Lemma 31 again. Let us see how all this works.

If, for some j 2 I , we have zUj \ ˆN1.ƒ0/ ¤ ∅, then d.ˆN1.�i0/; �j / < �. Now, by applying
Lemma 23 as well as equation (32), we obtain that ˆN1.ƒ0/\ zUj is .
uns=2/-unstable in the twisted
coordinates centred at �j .

We may continue this argument of changing coordinates and propagating to any time N � N1: we
always obtain a single Lagrangian manifold which is ..1C�1/
uns=4/-unstable. This concludes the proof
of Proposition 30, because we assumed that C0�p < 1=2. �

Remark 32. In [Nonnenmacher and Zworski 2009, Proposition 5.1], the authors prove using the chain
rule that for each ` 2N, there exists a constant C` large enough such that the following holds. If i1; i2 2 I
and if ƒ � zUi1 is a Lagrangian manifold in some unstable cone, generated by a function f in the
coordinates . Qy�i1 ; Q��i1 / with kf kC ` � C`, then ˆ1.ƒ/\ zUi2 is a union of finitely many Lagrangian
manifolds, all of which are in some unstable cone in the coordinates . Qy�i2 ; Q��i2 /, and are generated by
functions with a C ` norm smaller than C`.

In particular, this shows that on the Lagrangian manifold ˆN� .ƒ/ described in Proposition 30, the
function s�i .y�i / has a C ` norm smaller than C`, where C` is a constant independent of N.

2.3.6. Properties of the sets .Wa/a2A1 . The following lemma is an adaptation of Lemma 25 to the
“straight coordinates”. Note that the main reason why we want to use these straight coordinates is because
they are symplectic, which will play a crucial role in the proof of Theorem 47.

Lemma 33. There exists "0 < �1 such that, if .Wa/a2A1 is an adapted cover of K of diameter "0 such
that for each a 2 A1, we have Wa \W0 D∅, and there exists a point �a 2Wa \K ¤∅, then there exist
NNuns 2 N and 
 0 such that the following holds.

For each a 2 A1, for each 1�N �Nuns, the set ˆN .L0/\Wa consists of at most NNuns Lagrangian
manifolds, all of which are 
 0-unstable in the straight coordinates centred on �a.

Proof. Let us choose "0>0 small enough so that C0"0 Q
Nuns <1 and such that each set of diameter smaller
than "0 and which intersects K is contained in some zU �.�; ı/, with ı < QıNuns . By applying Lemma 25,
we know that there exists NNuns 2N, QıNuns>0 and Q
Nuns>0 such that for all 0 < ı � QıNuns , for all � 2K
and for all 1 � N � Nuns, the set ˆN .L0/\ zU �.�; ı/ can be written in the coordinates . Qy�; Q��/ as the
union of at most NNuns Lagrangian manifolds, which are all Q
Nuns-unstable. This gives us the statement in
the twisted coordinates. To go to the straight coordinates, we may simply use Lemma 22 thanks to the
assumption made on "0. �

For any a2A1, 1�k�Nuns, the set Wa\ˆk.L0/ consists of finitely many Lagrangian manifolds. Let
us define da;k as the minimal distance (with respect to the distance d ) between the Lagrangian manifolds
which make up Wa \ˆk.L0/, with the convention that this quantity is equal to C1 if Wa \ˆk.L0/
consists of a single Lagrangian manifold or is empty. We then set

d WDmin
�
"0; min

a2A1
1�k�Nuns

fda;kg
�
> 0:
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Remark 34. If we consider a whole family of Lagrangian manifolds .Lz/z2Z satisfying Hypotheses 13
and 16, we will be able to apply Theorem 17 to them with sets .Wa/a2A2 independent of z 2Z provided
the constant d is well-defined, that is to say, provided we have

inf
a2A1;z2Z
1�k�Nuns

fdza;kg> 0; (37)

where dz
a;k

is the minimal distance between the Lagrangian manifolds which make up Wa \ˆk.Lz/,
with the convention that this quantity is equal to C1 if Wa \ˆk.Lz/ consists of a single Lagrangian
manifold or is empty.

The flow .ˆt / is C 1 with respect to time, and hence Lipschitz on Œ0; Nuns�. Therefore, there exists a
constant C > 0 such that for all t 2 Œ0; Nuns� and for all �1; �2 2 E , we have

d.ˆt .�1/; ˆ
t .�2//� Cd.�1; �2/:

We take

"2 WD d=C:

We now complete .Wa/a2A1 to cover the whole energy layer.

2.3.7. Construction and properties of the sets .Wa/a2A2 . Recall that W0 D T �.XnX0/, and that b is the
boundary-defining function introduced in Hypothesis 5.

We build the sets .Wa/a2A2 so that, if we set AD A1[A2[f0g, the following holds:

� Each of the sets .Wa/a2A2 has a diameter smaller than "2.

� For each a 2 A2, we have d.Wa; K/ > "2=2.

� .Wa/a2A is an open cover of E .

Our next lemma is the first brick of the proof of the uniqueness of the Lagrangian manifold making up
ˆN˛ .L0/. It relies on the fact that the sets .Wa/a2A2 have been built small enough.

Lemma 35. Let k�Nuns, ˛2Ak, and a2A1. Then the set Wa\ˆk˛.L0/ is empty or consists of a single
Lagrangian manifold.

Proof. Let us suppose that ˆk.L0/\Wa is nonempty. We have seen in Lemma 33 that it consists of
finitely many Lagrangian manifolds, with a distance between them larger than d. Therefore, for any
1� k0 � k, the sets ˆ�k

0

.ˆk.L0/\Wa/ consist of Lagrangian manifolds which are at a distance larger
than "2 from each other. Because of the assumption (9) we made, we have ˛k0 2 A2 for some k0 � k.
Since the sets .Wa/a2A2 have a diameter smaller than "2, they separate the Lagrangian manifolds which
make up ˆ�k

0

.ˆk.L0/\Wa/. We deduce from this the lemma. �

2.3.8. Structure of the admissible sequences. We will now state two of lemmas which put some constraints
on the sequences ˛ 2 AN, with ˛N 2 A1 such that ˆN˛ .L0/¤∅.

The first of these lemmas tell us that we may restrict ourselves to sequences such that ˛k ¤ 0 for k � 1.
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Lemma 36. Let N 2 N, and let ˛ 2 AN, and a 2 A1. Suppose that ˛k D 0 for some 1� k �N � 1, and
that Wa \ˆN˛ .L0/¤∅. Then

Wa \ˆ
N
˛ .L0/�ˆ

N�k
˛kC1���˛N�1

.L0/:

Proof. By hypothesis, ˆk˛1���˛k .L0/�W0, and it intersects W1 in the future. We have W0DDE�[DEC,
and a point in DEC cannot intersect W1 in the future. Therefore, the points in ˆk˛1���˛k .L0/ which
intersect W1 in the future are all in DE�. But by Lemma 9, the point in DE� can only have preimages
in W0. Therefore, we have

Wa \ˆ
N
˛ .L0/�Wa \ˆ

N
0���0˛kC1���˛N�1

.L0/�ˆN�k˛kC1���˛N�1
.L0/;

where the second inclusion comes from Hypothesis 13. �

Let us now take advantage of Remark 29 to show that, from time k � N� C 2, all the interesting
dynamics takes place in W3.

Lemma 37. Let N �N�C 2, and ˛ 2 AN with ˛i ¤ 0 for i � 1.
Let N�C2� k �N, and � 2ˆk˛1���˛k .L0/ be such that ˆN�k.�/ 2Wa for some a 2A1. Then � 2W3.

Proof. If � 2W1, then the result follows from Remark 29. We must therefore check that we cannot have
� 2W2 [W0. First of all, note that Lemma 9 implies that we cannot have � 2W0. This lemma also
implies that for each a0 2 A1[A2, we have

ˆ1.Wa0nW0/\DE� D∅: (38)

Suppose now that � 2W2. Since k � N� C 2, and ˛i ¤ 0 for i � 1, we have ˆ�N��1.�/ 2Wa0 for
some a0 2 A1[A2. Therefore, by equation (38), we have ˆ�N� .�/ …W0.

By the proof of Lemma 24, this would imply that d.�; ��/� d1. By Remark 29, this implies that we
cannot have ˆN�k.�/ 2Wa for some a 2 A1, a contradiction. �

2.3.9. End of the proof of Theorem 17. Let N � 0, ˛ 2 AN and a 2 A1. If N � Nuns, the result of
Theorem 17 is a consequence of Lemmas 33 and 35.

Consider now N � Nuns > N�C 2. We will assume that Wa \ˆN˛ .L0/¤∅. Thanks to Lemma 36
and to Hypothesis 13, we may assume that ˛i ¤ 0 for all i � 1.

From Lemma 37, we deduce that

Wa \ˆ
N
˛ .L0/�

[
�2IN�N��1

�N�N�Di˛

ˆ�.ˆ
N�C2
˛1���˛N�C2

.L0//; (39)

where i˛ 2 I is such that W˛N � zUi˛ .
Let us define

ƒk WD f� 2ˆ
k
˛.L0/ W 8k

0
� 0; ˆk

0

.�/ 2W˛kCk0 g:
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By Lemma 37, for each k �N�C 2, we have ƒk �W3\W˛k . Therefore, by Lemma 28(iii), there
exists a ik 2 I such that ƒk � zUik , and we obtain that

Wa \ˆ
N
˛ .L0/�ˆ

N�N��2
iN�C2���iN

.ˆN�C2˛1���˛N�C2
.L0//:

We know from Lemmas 25 and 35 that ˆN�C2˛1���˛N�C2
.L0/ consists of a single Lagrangian manifold,

which is 
0-unstable in the coordinates centred on any point of K. Applying Proposition 30, we know
that the right-hand side of (39) is a Lagrangian manifold which is .
uns=.1C 2Ca�

p/2/-unstable in the
twisted coordinates centred on �i˛ .

We first apply Lemma 23 to write this Lagrangian manifold in the twisted coordinates centred on �a.
Thanks to equation (32), it is .
uns=.1C2Ca�

p//-unstable. We then use Lemma 22 to write this Lagrangian
manifold in the straight coordinates centred on �˛N , and we deduce that it is 
uns-unstable. This concludes
the proof of Theorem 17. �

Remark 38. Therefore, in the coordinates .ya; �a/, the set Wa \ˆN˛ .L0/ may be put in the form

Wa \ˆ
N
˛ .L0/�

˚
.ya1 ;y

a
I 0; fN;˛;a.y

a// W ya2DN;˛;a
	

for some open set DN;˛;a � Rd.
Remark 32 tells us that for any ` 2 N, the functions fN;˛;a have C ` norms which are bounded

independently of N, ˛ and a.

3. Generalized eigenfunctions

We shall state our results about generalized eigenfunctions under rather general assumptions. We shall
then explain why these assumptions hold in the case of distorted plane waves on manifolds which are
Euclidean near infinity.

In the sequel, we will consider a Riemannian manifold .X; g/ with a real-valued potential V 2C1c .X/,
and define the Schrödinger operator

Ph D�h
2�g � c0h

2
CV.x/:

Here c0>0 is a constant, which will be 0 in the case of Euclidean-near-infinity manifolds (see Section 3.3
for the definition of such manifolds).

Before stating our assumptions, let us recall a few definitions and facts from semiclassical analysis.

3.1. Refresher on semiclassical analysis.

3.1.1. Pseudodifferential calculus. We shall use the class S comp.T �X/ of symbols a2C1c .T
�X/, which

may depend on h, but whose seminorms and supports are all bounded independently of h. We will
sometimes write S comp.X/ for the set of symbols in S comp.T �X/ which depend only on the base variable.
If U is an open subset of T �X , we will denote by S comp.U / the set of functions in S comp.T �X/ whose
support is contained in U.
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Definition 39. Let a 2 S comp.T �Y /. We will say that a is a classical symbol if there exists a sequence
of symbols ak 2 S comp.T �Y / such that for any n 2 N,

a�

nX
kD0

hkak 2 h
nC1S comp.T �Y /:

We will then write
a0.x; �/ WD lim

h!0
a.x; �I h/

for the principal symbol of a.

We associate to S comp.T �X/ the class of pseudodifferential operators ‰comp
h

.X/, through a surjective
quantization map

Oph W S
comp.T �X/!‰

comp
h

.X/:

This quantization map is defined using coordinate charts, and the standard Weyl quantization on Rd. It is
therefore not intrinsic. However, the principal symbol map

�h W‰
comp
h

.X/! S comp.T �X/=hS comp.T �X/

is intrinsic, and we have
�h.A ıB/D �h.A/�h.B/

and
�h ıOp W S comp.T �X/! S comp.T �X/=hS comp.T �X/

is the natural projection map.
For more details on all these maps and their construction, we refer the reader to [Zworski 2012,

Chapter 14].
For a 2 S comp.T �X/, we say its essential support is equal to a given compact K b T �X , denoted by

ess supph aDK b T �X;

if and only if, for all � 2 S.T �X/,

supp�� .T �XnK/ D) �a 2 h1S.T �X/:

For A2‰comp
h

.X/, ADOph.a/, we define the wave front set of A as

WFh.A/D ess supph a;

noting that this definition does not depend on the choice of the quantisation. When K is a compact subset
of T �X and WFh.A/�K, we will sometimes say that A is microsupported inside K.

Let us now state a lemma which is a consequence of Egorov theorem [Zworski 2012, Theorem 11.1].
Recall that U.t/ is the Schrödinger propagator U.t/D e�itPh=h.

Lemma 40. Let A;B 2‰comp
h

.X/, and suppose that ˆt .WFh.A//\WFh.B/D∅. Then we have

AU.t/B DOL2!L2.h
1/:
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If U; V are bounded open subsets of T �X , and if T; T 0 W L2.X/! L2.X/ are bounded operators, we
shall say that T � T 0 microlocally near U �V if there exist bounded open sets zU � U and zV � V such
that for any A;B 2‰comp

h
.X/ with WF.A/� zU and WF.B/� zV, we have

A.T �T 0/B DOL2!L2.h
1/

Tempered distributions. Let uD .u.h// be an h-dependent family of distributions in D0.X/. We say it is
h-tempered if for any bounded open set U �X , there exists C > 0 and N 2 N such that

ku.h/kH�N
h

.U / � Ch
�N;

where k � kH�N
h

.U / is the semiclassical Sobolev norm.
For a tempered distribution uD .u.h//, we say that a point � 2 T �X does not lie in the wave front set

WF.u/ if there exists a neighbourhood V of � in T �X such that for any A 2‰comp
h

.X/ with WF.a/� V,
we have AuDO.h1/.

3.1.2. Lagrangian distributions and Fourier integral operators.

Phase functions. Let �.x; �/ be a smooth real-valued function on some open subset U� of X �RL for
some L 2N. We call x the base variable and � the oscillatory variable. We say that � is a nondegenerate
phase function if the differentials d.@�1�/ � � � d.@�L�/ are linearly independent on the critical set

C� WD f.x; �/ W @�� D 0g � U� :

In this case

ƒ� WD f.x; @x�.x; �// W .x; �/ 2 C�g � T
�X

is an immersed Lagrangian manifold. By shrinking the domain of �, we can make it an embedded
Lagrangian manifold. We say that � generates ƒ� .

Lagrangian distributions. Given a phase function � and a symbol a2S comp.U�/, consider the h-dependent
family of functions

u.xI h/D h�L=2
Z

RL
ei�.x;�/=ha.x; � I h/ d�: (40)

We call uD .u.h// a Lagrangian distribution, (or a Lagrangian state) generated by �. By the method of
nonstationary phase, if supp a is contained in some h-independent compact set K � U� , then

WFh.u/�
˚
.x; @x�.x; �// W .x; �/ 2 C� \K

	
�ƒ� :

Definition 41. Letƒ�T �X be an embedded Lagrangian submanifold. We say that an h-dependent family
of functions u.xI h/ 2 C1c .X/ is a (compactly supported and compactly microlocalized) Lagrangian
distribution associated to ƒ, if it can be written as a sum of finitely many functions of the form (40), for
different phase functions � parametrizing open subsets of ƒ, plus an O.h1/ remainder. We will denote
by I comp.ƒ/ the space of all such functions.
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Fourier integral operators. Let X;X 0 be two manifolds of the same dimension d , and let � be a symplec-
tomorphism from an open subset of T �X to an open subset of T �X 0. Consider the Lagrangian

ƒ� D
˚
.x0;��0I x; �/ W �.x; �/D .x0; �0/

	
� T �X 0 �T �X D T �.X 0 �X/:

A compactly supported operatorU WD0.X/!C1c .X
0/ is called a (semiclassical) Fourier integral operator

associated to � if its Schwartz kernel KU .x0; x/ lies in h�d=2I comp.ƒ�/. We write U 2 I comp.�/. The
h�d=2 factor is explained as follows: the normalization for Lagrangian distributions is chosen so that
kukL2 � 1, while the normalization for Fourier integral operators is chosen so that kU kL2.X/!L2.X 0/� 1.

Note that if � ı�0 is well defined, and if U 2 I comp.�/ and U 0 2 I comp.�0/, then U ıU 0 2 I comp.� ı�0/.
If U 2 I comp.�/ and O � T �X is an open bounded set, we shall say that U is microlocally unitary

near O if U �U � IL2.X/!L2.X/ microlocally near O � �.O/.

3.1.3. Local properties of Fourier integral operators. In this section we shall see that, if we work locally,
we may describe many Fourier integral operators without the help of oscillatory coordinates. In particular,
following [Nonnenmacher and Zworski 2009, §4.1], we will recall the effect of a Fourier integral operator
on a Lagrangian distribution which has no caustics. We will recall in Section 4.2 how this formalism may
be applied to the study of the Schrödinger propagator.

Let � W T �Rd ! T �Rd be a local symplectic diffeomorphism. By performing phase-space translations,
we may assume that � is defined in a neighbourhood of .0; 0/ and that �.0; 0/D .0; 0/.

Without loss of generality, we can find linear Lagrangian subspaces, �j ; �?j �T
�Rd, j D 0; 1, with

the following properties:

� �?j is transversal to �j .

� If �j (resp. �?j ) is the projection T �Rd!�j along �?j (resp. the projection T �Rd!�?j along �j ),
then, for some neighbourhood U of �0, the map

�.U /�U ! �1 ��
?
0 ; .�.�/; �/ 7! �1.�.�//��

?
0 ;

is a local diffeomorphism from the graph of �jU to a neighbourhood of the origin in �1 ��?0 .

Let Aj , j D 0; 1 be linear symplectic transformations with the properties

Aj .�j /D f.x; 0/g � T
�Rd and Aj .�

?
j /D f.0; �/g � T

�Rd;

and let Mj be metaplectic quantizations of the Aj as defined in [Dimassi and Sjöstrand 1999, Appendix
to Chapter 7]. Then the rotated diffeomorphism

Q� WD A1 ı � ıA
�1
0

is such that the projection from the graph of Q�

T �Rd �T �Rd !2 Rd �Rd; .x1; �1I x0; �0/ 7! .x1; �0/; .x1; �1/D Q�.x0; �0/; (41)

is a diffeomorphism near the origin. It then follows that there exists a unique function Q 2C1.Rd �Rd /

such that for .x1; �0/ near .0; 0/,

Q�. Q 0�.x
1; �0/; �0/D .x1; Q 0x.x

1; �0//; det Q 00x� ¤ 0 and Q .0; 0/D 0:

The function Q is said to generate the transformation Q� near .0; 0/.
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Note that if zT 2 I comp. Q�/, then

T WDM�11 ı
zT ıM0 2 I

comp.�/: (42)

Thanks to assumption (41), a Fourier integral operator zT 2 I comp. Q�/ may then be written in the form

zT u.x1/ WD
1

.2�h/d

“
R2n

ei.
Q .x1;�0/�hx0;�0i=h˛.x1; �0I h/u.x0/ dx0 d�0; (43)

with ˛ 2 S comp.R2d /.
Now, let us state a lemma which was proven in [Nonnenmacher and Zworski 2009, Lemma 4.1], and

which describes the effect of a Fourier integral operator of the form (43) on a Lagrangian distribution
which projects on the base manifold without caustics.

Lemma 42. Consider a Lagrangian ƒ0Df.x0; �00.x0// W x 2�0g, �0 2C
1
b
.�0/, contained in a small

neighbourhood V � T �Rd such that � is generated by  near V . We assume that

�.ƒ0/Dƒ1 D f.x; �
0
1.x// W x 2�1g; �1 2 C

1
b .�1/:

Then, for any symbol a 2 S comp.�0/, the application of a Fourier integral operator T of the form (43) to
the Lagrangian state

a.x/ei�0.x/=h

associated with ƒ0 can be expanded, for any L> 0, into

T .aei�0=h/.x/D ei�1.x/=h
�L�1X
jD0

bj .x/h
j
C hLrL.x; h/

�
;

where bj 2 S comp, and for any ` 2 N, we have

kbj kC `.�1/ � C`;j kakC `C2j .�0/; 0� j � L� 1;

krL. � ; h/kC `.�1/ � C`;LkakC `C2LCn.�0/:

The constants C`;j depend only on �, ˛ and sup�0 j@
ˇ�0j for 0 < jˇj � 2`C j .

3.2. Assumptions on the generalized eigenfunctions. We consider generalized eigenfunctions of Ph at
energy 1, that is to say, a family of smooth functions Eh 2 C1.X/ indexed by h 2 .0; 1� which satisfy

.Ph� 1/Eh D 0:

We will furthermore assume that these generalized eigenfunctions may be decomposed as follows.

Hypothesis 43. We suppose that Eh can be put in the form

Eh DE
0
h CE

1
h ; (44)

where E0
h

is a tempered distribution which is a Lagrangian state associated to a Lagrangian manifold
which satisfies Hypothesis 13 of invariance, as well as Hypothesis 16 of transversality, and where E1

h
is a

tempered distribution such that for each � 2WFh.E1h/, we have � 2 E .
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Furthermore, we suppose that E1
h

is outgoing in the sense that there exists �2 > 0 such that for all
�; �0 2 C1c such that �� 1 on fx 2X W b.x/� �2g, there exists T� > 0 such that for all t � T�, we have

ˆt
�
WF..1��/�0E1h/

�
\ spt.�/D∅: (45)

The most natural example of such generalized eigenfunctions is given by distorted plane waves, which
we are now going to define. Note that they depend on a parameter � 2 @X , so that they actually form a
whole family of generalized eigenfunctions.

It is also possible to define generalized eigenfunctions which satisfy Hypothesis 43 on manifolds which
are hyperbolic near infinity. This is done in [Ingremeau 2017, Appendix B]; the construction mainly
follows [Dyatlov and Guillarmou 2014, §6], but some work has to be done to check that E1

h
is a tempered

distribution.

3.3. Distorted plane waves on Euclidean-near-infinity manifolds.

Definition 44. We say that X is Euclidean near infinity if there exists a compact set X0�X and a R0>0
such that XnX0 has finitely many connected components, which we denote by X1; : : : ; Xl , such that for
each 1� i � l , we have .Xi ; g/ is isometric to .RdnB.0;R0/; gEucl/.

The surface in Figure 2 is an example of a Euclidean-near-infinity manifold. We may assume that
suppV �X0. Also, any Euclidean-near-infinity manifold fulfills Hypothesis 5. Indeed, we may take a
boundary-defining function b such that b.x/D.1Cjxj2/�1=2 if x2Xi which we identify with RdnB.0;R0/.

To define distorted plane waves, we will simply give a definition of each of the two terms which
compose them as in (44).

3.3.1. Definition of E0
h

. By definition of a Euclidean-near-infinity manifold, we have

X DX0 t

� NG
iD1

Xi

�
with X0 compact, and for each 1� i �N, there exists an isometric isomorphism

xi WXi ! RdnB.0;R0/; (46)

equipped with the Euclidean metric g0.
The boundary of X may then be identified with a union of spheres:

@X Š

NG
iD1

Si ;

with Si Š Sn.
Let � 2 @X . We have � 2 Si for some 1� i �m. Take a smooth function Q� WX! Œ0; 1� which vanishes

outside of Xi , and which is equal to 1 in a neighbourhood of Si .
We define the incoming wave E0

h
by E0

h
.�; � / WX ! C by

E0h.�; x/D

�
Q�.x/e

i
h
xi .x/�� if x 2Xi ;

0 otherwise:
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If we write L0 for the Lagrangian submanifold (with boundaries) Xi � f�g � T �X , then E0
h

is a
Lagrangian distribution associated to L0, which satisfies Hypothesis 13 of invariance.

3.3.2. Definition of the distorted plane waves. Let us set

Fh WD �ŒPh; Q��E
0
h.�/:

Note that we have Fh 2 S comp.X/.
Recall that the outgoing resolvent Rh.1/ is defined as Rh.1/ WD lim�!0C.Ph� .1C i�/

2/�1, the limit
being taken in the topology of bounded operators from L2comp.X/ to L2loc.X/.

We shall use the following resolvent estimate, which was proved in [Nonnenmacher and Zworski 2009].

Theorem 45 (resolvent estimates for Euclidean-near-infinity manifolds). Let X be a Euclidean-near-
infinity manifold such that Hypothesis 10 on hyperbolicity and Hypothesis 46 on topological pressure
hold. Then for any � 2 C1c .X/, there exists C > 0 such that for all 0 < h < h0, we have

k�Rh.1/�kL2.X/!L2.X/ � C
log.1=h/

h
: (47)

We define
E1h WDRh.1/Fh;

which is a tempered distribution thanks to Theorem 45.
We then define the distorted plane wave as

E
�

h
WDE0h CE

1
h :

To check the outgoing assumption on E1
h

, we must explain why there exists �2 > 0 such that for all
�; �0 2 C1c with �� 1 on fx 2X W b.x/� �2g, there exists T� > 0 such that for all t > T�, we have

ˆt
�
WF..1��/�0E1h/

�
\ spt.�/D∅: (48)

From [Dyatlov and Guillarmou 2014, §6.2], we know that for any � 2WFh.E1h/, we have � 2 E , and
either � 2 �C or there exists a t > 0 such that ˆ�t .�/ D .x; �/ where x 2 spt.@ Q�/, where Q� is as in
Section 3.3.1.

We may take �2 < �0 small enough so that spt. Q�/� fx 2X W b.x/ > �2g. Suppose that �D .x; �/ is
such that x 2 spt.1��/ and �X .ˆt .�//2 spt.�/. Then, by geodesic convexity, .x;��/2DEC. Therefore,
since spt. Q�/ � fx 2 X W b.x/ > �2g and spt.1��/ � fx 2 X W b.x/ < �2g and since b decreases in the
future along the trajectory of .x;��/, it is impossible that there exists t > 0 such that ˆ�t .�/D .x; �/
where x 2 spt.@ Q�/. Therefore, if � 2ˆt

�
WF..1��/�0E1

h
/
�
\ spt.�/, we must have � 2 DEC.

On the other hand, if � 2 DEC, then (48) is always satisfied as long as T� is large enough so that
ˆT�

�
DEC\T �.spt.1��//

�
\T � spt.�/D∅. This shows that E1

h
is outgoing.

Finally, one readily checks that we have, in the sense of PDEs,

.Ph� 1/E
�

h
D 0:

We will sometimes simply write Eh instead of E�
h

, to avoid cumbersome notations.
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The definition of Eh seems to depend on the choices of the cut-off functions we made. Actually, the
distorted plane waves can be defined in a much more intrinsic fashion, using the structure of the resolvent
at infinity. We don’t want to enter into the details here (see [Dyatlov and Guillarmou 2014, §6; Melrose
1995, Chapter 2]).

3.4. Topological pressure. We shall now give a definition of topological pressure, so as to formulate
Hypothesis 46. Recall that the distance d was defined in Section 2.1.2, and that it was associated to
the adapted metric. We say that a set S � K is .�; t/-separated if for �1; �2 2 S, �1 ¤ �2, we have
d.ˆt

0

.�1/; ˆ
t 0.�2// > � for some 0� t � t 0. (Such a set is necessarily finite.)

The metric gad induces a volume form � on any d -dimensional subspace of T .T �Rd /. Using this
volume form, we will define the unstable Jacobian on K. For any � 2K, the determinant map

ƒndˆt .�/j
E
C0
�
WƒnEC0� !ƒnEC0

ˆt .�/

can be identified with the real number

det.dˆt .�/j
E
C0
�
/ WD

�ˆt .�/.dˆ
tv1 ^ dˆ

tv2 ^ � � � ^ dˆ
tvn/

��.v1 ^ v2 ^ � � � ^ vn/
;

where .v1; : : : ; vn/ can be any basis of EC0� . This number defines the unstable Jacobian:

exp�Ct .�/ WD det.dˆt .�/j
E
C0
�
/: (49)

From there, we take
Zt .�; s/ WD sup

S

X
�2S

exp.�s�Ct .�//;

where the supremum is taken over all .�; t/-separated sets. The pressure is then defined as

P.s/ WD lim
�!0

lim sup
t!1

1

t
logZt .�; s/:

This quantity is actually independent of the volume form � and of the metric chosen: after taking
logarithms, a change in � or in the metric will produce a term O.1/=t , which is not relevant in the t!1
limit.

Hypothesis 46. We assume the following inequality on the topological pressure associated with ˆt on K:

P
�
1
2

�
< 0: (50)

We will give an equivalent definition of topological pressure in Section 4.1, better suited to our purpose.

3.5. Statement of the results concerning distorted plane waves. We may now formulate our main result.

Theorem 47. Suppose that the manifold X satisfies Hypothesis 5 at infinity, and that the Hamiltonian
flow .ˆt / satisfies Hypothesis 10 on hyperbolicity and Hypothesis 46 concerning the topological pressure.
Let Eh be a generalized eigenfunction of the form described in Hypothesis 43, where E0

h
is associated

to a Lagrangian manifold L0 which satisfies the invariance Hypothesis 13 as well as the transversality
Hypothesis 16.



DISTORTED PLANE WAVES IN CHAOTIC SCATTERING 797

Then there exists a finite set of points .�b/b2B1�K and a family .…b/b2B1 of operators in ‰comp
h

.X/

microsupported in a small neighbourhood of �b such that
P
b2B1

…b D I microlocally on a neighbour-
hood of K in T �X such that the following holds.

Let Ub W L2.X/! L2.Rd / be a Fourier integral operator quantizing the symplectic change of local
coordinates �b W .x; �/ 7! .y�b; ��b /, and which is microlocally unitary on the microsupport of …b .

For any r > 0, there exists Mr > 0 such that we have

Ub…bEh.y�b /D
bMr;`j loghjcX

nD0

X
ˇ2zBn

ei�n;ˇ;b.y
�b /=han;ˇ;b.y

�b I h/CRr ; (51)

where an;ˇ;b 2 S comp.Rd / are classical symbols, and each �n;ˇ;b is a smooth function independent of h,
and defined in a neighbourhood of the support of an;ˇ;b . The set zBn will be defined in (85). Its cardinal
behaves like some exponential of n.

We have the following estimate on the remainder

kRrkL2 DO.h
r/:

For any `2N, � > 0, there exists C`;� such that for all n� 0 and for all h 2 .0; h0�, we haveX
ˇ2zBn

kan;ˇ;bkC ` � C`;�e
n.P.1=2/C�/: (52)

Remark 48. This theorem can be considered as a quantum analogue of Theorem 17. Indeed, as we
explained in Section 1, we will prove it by describing the evolution of the Schrödinger flow of Lagrangian
states, while Theorem 17 described the evolution by the Hamiltonian flow of associated Lagrangian
manifolds. Actually, the sets containing the microsupports of the operators .…b/b2B1 will be built from
the sets .Wa/a2A1 constructed in Theorem 17, as explained in Section 4.1.

Remark 49. The remainder Rr is compactly microlocalised, since the other two terms in the decomposi-
tion (51) are compactly microlocalised. Therefore, for any ` 2 N, by possibly taking Mr larger, we may
ask that

kRrkC ` DO.h
r/:

Theorem 47 may be used to identify the semiclassical measures associated to our generalized eigenfunc-
tions, as in Theorem 3. We shall do this only microlocally close to the trapped set, since the expression
for the semiclassical measure on the whole manifold may become very complicated.

Let us denote by �b the principal symbol of the operators…b introduced in the statement of Theorem 47.
The following corollary is a more precise version of (the second part of) Theorem 3.

Corollary 50. There exists a constant 0 < c � 1 and functions en;ˇ;b for n2N, ˇ 2 zBn and b 2B1 such
that for any a 2 C1c .T

�X/ and for any � 2 C1c .X/, we have˝
Oph.�

2
ba/�Eh; �Eh

˛
D

Z
T �X

a.x; v/ d�b;�.x; v/CO.h
c/;
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with

d�b;�.�
�1
b .y�b; ��b //D

1X
nD0

X
ˇ2zBn

en;ˇ;b.y
�b /ıf��bD@�j;n.y�b /gdy

�b:

The functions en;ˇ;b satisfy an exponential decay estimate as in (52).

The functions en;ˇ;b will be closely related to a0
n;ˇ;b

.y�b /, the principal symbol of an;ˇ;b.y�b /
appearing in (51). Actually, en;ˇ;b.y�b / will either be the square of the modulus of a0

n;ˇ;b
.y�b /, or the

square of the modulus of the sum of a finite number of a0
n;ˇ;b

.y�b / for different values of n and ˇ. These
different terms will come from the fact that a point may belong to ˆn;t0

ˇ
.L0/ for several values of n; ˇ.

3.6. Strategy of proof. To study the asymptotic behaviour of the distorted plane wave as h goes to zero,
we would like to write that zU.t/Eh DEh, where zU.t/ WD eit=hU.t/. However, this equation can only be
formal, because Eh … L2.X/. Instead, we use [Dyatlov and Guillarmou 2014, Lemma 3.10]:

Lemma 51. Let � 2 C1c .X/. Take t 2 R, and a cut-off function �t 2 C1c .X/ supported in the interior
of a compact set Kt , such that

dg.supp�; supp.1��t // > 2jt j;

where dg denotes the Riemannian distance on M . Then, for any � 2 Sd, we have

�Eh D � zU.t/�tEhCO.h
1
kEhkL2.Kt //: (53)

Since Eh is a tempered distribution by assumption, we have, for any t > 0 and � 2 C1c .X/,

k�Eh�� zU.t/�tEhkL2 DO.h
1/;

where �t is as in Lemma 51.
We may then iterate this equation as follows: we write that �t D �C�t .1��/, and obtain

�Eh D � zU.t/..1��/�t /EhC� zU.t/� zU.t/�tEhCO.h
1/:

We may iterate this method to times Nt �Mt j log hj for any given M > 0. We obtain

�Eh D .� zU.t//
N�tEhC

NX
kD1

.� zU.t//k.1��/�tEhCO.h
1/: (54)

Now, choose � 2 C1c .X/ as in Hypothesis 43, and take t > T�.

Lemma 52. Let t > T�, M > 0, and � 2 C1c .X/ be such that � � 1 on fx 2 X W b.b/ > �2g, where
�2 < �0 is as in Hypothesis 43. For any k �M j log hj, we have

k.� zU.t//k.1��/�tE
1
hkL2 DO.h

1/:

Proof. We only have to prove that k.� zU.t//.1��/�tE1hkL2 DO.h
1/. This is a consequence of (45) in

Hypothesis 43. �
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Therefore, we have for any � 2 C1c .X/ as in Lemma 52,

�Eh D .� zU.t//
N�tE

0
h C .�

zU.t//N�tE
1
h C

NX
kD1

.� zU.t//k.1��/�tE
0
h CO.h

1/: (55)

Let us now introduce tools from [Nonnenmacher and Zworski 2009] to analyse these terms in more detail.

4. Tools for the proofs of Theorem 47

4.1. Another definition of topological pressure. Recall that EE and KE were defined in (10) and (11)
respectively. For any ı > 0 small enough so that (12) holds, we define

Eı WD
[

jE�1j<ı

EE ; Kı WD
[

jE�1j<ı

KE :

Let W D .Wa/a2A1 be a finite open cover of Kı=2 such that the Wa are all strictly included in Eı and
of diameter < "0, where "0 comes from Theorem 17. For any T 2 N�, define W.T / WD .W˛/˛2AT1 by

W˛ WD

T�1\
kD0

ˆ�k.Wak /;

where ˛D a0; : : : ; aT�1. Let A0T be the set of ˛ 2AT1 such thatW˛\Kı ¤∅. If V �Eı, V \Kı=2¤∅,
define

ST .V / WD � inf
�2V\Kı=2

�CT .�/; with �CT as in (49);

ZT .W; s/ WD inf
� X
˛2AT

expfsST .W˛/g WAT �A0T ; Kı=2 �
[
˛2AT

W˛

�
;

Pı.s/ WD lim
diamW!0

lim
T!1

1

T
logZT .W; s/:

The topological pressure is then

P.s/D lim
ı!0

Pı.s/: (56)

Recall that we assumed that

P
�
1
2

�
< 0:

Let us fix �0 > 0 so that P
�
1
2

�
C 2�0 < 0. Then there exists t0 > 0, and bW an open cover of Kı with

diam.bW/ < "0 such that ˇ̌̌
1

t0
logZt0.bW; s/�Pı.s/

ˇ̌̌
� �0: (57)

We can find At0 so that fW˛ W ˛ 2At0g is an open cover of Kı in Eı and such thatX
˛2At0

expfsSt0.W˛/g � expft0.Pı.s/C �0/g:
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Therefore, if we take ı small enough, and if we rename fW˛ W ˛ 2At0g as fVb W b 2 B1g, we haveX
b2B1

exp
˚
1
2
St0.Vb/

	
� exp

˚
t0
�
P
�
1
2

�
C 2�0

�	
: (58)

By taking t0 large enough, we can assume that log.1C �0/C t0.P.1=2/C �0/ < 0.

A new open cover of E . By hypothesis, the diameter of bW in (57) is smaller than "0, so that we may
apply Theorem 17 to it. We complete it into an open cover .Wa/a2A as in Theorem 17, and if ˛ 2 AN

for some N � 0, we define as previously W˛ WD
TN�1
kD0 ˆ

�k.Wak /.
Let us rewrite as .Vb/b2B2 the sets .W˛/˛2At0 , where ˛ 2 At0nAt0 such that ˛k ¤ 0 for some

0� k � t0� 1. We will also write V0 for the set W0;0;:::;0.
If we write B D B1 tB2 t f0g, the sets .Vb/b2B form an open cover of E in T �X .
Actually, by compactness of the interaction region, we may find a ı > ı0 > 0 small enough so that (12)

holds and such that, by replacing V0 by V0\Eı, the sets .Vb/b2B form an open cover of Eı 0 included in Eı.
If ˇ D b0 � � � bN�1 2 BN for some N 2N, and if ƒ is a Lagrangian manifold, we will define for each

0� k �N � 1 the set ˆk;t0
ˇ
.ƒ/ by

ˆ
0;t0
ˇ
.ƒ/Dƒ\Vb0 ;

ˆ
k;t0
ˇ
.ƒ/Dˆt0.Vbk \ˆ

k�1;t0
ˇ

.ƒ// for 1� k �N � 1:

By the definition of the sets b2B , we haveˆN;t0
ˇ

.ƒ/Dˆ
Nt0
˛ˇ .ƒ/, where ˛ˇ 2ANt0 is the concatenation

of all the sequences which make up the bk , 0� k�N � 1.
Therefore, once we have fixed a point �b 2K \Vb for each b 2 B1, we have the following analogue

of Theorem 17.

Corollary 53. If there exists N 0uns 2 N such that for all N 2 N, for all ˇ 2 BN and all b 2 B1, then
Vb \ˆ

N;t0
ˇ

.L0/ is either empty, or is a Lagrangian manifold in some unstable cone in the coordinates
.y�b; ��b /.

Furthermore, if N � �.ˇ/ �N 0uns, then Vb \ˆNˇ .L0/ is a 
uns-unstable Lagrangian manifold in the
coordinates .y�b; ��b /.

Remark 54 (new definition of the sets .Vb/b2B1). The sets .Vb/b2B1 form an open cover of K. By
compactness, they form an open cover of f� 2 E W d.�;K/ � �3g for some �3 > 0. Hence, if for each
b 2 B2 we replace each Vb by Vb \ f� 2 E W d.�;K/ > �3=2g, which we still denote by Vb , the sets
.Vb/b2B still form an open cover of E , and the conclusions of Corollary 53 do still apply.

By adapting the proof of Lemma 24, we see that by possibly enlarging N 0uns, we may suppose that for
all b 2 B2 and for all � 2 Vb , we have ˆN

0
unst0.�/ 2 V0n

�S
b2B2

Vb
�

or ˆ�N
0
unst0.�/ 2 V0n

�S
b2B2

Vb
�
.

Note also that thanks to Lemma 9, for any b 2 B1[B2 and for any k � 1, we have ˆkt0.L0\Vb//\
W0\DE� D∅:

Remark 55. In [Nonnenmacher and Zworski 2009, Proposition 5.2] the authors proved the following
statement. There exists a 
1 > 0 such that the following holds. Let b; b0 2 B1, and let ƒ be a Lagrangian
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manifold contained in Vb , 
 -unstable in the coordinates .y�b; ��b / for some 
 � 
1. Then ˆt0.ƒ/\Vb0
is also a Lagrangian manifold which is 
 -unstable in the coordinates .y�b0; ��b0 /.

Furthermore, the map y�b 7! y�b0 obtained by projecting ˆt0 jƒ onto the planes f.y�b; ��b / W ��b D 0g
and f.y�b0 ; ��b0 / W ��b0 D 0g satisfies the following estimate on its domain of definition:

det
�
@y�b0

@y�b

�
D .1CO.�p//e

�
C
t0
.�b/;

where �Ct0.�b/ is the unstable Jacobian of �b , defined in (49).
In the sequel, we will always suppose that 
uns < 
1.

For each b 2 B1, we will denote by Ub a Fourier integral operator quantizing the local change of
symplectic coordinates .x; �/ 7! .y�b; ��b /.

4.2. The Schrödinger propagator as a Fourier integral operator. Let us explain how the formalism
of Section 3.1.3 may be used to describe the Schrödinger propagator U.t/ acting on L2.X/. We shall
state a lemma proven in [Nonnenmacher and Zworski 2009, Lemma 4.2]. Recall that for 0 < ı < 1, we
defined Eı as

S
jE�1j<ı EE .

Lemma 56. Let V0bEı , V1�ˆt .V0/ for some t > 0. Take some �0 2 V0\E and set �1Dˆt .�0/ 2 V1.
Let fj W �.Vj /!Rd, j D 0;1 be local coordinates such that f0.�.�0// D f1.�.�1// D 0 2 Rd. They
induce on V0 and V1 the symplectic coordinates

Fj .x; �/ WD
�
fj .x/; .dfj .x/

t /�1� � �.j /
�
; j D 0; 1;

where �.j / 2 Rd is fixed by the condition Fj .�j /D .0; 0/. Then the operator on L2.Rd /,

T .t/ WD e�ihx;�
.1/i=h.f �11 /�U.t/.f0/

�eihx;�
.0/i=h;

is of the form (42) for some choice of the Aj microlocally near .0; 0/� .0; 0/.

4.3. Iterations of Fourier integral operators. We recall here the main results from [Nonnenmacher and
Zworski 2009, §4] concerning the iterations of semiclassical Fourier integral operators in T �Rd.

Let V � T �Rd be an open neighbourhood of 0, and take a sequence of symplectomorphisms
.�i /iD1;:::;N from V to T �Rd such that for all i 2 f1; : : : ; N g, we have �i .0/ 2 V, and the projection

.x1; �1I x0; �0/ 7! .x1; �0/; where .x1; �1/D �.x0; �0/;

is a diffeomorphism close to the origin. We consider Fourier integral operators .Ti / which quantise �i
and which are microlocally unitary near an open set U �U, where U b V , which contains the origin. Let
�� Rd be an open set such that U b T ��, and, for all i , we have �i .U /b T ��. For each i , we take a
smooth cut-off function �i 2 C1c .U I Œ0; 1�/, and let

Si WD Oph.�i / ıTi : (59)
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Let us consider a family of Lagrangian manifolds ƒk D f.x; �0k.x// W x 2 �g � T
�Rd , k D 0; : : : ;N,

such that
j@˛�kj � C˛; 0� k �N; ˛ 2 Nd: (60)

We assume that there exists a sequence of integers .ik 2 f1; : : : ; J g/kD1;:::;N such that

�ikC1.ƒk \U/�ƒkC1; k D 0; : : : ; N � 1:

We define gk by
gk.x/D � ı �

�1
ik
.x; �0k.x//:

That is to say, ��1ik .x; �
0
k
.x//D .gk.x/; �

0
k�1

.gk.x///.
We will say that a point x 2� is N -admissible if we can define recursively a sequence by xN D x,

and, for k DN; : : : ; 1, we have xk�1 D gk.xk/. This procedure is possible if, for any k, we have xk is
in the domain of definition of gk .

Let us assume that, for any admissible sequence .xN � � � x0/, the Jacobian matrices are uniformly
bounded from above:



@xk@xl





D 



@.gkC1 ıgkC2 ı � � � ıgl/@xl
.xl/





� CD; 0� k < l �N;

where CD is independent of N. This assumption roughly says that the maps gk are (weakly) contracting.
We will also use the notation

Dk WD sup
x2�

j det dgk.x/j
1=2; Jk WD

kY
k0D1

Dk0 ;

and assume that the Dk are uniformly bounded: 1=CD �Dk � CD .
The following result can be found in [Nonnenmacher and Zworski 2009, Proposition 4.1].

Proposition 57. We use the above definitions and assumptions, and take N arbitrarily large, possibly
varying with h. Take any a 2 S comp and consider the Lagrangian state uD aei�0=h associated with the
Lagrangian ƒ0. Then we may write

.SiN ı � � � ıSi1/.ae
i�0=h/.x/D ei�N .x/=h

�L�1X
jD0

hjaNj .x/C h
LRNL .x; h/

�
;

where each aNj 2 C
1
c .�/ depends on h only through N, and RNL 2 C

1..0; 1�h;S.Rd //. If xN 2� is
N -admissible, and defines a sequence .xk/, kDN;: : : ;1, then

jaN0 .x
N /j D

� NY
kD1

�ik .x
k; �0k.x

k//j det dgk.x
k/j1=2

�
ja.x0/jI

otherwise aNj .x
N /D 0, j D 0; : : : ;L�1. We also have the bounds

kaNj kC `.�/ � Cj;`JN .N C 1/
`C3j
kakC `C2j .�/; j D 0; : : : ; L� 1; ` 2 N; (61)
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kRNL kL2.Rd / � CLkakC2LCd .�/.1CC0h/
N

NX
kD1

Jkk
3LCd; (62)

kRNL kC `.Rd / � CL;lh
�d=2�`

kakC2LCd .�/.1CC0h/
N

NX
kD1

Jkk
3LCd: (63)

The constants Cj;`; C0 and CL depend on the constants in (60) and on the operators fSj gJjD1.

We shall mainly be using this proposition in the case where for all k, we have Dk � � < 1. In this
case, the estimates (61), (62) and (63) imply that for any ` 2N, there exists C` independent of N such
that for any N 2 N, we have

kaN kC ` � ka
N
0 kC `.1CC`h/: (64)

4.4. Microlocal partition. We take a partition of unity
P
b2B �b such thatX

b2B

�b.x/� 1 for all x 2 Eı
0

;

and supp.�b/� Vb � Eı for all b 2 B .
For b 2 B1[B2, we set …b WD Oph.�b/. We have

WFh.…b/� Vb \ Eı and …b D…
�
b :

We then set
…0 WD Id�

X
b2B1[B2

…b:

We can decompose the propagator at time t0 into

zU.t0/D
X
b2B

zUb; where zUb WD…be
it0=hU.t0/:

The propagator at time Nt0 may then be decomposed as

zU.Nt0/D
X
ˇ2BN

zUˇ ; (65)

where zUˇ WD zUˇN�1 ı � � � ı zUˇ0 .

4.5. Hyperbolic dispersion estimates. We will use the following hyperbolic dispersion estimate, coming
from [Nonnenmacher and Zworski 2009, Proposition 6.3], the proof of which can be found in Section 7
of that paper.

Lemma 58 (hyperbolic dispersion estimate). Let M > 0 be fixed. There exists an h0 > 0 and a C > 0

such that for any 0 < h < h0, for any N <M log.1=h/ and for any ˇ 2 BN1 , we have

k zUˇkL2!L2 � Ch
�d=2.1C �0/

N
NY
jD1

exp
�
1
2
St0.V ǰ

/
�
: (66)
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5. Proof of Theorem 47

Proof. Having introduced these different tools, we may now come back to the proof of Theorem 47.

5.1. Decomposition of �Eh. Let � 2 C1c .X/ be as in Lemma 52. We may suppose T� � t0. Then, by
equation (55), we have

�Eh D .� zU.t0//
N�t0EhC

NX
kD1

.� zU.t0//
k.1��/�t0E

0
h CO.h

1/; (67)

where the cut-off function �t0 2 C
1
c .X/ is such that

dX .supp�; supp.1��t0// > 2jt0j;

where dX denotes the Riemannian distance on X .
We shall require the following lemma. The proof of (i) is the same as that of Lemma 24, while the

proof of (ii) essentially follows from point (3) of Hypothesis 5.

Lemma 59. (i) There exists N� 2 N such that for any N 2 N if � 2 supp.�t0/ and ˆN .�/ 2 supp.�/,
then for any N� � k �N �N�, we have ˆkt0.�/ 2 Vb for some b 2 B1[B2.

(ii) If � 2 E is such that ˆkt0.�/ 2 V0 for some k 2N, but ˆ.kC1/t0.�/ 2 Vb for some b 2B1[B2, then
ˆk
0

.�/ is in DE� (and hence in V0) for any k0 � k.

From Lemma 59, we deduce that for any k � 2N�C 2, we have

.� zU.t0//
k
D

N�C1X
lD0

.� zU.t0//
N�C1

� X
ˇ2Bk�2N��2Cl

zUˇ

�
.� zU0/

N��l COL2!L2.h
1/: (68)

For any N 2 Nnf0g, define BN � .B1[B2/N by

BN WD
�
.B1[B2/

N if N � 2N 0unsC 2;

.B1[B2/
N 0unsC1B

N�2N 0uns�2

1 .B1[B2/
N 0unsC1 otherwise:

(69)

Lemma 60. For any N � 2N 0unsC 2 and for any ˇ 2 .B1[B2/N nBN, we have

k zUˇkL2!L2 DO.h
1/:

Proof. Let ˇ 2 .B1 [B2/N nBN. Then there exists N 0unsC 2 � k � N �N
0
unsC 2 such that ˇk 2 B2.

Recall from Remark 54 that N 0uns is such that for any � 2 Vˇk , we have ˆN
0
unst0.�/ 2 V0n

�S
b2B2

Vb
�

or
ˆ�N

0
unst0.�/ 2 V0n

�S
b2B2

Vb
�
. The result then follows from Lemma 40. �

Equation (68) may then be rewritten as

.� zU.t0//
k
D

N�C1X
lD0

.� zU.t0//
N�C1

� X
ˇ2Bk�2N��2Cl

zUˇ

�
.� zU0/

N��l COL2!L2.h
1/: (70)
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By summing over k and reordering the terms, we get, for any K > 2N�C 3N
0
unsC 4,

KX
kD0

.� zU.t0//
k
D

NX
nD1

N�C1X
lD0

.� zU.t0//
N�C1

� X
ˇ2B

nCRN 0unsC2

zUˇ

�
.� zU0/

l

�

NX
nDK�2N��2

N�nX
lD0

.� zU.t0//
N�C1

� X
ˇ2B

nC3N 0unsC2

zUˇ

�
.� zU0/

l

C

K�N�1X
lD0

.� zU.t0//
l
COL2!L2.h

1/; (71)

where NDK � 3N 0uns�N�� 4.
Let us note that from Lemma 42 and Hypothesis 13, for each 0� l �N�, there exists �l 2 S comp.X/

such that

.� zU0/
N��l.1��/�t0E

0
h D �lE

0
h CO.h

1/: (72)

Let us introduce the notation

N� WD

N�C1X
lD0

�l : (73)

Thanks to equation (71), we can study the different terms in equation (67). The first term in the
right-hand side of (67) may be bounded by the following lemma.

Lemma 61. Let r > 0. We may find a constant Mr � 0 such that for any M > Mr and for any
Mr j log hj �N �M j log hj, we have

k.� zU.t0//
N�t0EhkL2 DO.h

r/:

Proof. We use (70), Lemma 58 and the topological pressure assumption to obtain

k.� zU.t0//
N�t0EhkL2 � C





 X
ˇ2BN�2N��2

zUˇ�t0Eh





CO.h1/
� C

X
ˇ2B

N�2Nuns�2N��4
1

k zUˇ�t0Ehk

� Ch�d=2.1C �0/
N

X
ˇ2B

N�2Nuns�2N��4
1

N�2Nuns�2Y
jD1

exp
�
1
2
St0.V ǰ

/
�
k�t0Ehk

� Ch�d=2.1C �0/
N

� X
b2B1

exp
�
1
2
St0.Vb/

��N
k�t0Ehk

� Ch�d=2.1C �0/
N exp

˚
Nt0

�
P
�
1
2

�
C 2N�0

�	
k�t0Ehk:
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By assumption, Eh is a tempered distribution, so that k�t0EhkL2 � C=h
r00. Therefore

k.� zU.t0//
N�t0EhkL2 � Ch

�r 00�d=2�� exp
˚
Nt0

�
P
�
1
2

�
C 2N�0

�	
for some small �. The lemma follows by taking Mr large enough. �

Using Lemma 61, and equation (71), we may rewrite equation (67) as

�Eh D

Mr j loghjX
nD1

N�C1X
lD0

.� zU.t0//
N�C1

� X
ˇ2B

nC3N 0unsC2

zUˇ

�
.� zU0/

l.1��/�t0E
0
h

�

Mr j loghjX
nDMr j loghj�N�

Mr j loghj�N��2�nX
lD0

.� zU.t0//
N�C1

� X
ˇ2B

nC3N 0unsC2

zUˇ

�
.� zU0/

l.1��/�t0E
0
h

C

3N 0unsCN�C3X
lD0

.� zU.t0//
l.1��/�t0E

0
h COL2.h

r/:

The second term may be bounded byO.hr/ thanks to Lemma 61. By using equations (72) and (73), we get

�EhD

Mr j loghjX
nD1

.� zU.t0//
N�C1

� X
ˇ2B

nC3N 0unsC2

zUˇ

�
N�E0hC

3N 0unsCN�C3X
lD0

.� zU.t0//
l.1��/�t0E

0
hCOL2.h

r/:

(74)

5.2. Evolution of the WKB states.

5.2.1. Construction of zB0. From now on, we fix b 2 B1 and r > 1. We may write

Ub…b
3N 0unsCN�C3X

lD0

.� zU.t0//
l.1��/�t0E

0
h D

N�C3N
0
unsC3X

lD0

X
ˇ2Bl

Ub…bU
�

ˇ
.1��/�t0E

0
h ; (75)

where we have used the notation

U
�

ˇ
D � zUˇl� � � ��

zUˇ0 : (76)

Note that each of the Ub…bU
�

ˇ
is a Fourier integral operator from L2.X/ to L2.Rd /. Thanks to

Corollary 53, we may use Lemma 42 to describe the action of each of these Fourier integral operators
on the Lagrangian state .1��/�t0E

0
h

. If we denote by zB0 the set
SN�C3N

0
unsC3

lD0
B l, we may write

Ub…b
N�C3N

0
unsC3X

lD0

.� zU.t0//
l.1��/�t0E

0
h D

X
ˇ2zB0

e0;ˇ;b; (77)

where e0;ˇ;b.yb/De�0;ˇ;b.y
�b /=ha0;ˇ;b.y

�b I h/, with a0;ˇ;b and �0;ˇ;b as in the statement of Theorem 47.
Let us now consider the other terms on the right-hand side of equation (74), which will be indexed

by zBn, n� 1.



DISTORTED PLANE WAVES IN CHAOTIC SCATTERING 807

5.2.2. Evolution in the intermediate region. Let n�1 and ˇ2BnC3N 0unsC2
. By the definition of BnC3N 0unsC2

,
for N 0unsC 1� i � nC 2N

0
unsC 1, we have ˇi 2 B1.

According to Theorem 17, ˆ2N
0
unsC1;t0

ˇ
.L0/ consists of a single Lagrangian manifold, which is 
uns-

unstable in the symplectic coordinates in Vˇ
2N 0unsC1

.
Thus, we may say that zUˇ0���ˇ2N 0unsC1

. N�E0
h
/ is a Lagrangian state associated to the Lagrangian manifold

ˆ
2N 0unsC1;t0
ˇ

.L0/. Thanks to Lemma 56, we may use Lemma 42 to write�
Uˇ

2N 0unsC1
…ˇ

2N 0unsC1
zUˇ0���ˇ2N 0unsC1

. N�E0h/
�
.y
�ˇ
2N 0unsC1 /D a.y

�ˇ
2N 0unsC1 I h/ei�.y

�ˇ
2N 0unsC1 /=h

for some a 2 S comp.Rd /.

5.2.3. Propagation of Lagrangian states close to the trapped set. To lighten the notations, let us write
On WD nC 2N 0unsC 1.

For each 2N 0unsC 1� k � On, we write

Tˇk0C1;ˇk0 WD Uˇk0C1 zUˇk0C1U
�

ˇ 0
k

:

Now Tˇk0C1;ˇk0 is an operator quantising the map �ˇk0 ;ˇk0C1 obtained by expressing ˆt0 in the
coordinates .yˇk0 ; �ˇk0 / 7! .yˇk0C1 ; �ˇk0C1/. It is of the form (59).

We will write

T
2N 0unsC1; On

ˇ
WD Tˇ On;ˇ On ı � � � ıTˇ2N 0unsC2

;ˇ
2N 0unsC1

:

Thanks to Remark 55, we may apply Proposition 57 to describe the action of T 2N
0
unsC1; On

ˇ
on the

Lagrangian state Uˇ
2N 0uns

C1
zUˇ0���ˇ2N 0unsC1

. N�E0
h
/. Note that

T
2N 0unsC1; On

ˇ
Uˇ2NunsC1

zUˇ0���ˇ2NunsC1
D Uˇ On zUˇ0���ˇ On :

We obtain that Uˇ OnC1…ˇ OnC1 zUˇ0���ˇ On. N�E
0
h
/D e On;ˇ , with

e On;ˇ .y/D a
On;ˇ .y/ei� On;ˇ.y/=h; y 2 Rd: (78)

In the notation of Section 4.3, by Remark 55 that for any N 0unsC 1� k
0 � On, we have

Dk0 D ST .Vˇk0 /.1CO.�
p// < 1:

We therefore set

Jˇ
N 0unsC1

���ˇ On WD

OnY
k0DNunsC1

�
St0.Vˇk0 /.1CO.�

p//
�
: (79)

Thanks to equation (61) in Proposition 57 and equation (64), we obtain for any ` 2 N,

ka On;ˇkC ` � .1CC`h/C
0
`JˇN 0unsC1

���ˇ On. OnC 1/
` (80)

for some constants C`, C 0`.
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5.2.4. End of the propagation. Using equation (74) and the results of the previous subsection, we have

�Eh D

Mr j loghjX
nD1

.� zU.t0//
N�C1

� X
ˇ2B

nC3N 0unsC2

zUˇ On���ˇnU
�
ˇ On
e On;ˇ

�

C

N�C3N
0
unsC3X

lD0

.� zU.t0//
l.1��/�t0E

0
h COL2.h

r/;

(81)

with

Ub…b
N�C3N

0
unsC3X

lD0

.� zU.t0//
l.1��/�t0E

0
h D

X
ˇ2zB0

e0;ˇ;b:

To finish the proof, we have to apply Ub…b.� zU.t0//N�C1 zUˇ On���ˇnU
�
ˇ On

to e On;ˇ .
To do this, one should once again decompose the propagator, and studyX

ˇ 02BN�C1

Ub…bU
�

ˇ 0
zUˇ On���ˇnU

�
ˇ On
e On;ˇ ; (82)

with U �
ˇ 0

as in (76). To analyse each of the terms on the right-hand side of (82), we use once again
Lemma 42 (the lemma may be applied, thanks to Theorem 17 and to Lemma 56).

We obtain that

Ub…bU
�

ˇ 0
zUˇ On���ˇnU

�
ˇ On
e On;ˇ .y/D a

n;ˇ;ˇ 0.y/ei�n;ˇ;ˇ0 .y/=h; y 2 Rd; (83)

and thanks to equation (80), we get

kan;ˇ;ˇ
0

kC ` � .1CC`h/C
0
`JˇN 0unsC1

���ˇ On. OnC 1/
` (84)

for some constants C`, C 0`.
For any n� 1, we write

zBn D BnC3N 0unsC2
�BN�C1: (85)

As announced, the cardinal of zBn grows exponentially with n. If ˇD .ˇ0; ˇ00/ 2 zBn with ˇ 2 BnC2N 0unsC1
,

we define
an;ˇ;b D a

NnC2N�C2;l ;ˇ;ˇ
0

; �n;ˇ;b D �NnC2N�C2;l ;ˇ;ˇ 0 :

With these notations, combining (81) with (83) gives us the decomposition (51).
The key point to obtaining estimate (52) is to notice that for any N �N 0unsC1, we have, thanks to (58),

X
ˇ
N 0unsC1

���ˇ yN2B
N�N 0uns�1
1

Jˇ
N 0unsC1

���ˇ yN
D

�X
b2B1

St0.Vb/.1CO.�
p//

�N�N 0uns�1

� exp
�
.N �N 0uns� 1/

�
t0P

�
1
2

�
.1CO.�p//

��
:

(86)

By applying (86) for N DNnC2N�C2;l , and combining it with (84), we get (52). �
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Note that, although the statement of Theorem 47 describes the generalized eigenfunctions Eh only very
close to the trapped set, (81) can be used to describe Eh in any compact set, though in a less explicit way.

Using the estimate (52) as well as the fact that k� zU.t0/kL2!L2 � 1 and kUbkL2!L2 � 1, we deduce
Theorem 1.

6. Semiclassical measures

The main ingredient in the proof of Corollary 50 is nonstationary phase. Let us recall the estimate we
will use, and which can be proven by integrating by parts.

Let a; � 2 S comp.X/. We consider the oscillatory integral

Ih.a; �/ WD

Z
X

a.x/e
i�.x;h/
h dx:

Proposition 62. Let � > 0. Suppose that there exists C > 0 such that for all x 2 spt.a/ and for all
0 < h < h0, we have j@�.x; h/j � Ch1=2��. Then

Ih.a; �/DO.h
1/:

We shall only give a sketch of proof here, and refer to [Hörmander 1983, §7.7] for more details.

Sketch of proof. To prove this result, we simply integrate by parts, noting that

Ih.a; �/D
h

i

Z
X

a

j@�j2
@� � @.e

i�.x;h/
h / dx:

Hence, when we integrate by parts, the worst term in the integrand will involve second derivatives of �
times h=j@�j2, and will therefore be a O.h2�/ by assumption. By integrating by parts more times, we
will gain a factor h2� every time, so that Ih.a; �/ is actually a O.h1/. �

Note that the sketch of proof above tells us that, if we could say that when @�.x; h/ is small, then the
higher derivatives of � are small as well, i.e., if we had

8k � 2; 9Ck such that j@k�.x; h/j � Ckj@�.x; h/j;

then we would have Ih.a; �/DO.h1/ provided j@�.x; h/j � Ch1��. However, it is not clear that we
can estimate the higher derivatives of the phase functions which appear in this section.

6.1. Distance between the Lagrangian manifolds. To take advantage of Proposition 62, we need a lower
bound on the distance between the Lagrangian manifolds which make up ˆn;t0.L0/\Vb . To prove such
a lower bound, let us first state an elementary topological lemma.

Lemma 63. There exists c0 > 0 such that for any �; �02 T �X0\ E such that d.�; �0/ < c0, there exists
b 2 B such that �; �02 Vb .

Proof. Suppose for contradiction that for any � > 0, there exists ��; �0� such that d.��; �0�/ < � and such
that for all b 2 B such that �� 2 Vb , we have y� … Vb . By compactness of T �X0\ E , we may suppose
that �� converges to some �. We then have �0�! x, and if b 2B is such that � 2 Vb , then ��; �0� 2 Vb for
� small enough, a contradiction. �
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We may now state our lower bound on the distance between the Lagrangian leaves which make up
ˆn;t0.L0/\Vb .

LetN 2N, ˇ2BN and b2B1. The setˆn;t0
ˇ

.L0/\Vb may be written in the form f.y�b; @ Q�n;ˇ;b.y�b /g
for some smooth function Q�N;ˇ;b .

For any ˇ 2BN, ˇ0 2BN
0

, let us define

�.ˇ; ˇ0/ WDmax.N � �.ˇ/;N 0� �.ˇ0//;

with �.ˇ/ as in (17).

Proposition 64. There exist constants C 01; C
0
2 > 0 such that for any N;N 0 2N, for any ˇ 2BN, ˇ0 2BN

0

,
for any b 2B1 and for any y�b, we have either @ Q�N;ˇ;b.y�b /D @ Q�N 0;ˇ 0;b.y�b / or

j@ Q�N;ˇ;b.y
�b /� @ Q�N 0;ˇ 0;b.y

�b /j � C 01e
C 02�.ˇ;ˇ

0/:

Proof. Since T �X0\ E is compact, we may find a constant C > 0 such that for any �; �02 E \T �X0,

d.ˆt .�/;ˆt .�0//� eCtd.�; �0/; (87)

where d is the distance on the energy layer which we introduced in Section 2.1.2.
Let b 2 B1, and y�b 2Dˇ;b \Dˇ 0;b be such that

@ Q�N;ˇ;b.y
�b /¤ @ Q�N 0;ˇ 0;b.y

�b /:

Let us denote by � the point .y�b ; @ Q�N;ˇ;b.y�b // and by �0 the point .y�b ; @ Q�N 0;ˇ 0;b.y�b //.
We claim that there exists 0 � k � �.ˇ; ˇ0/ such that for each b0 2 B , if ˆ�kt0.�/ 2 Vb0 , then

ˆ�kt0.�0/ … Vb . Indeed, if no such k existed, then for each k, there would exist bk 2 B such that
ˆ�kt0.�/2Vbk andˆ�kt0.�0/2Vbk for each 0�k��.ˇ; ˇ0/. We would then have �2ˆmax.N;N 0/;t0

ˇ 00
.L0/

and �0 2 ˆmax.N;N 0/;t0
ˇ 00

.L0/ for some sequence ˇ00 built by possibly adding some 0’s in front of the
sequences ˇ and ˇ0. This would contradict the statement of Corollary 53.

Thanks to Lemma 63, we deduce from this that there exists 0� k � �.ˇ; ˇ0/ such that

d.ˆ�kt0.�/;ˆ�kt0.�0//� c0:

Combining this fact with equation (87), we get

d.�; �0/� c0e
�C�.ˇ;ˇ 0/

Since all metrics are equivalent on a compact set, we may compare d.�; �0/ with j@ Q�N;ˇ;b.y�b / �
@ Q�N 0;ˇ 0;b.y

�b /j and we deduce from this the proposition. �

Using the definition of zBn, we deduce the following result about the functions �n;ˇ;b in the statement
of Theorem 47.

Corollary 65. There exist constants C 01; C
0
2>0 such that for any n; n0 2N, for any ˇ 2 zBn, ˇ0 2 zBn0 , for

any b 2B1 and for any y�b, we have either @�n;ˇ;b.y�b /D @�n0;ˇ 0;b.y�b / or

j@�n;ˇ;b.y
�b /� @�n0;ˇ 0;b.y

�b /j � C 01e
C 02min.n;n0/:
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6.2. Proof of Corollary 50. We shall now prove Corollary 50, which we recall.

Corollary 50. There exists a constant 0 < c � 1 and functions en;ˇ;b for n2N, ˇ 2 zBn and b 2 B1 such
that for any a 2 C1c .T

�X/ and for any � 2 C1c .X/, we have˝
Oph.�

2
ba/�Eh; �Eh

˛
D

Z
T �X

a.x; v/ d�b;�.x; v/CO.h
c/;

with

d�b;�.�
�1
b .y�b; ��b //D

1X
nD0

X
ˇ2zBn

en;ˇ;b.y
�b /ıf��bD@�j;n.y�b /gdy

�b;

The functions en;ˇ;b satisfy the estimate (52).

Proof. Take any small � > 0, and set

M WD
1

2C 02
� �; c WD .M � �/P

�
1
2

�
D

P
�
1
2

�
2C 02

� �;

where C 02 comes from Corollary 65.
Let a 2 C1c .T

�X/, � 2 C1c .X/ and b 2 B1. Using the fact that Oph.ab/ D Oph.a/Oph.b/ C
OL2!L2.h/ for any a; b 2 S comp.X/, the self-adjointness of …b , and the unitarity of Ub on the microsup-
port of …b , we see that we have˝

Oph.�
2
ba/�Eh; �Eh

˛
L2.X/

D
˝
Oph.a/…b�Eh;…b�Eh

˛
L2.X/

CO.h/

D
˝
UbOph.a/U

�
b Ub…bEh; Ub…b�Eh

˛
L2.X/

CO.h/:

Now, using Egorov’s theorem ([Zworski 2012, Theorem 11.1]), we know that

UbOph.a/U
�
b Ub…b D Oph.ab/Ub…bCOL2.X/!L2.Rd /.h

1/;

where ab D a ı �bCOL2.h/. Using decomposition (51), we have˝
Oph.�

2
ba/�Eh; �Eh

˛
L2.X/

D

bMc j loghjcX
nD0

X
ˇ2zBn

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�;

bMc j loghjcX
n0D0

X
ˇ 02zBn0

ei�n0;ˇ0;b=han0;ˇ 0;b

�
CO.hc/: (88)

But thanks to estimate (52),

bMc j loghjcX
nD0

X
ˇ2zBn

ei�n;ˇ;b=han;ˇ;b D

bM j loghjcX
nD0

X
ˇ2zBn

ei�n;ˇ;b=han;ˇ;bCOL2.h
c/;

so that

hOph.�
2
ba/�Eh; �EhiL2.X/

D

bM j loghjcX
nD0

X
ˇ2zBn

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�;

bM j loghjcX
n0D0

X
ˇ 02zBn0

ei�n0;ˇ0;b=han0;ˇ 0;b

�
CO.hc/: (89)



812 MAXIME INGREMEAU

We now want to fix a n�M j log hj and a ˇ 2 zBn, and to analyse the behaviour of

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�;

bM j loghjcX
n0D0

X
ˇ 02zBn

ei�n0;ˇ0;b=han0;ˇ 0;b

�
:

Let us define Yn0;ˇ 0 D
˚
y�b 2 spt.�n;ˇ;b/\ spt.�n0;ˇ 0;b/ W @�n0;ˇ 0;b.y�b /D @�n;ˇ;b.y�b /

	
. We have

˝
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�; e
i�n0;ˇ0;b=han0;ˇ 0;b

˛
D

Z
Yn0;ˇ0

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�
�
.y�b /ei�n0;ˇ0;b.y

�b /=han0;ˇ 0;b.y
�b I h/ dy�b

C

Z
RdnYn0;ˇ0

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�
�
.y�b /ei�n0;ˇ0;b.y

�b /=han0;ˇ 0;b.y
�b I h/ dy�b: (90)

Recall that the integrals are well defined, because the phase functions are well defined in a neighbour-
hood of the functions an;ˇ;b .

The second term on the right-hand side of (90) is a O.h1/. Indeed, the image of a Lagrangian state by
a pseudodifferential operator is still a Lagrangian state with the same phase. Therefore, we are computing
scalar products between Lagrangian states with respective phases �n;ˇ;b and �n0;ˇ 0;b .

Now, by the choice of M, and by Corollary 65, we know that for each y�b 2 RdnYn0;ˇ 0 we have
j@�n;ˇ;b.y

�b /� @�n0;ˇ 0;b.y
�b /j � Ch1=2C� for some C; � > 0. Hence by Proposition 62, we deduce that

the second term on the right-hand side of (90) is a O.h1/.
We should now try to understand the properties of the set Yn0;ˇ 0 .
First of all, Yn0;ˇ 0 is an open set. Indeed, if y�b 2 Yn0;ˇ 0 , then the point �D .y�b; @�n;ˇ;b.y�b // (in the

coordinates centred at �b) belongs to ˆn;t0
ˇ

.L0/ as well as to ˆn
0;t0
ˇ 0

.L0/ in the notation of Proposition 64.
Suppose for simplicity that nD n0 (the general case works the same). Then the condition y�b 2 Yn0;ˇ 0
simply means that ˆn�k.�/ was both in Vˇk and in Vˇ 0

k
at each intermediate time k. This is clearly an

open condition.
On the other hand, by continuity of the phase functions, Yn0;ˇ 0 is a closed set. Therefore, Yn0;ˇ 0 consists

of a certain number of connected components of the support of �n0;ˇ 0 .
We know that the support of an0;ˇ 0;b is included in the domain of definition of �n0;ˇ 0;b . Therefore,

some of the connected components of spt.an0;ˇ 0;b/ may be included in Yn0;ˇ 0 , while others are included in
RdnYn0;ˇ 0 , but none of them may intersect both sets. Therefore, if we set an;ˇ

n0;ˇ 0;b
.y�b /D an0;ˇ 0;b.y

�b / if
y�b 2 Yn0;ˇ 0 and equal to 0 otherwise, then an;ˇ

n0;ˇ 0;b
2 S , and we have

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�;

bM j loghjcX
n0D0

X
ˇ 02Bn

ei�n0;ˇ0;b=han0;ˇ 0;b

�

D

Z
Rd

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�
�
.y�b /e�i�n;ˇ;b.y

�b /=h

�bM j loghjcX
n0D0

X
ˇ 02Bn

a
n;ˇ

n0;ˇ 0;b

�
.y�b / dy�b: (91)
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Let us write

Qan;ˇ;b WD

bM j loghjcX
n0D0

X
ˇ 02Bn

a
n;ˇ

n0;ˇ 0;b
:

So Qan;ˇ;b.y�b / is the sum of all the symbols in the expansion (51) having phase �n;ˇ;b.y�b /. We see by
the estimate (52) that Qan;ˇ;b satisfies (52) itself, and that�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�;

bM j loghjcX
n0D0

X
ˇ 02Bn

ei�n0;ˇ0;b=han0;ˇ 0;b

�

D

Z
Rd

�
Oph.ab/Œe

i�n;ˇ;b=han;ˇ;b�
�
.y�b /e�i�n;ˇ;b.y

�b /=h
Qan;ˇ;b.y

�b / dy�b CO.h1/:

We may then compute this expression using stationary phase, just as to compute the semiclassical measure
of a Lagrangian state (see [Zworski 2012, §5.1]). We obtain�

Oph.ab/Œe
i�n;ˇ;b=han;ˇ;b�;

bM j loghjcX
n0D0

X
ˇ 02Bn

ei�n0;ˇ0;b=han0;ˇ 0;b

�
D

Z
R2n

ab d�n;ˇ;b;

where
d�n;ˇ;b D an;ˇ;b.y

�b / Qan;ˇ;b.y
�b /ıf��bD@�n;ˇ;b.y�b /gdy

�b:

Summing over all n; ˇ and using equation (89), we obtain indeed that

hOph.�
2
ba/Eh; Ehi D

Z
T �X

a.x; �/ d�b;�.x; �/CO.h
c/;

with .�b/��b;� D
P1
nD0

P
ˇ2Bn �n;ˇ;b; that is to say

d�b;�.�
�1
b .y�b; ��b //D

1X
nD0

X
ˇ2Bn

en;ˇ;b.y
�b /ıf��bD@�n;ˇ;b.y�b /gdy

�b;

where en;ˇ;b.y�b / WD limh!0.an;ˇ;b Qan;ˇ;b/.y�b /. This concludes the proof of Corollary 50. �

6.3. Construction of the measure ��. In the Introduction we defined the measure �� byZ
T �Rd

a d�� WD lim
t!1

Z
T �Rd

a ıˆt d��0

for any a2C 0c .T
�Rd /. We will now give a sketch of the proof of why the hyperbolicity and transversality

hypotheses, along with the assumption that P.1/ < 0, imply that the above limit exists.
Note that the assumption P.1/ < 0 is really less restrictive than P

�
1
2

�
< 0. For instance, if we assume

that the flow .ˆt / is axiom A, that is to say, that the periodic orbits are dense in K, then [Bowen 1975,
§4.C] guarantees us that P.1/ < 0.

Note that, if a is nonnegative, then t 7!
R
T �Rd

a ıˆt d��0 is nondecreasing, so that we only have to
show that this quantity is bounded.
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If � is a measure, we define ˆt�� byZ
T �Rd

a d.ˆt��/ WD
Z
T �Rd

a ıˆt d�:

If � 2 C1.T �Rd I Œ0; 1�/ we define the measure �� byZ
T �Rd

a d.��/ WD
Z
T �X

a� d�:

Remark 66. Note that if � is the semiclassical measure associated to a Lagrangian state �h, then ��
is the semiclassical measure associated to

p
pi�h, and, by Egorov’s theorem, ˆt�� is the semiclassical

measure associated to U.t/�h.

We shall use the functions �b from Section 4.4. If ˇ 2 Bn, we set

ˆˇ� WD �ˇnˆ
t0
� .� � ��ˇ2ˆ

t0
� .�ˇ1ˆ

t0
� �//:

Let �h be a Lagrangian state associated to a Lagrangian manifold which is 
 -unstable in the coordinates
.y�; ��/, and let � be the semiclassical measure associated to �h. The propagation Uˇ�h can be described
using the methods of Section 4.3 along with the results of Section 2. In particular, we obtain, like in
[Nonnenmacher and Zworski 2009, (7.12)], that we may find C; � > 0 such that for all N 2 N and all
ˇ 2 BN1 , we have

kUˇ�hkL2 � C.1CC�/
N

NY
jD1

exp
�
1
2
St0.V ǰ

/
�
:

We may deduce from this the following bound for the measure ˆˇ�. Note that this could also be
deduced directly from the transport equations for measures, without using Schrödinger propagators and
Egorov’s theorem.

For any a 2 C 0c .T
�X/, if ˇ 2 BN1 , we have that

hˆˇ�; ai � C.a/.1CC�/
N

NY
jD1

expŒSt0.V ǰ
/�:

By possibly taking the sets Vb smaller, we may ensure, just like in Section 4.1, thatX
b2B1

expfSt0.Vb/g � expft0.P.1/C �/g:

Therefore, we obtain that X
ˇ2BN1

hˆˇ�; ai � C.a/ expŒ�Nt0.P.1/� �/�: (92)

If we assume that the flow .ˆt / is axiom A, that is to say, that the periodic orbits are dense in K, then
[Bowen 1975, §4.C] guarantees us that P.1/ < 0.
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Now, we have that
ˆNt0� �� D

X
ˇ2zBN

ˆˇ�
� ;

and we may use (92) along with the assumption that P.1/ < 0 to show that, if a is nonnegative,
t 7!

R
T �Rd

a ıˆt d��0 is bounded.
Showing that �� is the semiclassical measure associated to Eh follows from [Dyatlov and Guillarmou

2014, §5.1] (which relies on Egorov’s theorem), along with estimate (47).
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The problem of Lq.R3/! L2.S/ Fourier restriction estimates for smooth hypersurfaces S of finite type
in R3 is by now very well understood for a large class of hypersurfaces, including all analytic ones. In this
article, we take up the study of more general Lq.R3/! Lr .S/ Fourier restriction estimates, by studying
a prototypical model class of two-dimensional surfaces for which the Gaussian curvature degenerates
in one-dimensional subsets. We obtain sharp restriction theorems in the range given by Tao in 2003 in
his work on paraboloids. For high-order degeneracies this covers the full range, closing the restriction
problem in Lebesgue spaces for those surfaces. A surprising new feature appears, in contrast with the
nonvanishing curvature case: there is an extra necessary condition. Our approach is based on an adaptation
of the bilinear method. A careful study of the dependence of the bilinear estimates on the curvature and
size of the support is required.
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1. Introduction

Let S be a smooth hypersurface in Rn with surface measure d�S. The Fourier restriction problem for S,
proposed by E. M. Stein in the seventies, asks for the range of exponents q and r for which the estimate�Z

S

j Of jr d�S

�1
r

� Ckf kLq.Rn/ (1-1)

holds true for every f 2 S.Rn/, with a constant C independent of f . There was a lot of activity
on this problem in the seventies and early eighties. The sharp range in dimension n D 2 for curves
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with nonvanishing curvature was determined through work by C. Fefferman [1970], E. M. Stein and
A. Zygmund [1974]. In higher dimensions, the sharp Lq �L2 result for hypersurfaces with nonvanishing
Gaussian curvature was obtained by Stein [1986] and P. A. Tomas [1975] (see also [Strichartz 1977]).
Some more general classes of surfaces were treated by A. Greenleaf [1981].

The question about the generalLq�Lr restriction estimates is nevertheless still wide open. Fundamental
progress has been made since the nineties, with contributions by many. Major new ideas were introduced
in particular by J. Bourgain [1991; 1995b] and T. Wolff [1995], which led to important further steps
towards an understanding of the case of nonvanishing Gaussian curvature. These ideas and methods
were further developed by A. Moyua, A. Vargas, L. Vega and T. Tao [Moyua et al. 1996; 1999; Tao
et al. 1998], who established the so-called bilinear approach (which had been anticipated in the work of
C. Fefferman [1970] and had implicitly been present in the work of Bourgain [1995a]) for hypersurfaces
with nonvanishing Gaussian curvature for which all principal curvatures have the same sign. The same
method was applied to the light cone by Tao and Vargas [2000a; 2000b]. The climax of the application of
that bilinear method to these types of surfaces is due to Tao [2001b] (for principal curvatures of the same
sign), and Wolff [2001] and Tao [2001a] (for the light cone). In particular, in these last two papers the
sharp linear restriction estimates for the light cone in R4 were obtained.

For the case of nonvanishing curvature but principal curvatures of different signs, analogous results in
R3 were proved by S. Lee [2006] and Vargas [2005]. Results for the light cone were previously obtained
in R3 by B. Barceló [1985], who also considered more general cones [Barceló 1986]. These results were
improved to sharp theorems by S. Buschenhenke [2015]. The bilinear approach also produced results for
hypersurfaces with k � n� 2 nonvanishing principal curvatures [Lee and Vargas 2010].

More recently, J. Bourgain and L. Guth [2011] made further important progress on the case of
nonvanishing curvature by making use also of multilinear restriction estimates due to J. Bennett, A. Carbery
and T. Tao [Bennett et al. 2006].

On the other hand, general finite-type surfaces in R3 (without assumptions on the curvature) have been
considered in work by I. Ikromov, M. Kempe and D. Müller [Ikromov et al. 2010; Ikromov and Müller
2011; 2012; 2014], and the sharp range of Stein–Tomas-type Lq �L2 restriction estimates has been
determined for a large class of smooth, finite-type hypersurfaces, including all analytic hypersurfaces.

It is our aim in this work to take up the latter branch of development by considering a certain model class
of hypersurfaces in dimension three with varying curvature and study more general Lq �Lr restriction
estimates. Our approach will again be based on the bilinear method.1 In our model class, the degeneracy
of the curvature will take place along one-dimensional subvarieties. For analytic hypersurfaces whose
Gaussian curvature does not vanish identically, this kind of behavior is typical, even though in our model
class the zero varieties will still be linear (or the union of two linear subsets). Even though our model
class would seem to be among the simplest possible surfaces of such behavior, we will see that they
require a very intricate study. We hope that this work will give some insight also for future research on
more general types of hypersurfaces.

1 When preparing this article, the multilinear approach seemed still not sufficiently developed for our needs, since estimates
with sharp dependence on the transversality were lacking. For recent progress on this issue, we refer to [Ramos 2016].
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Independently of our work, a result for rotationally invariant surfaces with degeneracy of the curvature
at a single point has been obtained recently by B. Stovall [2015].

1A. Outline of the problem: the adjoint setting. We start with a description of the surfaces that we want
to study. We will consider surfaces that are graphs of smooth functions defined on QD �0; 1Œ� �0; 1Œ,

� D graph.�/D f.�; �.�// W � 2Qg:

The surface � is equipped with the surface measure, ��. It will be more convenient to use duality and
work in the adjoint setting. The adjoint restriction operator is given by

R�f .x/D 1f d��.x/D
Z
�

f .�/e�ix�� d��.�/; (1-2)

where f 2 Ls.�; ��/. The restriction problem is therefore equivalent to the question of finding the
appropriate range of exponents for which the estimate

kR�f kLp.R3/ � Ckf kLs.�;d��/
holds with a constant C independent of the function f 2 Ls.�; d�s/. We shall require the following
properties of the functions �:

Let m1; m2 2 R, m1; m2 � 2. We say that a function � is of normalized type .m1; m2/ if there exist
�.1/; �.2/ 2 C

1.�0; 1Œ;R/ and a; b > 0 such that

�.�1; �2/D �.1/.�1/C�.2/.�2/ (1-3)

on �0; 1Œ� �0; 1Œ, where the derivatives of the �.i/ satisfy

�00.i/.�i /� �
mi�2
i ; (1-4)

j�
.k/

.i/
.�i /j. �mi�ki for k � 3: (1-5)

The constants hidden in these estimates are assumed to be admissible in the sense that they only depend
on m1; m2 and the order of the derivative, but not explicitly on the �.i/.

Note we have restricted ourselves to the open square Q which does not contain the origin in order to
allow also for noninteger values of m1 and m2.

One would of course expect that small perturbations of such functions �, depending on both �1 and �2,
should lead to hypersurfaces sharing the same restriction estimates as our model class above. However,
such perturbation terms are not covered by our proof. It seems that the treatment of these more general
situations would require even more intricate arguments, which will have to take the underlying geometry
of the surface into account. We plan to study these questions in the future.

The prototypical example of a normalized function of type .m1; m2/ is of course �.�/D �m11 C �
m2
2 .

For m1 and m2 integer, others arise simply as follows:

Remarks 1.1. (i) Let " > 0 and ' 2 C1.��"; "Œ;R/ be of finite type m 2 N in 0, i.e.,

'.0/D '0.0/D � � � D '.m�1/.0/D 0¤ '.m/.0/:
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Assume '.m/.0/ > 0. Then there exist "0 2 .0; "/ such that

'.k/.t/� tm�k

for all 0� k �m, jt j< "0.

(ii) Further let �.�/D �.1/.�1/C�.2/.�2/, j�j � ", where �.i/ 2 C1.��"; "Œ;R/ is of finite type mi in 0
with �.mi /

.i/
.0/ > 0. Then there exists an N" > 0 such that y 7! �.N"y/ is of normalized finite type .m1; m2/.

Proof. (i) Since ' has a zero of order m at the origin, we can find some "0 > 0, a smooth function
�0 W ��"0; "0Œ! �0;1Œ and a sign � D˙1 such that

'.t/D �tm�0.t/

for all jt j< "0. It is then easy to see that this implies '.k/.t/� tm�k.

(ii) Choose N" > 0 such that for both i D 1; 2, 0� k �mi and all 0� t � N",

�
.k/

.i/
.t/� t .mi�k/:

Then for all 0� s � 1,
dk

dsk
�.i/.N"s/� N"

k.N"s/.mi�k/ D N"mi s.mi�k/: �

In order to formulate our main theorem, adapting Varchenko’s notion of height to our setting, we
introduce the height h of the surface by

1

h
D

1

m1
C

1

m2
:

Let us also put NmDm1 _m2 Dmaxfm1; m2g and mDm1 ^m2 Dminfm1; m2g.

Theorem 1.2. Let p > max
˚
10
3
; hC 1

	
, 1=s0 � .hC 1/=p and 1=sC .2 NmC 1/=p < . NmC 2/=2. Then

R� is bounded from Ls;t .�; d��/ to Lp;t .R3/ for every 1� t �1.
If in addition s � p or 1=s0 > .hC 1/=p, then R� is even bounded from Ls.�; d��/ to Lp.R3/.

Remarks 1.3. (i) Notice that the “critical line” 1=s0 D .hC 1/=p and the line 1=s C .2 NmC 1/=p D
. NmC 2/=2 in the .1=s; 1=p/-plane intersect at the point .1=s0; 1=p0/ given by

1

s0
D
3 NmCm�m Nm

4 NmC 2m
;

1

p0
D
NmCm

4 NmC 2m
: (1-6)

This shows in particular that the point .1=s0; 1=p0/ lies strictly above (if m > 2) or on the bisectrix
1=s D 1=p (if mD 2).

The condition 1=s0 � .hC 1/=p in the theorem is necessary and in fact dictated by homogeneity (Knapp
box examples).

(ii) By (i), the condition
NmC2

2
>
2 NmC1

p
C
1

s
(1-7)
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1
s

1
p

n−1
2n

1
s′ =

n+1
n−1

1
p

Figure 1. Conjectured range of p and s for nonvanishing Gaussian curvature.

only plays a role above the bisectrix. It is necessary too when p < s, hence, in view of (i), if m> 2. If
mD 2, it is necessary with the possible exception of the case where

s0 D p0 D
4. NmC 1/

NmC 2
;

for which we do not have an argument. Our proof in Section 1C will reflect the fact that for mj > 2, the
behavior of the operator must be worse than for the case mj D 2.

(iii) From the first condition in the theorem, we see that p � hC 1 is also necessary. Moreover, we shall
show in Section 1C that strong-type estimates are not possible unless s � p or 1=s0 > hC 1=p. The
condition p > 10

3
is due to the use of the bilinear method, as this exponent gives the sharp bilinear result

for the paraboloid, and it is surely not sharp. Nevertheless, when h > 7
3

, we obtain the sharp result.

A new phenomenon appears in these surfaces. In the case of nonvanishing Gaussian curvature, it
is conjectured that the sharp range is given by the homogeneity condition 1=s0 � .h C 1/=p (with
h D 2=.n� 1/, hence hC 1 D .nC 1/=.n� 1/), and a second condition, p > 2n=.n� 1/, due to the
decay rate of the Fourier transform of the surface measure. A similar result is conjectured for the light
cone (cf. Figure 1). In contrast to this, we show in our theorem that for the class of surfaces � under
consideration a third condition appears, namely (1-7).

Let us briefly discuss the different situations that may arise in Theorem 1.2, depending on the choice
of m1 and m2:

First observe that 1=p0 in (1-6) is above the critical threshold 1=pc D 3
10

, if Nm� 2m. In this case, the
new condition

1

s
C
2 NmC1

p
D
NmC2

2

will not show up in our theorem. So for Nm� 2m, we are in the situation of either Figure 2
�
if h� 7

3
, i.e.,

hC 1� 10
3

�
or of Figure 3

�
if h > 7

3

�
. Notice that in the last case our theorem is sharp.

It might also be interesting to compare p0 not only with the condition p > 10
3

, which is due to the
bilinear method, but with the conjectured range p > 3. We always have p0 � 3, while we have p0 D 3
only if m1 Dm2; i.e., a reasonable conjecture is that the new condition (1-7) should always appear for
inhomogeneous surfaces with m1 ¤m2. In the case Nm> 2m, our new condition might be visible.
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1
s

1
p 1

3
3
10

m̄ ≤ 2m

h ≤ 7
3

1
s′ =

h+1
p

2m̄+1
p + 1

s = m̄+2
2

Figure 2. Range of p and s in Theorem 1.2.

1
s

1
p

3
10

h > 7
3

1
s′ =

h+1
p

2m̄+1
p + 1

s = m̄+2
2

Figure 3. Range of p and s in Theorem 1.2.

1
s

1
p

3
10

m̄ > 2m

m̄ < 7
1
s′ =

h+1
p

2m̄+1
p + 1

s = m̄+2
2

Figure 4. Range of p and s in Theorem 1.2.

Observe next that the line
1

s
C
2 NmC1

p
D
NmC2

2

intersects the .1=p/-axis where

p D p1 D
4 NmC 2

NmC 2
:

Thus there are two subcases:

For Nm< 7 we have p1 < 10
3

, corresponding to Figure 4, and our new condition appears.

For Nm � 7 we may either have p0 � p1 � hC 1 (which is equivalent to Nmm � 3 NmCm) and thus
Figure 5 applies, or p0 < p1 < hC 1 (which is equivalent to Nmm< 3 NmCm), and we are in the situation
of Figure 3; here again the new condition becomes relevant. Observe that in the two last mentioned cases,
i.e., for Nm� 7, our theorem is always sharp.
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1
s

1
p

3
10

m̄ > 2m

m̄ < 7
1
s′ =

h+1
p

2m̄+1
p + 1

s = m̄+2
2

Figure 5. Range of p and s in Theorem 1.2.

Further observe that the appearance of a third condition, besides the classical ones, is natural: Fix
m1 D 2 and let NmDm2!1. Then the contact order in the second coordinate direction degenerates.
Hence, we would expect to find the same p-range as for a two-dimensional cylinder, which agrees with
the range for a parabola in the plane, namely p > 4 (see [Fefferman 1970; Zygmund 1974]). Since h! 2

as NmDm2!1, the condition p >max
˚
10
3
; hC1

	
becomes p > 10

3
in the limit, which would lead to a

larger range than expected. However, the new extra condition

1

s
C
2 NmC1

p
<
NmC2

2

becomes p > 4 for Nm!1, as is to be expected.

The restriction problem for the graph of functions �.x/ D �
m1
1 C �

m2
2 (and related surfaces) was

studied by E. Ferreyra and M. Urciuolo [2009], however by simpler methods, which led to weaker results
than ours. In their approach, they made use of the invariance of this surface under suitable nonisotropic
dilations as well as of the one-dimensional results for curves. This allowed them to obtain some results
for p > 4, in the region below the homogeneity line, i.e., for 1=s0 > .hC 1/=p. Our results are stronger
in two ways: they include the critical line and, more importantly, when h < 3, we obtain a larger range
for p.

As for the points on the critical line in the range p > 4, let us indicate that these points can in fact also
be obtained by means of a simple summation argument involving Lorentz spaces and real interpolation.
This can be achieved by means of a summation trick going back to ideas by Bourgain [1985] (see for
instance [Tao et al. 1998; Lee 2003]). Details are given in Section A1 of this article.

1B. Passage from surface to Lebesgue measure. We will always consider hypersurfaces SDf.�; �.�// W
� 2 U g which are the graphs of functions � that are smooth on an open bounded subset U � Rd and
continuous on the closure of U. The adjoint of the Fourier restriction operator associated to S is then
given by

R�f .x; t/D 1f d�S .x; t/D
Z
S

f .�/e�i.x;t/�� d�S .�/; .x; t/ 2 Rd �RD RdC1;

where d�S D .1C jr�.�/j2/
1
2 d� denotes the Riemannian surface measure of S. Here, f W S ! C is

a function on S, but we shall often identify it with the corresponding function Qf W U ! C, given by
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Qf .�/D f .�; �.�//. Correspondingly, we define

R�
Rd
g.x; t/ WD1g d�.x; t/ WD

Z
U

g.�/e�i.x�Ct�.�// d�; .x; t/ 2 Rd �RD RdC1;

for every function g 2L1.U / on U. We shall occasionally address d� D d�S as the “Lebesgue measure”
on S, in contrast with the surface measure d� D d�S. Moreover, to emphasize which surface S is meant,
we shall occasionally also write R�

Rd
DR�

S;Rd
. Observe that if there is a constant A such that

jr�.�/j � A; � 2 U (1-8)

(this applies for instance to our class of hypersurfaces �, since we assume mi � 2), then the Lebesgue
measure d� and the surface measure d� are comparable, up to some positive multiplicative constants
depending only on A. Moreover, since

R�f DR�
Rd

�
Qf .1Cjr�.�/j2/

1
2

�
; (1-9)

the Lq-norms k Qf kLq.d�/ and kf kLq.d�S /Dk Qf .1Cjr�.�/j
2/
1
2
q
kLq.d�/ of Qf and of f are comparable

too. Throughout the article, we shall therefore apply the following.

Convention 1.4. Whenever jr�j. 1, with some slight abuse of notation, we shall denote the function f
on S and the corresponding function Qf on U by the same symbol f , and write R�

Rd
f in place of R�

Rd
Qf .

In view of these observations, we shall in the sequel mainly work with the operator R�
Rd

associated to
the hypersurface �, in place of R�.

1C. Necessary conditions. The condition p>hC1 is in some sense the weakest one. Indeed, the second
condition already implies p � hC 1, and even p > hC 1 when s <1. Thus the condition p > hC 1
only plays a role when the critical line 1=s0 D .hC 1/=p intersects the axis 1=s D 0 at a point where
p > pc D

10
3

(see Figure 3).
However, the condition p > hC 1 is necessary as well (although some kind of weak-type estimate

might hold true at the endpoint). This can be shown by analyzing the oscillatory integral defined by R�
Rd
1

(see [Sogge 1987] for similar arguments). For the sake of simplicity, we shall do this only for the model
case �.�/D �m11 C �

m2
2 (the more general case can be treated by similar, but technically more involved

arguments).

Lemma 1.5. Assume m� 2.

(i) If 1� �� �� �m, thenˇ̌̌̌Z ı

0

ei.����.�
mCO.�mC1// d�

ˇ̌̌̌
� Cı�

� m�2
2m�2��

1
2m�2 ;

provided ı > 0 is sufficiently small.

(ii) If 1� �m� �, 0� ˛ < 1 and 0� ˇ < 1, thenˇ̌̌̌Z 1

0

ei.�����
m/��˛j log.�=2/j�ˇ d�

ˇ̌̌̌
& �

˛�1
m .log�/�ˇ:
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Proof. (i) Apply the transformation � 7! .�=�/
1

m�1 � to obtainZ ı

0

ei.�����
mCO.�mC1// d� D

Z ı. �
�
/
1=.m�1/

0

�
�

�

� 1
m�1

ei.
�m

�
/
1=.m�1/

�.�/ d� D

Z 1

0

C

Z ı. �
�
/
1=.m�1/

1

;

where �.�/D � � �mCO..�=�/ 1
m�1 �mC1/, .�=�/

1
m�1� 1 and .�m=�/

1
m�1� 1. The phase function

�.�/ has a unique critical point at �0D �0.�=�/ in Œ0; 1� lying very close tom�
1

m�1 . Applying well-known
asymptotic expansions for oscillatory integrals with nondegenerate critical points (see, e.g., [Stein 1993]),
we find that ˇ̌̌̌Z 1

0

ˇ̌̌̌
&
�
�

�

� 1
m�1

�
�m

�

�� 1
2

1
m�1

:

Moreover, integrating by parts in the second integral leads toˇ̌̌̌Z ı. �
�
/
1=.m�1/

1

ˇ̌̌̌
. C1

�
�

�

� 1
m�1

�
�m

�

�� 1
m�1

;

provided ı is sufficiently small. These estimates implyˇ̌̌̌Z 1

0

�
�

�

� 1
m�1

ei.�����
mCO.�mC1// d�

ˇ̌̌̌
&
�
�

�

� 1
m�1

�
�m

�

�� 1
2

1
m�1

D ��
m�2
2m�2��

1
2m�2 :

(ii) Apply the change of variables � 7! ��
1
m � to obtainˇ̌̌̌Z 1

0

ei.�����
m/��˛j log.�=2/j�ˇ d�

ˇ̌̌̌
D �

˛�1
m j log.��

1
m /j�ˇ

ˇ̌̌̌Z �1=m

0

ei.��
�1=m���m/��˛

�
1C
j log.�=2/j
1
m

log�

��ˇ
d�

ˇ̌̌̌
& �

˛�1
m .log�/�ˇ:

Notice here that �
1
m � 1 and ���

1
m � 1, and that, as �!1, the last oscillatory integral tends toR1

0 e�i�
m

��˛ d� ¤ 0 (which is easily seen). �

Part (ii) of the lemma implies ˇ̌̌̌Z 1

0

e�i.x1��x3�
m1 / d�

ˇ̌̌̌
& x
� 1
m1

3

for 1� x3 <1, 1� x
m1
1 � x3, and since R�

Rd
1Dcd�, we find that

kR�
Rd
1kpp �

Z 1
1

Z
1�x2�x

1=m2
3

Z
1�x1�x

1=m1
3

jR�
Rd
1.x1; x2;�x3/j

p dx1 dx2 dx3

&
Z 1
1

Z
1�x2�x

1=m2
3

dx2

Z
1�x1�x

1=m1
3

dx1x
�p. 1

m1
C 1
m2
/

3 dx3

&
Z 1
1

x
.1�p/. 1

m1
C 1
m2
/

3 dx3 D

Z 1
1

x
�
p�1
h

3 dx3:
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If the adjoint Fourier restriction operator is bounded, the integral has to be finite; thus necessarily
.p� 1/=h > 1, i.e., p > hC 1.

Next, to see that the condition (1-7), i.e.,

NmC2

2
>
2 NmC1

p
C
1

s
;

is necessary in Theorem 1.2, we consider the subsurface

�0 D
˚
.�; �.�// W � 2 Œ0; 1��

�
1
2
; 1
2
C ı

�	
;

where ı > 0 is assumed to be sufficiently small. On this subsurface, the principal curvature in the
�2-direction is bounded from below. This means that, after applying a suitable affine transformation of
coordinates, the restriction problem for the surface �0 is equivalent to the one for the surface

�m1;2 D
˚�
�1; �2; �

m1
1 C c.�

2
2 CO.�32 //

�
W .�1; �2/ 2 Œ0; 1�� Œ0; ı�

	
;

where c > 0.

As stated in Remarks 1.3, the condition (1-7) only plays a role above the bisectrix 1=s D 1=p. So,
assume p < s (as explained, this excludes only the case where mD 2 and s D p D p0). Then we may
choose ˇ < 1 such that ˇs > 1 > ˇp. Assume R�� is bounded from Ls.�/ to Lp.R3/; i.e., R��m1;2
is bounded from Ls.�m1;2/ to Lp.R3/. Passing again from the surface measure d� to the “Lebesgue
measure” d� on �m1;2, define f .�1; �2/D �

�1=s
1 log.�1=2/�ˇ 2 Ls.�m1;2; d�/. Thenˇ̌1f d�.x1; x2;�t /ˇ̌D ˇ̌̌̌Z

Œ0;1��Œ0;ı�

ei.x1�1Cx2�2�t.�
m1
1 Cc.�

2
2CO.�32 ///�

� 1
s

1 log.�1=2/�ˇ d.�1; �2/
ˇ̌̌̌

D

ˇ̌̌̌Z 1

0

ei.x1�1�t�
m1
1 /�

� 1
s

1 log.�1=2/�ˇ d�1

ˇ̌̌̌ ˇ̌̌̌Z ı

0

ei.x2�2�tc.�
2
2CO.�32 // d�2

ˇ̌̌̌
:

We estimate the first integral by means of Lemma 1.5(ii), and for the second one we use Lemma 1.5(i)
(with mD 2), which leads to

1> kf kps & k1f d�kpp &
Z 1
N

Z t

t1=2

Z t1=m1

1

t
�

p

s0m1 t�
p
2 .log t /�ˇp dx1 dx2 dt

�

Z 1
N

t1�
p
2 t

1
m1
�

p

s0m1 .log t /�ˇp dt;

provided N is chosen sufficiently large. This implies that necessarily

1�
p

2
C

1

m1
�

p

s0m1
< �1;

which is equivalent to
m1C 2

2
>
2m1C 1

p
C
1

s
:

Interchanging the roles of �1 and �2, we obtain the same inequality for m2 and hence for NmDm1 _m2,
and we arrive at (1-7).
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Let us finally prove that on the critical line 1=s0 D .hC 1/=p one cannot have strong-type estimates
above the bisectrix 1=s D 1=p, i.e., for s > p. In this regime, we find some 1 > r > 0 such that
1=s < r < 1=p. Let

f .�/D �
�
m2
sh

2 j log.�2=2/j�r�f�m11 ��
m2
2 g

.�/:

It is easy to check that f 2 Ls.�/ since 1 < rs. Now assume 1� x
mj
j � t for j D 1; 2; more precisely

choose N � 1 and assume N 2 �Nx
mj
j � t for j D 1; 2. Then

.R�
Rd
f /.x1; x2;�t /D

Z 1

0

e�i.x2�2�t�
m2
2 /�

�
m2
sh

2 j log.�2=2/j�r
Z �

m2=m1
2

0

e�i.x1�1�t�
m1
1 / d�1 d�2:

Since xm11 � t is equivalent to .�m2=m12 x1/
m1 � t�

m2
2 , Lemma 1.5(ii) givesˇ̌̌̌Z �

m2=m1
2

0

e�i.x1�1�t�
m1
1 / d�1

ˇ̌̌̌
D �

m2
m1

2

ˇ̌̌̌Z 1

0

e�i.�
m2=m1
2 x1��t�

m2
2 �m1 / d�

ˇ̌̌̌
& t�

1
m1 :

Applying Lemma 1.5 once more, we obtainˇ̌
.R�

Rd
f /.x1; x2;�t /

ˇ̌
& t�

1
m1 t

1
sh
� 1
m2 log�r.t=2/D t�

1
p
.1C 1

h
/ log�r.t=2/;

where we made use of 1=s0 D .hC 1/=p. Thus we get

kR�
Rd
f kpp &

Z 1
N 2

Z .t=N/1=m2

N 1=m2

Z .t=N/1=m1

N 1=m1
t�1�

1
h log�rp.t=2/ dx1 dx2 dt

�

Z 1
N 2

t�1 log�rp.t=2/ dt D1;

since rp < 1.

Let us finish this subsection by adding a few more observations and remarks.

(a) First, observe that �0 is a subset of

�1 D f.�; �.�// 2 � W j�j � 1g:

(b) One can use the dilations .�1; �2/ 7! .r1=m1�1; r
1=m2�2/, r > 0, in order to decompose Q D

Œ0; 1��Œ0; 1� into “dyadic annuli” which, after rescaling, reduces the restriction problem in many situations
to the one for �1 (this kind of approach is used extensively in [Ikromov et al. 2010; Ikromov and Müller
2011], as well as in [Ferreyra and Urciuolo 2009]).

Indeed, on the one hand, any restriction estimate on � clearly implies the same estimate also for the
subsurface �1. On the other hand, the estimates for the dyadic pieces sum up below the sharp critical line
(this is the approach in [Ferreyra and Urciuolo 2009]), i.e., when 1=s0>.hC 1/=p. Moreover, in many sit-
uations one may apply Bourgain’s summation trick in a similar way to that described in Section A1 in order
to establish weak-type estimates also when .1=s; 1=p/ lies on the critical line, i.e., when 1=s0D .hC 1/=p.
However, we shall not pursue this approach here, since it would not give too much of a simplification for
us and since our approach (outlined in the next subsection) seems to lead to an even somewhat sharper
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1
3

1
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2
p

1
s′ =

3
p

1
4

Figure 6. Region on which (1-10) is valid.

result. Moreover, it seems useful and more systematic to understand bilinear restriction estimates for
quite general pairs of pieces of our surfaces �, and not only the ones which would arise from �1.

(c) On �1, one of the two principal curvatures may vanish, but not both. Notice also that by dividing �1
into a finite number of pieces lying in sufficiently small angular sectors and applying a suitable affine
transformation to each of them, we may reduce to surfaces of the form

�m;2 D f.�1; �2;  m.�1/C �
2
2 CO.�32 // W �1; �2 2 Œ0; 1�g;

where  m.�1/� �m1 as before, with mDm1 or mDm2 (see also our previous discussion of necessary
conditions). Applying then a further dyadic decomposition in �1, we see that we may essentially reduce to
subsurfaces on which �1 � ", with " > 0 a small dyadic number. Note that on these we have nonvanishing
Gaussian curvature, but the lower bounds of the curvature depend on " > 0. A rescaling then leads to
surfaces of the form

PT D
˚�
�1; �2; �

2
1 C �

2
2 CO.�31 CT �1�32 /

�
W �1 2 Œ0; 1�; �2 2 Œ0; T �

	
;

with T D "�m=2� 1. A prototype of such a situation would be the part of the standard paraboloid lying
above a very long-stretched rectangle. Although Fourier restriction estimates for the paraboloid have
been studied extensively, the authors are not aware of any results that would give the right control on the
dependence on the parameter T � 1. Indeed, one can prove that the lower bound

kR�T kLs.PT /!Lp.R3/ & T
. 1
p
� 1
s
/
C (1-10)

for the adjoint restriction operator R�T DR
�

PT ;R2
associated to Lebesgue measure on PT holds true for

all s and p for which .1=s; 1=p/ lies within the shaded region in Figure 6, and a reasonable conjecture is
that also the reverse inequality essentially holds true, maybe up to an extra factor T ı, i.e., that

kR�T kLs.PT /!Lp.R3/ � CıT
ıC. 1

p
� 1
s
/
C (1-11)

for every ı > 0.
We give some hints as to why (1-10) holds true and why the inverse inequality (with ı-loss) seems a

reasonable conjecture. Let d�T denote the “Lebesgue measure” on PT . Then by Lemma 1.5,

jbd�T .x1; x2; t /j& t� 12
Z T

0

ei.x2�2CtŒ�
2
2CO.T�1�32 /�/ d�2 D T t

� 1
2

Z 1

0

ei.x2T�CtT
2Œ�2CO.�3/�/ d�& t�1;
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provided x1� t and x2� T t (we may arrange matters in the preceding reductions so that the error term
O.�3/ is small compared to �2). Hence, since we assume p > 3,

kbd�T kLp.R3/ & T
1
p :

Obviously k1kLs.PT ;d�T / D T
1=s , so we see that

kR�T kLs.PT /!Lp.R3/ & T
. 1
p
� 1
s
/:

Restricting PT to the region where �2 � 1, we see that also kR�T kLs.PT /!Lp.R3/ & 1, and combining
these two lower bounds gives (1-10).

On the other hand, from Remark 4, (2.4) in [Ferreyra and Urciuolo 2009] we easily obtain by an
obvious rescaling argument that for 1=s0 D 3=p and p > 4 (hence 1=p < 1=s), we have

kR�T kLs.PT ;d�T /!Lp.R3/ � C;

uniformly in T . It is conjectured that for the entire paraboloid P D f.�1; �2; �21 C �22 / W .�1; �2/ 2 R2g, the
adjoint restriction operator R�P;R2 is bounded for 1=s0 D 2=p and p > 3 (hence 1=p < 1=s). It would be
reasonable to expect the same kind of behavior for suitable perturbations of the paraboloid, and subsets of
those, such as PT (maybe with an extra factor T ı for any ı > 0). By complex interpolation, the previous
estimate in combination with the latter conjectural estimate would lead to

kR�T kLs.PT ;d�T /!Lp.R3/ � CıT
ı

for every ı > 0, provided that 1=p < 1=s and 2=p < 1=s0 <3=p. In combination with a trivial application
of Hölder’s inequality this leads to the conjecture (1-11),

kR�T kLs.PT /!Lp.R3/ � CıT
ıC. 1

p
� 1
s
/
C

for every ı > 0, provided .1=s; 1=p/ lies within the shaded region in Figure 6.

1D. The strategy of the approach. We will study certain bilinear operators. For a suitable pair of
subsurfaces S1; S2 � S (we will be more specific on this point later), we seek to establish bilinear
estimates

kR�
R2
f1R

�

R2
f2kLp.R3/ � CpC.S1; S2/ kf1kL2.S1/kf2kL2.S2/;

for functions f1; f2 supported in S1 and S2, respectively.
For hypersurfaces with nonvanishing Gaussian curvature and principal curvatures of the same sign, the

sharp estimates of this type, under the appropriate transversality assumption, appeared in [Tao 2003b]
(after previous partial results in [Tao et al. 1998; Tao and Vargas 2000a]). For the light cone in any
dimension, the analogous results were established in [Wolff 2001; Tao 2001a] (improving on earlier
results in [Bourgain 1995a; Tao and Vargas 2000a]). For the case of principal curvatures of different sign,
or with a smaller number of nonvanishing principal curvatures, sharp bilinear results are also known [Lee
2006; Vargas 2005; Lee and Vargas 2010].
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What is crucial for us is to know how the constant C.S1; S2/ explicitly depends on the pair of surfaces
S1 and S2, in order to be able to sum all the bilinear estimates that we obtain for pairs of pieces of our
given surface, to pass to a linear estimate. Classically, this is done by proving a bilinear estimate for one
“generic” class of subsurfaces. For instance, if S is the paraboloid, then other pairs of subsurfaces can be
reduced to it by means suitable affine transformations and homogeneous rescalings. However, general
surfaces do not come with such a kind of self-similarity under these transformations, and it is one of the
features of this article that we establish new, very precise bilinear estimates.

The bounds on the constant C.S1; S2/ that we establish will depend on the size of the domains and
local principal curvatures of the subsurfaces, and we shall have to keep track of these during the whole
proof. In this sense, many of the lemmas are generalized, quantitative versions of well-known results
from classical bilinear theory.

The pairs of subsurfaces that we would like to discuss are pieces of the surface sitting over two dyadic
rectangles and satisfying certain separation or “transversality” assumptions. However, such a rectangle
might touch one of the axes, where some principle curvature is vanishing. In this case we will decompose
dyadically a second time. But even on these smaller sets, we do not have the correct “transversality”
conditions; we first have to find a proper rescaling such that the scaled subsurfaces allow us to run the
bilinear machinery.

The following section will begin with the bilinear argument to provide us with a very general bilinear
result for sufficiently “good” pairs of surfaces. In the subsequent section, we construct a suitable scaling
in order to apply this general result to our situation. After rescaling and several additional arguments, we
pass to a global bilinear estimate and finally proceed to the linear estimate.

A few more remarks on the notion will be useful: as mentioned before, it is very important to know
precisely how the constants depend on the specific choice of subsurfaces. Moreover, there will appear
other constants, depending possibly on m1; m2; p; q, or other quantities, but not explicitly on the choice
of subsurfaces. We will not keep track of such types of constants, since it would even set a false focus
and distract the reader. Instead we will simply use the symbol . for an inequality involving one of
these constants of minor importance. To be more precise on this, later we introduce a family of pairs of
subsurfaces S0. Then for quantities A;B W S0! R the inequality A. B means there exists a constant
C > 0 such that A.S1; S2/� CB.S1; S2/ uniformly for all .S1; S2/ 2 S0.

Moreover, we will also use the notation A� B if A. B and B . A. We will even use this notation
for vectors, meaning their entries are comparable in each coordinate. Similarly, we write A� B if there
exists a constant c > 0 such that A.S1; S2/� cB.S1; S2/ for all .S1; S2/ 2 S0 and c is “small enough”
for our purposes. This notion of being “sufficiently small” will in general depend on the situation and
further constants, but the choice will be uniform in the sense that it will work for all pairs of subsurfaces
in the class S0.

The inner product of two vectors x; y will usually be denoted by xy or x � y, and occasionally also
by hx; yi.
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2. General bilinear theory

2A. Wave packet decomposition. We begin with what is basically a well-known result, although we
need a more quantitative version (cf. [Tao 2003a; Lee 2006]).

Lemma 2.1. Let U � Rd be an open and bounded subset, and let � 2 C1.U;R/. We assume there exist
constants � > 0 and D � 1=� such that k@˛�k1 � A˛�D2�j˛j for all ˛ 2 Nd with j˛j � 2. Then for
every R � 1 there exists a wave packet decomposition adapted to � with tubes of radius R=D DR0 and
length R2=.D2�/D .R0/2=�, where we have put RDR0D.

More precisely, consider the index sets Y DR0Zd and V D .R0/�1Zd \U, and define for wD .y; v/ 2
Y �V DW the tube

Tw D
n
.x; t/ 2 Rd �R W jt j �

.R0/2

�
; jx�yC tr�.v/j �R0

o
: (2-1)

Then, given any function f 2 L2.U /, there exist functions (wave packets) fpwgw2W and coefficients
cw 2 C such that R�

Rd
f can be decomposed as

R�
Rd
f .x; t/D

X
w2W

cwpw.x; t/

for every t 2 R with jt j � .R0/2=�, in such a way that the following hold true:

(P1) pw DR�Rd .F
�1
Rd
.pw. � ; 0///.

(P2) supp FRdC1pw � B..v; �.v//; 2=R
0/.

(P3) pw is essentially supported in Tw ; i.e.,

jpw.x; t/j � CN .R
0/�

d
2

�
1C
jx�yC tr�.v/j

R0

��N
for every N 2 N . In particular, kpw. � ; t /k2 . 1.

(P4) For all W �W , we have


P

w2W pw. � ; t /



2
. jW j 12 .

(P5) kck`2 . kf kL2 .

Moreover, the constants arising explicitly (such as the CN ) or implicitly in these estimates can be
chosen to depend only on the constants A˛ but no further on the function �, and also not on the other
quantities R;D and � (such constants will be called admissible).

Remarks 2.2. (i) Notice that no bound is required on r� at this stage; however, such bounds will
become important later (for instance in (iii)).

(ii) Denote byN.v/ the normal vector at .v; �.v// to the graph of � which is given byN.v/D .�r�.v/; 1/.
Since .R0/2=� �R0, we may thus rewrite

Tw D .y; 0/C
n
tN.v/ W jt j �

.R0/2

�

o
CO.R0/:
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R

R2

Figure 7. The tubes Tw fill a horizontal strip.

Moreover,

jx�yC tr�.v/j D j.x; t/� .y; 0/� tN.v/j � dist..x; t/; Tw/:

It is then easily seen that (P3) can be rewritten as

jpw.z/j � CN .R
0/�

d
2

�
1C

dist.z; Tw/
R0

��N
for all z 2 RdC1 with jhz; edC1ij � .R0/2=�, where edC1 denotes the last vector of the canonical basis
of RdC1. This justifies the statement that “pw is essentially supported in Tw”.

(iii) Notice further that we can reparametrize the wave packets by lifting V to zV Df.v; �.v// W v 2 Vg � S.
If we now assume kr�k. 1, then we have j.v; �.v//� .v0; �.v0//j � jv� v0j, and thus zV becomes an
.R0/�1-net in S. Finally, we shall identify a parameter y 2 Rd with the point .y; 0/ in the hyperplane
Rd � f0g.

Proof of Lemma 2.1. We will basically follow the proof by Lee [2006]; the only new feature consists in
elaborating the precise role of the constant �.

Let ; O�2C10 .B.0; 1// be chosen in such a way that for �y.x/D�..x�y/=R0/,  v.�/D .R0.��v//
we have

P
v2V  v D 1 on U and

P
y2Y �y D 1. We also choose a slightly bigger function Q 2

C10 .B.0; 3// such that Q D 1 on B.0; 2/� supp C supp O�, and put Q v.�/D Q .R0.� � v//. Then the
functions

F.y;v/ D F
�1
Rd
.1 vf �y/D . vf /� L�y ; y 2 Y; v 2 V;

are essentially well localized in both position and momentum/frequency space. Define qw DR�Rd .Fw/,
wD .y; v/2W; up to a certain factor cw , which will be determined later, these are already the announced
wave packets, i.e., qw D cwpw .

Since f D
P
w2W Fw , we then have the decomposition R�

Rd
f D

P
w2W qw . Let us concentrate on

property (P3) — the other properties are then rather easy to establish. Since suppF.y;v/ � B.v; 2=R0/,
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we have, for every w D .y; v/ 2W ,

qw.x; t/D

Z
e�i.x�Ct�.�//Fw.�/ d� D

Z
e�i.x�Ct�.�//Fw.�/ Q v.�/ d�

D .2�/�d
“

e�i
�
.x�z/�Ct�.�/

�
Q v.�/ d� yFw.z/ dz

D .2�/�d .R0/�d
“

e�i..x�z/.
�

R0
Cv/Ct�. �

R0
Cv// Q .�/ d� yFw.z/ dz

D .2�/�d .R0/�d
Z
K.x� z; t/ yFw.z/ dz;

with the kernel

K.x; t/D

Z
ei.x.

�

R0
Cv/Ct�. �

R0
Cv// Q .�/ d�:

We claim that

jK.x; t/j.
�
1C
jxC tr�.v/j

R0

��N
(2-2)

for every N 2 N . To this end, we shall estimate the oscillatory integral

K� D

Z
ei�ˆ.�/ Q .�/ d�;

with phase

ˆ.�/D
x
� �
R0
C v

�
C t�

� �
R0
C v

�
1C .R0/�1jxC tr�.v/j

;

where we put �D 1C .R0/�1jxC tr�.v/j. In order to prove (2-2), we may assume jxC tr�.v/j �R0.
Then integrations by parts will lead to jK�j.��N for allN 2N, hence to (2-2), provided we can show that

jrˆ.�/j � 1 for all �; (2-3)

k@˛ˆk1 . 1 for all ˛ � 2; (2-4)

and that the constants in these estimates are admissible. But,

jt j
ˇ̌
r�

� �
R0
C v

�
�r�.v/

ˇ̌
jxC tr�.v/j

�
jt j
ˇ̌
r�

� �
R0
C v

�
�r�.v/

ˇ̌
R0

.
jt j

.R0/2
k�00k1 �

1

�
k�00k1 � 1

for every � 2 supp Q , hence

jt j

ˇ̌̌̌
r�

�
�

R0
C v

�
�r�.v/

ˇ̌̌̌
� jxC tr�.v/j:

Thus

jrˆ.�/j D

ˇ̌
xC tr�

� �
R0
C v

�ˇ̌
R0CjxC tr�.v/j

D

ˇ̌
xC tr�.v/� t

�
r�.v/�r�

� �
R0
C v

��ˇ̌
R0CjxC tr�.v/j

�
jxC tr�.v/j

R0CjxC tr�.v/j
� 1;
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which verifies (2-3). And, for j˛j � 2 we have

j@˛ˆ.�/j �

ˇ̌̌̌
t .R0/�j˛j.@˛�/

�
�

R0
C v

�ˇ̌̌̌
.
.R0/2

�
.R0/�j˛j�D2�j˛j � .DR0/2�j˛j DR2�j˛j � 1;

which gives (2-4). It is easily checked that the constants in these estimates can be chosen to be admissible.
Following the proof in [Lee 2006], we conclude that

jqw.x; t/j. .R0/�d
Z ˇ̌
K.x� z�y; t/ yFw.zCy/

ˇ̌
dz

D .R0/�d
Z ˇ̌̌̌
K.x� z�y; t/�

�
z

R0

�
1 vf .zCy/

ˇ̌̌̌
dz

.
�
1C
jx�yC tr�.v/j

R0

��N
M.1 vf /.y/;

where M denotes the Hardy–Littlewood maximal operator. Thus, we obtain (P3) by choosing cw D
c.y;v/ D .R

0/d=2M.1 vf /.y/.
Properties (P1) and (P2) follow from the definition of the wave packets. From (P2) and (P3) we can

deduce (P4). For (P5), we refer to [Lee 2006]. �

In view of our previous remarks, it is easy to restate Lemma 2.1 in a more coordinate-free way. For
any given hyperplane H D n? �RdC1, with n a unit vector (so that RdC1DH CRn), define the partial
Fourier (co)transform

F
�1
H f .�C tn/D

Z
H

f .xC tn/eix�� dx; � 2H; t 2 R:

Moreover, if U �H is open and bounded, and if �H 2 C1.U;R/ is given, then consider the smooth
hypersurface S Df�C�H .�/n W �2U g �RdC1, and define the corresponding Fourier extension operator

R�Hf .xC tn/D

Z
U

f .�/e�i.x�Ct�H .�// d�D

Z
U

f .�/e�ihxCtn;�C�H .�/ni d�

for .x; t/ 2H �R and f 2 L2.U /. Notice that R�
Rd

corresponds to the special case H D Rd � f0g, and
thus by means of a suitable rotation, mapping edC1 to n, we immediately obtain the following.

Corollary 2.3 (wave packet decomposition). Let U � H be an open and bounded subset, and let
�H 2 C

1.U;R/. We assume that there are constants � > 0 and D � 1=� such that k�.l/H k1 �Al�D
2�l

for every l 2 N with l � 2, where �.l/H denotes the total derivative of �H of order l , and in addition
that k�0k1 � A. Then for every R � 1 there exists a wave packet decomposition adapted to S and the
decomposition of RdC1 into RdC1 DH CRn, with tubes of radius R=D DR0 and length R2=.D2�/D
.R0/2=�, where RDR0D.

More precisely, there exists an R0-lattice Y in H and an .R0/�1-net V in S such that the following
hold true: if we denote by W the index set W D Y � V and associate to w D .y; v/ 2 Y � V DW the
tube-like set

Tw D yC
n
tN.v/ W jt j �

.R0/2

�

o
CB.0;R0/; (2-5)
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then for every given function f 2 L2.U / there exist functions (wave packets) fpwgw2W and coefficients
cw 2 C such that for every x D x0 C tn 2 RdC1 with jt j � .R0/2=� and x0 2 H , we may decompose
R�Hf .x/ as

R�Hf .x/D
X
w2W

cwpw.x/;

in such a way that the following hold true:

(P10) pw DR�H .F
�1
H .pw jH //.

(P20) supp FRdC1pw � B.v; .R
0/�1/ and supp FH .pw. � C tn// � B.v0;O..R0/�1//,where v0 denotes

the orthogonal projection of v 2 S to H .

(P30) pw is essentially supported in Tw ; i.e.,

jpw.x/j � CN .R
0/�1

�
1C

dist.x; Tw/
R0

��N
:

(P40) For all W �W , we have k
P
w2W pw. � C tn/kL2.H/ . jW j

1
2 .

(P50) kck`2 . kf kL2 .

Moreover, the constants arising in these estimates can be chosen to depend only on the constants Al
and A, but no further on the function �H , and also not on the other quantities R;D and � (such constants
will be called admissible).

Notice that, unlike as in Lemma 2.1, we may here choose an .R0/�1-net in S in place of an R0 -lattice
in H for the parameter set V , because of our assumed bound on �0H .

It will become important that under suitable additional assumptions on the position of a given hyper-
plane H , we may reparametrize a given smooth hypersurface S D f.�; �.�// W � 2 U g (where U is an
open subset of Rd ) also of the form

S D f�C�H .�/n W � 2 UH g;

where UH is an open subset of H and �H 2 C1.UH ;R/.

Lemma 2.4 (reparametrization). Let H1 D n?1 and H2 D n?2 be two hyperplanes in RdC1, where n1
and n2 are given unit vectors. Let K DH1\H2, and choose unit vectors h1; h2 orthogonal to K such
that H1 DKCRh1 and H2 DKCRh2. Let U1 �H1 be an open bounded subset such that for every
x0 2K, the section U x

0

1 D fu 2 R W x0Cuh1 � U1g is an (open) interval, and let �1 2 C1.U1;R/ satisfy
the assumptions of Corollary 2.3. Setting B D �D2 and r DD�1, an equivalent way to state this is that
there are constants B; r > 0 such that Br � 1, k�01k1 � A and k�.l/1 k1 � AlBr

l for every l 2 N with
l � 2. Denote by S the hypersurface

S D f�C�1.�/n1 W � 2 U1g � RdC1;

and again by v 7!N.v/ the corresponding unit normal field on S.
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Assume furthermore that the vector n2 is transversal to S ; i.e., jhn2; N.v/ij � a > 0 for all v 2 S.
Then there exist an open bounded subset U2 �H2 such that for every x0 2K, the section U x

0

2 D fs 2 R W

x0C sh2 2 U2g is an interval, and a function �2 2 C1.U2;R/ so that we may rewrite

S D f�C�2.�/n2 W � 2 U2g: (2-6)

Moreover, the derivatives of �2 satisfy estimates of the same form as those of �1, up to multiplicative
constants which are admissible, i.e., which depend only on the constants Al ; A and a.

Finally, given any f1 2 L2.U1/, there exists a unique function f2 2 L2.U2/ such that

R�H1f1 DR
�
H2
f2; (2-7)

and kf1k2 � kf2k2, where the constants in these estimates are admissible.

Proof. Assume that (2-6) holds true. Then, given any point �C�H .�/n1 2 S, with �D x0Cuh1 2 U1,
x0 2K, we find some � D x0C sh2 2 U2 such that

x0Cuh1C�1.x
0
Cuh1/n1 D x

0
C sh2C�2.x

0
C sh2/n2; (2-8)

which shows that necessarily

s D huh1C x
0
C�1.x

0
Cuh1/n1; h2i: (2-9)

Let us therefore define the mapping G W U1!H2 by

G.x0Cuh1/D x
0
Chuh1C x

0
C�1.x

0
Cuh1/n1; h2ih2:

Moreover, fixing an orthonormal basis E1; : : : ; Ed�1 of K and extending this by the vector h1 or h2 in
order to obtain bases of H1 and H2 respectively and working in the corresponding coordinates, we may
assume without loss of generality that U1 is an open subset of Rd�1 �R, since dimK D d � 1, and that
G is a mapping G W U1! Rd�1 �R, given by

G.x0; u/D .x0; g.x0; u//;

where
g.x0; u/D hx0Cuh1C�1.x

0; u/n1; h2i:

To show that G is a diffeomorphism onto its image U2 DG.U1/, observe that

@uG.x
0; u/D .0; @ug.x

0; u//D
�
0; hh1C @u�1.x

0; u/n1; h2i
�
:

On the other hand, the vector

N0 D�@u�1.x
0; u/h1�

kX
jD1

@xj �.x
0; u/Ej Cn1

is normal to S at the point x0C uh1C �1.x0C uh1/n1
�
here x0 D

Pd�1
jD1 xjEj

�
, and jN0j � 1. Thus,

our transversality assumption implies

jh�@u�1.x
0; u/h1Cn1; n2ij& a > 0: (2-10)
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But, fhj ; nj g forms an orthonormal basis of K? for j D 1; 2, and thus, rotating all these vectors by an
angle of �=2, we see that (2-10) is equivalent to jh@u�1.x0; u/n1C h1; h2ij& a > 0, so that

j@ug.x
0; u/j& a > 0:

Given the special form of G, this also implies

jdetG0.x0; u/j D j@ug.x0; u/j& a > 0:

Consequently, for x0 fixed, the mapping u 7! g.x0; u/ is a diffeomorphism from the interval U x
0

1 onto an
open interval U x

0

2 , and thus G is bijective onto its image U2, in fact even a diffeomorphism, and U2 fibers
into the intervals U x

0

2 . Indeed, the inverse mapping F DG�1 W U2! U1 of G is also of the form

F.x0; s/D .x0; f .x0; s//;

where
g.x0; f .x0; s//D s: (2-11)

In combination with (2-8) this shows that (2-6) holds indeed true, with

�2.x
0; s/D f .x0; s/hh1; n2iC�1.F.x

0; s//hn1; n2i: (2-12)

Moreover, if f1 2 L2.U1/, then, by (2-8) and a change of coordinates,

R�H1f1.y/D

“
U1

f1.x
0; u/e�ihy;x

0Cuh1C�1.x
0;u/n1i dx0du

D

“
U2

f1.F.x
0; s//jdetF 0.x0; s/j e�ihy;x

0Csh2C�2.x
0;s/n2i dx0ds;

so that (2-7) holds true, with

f2.x
0
C sh2/D f1.x

0
Cf .x0; s/h1/ jdetF 0.x0; s/j: (2-13)

Our estimates for derivatives of F show that jdetF 0.x0; s/j � 1, with admissible constants, so that in
particular kf1k2 � kf2k2.

What remains is the control of the derivatives of �2. This somewhat technical part of the proof will be
based on Faà di Bruno’s theorem and is deferred until the Appendix (see Section A2). �

We shall from now on restrict ourselves to dimension d D 2. The following lemma will deal with the
separation of tubes along certain types of curves, for a special class of 2-hypersurfaces. It will later be
applied to intersection curves of two hypersurfaces.

Lemma 2.5 (tube-separation along the intersection curve). Let Y , V , W , R, Tw be as in Corollary 2.3.
Moreover assume � 2C1.U;R/, U �R2, such that @2i �.x/� �i for all x 2U, i D 1; 2, and @1@2� D 0.
Define � D �1 _ �2. Let 
 D .
1; 
2/ be a curve in U with j P
i j � 1 for i D 1; 2. Then for all pairs of
points v1; v2 2 im.
/CO..R0/�1/ such that v1� v2 D j=R0, where j 2 Z2 and jj j � 1, the following
separation condition holds true (again with constants in these estimates which are admissible in the
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obvious sense):

jr�.v1/�r�.v2/j � jj j
R0

.R0/2=�
:

Proof. Choose t1; t2 such that vi D 
.ti /CO..R0/�1/. Then

jr�.vi /�r�.
.ti //j � k�
00
jU k1 jvi � 
.ti /j.

�

R0
: (2-14)

Therefore
jj j

R0
D jv1� v2j D j
.t1/� 
.t2/jCO..R0/�1/

� j P
1jjt1� t2jC j P
2jjt1� t2jCO..R0/�1/� jt1� t2jCO..R0/�1/;

and since jj j � 1, we see that jt1� t2j � jj j=R0. By our assumptions on � and (2-14), we thus see that
there exist s1 and s2 lying between t1 and t2 such that

jr�.v1/�r�.v2/j � jr�.
.t1//�r�.
.t2//j � �O..R0/�1/

�
�
j@21�.
.s1// P
.s1/jC j@

2
2�.
.s2// P
.s2/j

�
jt1� t2j � �O..R0/�1/

� .�1C �2/
jj j

R0
C �O..R0/�1/� jj j �

R0
;

where we used again that jj j � 1. �

2B. A bilinear estimate for normalized hypersurfaces. In this section, we shall work under the following:

General Assumptions. Let � 2 C1.R2/ such that @1@2� � 0, and let

Sj D f.�; �.�/ W � 2 Uj g; Uj D r
.j /
C Œ0; d

.j /
1 �� Œ0; d

.j /
2 �; j D 1; 2;

where r.j / 2 R2 and d .j /1 ; d
.j /
2 > 0. We assume the principal curvature of Sj in the direction of �1 is

comparable to �.j /1 > 0, and in the direction of �2 to �.j /2 > 0, up to some fixed multiplicative constants.
We then put for j D 1; 2,

�.j / D �
.j /
1 _ �

.j /
2 ; N�i D �

.1/
i _ �

.2/
i ; N� D N�1 _ N�2 D �

.1/
_ �.2/;

Ndi D d
.1/
i _ d

.2/
i ; D Dmin

i;j
d
.j /
i :

(2-15)

The vector field N D .�r�; 1/ is normal to S1 and S2, and thus N0 DN=jN j is a unit normal field to
these hypersurfaces. We make the following additional assumptions:

(i) For all i; j D 1; 2 and all � 2 Uj , we have

j@i�.�/� @i�.r
.j //j. �.j /i d

.j /
i and N�i Ndi . 1 (2-16)

(notice that the first inequality follows already from our earlier assumptions).

(ii) For all � 2 U1[U2 and for all ˛ 2 N2, j˛j � 2, we have j@˛�.�/j. N�D2�j˛j.

(iii) For i D 1; 2, i.e., with respect to both variables, the following separation condition holds true:

j@i�.�
1/� @i�.�

2/j � 1 for all �j 2 Uj ; j D 1; 2: (2-17)
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The set of all pairs .S1; S2/ of hypersurfaces satisfying these properties will be denoted by S0 (note that
it does depend on the constants hidden by the symbols . and �).

The main goal of this chapter will be to establish a local, bilinear Fourier extension estimate on suitable
cuboids adapted to the wave packets.

Theorem 2.6. Assume 5
3
� p � 2. Let us choose r 2 R2 such that r D r.j / if �.j / D �.1/^�.2/. Then for

every ˛ > 0 there exist constants C˛; 
˛ > 0 such that for every pair S D .S1; S2/ 2 S0, every parameter
R � 1 and all functions fj 2 L2.Sj /, j D 1; 2, we have

kR�
R2
f1R

�

R2
f2kLp.Q0S1;S2 .R//

� C˛R
˛.�.1/�.2//

1
2
� 1
pD3�

5
p log
˛ .C0.S// kf1k2kf2k2; (2-18)

where

Q0S1;S2.R/D

�
x 2 R3 W jxi C @i�.r/x3j �

R2

D2 N�
; i D 1; 2; jx3j �

R2

D2.�.1/ ^ �.2//

�
; (2-19)

with

C0.S/D
Nd21
Nd22

D4
.DŒ�.1/ ^ �.2/�/�

1
p .D�.1/D�.2//�

1
2 : (2-20)

Notice that C0.S/& 1.

Remark 2.7. If �.1/ D �.2/ D N�, then r is not well defined. But in this case the two sets

Q0S1;S2.RI j /D

�
x 2 R3 W jxi C @i�.r

.j //x3j �
R2

D2 N�
; i D 1; 2; jx3j �

R2

D2 N�

�
; j D 1; 2;

essentially coincide. Indeed, since jr�.r.1//�r�.r.2//j � 1 (due to the transversality assumption (iii)),
an easy geometric consideration shows that

aQ0S1;S2.RI 1/�Q
0
S1;S2

.RI 2/� bQ0S1;S2.RI 1/

for some constants a; b which do not depend on R and the class S0 from which S D .S1; S2/ is taken.

By applying a suitable affine transformation whose linear part fixes the points of R2�f0g, if necessary,
we may assume without loss of generality that r D 0 and r�.r/D 0. Notice that conditions (i)–(iii) and
the conclusion of the theorem are invariant under such affine transformations.

In fact, we shall then prove estimate (2-18) in the theorem on the even larger cuboid

QS1;S2.R/D

�
x 2 R3 W jxi0 j �

R2

D2 N�
; kxk1 �

R2

D2.�.1/ ^ �.2//

�
(2-21)

for an appropriate choice of the coordinate direction xi0 ; i0 2 f1; 2g, in which the cuboid has smaller side
length. Later we shall need to combine different cuboids which may possibly have their smaller side lengths
in different directions. Then it will become necessary to restrict to their intersection, which leads to (2-19).

Indeed, we shall see that there will be two directions in which the side length of the cuboids are
dictated by the length of the wave packets, and one remaining third direction for which we shall have
more freedom in choosing the side length.
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Observe also that N�i Ndi . 1, and thus we may even assume without loss of generality that

N�i Ndi � 1 for all i D 1; 2 (2-22)

simply by decomposing S1 and S2 into a finite number of subsets for which the side lengths of corre-
sponding rectangles Uj are sufficiently small fractions of the given d .j /i .

For �j 2 Uj define
�1.�/D �.�� �

2/C�.�2/; � 2 �2CU1;

�2.�/D �.�� �
1/C�.�1/; � 2 �1CU2:

The set ..�2; �.�2//CS1/\ ..�1; �.�1//CS2/D graph.�1/\ graph.�2/ will be called an intersection
curve of S1 and S2. It agrees with the graph of �1 (or �2) restricted to the set where  D �1��2 D 0.
On this set, the normal field Nj .�/D .�r�j .�/; 1/ forms the conical set

�j D fsNj .�/ W s 2 R;  .�/D 0g:

In the sequel, we shall use the abbreviation j C 1 mod 2D 2, if j D 1, and j C 1 mod 2D 1, if j D 2.

Lemma 2.8. Let .S1; S2/ 2 S0. Assume r�.r/ D 0 for some r 2 S1 [ S2 and N�i Ndi � 1. Then the
following hold true:

(a) D�.j /i � 1 for all i; j D 1; 2.

(b) jr�.�/j. 1 for all .�; �.�// 2 S1[S2.

(c) The unit normal fields on S1 and S2 are transversal; i.e.,

jN0.�
1/�N0.�

2/j � 1 for all .�j ; �.�j // 2 Sj : (2-23)

(d) Nj and �jC1 mod 2 are transversal for j D 1; 2 and for any choice of intersection curve of S1 and S2.

(e) If 
 is a parametrization by the arclength t of the projection of an intersection curve of S1 and S2 to
the first two coordinates � 2 R2, then j P
1j � 1� j P
2j.

Proof. We shall denote by � D Qx 2 R2 the projection of a point in x 2 R3 to its first two coordinates.
Part (a) is clear since D D mini;jD1;2 d

.j /
i . To prove (b), notice that for any x; x0 2 S1 [ S2 we

have jr�. Qx/�r�. Qx0/j . 1: if x and x0 belong to different hypersurface Sj , we apply condition (iii)
on page 838, and if x and x0 are in the same hypersurface Sj , we use condition (a). Thus we have
jr�. Qx/j D jr�. Qx/�r�.r/j. 1 for all x 2 S1[S2.

This gives jN. Qx/j D
p
1Cjr�. Qx/j2 � 1 for all x 2 S1[S2, which already implies the transversality

of the normal fields:

jN0.�
1/�N0.�

2/j � jN.�1/�N.�2/j D jr�.�1/�r�.�2/j � 1

for all .�j ; �.�j // 2 Sj , j D 1; 2.
We shall prove (e) first, since (e) will be needed for the proof of (d). It suffices to prove that j@i .�/j�1

for all � such that �� �j 2 UjC1 mod 2, �j 2 Uj , since the tangent to the curve 
 at any point 
.t/ is
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orthogonal to r .
.t//. But, in view of (2-17),

j@i .�/j D j@i�.�� �
2/� @i�.�� �

1/j � 1:

For (d), since the claim is symmetric in j 2 f1; 2g, it suffices to show that N1 and �2 are transversal.
Since we have

jN1.�/�N1.�
0/j D jr�1.�/�r�1.�

0/j. �.1/1 d
.1/
1 C �

.1/
2 d

.1/
2 � 1

for all �; �0 2 U1C �2, whereas jN1.�/j � 1 for all � 2 U1C �2, it is even enough to show that N1.�/
and the tangent space TN2.�/�2 of �2 at the point N2.�/ are transversal. Since 
 is a parametrization by
arclength of the zero set of  , the tangent space of �2 at the point N2.�/ for �D 
.t/ is spanned by N2.�/
and .�D2�2.�/ P
.t/; 0/, where D2�2 denotes the Hessian matrix of �2. But, recalling that we assume
@1@2�� 0, we see that the vectors N2.�/ and .1=�.2//.�D2�2.�/ P
.t/; 0/ form an “almost” orthonormal
frame for the tangent space TN2.�/�2, and thus the transversality can be checked by estimating the
volume V of the parallelepiped spanned by N1.�/ and these two vectors, which is given by

V D

ˇ̌̌̌
ˇ̌̌ �@1�1.�/ �@2�1.�/ 1

�@1�2.�/ �@2�2.�/ 1
1
�.2/

@21�2.�/ P
1.t/
1
�.2/

@21�2.�/ P
2.t/ 0

ˇ̌̌̌
ˇ̌̌D 1

�.2/

ˇ̌
�@21�2.�/ P
1.t/@2 .�/C@

2
2�2.�/ P
2.t/@1 .�/

ˇ̌
:

Since  ı 
 D 0 by definition, we have @1 .�/ P
1.t/C @2 .�/ P
2.t/; hence

@2 .�/D�@1 .�/
P
1.t/

P
2.t/
:

Thus

V D
j@1 .�/j

�.2/j P
2.t/j

�
@21�2.�/ P


2
1 .t/C @

2
2�2.�/ P


2
2 .t/

�
�
ˇ̌
@1�.�� �

2/� @1�.�� �
1/
ˇ̌�.2/1 C �.2/2

�.2/
� 1: �

We now come to the introduction of the wave packets that we shall use in the proof of Theorem 2.6.
Let us assume without loss of generality that

�.1/ � �.2/; (2-24)

i.e., r D r.1/ and r�.r.1//D 0.

Next, since S1 is horizontal at .r.1/; �.r.1///, we may use the wave packet decomposition from
Corollary 2.3, with normal n1 and hyperplane H1 given by

n1 D .0; 0; 1/ and H1 D R2 � f0g

in order to obtain the decomposition

R�
R2
f1 DR

�
H1
f1 D

X
w12W1

cw1pw1 ; w1 2W1; (2-25)

into wave packets pw1 ; w1 2W1 of length .R0/2=�.1/, directly by means of Lemma 2.1. By Tw1 ; w1 2W1,
we denote the associated set of tubes. Recall that this decomposition is valid on the set P1 D R2 �

Œ�.R0/2=�.1/; .R0/2=�.1/�.
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Let us next turn to S2 and R�
R2
f2. If we would keep the same coordinate system for S2, we would

have to truncate even further in x3-direction, since .R0/2=�.2/ � .R0/2=�.1/. However, by (2-17) we have
for � 2 U2 and both i D 1 and i D 2 that

jhei ; N.�/ij D j@i�.�/j D j@i�.�/� @�.r
.1//j � 1:

This means that we may apply Lemma 2.4 to S2 in order to reparametrize S2 by an open subset (denoted
again by U2) of the hyperplane H2 D n?2 given by

n2 D ei0 and H2 D fn2g
?
D fei0g

?:

We may thus replace the function f2 by a function (also denoted by f2) on U2 of comparable L2-norm,
and replace R�

R2
f2 by R�H2f2 in the subsequent arguments.

Next, applying Corollary 2.3, now with H DH2, for i0D 1, as well as for i0D 2, we may decompose
R�H2f2 as

R�H2f2 D
X

w22W2

cw2pw2 ; w2 2W2; (2-26)

on the set

P2 D

�
x 2 R3 W jhx; n2ij �

.R0/2

�.2/

�
D

�
x 2 R3 W jxi0 j �

.R0/2

�.2/

�
by means of wave packets of length .R0/2=�.2/. The associated set of tubes is denoted by Tw2 ; w2 2W2.

In order to decide how to choose i0, we observe that for � 2 U1, our definitions (2-15) in combination
with the estimates (2-16) and (2-22) show that

j@i�.�/� @i�.r
.1//j. �.1/i d

.1/
i �

�
.1/
i

N�i
N�i Ndi �

�
.1/
i

N�i
:

Notice that the wave packets associated to S1 are roughly pointing in the direction of N.r.1//D .0; 0; 1/.
More precisely, if we project a wave packet pointing in the direction of N.�/, �2U1, to the coordinate xi ,
i D 1; 2, then by the previous estimates we see that we obtain an interval of length comparable toˇ̌̌̌�

ei ;
.R0/2

�.1/
N.�/

�ˇ̌̌̌
D
.R0/2

�.1/
j@i�.�/j D

.R0/2

�.1/
j@i�.�/� @i�.r

.1//j �
.R0/2

N�

N�

�.1/

�
.1/
i

N�i
: (2-27)

Let us therefore choose i0 so that
�
.1/
i0

N�i0
D
�
.1/
1

N�1
^
�
.1/
2

N�2
:

Then

N�
�
.1/
i0

N�i0
D . N�1 _ N�2/

�
�
.1/
1

N�1
^
�
.1/
2

N�2

�
� �

.1/
1 _ �

.1/
2 D �

.1/;

and thus by (2-27) and (2-24) ˇ̌̌̌�
ei0 ;

.R0/2

�.1/
N.�/

�ˇ̌̌̌
�
.R0/2

N�
D
.R0/2

�.2/
:
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Q.R/

Tw1

Tw2

Figure 8. The wave packets filling the cuboid QS1;S2.R/.

This means that the geometry fits well: the wave packets associated to S1 do not turn too much into the
direction of xi0 ; projected to this coordinate, their length is smaller than the length of the wave packets
associated to S2, which are essentially pointing in the direction of the i0-th coordinate axis (see Figure 8).

However, for the remaining coordinate direction xi , i 2 f1; 2g n fi0g, we cannot guarantee such a
behavior. But notice that by (2-24),

P1\P2 D

�
R2 �

�
�
.R0/2

�.1/
;
.R0/2

�.1/

��
\

�
x 2 R3 W jxi0 j �

.R0/2

�.2/

�
D

�
.x1; x2/ 2 R2 W jxi0 j �

.R0/2

�.2/

�
�

�
�
.R0/2

�.1/
;
.R0/2

�.1/

�
�

�
x 2 R3 W jxi0 j �

.R0/2

N�
; kxk1 �

.R0/2

�.1/ ^ �.2/

�
DQS1;S2.R/I

i.e., on the cuboid QS1;S2.R/ we may apply our development into wave packets to the wave packets
associated to the hypersurface S1, as well as those associated to S2.

For every ˛ > 0, let us denote by E.˛/ the following statement:

There exist constants C˛ > 0 and 
˛ > 0 such that for all pairs S D .S1; S2/ 2 S0, all R � 1
and all fj 2 L2.Uj /, j D 1; 2, (which we may also regard as functions on Sj ) the following
estimate holds true:

kR�H1f1R
�
H2
f2kLp.QS1;S2 .R//

� C˛R
˛ log
˛ .1CR/.�.1/�.2//

1
2
� 1
pD3�

5
p log
˛ .C0.S//kf1k2kf2k2: (2-28)

Here, C0.S/ denotes the constant defined in Theorem 2.6.

Our goal will be to show that E.˛/ holds true for every ˛ > 0, which would prove Theorem 2.6. To
this end, we shall apply the method of induction on scales.
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Observe that the intersection of two of the transversal tubes Tw1 ; w1 2W1, and Tw2 ; w2 2W2, will
always be contained in a cube of side length O.R0/. Let us therefore decompose R3 by means of a grid
of side length R0 into cubes q of the same side length, and let fqgq2Q be a family of such cubes covering
QS1;S2.R/. By cq we shall denote the center of the cube q. Choose �2 S.R3/ with supp O��B.0; 1/ and
O�.0/D 1=.2�/n, and put �q.x/D �.x�cq=.R0//. Poisson’s summation formula then implies

P
�q D 1

on R3, so that in particular we may assume
P
q2Q �q D 1 on QS1;S2.R/.

Notice that our approach slightly differs from the standard usage of induction on scales, where �q is
chosen to be the characteristic function of q, and not a smoothened version of it. The price we shall have
to pay is that some arguments will become a bit more technical, but the compact Fourier support of the
functions �q will become crucial later.

For a given index set Wj �Wj , j D 1; 2, of wave packets (see (2-25), (2-26)), we denote by

Wj .q/D fwj 2Wj W Twj \R
ıq ¤∅g

the collection of all the tubes of type j passing through (a slightly thickened) cube q. Here, ı > 0 is a
small parameter which will be fixed later, and Rıq denotes the dilate of q by the factor Rı having the
same center cq as q.

Let us denote by N the set N D f2n W n 2 Ng[ f0g. In order to count the magnitude of the number of
wave packets Wj passing through a given cube q, we introduce the sets

Q� D fq W jWj .q/j � �j ; j D 1; 2g; �D .�1; �2/ 2N 2:

Obviously the Q� form a partition of the family of all cubes q 2Q. For wj 2Wj , we further introduce
the set of all cubes in Q� close to Twj :

Q�.wj /D fq 2Q
�
W Twj \R

ıq ¤∅g:

Finally, we determine the number of such cubes by means of the sets

W
�j ;�

j D fwj 2Wj W jQ
�.wj /j � �j g; �j ; �1; �2 2N:

For every fixed �, the family fW �j ;�

j g�j2N forms a partition of Wj .
We are now in a position to reduce the statement E.˛/ to a formulation in terms of wave packets.

2C. Reduction to a wave packet formulation. Following basically a standard pigeonholing argument in
combination with (P5), the estimate in E.˛/ can easily be reduced to a bilinear estimate for sums of
wave packets (modulo an increase of the exponent 
˛ by 5). It is in this reduction that some power of the
logarithmic factor log.C0.S// will appear, and we shall have to be a bit more precise than usual in order
to identify C0.S/ as the expression given by (2-20).

Lemma 2.9. Let ˛ > 0. Assume there are constants C˛; 
˛ > 0 such that for all .S1; S2/ 2 S0
(parametrized by the open subsets Uj �Hj ) the following estimate is satisfied:

Given any two families of wave packets fpw1gw12W1
and fpw2gw22W2

associated to S1 and S2
respectively, as in the wave packet decomposition Corollary 2.3, where the pwj , j D 1; 2, satisfy
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uniformly the estimates in (P2)–(P5), for all R � 1, all �j ; �j 2N and all subsets Wj �Wj , j D 1; 2,
we have (with admissible constants)



 Y
jD1;2

X
wj2W

�j;�

j

pwj

X
q2Q�

�q






Lp.QS1;S2 .R//

� C˛R
˛ log
˛ .1CR/.�.1/�.2//

1
2
� 1
pD3�

5
p log
˛ .C0.S//jW1j

1
2 jW2j

1
2 : (2-29)

Then E.˛/ holds true.

Proof. In order to show E.˛/, we may assume without loss of generality that kfj k2 D 1, j D 1; 2. Let
us use the abbreviation C0.S/D C0.

First observe that for fixed q and vj , the number of yj such that the tube T.yj ;vj / passes through Rıq
is bounded by Rcı, whereas the total number of vj 2 Vj is bounded by

jVj j � .R
0/2jUj j �R

2
Nd1 Nd2

D2
: (2-30)

Thus we have

jWj .q/j �R
2Ccı

Nd1 Nd2

D2
�R2Cc

Nd21
Nd22

D4
.DŒ�.1/ ^ �.2/�/�

1
p .D�.1/D�.2//�

1
2 DRc

0

C0;

where we have used property (a) of Lemma 2.8. Consequently Q� D ∅, if �j � Rc
0

C0 for some j .
Similarly, the number of cubes q of side length R0 such that Rıq intersects with a tube Twj of length
.R0/2=�.j / is bounded by RcıR0=�.j / DR1Ccı=D�.j /. Since D � Nd1; Nd2, this implies

jQ�.wj /j �
R1Ccı

D�.j /
�Rc

0
Nd41
Nd42

D8
.DŒ�.1/ ^ �.2/�/�

2
p .D�.1/D�.2//�1 DRc

0

C 20 ;

and thus W �j ;�

j D∅, if �j �Rc
0

C 20 . For C � 0 let us put N .C /D f� 2N W � . C g. Since C0 & 1, we
then see that

QD
[

�1;�22N .Rc
0
C20 /

Q�;

and for every fixed �,
Wj D

[
�j2N .Rc

0
C20 /

W
�j ;�

j :

These decompositions in combination with our assumed estimate (2-29) imply



 Y
jD1;2

X
wj2Wj

pwj






Lp.QS1;S2 .R//

�

X
�1;�2;�1;�22N .Rc

0
C20 /





 Y
jD1;2

X
wj2W

�j;�

j

pwj

X
q2Q�

�q






Lp.QS1;S2 .R//

� C˛R
˛ log4.Rc

0

C 20 / log
˛ .1CR/.�.1/�.2//
1
2
� 1
pD3�

5
p log
˛ .C0/jW1j

1
2 jW2j

1
2
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for every Wj �Wj , j D 1; 2; hence



 Y
jD1;2

X
wj2Wj

pwj






Lp.QS1;S2 .R//

� C˛R
˛ log
˛C4.1CR/.�.1/�.2//

1
2
� 1
pD3�

5
p log
˛C4.C0/jW1j

1
2 jW2j

1
2 : (2-31)

Recall next that R�fj D
P
wj2Wj cwjpwj . We introduce the subsets W k

j D fwj 2Wj W jcwj j � 2
�kg,

which allow us to partition Wj into
S
k2NW

k
j . We fix some k0, whose precise value will be determined

later. Then



X
k>k0

X
w12W

k
1

X
w22W2

cw1pw1cw2pw2






Lp.QS1;S2 .R//

� jQS1;S2.R/j
1
p

X
k>k0





 X
w12W

k
1

X
w22W2

cw1pw1cw2pw2






1

:

The wave packets pwj are well separated with respect to the parameter yj , and by (P4), their L1- norm
is of order O..R0/�1/. Moreover, by (2-30) the number of vj ’s is bounded by R2 Nd1 Nd2=D2. Furthermore,
jcw1 j. 2�k for every w1 2W k

1 , and by (P5) we have jcw2 j � kfcw2gw22W2
k`2 . kf2k2D 1. Combining

all this information, we may estimate



X
k>k0

X
w12W

k
1

X
w22W2

cw1pw1cw2pw2






Lp.QS1;S2 .R//

.
�

.R0/6

Œ�.1/^�.2/��.1/�.2/

�1
p Nd21

Nd22
D4

R4.R0/�2
X
k>k0

2�k

�R
6
p
C2C0D

3� 5
p .�.1/�.2//

1
2
� 1
p 2�k0:

If we now choose k0 D log2 C0C logR
6
p
C2, then we obtain



X

k>k0

X
w12W

k
1

X
w22W2

cw1pw1cw2pw2






Lp.QS1;S2 .R//

.D3�
5
p .�.1/�.2//

1
2
� 1
p: (2-32)

In a similar way we also get



 X
k1�k0

X
w12W

k1
1

X
k2>k0

X
w22W

k2
2

cw1pw1cw2pw2






Lp.QS1;S2 .R//

.D3�
5
p .�.1/�.2//

1
2
� 1
p: (2-33)

The remaining terms can simply be estimated by



 k0X
k1;k2D1

X
w12W

k1
1

X
w22W

k2
2

cw1pw1cw2pw2






Lp.QS1;S2 .R//

.
k0X

k1;k2D1

2�k1�k2




 X
w12W

k1
1

X
w22W

k2
2

cw12
k1pw1cw22

k2pw2






Lp.QS1;S2 .R//

:
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Since jcwj 2
kj j � 1 for wj 2 W

kj
j , it is appropriate to apply (2-31) to the modified wave packets

Qpwj D cwj 2
kjpwj :



 k0X

k1;k2D1

X
w12W

k1
1

X
w22W

k2
2

cw1pw1cw2pw2






Lp.QS1;S2 .R//

� C˛R
˛ log
˛C4.1CR/.�.1/�.2//

1
2
� 1
pD3�

5
p log
˛C4.C0/

k0X
k1;k2D1

2�k1�k2 jW
k1
1 j

1
2 jW

k2
2 j

1
2 :

But observe that by (P5),

k0X
k1;k2D1

2�k1�k2 jW
k1
1 j

1
2 jW

k2
2 j

1
2 � k0

� k0X
k1D1

jW
k1
1 j2

�2k1

k0X
k2D1

jW
k2
2 j2

�2k2

�1
2

. k0
� k0X
k1D1

X
w12W

k1
1

jcw1 j
2
k0X
k2D1

X
w22W

k2
2

jcw2 j
2

�1
2

. k0kf1k2kf2k2D k0;

and thus



 k0X
k1;k2D1

X
w12W

k1
1

X
w22W

k2
1

cw1pw1cw2pw2






Lp.QS1;S2 .R//

. C˛R˛ log
˛C5.1CR/.�.1/�.2//
1
2
� 1
pD3�

5
p log
˛C5.C0/: (2-34)

Combining (2-32)–(2-34), we find that

kR�H1f1R
�
H2
f2kLp.QS1;S2 .R//

D





 Y
jD1;2

X
wj2Wj

cwjpwj






Lp.QS1;S2 .R//

. C˛R˛ log
˛C5.1CR/.�.1/�.2//
1
2
� 1
pD3�

5
p log
˛C5.C0/;

which verifies E.˛/. �

2D. Bilinear estimates for sums of wave packets. Let vj 2 Vj , j D 1; 2, and define the (O.1=R0/
thickened) “intersection” of the transversal hypersurfaces S1 and S2 by

…v1;v2 D .v1CS2/\ .v2CS1/CO..R0/�1/:

For any subset Wj �Wj , let

W
…v1;v2
j D fw0j 2Wj W v

0
j C vjC1 2…v1;v2g

(where jC1 is to be interpreted mod 2 as before, i.e., we will use the shorthand notation jC1D jC1mod 2
in the sequel whenever j C 1 appears as an index), and denote by

Vj D fv
0
j 2 Vj W .y0j ; v0j / 2Wj for some y0j 2 Yg
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the V-projection of Wj . Further let

V
…v1;v2
j D fv0j 2 Vj W .y0j ; v0j / 2W

…v1;v2
j for some y0j 2 Yj g

D fv0j 2 Vj W there is some y0j 2 Yj s.t. .y0j ; v
0
j / 2Wj and v0j C vjC1 2…v1;v2g:

Lemma 2.10. Let Wj �Wj , j D 1; 2. Then



 X
w12W1

X
w22W2

pw1pw2






L1.QS1;S2 .R//

�
.R0/2
p

�.1/�.2/
jW1j

1
2 jW2j

1
2 ; (2-35)





 X
w12W1

X
w22W2

pw1pw2






L2.QS1;S2 .R//

. .R0/�
1
2 min

j
sup
v1;v2

jV
…v1;v2
j j

1
2 jW1j

1
2 jW2j

1
2 : (2-36)

Proof. We shall closely follow the arguments in [Lee and Vargas 2010], in particular the proof of
Lemma 2.2, with only slight modifications.

The first estimate is easy. Using Hölder’s inequality, we see that



 X
w12W1

X
w22W2

pw1pw2






L1.QS1;S2 .R//

�

Y
jD1;2





 X
wj2Wj

pwj






L2.QS1;S2 .R//

�

Y
jD1;2

�Z .R0/2=�.j/

�.R0/2=�.j/





 X
wj2Wj

pwj . � C tnj /





2
L2.Hj /

dt

�1
2

.
Y
jD1;2

R0
p

�.j /
jWj j

1
2;

where we have used (P4) in the last estimate. The second one is more involved. We write



 X
w12W1

X
w22W2

pw1pw2





2
L2.QS1;S2 .R//

D

X
w12W1

X
w22W2

X
v012V1

X
v022V2

�
pw1

X
y022Y2.v

0
2/

pw 02
; pw2

X
y012Y1.v

0
1/

pw 01

�
;

where Yj .v0j / D fy 2 Yj W .y; v0j / 2 Wj g (recall that Vj is V-projection of Wj ). Since for j D 1; 2 the
Fourier transform of

P
y0
jC1
2YjC1.v

0
jC1

/ pw 0jC1
pwj is supported in a ball of radius O..R0/�1/ centered

at v0jC1C vj , we may assume that the intersection of these two balls is nonempty, and thus

v01C v2 D v
0
2C v1CO..R0/�1/:

Especially

v0jC1C vj 2…v1;v2 and v0j 2 V
…v1;v2
j ; j D 1; 2:

This implies



 X
w12W1

X
w22W2

pw1pw2





2
L2.QS1;S2 .R//

�

X
w12W1

X
w22W2

X
v012V

…v1;v2
1

X
v02

Z
R3
jpw1pw2 j dx





 X
y022Y.v

0
2/

pw 02






1





 X
y012Y.v

0
1/

pw 01






1

;
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where v02D v
0
1Cv2�v1CO..R0/�1/ in the rightmost sum. Observe that there are at most O.1/ possible

choices for v02 such that
v02 D v

0
1C v2� v1CO..R0/�1/:

Since the wave packets pwj are essentially supported in the tubes Twj , which are well separated with
respect to the parameter y, the sum in y0j can be replaced by the supremum, up to some multiplicative
constant. Since Tw1 and Tw2 satisfy the transversality condition (2-23), pw1pw2 decays rapidly away
from the intersection Tw1 \Tw2 ; i.e.,Z

R3
jpw1pw2 j dx .

Z
R3
.R0/�2

�
1C
jxj

R0

��N
dx DR0

Z
R3
.1Cjxj/�N dx �R0:

We thus obtain



 X
w12W1
w22W2

pw1pw2





2
L2.QS1;S2 .R//

.R0jW1jjW2j sup
v1;v2

jV
…v1;v2
1 j

Y
jD1;2

sup
w 0
j
2Wj

kpw 0
j
k1

. .R0/�1jW1jjW2j sup
v1;v2

jV
…v1;v2
1 j: (2-37)

Repeating the same computation with the roles of v01 and v02 interchanged gives (2-36). �

2E. Basis of the induction-on-scales argument. In order to start our induction on scales, we need to
establish a base case estimate which will respect the form of our estimate (2-29). This will require a
somewhat more sophisticated approach than what is done usually, based on the following.

Lemma 2.11. Let Vj � Vj . Then minj supv12V1;v22V2 jV
…v1;v2
j j.R.

Proof. Define the graph mapping ˆ W U1[U2! S1[S2, ˆ.x/D .x; �.x//. If v0j Dˆ.x
0
j / 2 V

…v1;v2
j ,

then v0j C vjC1 2…v1;v2 , and for xjC1 Dˆ�1.vjC1/ we have x0j C xjC1 2 
.I /CO..R0/�1/, where

 W I! ŒU1Cx2�\ŒU2Cx1��R2 is a parametrization by arclength of the projection to the .x1; x2/-space
of the intersection curve …v1;v2 . Recall from Lemma 2.8(e) that our assumptions imply that then 
 will
be close to a diagonal, i.e., j P
i j � 1, i D 1; 2.

For all t; t 0 2 I, we have 
.t/; 
.t 0/ 2 ŒU1C x2�\ ŒU2C x1�; hence

min
j
d
.j /
i � j
i .t/� 
i .t

0/j � min
t 002I
j P
i .t

00/jjt � t 0j � jt � t 0j:

This implies jI j D supt;t 02I jt � t
0j.mini;j d

.j /
i DD; hence L.
/.D, and thus

jV
…v1;v2
j j � jˆ�1.V

…v1;v2
j /j

�
ˇ̌˚
x0j 2ˆ

�1.Vj / W x0j 2 
.I /� xjC1CO..R0/�1/
	ˇ̌

. L.
/=..R0/�1/

.DR0 DR;

since ˆ�1.Vj / is an .R0/�1-grid in Uj . �
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Corollary 2.12. E(1) holds true, provided 4
3
� p � 2.

Proof. Due to Lemma 2.9, it is enough to show the corresponding estimate for wave packets (2-29)
with ˛ D 1. But, estimating jV

…v1;v2
j j on the right-hand side of (2-36) in Lemma 2.10 by means of

Lemma 2.11, we obtain



 Y
jD1;2

X
wj2W

�j;�

j

pwj

X
q2Q�

�q






L2.QS1;S2 .R//

. .R0/�
1
2R

1
2 jW1j

1
2 jW1j

1
2 :

Interpolating this with the corresponding L1-estimate that we obtain from (2-35), we arrive at



 Y
jD1;2

X
wj2W

�j;�

j

pwj

X
q2Q�

�q






Lp.QS1;S2 .R//

. .�.1/�.2//
1
2
� 1
p .R0/

5
p
�3R1�

1
p jW1j

1
2 jW1j

1
2

� .�.1/�.2//
1
2
� 1
pD3�

5
pRjW1j

1
2 jW1j

1
2 ;

provided 4
3
� p � 2. �

2F. Further decompositions. In a next step, by some slight modification of the usual approach, we
introduce a further decomposition of the cuboid QS1;S2.R/ defined in (2-21) into smaller cuboids b
whose dimensions are those of QS1;S2.R/ shrunk by a factor R�2ı ; i.e., all of the b’s will be translates
of QS1;S2.R

1�ı/. Here, ı > 0 is a sufficiently small parameter to be chosen later. Since

.R0/2

N�
R�2ı D

R1�2ıR0

D N�
�R1�2ıR0;

the smallest side length of b is still much larger than the side length RıR0 of the thickened cubes Rıq
introduced at the end of Section 2B. Observe further that the number of cuboids b into which QS1;S2.R/
will be decomposed is of the order Rcı.2

If � 2N 2 is a fixed pair of dyadic numbers, and if wj 2Wj , then we assign to wj a cuboid b.wj / in
such a way that b.wj / contains a maximal number of q’s from Q�.wj / among all the cuboids b. We say
that b � wj if b is contained in 10b.wj / (the cuboid having the same center as b.wj / but scaled by a
factor of 10). Notice that if b 6� wj , then this does not necessarily mean that there are only few cubes
q 2Q�.wj / contained in b (since the cuboid b.wj / may not be unique), but it does imply that there are
many cubes q lying “away” from b. To be more precise, if b 6� wj , thenˇ̌

fq 2Q�.wj / W q\ 5b D∅g
ˇ̌
�
ˇ̌
fq 2Q�.wj / W q � b.wj /g

ˇ̌
&R�cı jQ�.wj /j; (2-38)

since only O.R2ı/ cuboids b meet Twj .
For a fixed b, we can decompose any given set Wj � Wj into W 6�bj D fwj 2 Wj W b 6� wj g and

W �bj D fwj 2Wj W b � wj g. Thus we have



 Y
jD1;2

X
wj2W

�j;�

j

pwj

X
q2Q�

�q






Lp.QS1;S2 .R//

�

X
b





 Y
jD1;2

X
wj2W

�j;�

j

pwj

X
q2Q�

�q






Lp.b/

D IC IIC III;

(2-39)

2Here and in the subsequent considerations, c will denote some constant which is independent of R and S1, S2, but whose
precise value may vary from line to line.
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where

ID
X
b





 Y
jD1;2

X
wj2W

�j;�;�b

j

pwj

X
q2Q�

�q






Lp.b/

;

IID
X
b





 X
w12W

�1;�; 6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q�

�q






Lp.b/

;

IIID
X
b





 X
w12W

�1;�;�b

1

pw1

X
w22W

�2;�;6�b

2

pw2

X
q2Q�

�q






Lp.b/

:

As usual in the bilinear approach, part I, which comprises the terms of highest density of wave packets
over the cuboids b, will be handled by means of an inductive argument. The treatment of part II (and
analogously of part III) will be based on a combination of geometric and combinatorial arguments. It is
only here that the very choice of the b.wj / will become crucial.

Lemma 2.13. Let ˛ > 0, and assume that E.˛/ holds true. Then

I � C˛R
˛.1�ı/ log
˛ .1CR/.�1�2/

1
2
� 1
pD3�

5
p log
˛ .C0.S//jW1j

1
2 jW2j

1
2 :

Proof. To shorten notation, write C1 D C˛.�
1�2/

1
2
� 1
pD3�

5
p log
˛ .C0.S//. Recall the reproducing

formula (P1) in Corollary 2.3: pwj D R�Hj
.FHj .pwj jHj //. Since every cuboid b is a translate of

QS1;S2.R
1�ı/, and since a translation of R�Hj g corresponds to a modulation of the function g, we see

that E.˛/ implies

I D
X
b





 Y
jD1;2

X
wj2W

�j;�;�b

j

pwj

X
q2Q�

�q






Lp.b/

�

X
b





 Y
jD1;2

R�Hj

� X
wj2W

�j;�;�b

j

FHj .pwj jHj /

�




Lp.b/

� C1.R
1�ı/˛ log
˛ .1CR1�ı/

X
b

Y
jD1;2





 X
wj2W

�j;�;�b

j

FHj .pwj jHj /






L2.Hj /

� C1R
˛.1�ı/ log
˛ .1CR/

X
b

Y
jD1;2

jW
�j;�;�b

j j
1
2 :

In the last estimate, we have made use of property (P4). Moreover, using Hölder’s inequality, we obtainX
b

Y
jD1;2

jW
�j ;�;�b

j j
1
2 �

Y
jD1;2

�X
b

jW
�j ;�;�b

j j

�1
2

;

where, due to Fubini’s theorem (for sums),X
b

jW
�j ;�;�b

j j D

X
b

jfwj 2W
�j ;�

j W wj � bgj D
X

wj2W
�j;�

j

jfb W b � wj gj. jWj j:
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q0

5b

Tw1

Γ1

Tw2

Figure 9. The geometry in Lemma 2.14.

In combination, these estimates yield

I � C1R
˛.1�ı/ log
˛ .1CR/

Y
jD1;2

jWj j
1
2 : �

2G. The geometric argument. We next turn to the estimation of II and III. A crucial tool will be the
following lemma, which is a variation of Lemma 2.3 in [Lee and Vargas 2010].

Lemma 2.14. Let �j ; �j 2 N , Wj � Wj , vj 2 Vj , j D 1; 2, and let b and q0 be cuboids from our
collections such that q0\ 2b ¤∅. If we define W �j;�;6�b

j .q0/DW
�j;�;6�b

j \Wj .q0/, then

(i) �1�2
ˇ̌
ŒW

�1;�; 6�b
1 .q0/�

…v1;v2
ˇ̌
.Rcı jW2j,

(ii) �2�1
ˇ̌
ŒW

�2;�;6�b
2 .q0/�

…v1;v2
ˇ̌
.Rcı jW1j.

Proof. We only show (i), since the proof of (ii) is analogous. Set

�1 D
[˚

Tw1 W w1 2 ŒW
�1;�;6�b
1 .q0/�

…v1;v2
	
n 5b; Q

�
�1
D fq 2Q� WRıq\�1 ¤∅g:

Since we have seen in Lemma 2.8(d) that Tw2 is transversal to �1, we have

jQ
�
�1
\Q�.w2/j.Rcı: (2-40)

Due to the separation of the tube directions, the sets Tw1n5b do not overlap too much. To be more precise,
we claim that for all cubes q 2Q��1 ,ˇ̌˚

w1 2 ŒW
�1;�;6�b
1 .q0/�

…v1;v2 WRıq\Tw1n 5b ¤∅
	ˇ̌
.Rcı: (2-41)

Indeed, let w1; w01 2 ŒW
�1;�;6�b
1 .q0/�

…v1;v2 and x 2Rıq\Tw1n 5b, x02Rıq\Tw 01n 5b. The definition
of W1.q0/ means that we can find x0 2Rıq0\Tw1 and x00 2R

ıq0\Tw 01
; then we may write

x D x0Cjx� x0jN.v1/CO.R0/ and x0 D x00Cjx
0
� x00jN0.v

0
1/CO.R0/: (2-42)



A FOURIER RESTRICTION THEOREM FOR A TWO-DIMENSIONAL SURFACE OF FINITE TYPE 853

Furthermore we have ˇ̌
jx� x0j � jx

0
� x00j

ˇ̌
� jx� x0jC jx0� x

0
0j DO.RcıR0/: (2-43)

Since Tw1 has length .R0/2=�.1/, so that the length of b in the direction of Tw1 is at least R�2ı.R0/2=�.1/,
and since x0 2Rıq0 � 4b but x … 5b, we conclude that

R�2ı
.R0/2

�.1/
� jx� x0j: (2-44)

Applying Lemma 2.5, and consecutively making use of the estimates (2-44), (2-43), (2-42) and again
(2-43), we obtain

R0jv1� v
0
1j.

R0

�.1/
jN.v1/�N.v

0
1/j

.R2ı.R0/�1jx� x0j jN0.v1/�N0.v01/j

.R2ı.R0/�1
ˇ̌
jx� x0jN0.v1/� jx

0
� x00jN0.v

0
1/
ˇ̌
CO.Rcı/

.R2ı.R0/�1
�
jx� x0jC jx00� x0j

�
CO.Rcı/DO.Rcı/:

Recall also that the direction of a tube Tw1 with w1 D .y1; v1/ depends only on v1, and thus the set of
all these directions corresponding to the set˚

w1 2 ŒW
�1;�;6�b
1 .q0/�

…v1;v2 WRıq\Tw1n 5b
	

has cardinality O.Rcı/. But, for a fixed direction v1, the number of parameters y1 such that the tube
T.y1;v1/ passes through Rcıq0 is bounded by O.Rcı/ anyway, and thus (2-41) holds true.

Recall next from (2-38) that for w1 6� b we have R�cı jQ�.w1/j . jfq 2 Q�.w1/ W q \ 5b D ∅gj.
Since for w1 2W

�1;�
1 we have jQ�.w1/j � �1, we may thus estimate

R�cı�1
ˇ̌
ŒW

�1;�; 6�b
1 .q0/�

…v1;v2
ˇ̌
.R�cı

Xˇ̌
Q�.w1/

ˇ̌
.
Xˇ̌
fq 2Q�.w1/ W q\ 5b D∅g

ˇ̌
�

Xˇ̌
fq 2Q� WRıq\Tw1 ¤∅; Rıq\ 5b D∅g

ˇ̌
�

Xˇ̌
fq 2Q� WRıq\ .Tw1n 5b/¤∅g

ˇ̌
D

X
q2Q�

ˇ̌˚
w1 2 ŒW

�1;�;6�b
1 .q0/�

…v1;v2 WRıq\ .Tw1n 5b/¤∅
	ˇ̌

DRcı jQ
�
�1
j;

where sums are taken over w1 2 ŒW
�1;�; 6�b
1 .q0/�

…v1;v2 unless otherwise indicated, and where we have
used (2-41) in the last estimate. But, by (2-40), we also have

�2jQ
�
�1
j D

X
q2Q

�
�1

jW2.q/j �
X

w22W2

jQ
�
�1
\Q�.w2/j.Rcı jW2j;

and combining this with the previous estimate we arrive at the desired estimate in (i). �
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Lemma 2.15. Let 0 < ı < 1
4

. Then

IID
X
b





 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q�

�q






Lp.b/

�C˛R
cı.�1�2/

1
2
� 1
pD3�

5
p jW1j

1
2 jW2j

1
2 (2-45)

and

IIID
X
b





 X
w12W

�1;�;�b

1

pw1

X
w22W

�2;�;6�b

2

pw2

X
q2Q�

�q






Lp.b/

� C˛R
cı.�1�2/

1
2
� 1
pD3�

5
p jW1j

1
2 jW2j

1
2 :

(2-46)

Proof. We will only prove the first inequality; the proof of second one works in a similar way. Since the
number of b’s over which we sum in (2-45) is of the order Rcı, it is enough to show that for every fixed b



 X

w12W
�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q�

�q






Lp.b/

� C˛R
cı.�1�2/

1
2
� 1
pD3�

5
p jW1j

1
2 jW2j

1
2 : (2-47)

For p D 1, we apply (2-35) from Lemma 2.10:



 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q�

�q






L1.b/

.




 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2






L1.QS1;S2 .R//

�
.R0/2
p

�.1/�.2/
jW1j

1
2 jW1j

1
2 :

For p D 2, we claim that



 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q�

�q





2
L2.b/

. C˛Rcı.R0/�1jW1jjW2j: (2-48)

The desired inequality (2-45) will then follow by means of interpolation with the previous L1-estimate —
notice here that R5=p�3 � 1 since 5

3
� p.

To prove (2-48), recall that the side lengths of b are of the form�
.R0/2

�.j /

�
R�2ı D

R0

D�.j /
R1�2ı �R0R1�2ı; j 2 f1; 2g:

If q\ 2b D∅, then for x 2 b we have jx� cqj � infy…2b jx�yj D d.x; .2b/c/�R0R1�2ı. Therefore
for every x 2 b,ˇ̌̌̌ X
q2Q�

q\2bD∅

�q.x/

ˇ̌̌̌
�CN

X
l2N

2l�R1�2ı

X
q2Q�

jx�cq j�R02l

�
1C
jx�cqj

R0

��N�2
.CN

X
l2N

2l�R1�2ı

ˇ̌
fq W jx�cqj �R

02lg
ˇ̌
2�.NC2/l

�CN
X
l2N

2l�R1�2ı

2�Nl �CNR
�.1�2ı/N

DCı;N 0R
�N 0: (2-49)
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The last step requires that ı < 1
2

. Choosing N sufficiently large, we see that by Lemma 2.10 and
Lemma 2.11,



 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q�

q\2bD∅

�q





2
L2.b/

.




 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2





2
L2





 X
q2Q�

q\2bD∅

�q





2
L1.b/

.Cı;N 0.R0/�1jW1jjW2jmin
j

sup
v1;v2

jV
…v1;v2
j jR�2N

0

.Cı;N 0.R0/�1jW1jjW2jR1�2N
0

.C 0ı;N 00.R
0/�1jW1jjW2jR

�N 00:

Thus it is enough to consider the sum over the set Q�
b
D fq 2Q� W q\ 2b ¤∅g. For fixed w1; w2, we

split this set into the subsets Q�
b
.w1; w2/DQ

�

b
\Q�.w1/\Q

�.w2/ and Q�
b
\Q�.w1/nQ

�.w2/ and

Q
�

b
nQ�.w1/D

�
Q
�

b
\Q�.w2/ nQ

�.w1/
�
[
�
Q
�

b
n .Q�.w2/\Q

�.w1//
�
:

Except for the first set, the contributions by the other subsets can be treated in the same way, since they
are all special cases of the following situation:

Let Q0 DQ0.w1; w2/�Q
�

b
such that there exists an j 2 f1; 2g with Rıq\Twj D∅ for all q 2Q0.

Then 



 X
w12W

�1;�;6�b

1

pw1

X
w22W

�2;�

2

pw2

X
q2Q0

�q





2
L2.b/

. C˛Rcı.R0/�1jW1jjW2j: (2-50)

Notice that the right-hand side is just what we need for (2-48).
For the proof of (2-50), assume without loss of generality that j D 1. Let q 2Q0. Then Tw1\R

ıqD∅,
and for all x 2 .Rı=2/q we have

.Rı=2/R0 � dist.x; .Rıq/c/� dist.x; Tw1/:

Thus for every x2QS1;S2.R/, we have dist.x; Tw1/� .R
ı=2/R0 or x… .Rı=2/q. In the first case, we have

jpw1.x/j � CN .R
0/�1

�
1C

dist.x; Tw1/
R0

��2N
� C 0N .R

0/�1R�ıN
�
1C

dist.x; Tw1/
R0

��N
: (2-51)

One the other hand, in the second case, where x … .Rı=2/q, we have .Rı=2/R0 � jx � cqj. Using the
rapid decay of the Schwartz function � we then see that

j�q.x/j D

ˇ̌̌̌
�

�
x� cq

R0

�ˇ̌̌̌
� CN

�
jx� cqj

R0

��N
� C 0NR

�ıN: (2-52)

Applying an argument similar to the one used in (2-49), we even obtainˇ̌̌̌ X
q2Q0

�q.x/

ˇ̌̌̌
� C 00NR

�ıN
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for all x … .Rı=2/q. To summarize, we obtain that for every x 2QS1;S2.R/,ˇ̌̌̌
pw1

X
q2Q0.w1;w2/

�q

ˇ̌̌̌
.x/� C.N; ı/.R0/�1R�ıN

�
1C

dist.x; Tw1/
R0

��N
: (2-53)

This means that the expression pw1
P
q2Q0.w1;w2/

�q cannot only be estimated in the same way as the orig-
inal wave packet pw1 , but we even obtain an improved estimate because of an additional factorR�ıN. If we
replace pw1 by pw2 on the left-hand side, we obtain in a similar way just the standard wave packet estimateˇ̌̌̌

pw2

X
q2Q0.w1;w2/

�q

ˇ̌̌̌
.x/. kpw2k1 . .R

0/�1
�
1C

dist.x; Tw2/
R0

��N
; (2-54)

without an additional factor.
We can now finish the proof of (2-50), basically by following the ideas of the proof of the estimate

(2-36) in Lemma 2.10. The crucial argument was the fact that the Fourier transform of pw 0
jC1

pwj is
supported in v0jC1Cvj CO..R0/�1/. Since supp O�q D supp O�.R0 � /�B.0; .R0/�1/, the Fourier support
of pw1pw2

P
q2Q0.w1;w2/

�q remains essentially the same. It is at this point that we need that the
functions �q have compact Fourier support. The modified wave packets pwi

P
q2Q0.w1;w2/

�q are still
well separated with respect to the parameter yi , for fixed direction vi , thanks to (2-53) and (2-54). Thus
the argument from Lemma 2.10 applies, and by the analogue of (2-37) we obtain



 X
w12W

�1;�;6�b

1

w22W
�2;�

2

pw1pw2

X
q2Q0.w1;w2/

�q





2
L2.b/

.R0jW1jjW2jmin
j

sup
v1;v2

jV
…v1;v2
j j sup

w12W1
w 022W2





pw 02 X
q2Q0.w1;w

0
2/

�q






1

sup
w 012W1
w22W2





pw 01 X
q2Q0.w

0
1;w2/

�q






1

. Cı;N 0.R0/�1jW1jjW2jmin
j

sup
v1;v2

jV
…v1;v2
j jR�N

0

. Cı;N 0.R0/�1R1�N
0

jW1jjW2j:

In the second inequality, we have made use of (2-53) and (2-54), and the last one is based on Lemma 2.11.
This concludes the proof of (2-50).

What remains to be controlled are the contributions by the cubes q from Q
�

b
.w1; w2/. Notice that the

kernel K.q; q0/D �q.x/�q0.x/ satisfies Schur’s test condition

sup
q

X
q0

�q.x/�q0.x/.
X
q0

�q0.x/. 1;

with a constant not depending on x. Let us put

fq D
X

pw1pw2 ;

where the sum is taken over w1 2W
�1;�; 6�b
1 .q/ and w2 2W

�2;�
2 .q/. Observe that for w1 2W

�1;�;6�b
1 and

w2 2W
�2;�
2 , we have q 2Q�

b
.w1; w2/ if and only if q 2Q�

b
and w1 2W

�1;�;6�b
1 .q/ and w2 2W

�2;�
2 .q/.
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Then we see that we may estimate



 X
w12W

�1;�;6�b

1

w22W
�2;�

2

pw1pw2

X
q2Q

�

b
.w1;w2/

�q





2
L2.b/

D





 X
q2Q

�

b

�qfq





2
L2.b/

D

Z
b

ˇ̌̌̌ X
q;q02Q

�

b

�q�q0fqfq0

ˇ̌̌̌
dxD

Z
b

ˇ̌̌̌ X
q;q02Q

�

b

K.q;q0/fqfq0

ˇ̌̌̌
dx

.
Z
b

X
q2Q

�

b

jfqj
2dxD

X
q2Q�

q\2b¤∅

kfqk
2
L2.b/

:

Invoking also Lemma 2.10 and Lemma 2.14(i), we thus obtain



 X
w12W

�1;�;6�b

1

w22W
�2;�

2

pw1pw2

X
q2Q

�

b
.w1;w2/

�q





2
L2.b/

.
X
q2Q�

q\2b¤∅

.R0/�1jW
�1;�;6�b
1 .q/jjW

�2;�
2 .q/j sup

v1;v2

ˇ̌
ŒW

�1;�;6�b
1 .q/�…v1;v2

ˇ̌

.Rcı.R0/�1
X
q2Q�

q\2b¤∅

jW
�1;�
1 .q/jjW2.q/j

jW2j

�1�2

.Rcı.R0/�1
X

w12W
�1;�

1

jQ�.w1/j
jW2j

�1
.Rcı.R0/�1jW1jjW2j:

This completes the proof of estimate (2-45), and hence of Lemma 2.15. �

2H. Induction on scales. We can now easily complete the proof of Theorem 2.6 by following standard
arguments.

Corollary 2.16. There exist constants c; ı0 > 0 such that cı0 > 1 and such that the following holds true:
Whenever ˛ > 0 is such that E.˛/ holds true, then E.maxf˛.1� ı/; cıg/ holds true for every ı such

that 0 < ı < ı0.

Proof. Let us put ı0 D 1
4

. Then the previous Lemmas 2.13 and 2.15 imply



 Y
jD1;2

X
wj2W

�j ;�

j

pwj

X
q2Q�

�q






Lp.QS1;S2 .R//

� IC IIC III

.
�
C˛R

˛.1�ı/ log
˛ .1CR/CCıR
cı
�
.�1�2/

1
2
� 1
pD3�

5
p log
˛ .C0/jW1j

1
2 jW2j

1
2

. C˛;ıR˛.1�ı/_cı log
˛ .1CR/.�1�2/
1
2
� 1
pD3�

5
p log
˛ .C0/jW1j

1
2 jW2j

1
2
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whenever ı < ı0, where C0 D C0.S/ & 1 is defined in (2-20). By Lemma 2.9, this estimate implies
E.˛.1�ı/_cı/. Finally, by simply increasing the constant c, if necessary, we may also ensure cı0>1. �

Corollary 2.17. E.˛/ holds true for every ˛ > 0.

This completes also the proof of Theorem 2.6.

Proof. Define inductively the sequence ˛0D 1, j̨C1D c j̨ =.cC j̨ /, which is decreasing and converges
to 0. It therefore suffices to prove that E. j̨ / is valid for every j 2 N . But, by Corollary 2.12, E.˛0/D
E.1/ does hold true. Moreover, Corollary 2.16 shows that E. j̨ / implies E. j̨C1/, for if we choose
ı D j̨ =.c C j̨ /, then ı < 1=c < ı0 and j̨ .1� ı/ D cı D j̨ c=.c C j̨ / D j̨C1, and thus we may
conclude by induction. �

3. Scaling

For the proof of our main theorem, we shall have to perform a kind of Whitney-type decomposition of
S �S into pairs of patches of hypersurfaces .S1; S2/ and prove very precise bilinear restriction estimates
for those. In order to reduce these estimates to Section 2B, we shall need to rescale simultaneously the
hypersurfaces S1; S2 for each such pair .S1; S2/ in a suitable way. To this end, we shall denote here and
in the sequel by R�S1;S2 the bilinear Fourier extension operator

R�S1;S2.f1; f2/DR
�

R2
f1 �R

�

R2
f2; f1 2 L

2.U1/; f2 2 L
2.U2/

associated to any pair of hypersurfaces .S1; S2/ given as the graphs Sj D f.�; �j .�// W � 2 Uj g, j D 1; 2.
The following trivial lemma comprises the effect of the type of rescaling that we shall need.

Lemma 3.1. Let Sj D f.�; �.�/ W � 2 Uj g, where again Uj � Rd is open and bounded for j D 1; 2. Let
A 2 GL.d;R/, a > 0, put �s.�/D .1=a/�.A�/, and let

Ssj D f.�; �
s.�// W � 2 U sj g; U sj D A

�1.Uj /; j D 1; 2:

For any measurable subset Qs � RdC1, we set Q D fx W . tAx0; axdC1/ 2 Qsg. Assume the following
estimate holds true:

kR�Ss1 ;S
s
2
.g1; g2/kLp.Qs/ � Cskg1k2kg2k2 for all gj 2 L2.U sj /:

Then
kR�S1;S2.f1; f2/kLp.Q/ � CsjdetAj

1
p0 a�

1
p kf1k2kf2k2 for all fj 2 L2.Uj /:

We now return to our model hypersurface (see (1-3), (1-4) and (1-5)), which is the graph of

�.�1; �2/D �.1/.�1/C�.2/.�2/

on �0; 1Œ� �0; 1Œ, where the derivatives of the �.i/ satisfy

�00.i/.�i /� �
mi�2
i ;

j�
.k/

.i/
.�i /j. �mi�ki for k � 3;

and where m1; m2 2 R are such that mi � 2.
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We shall apply the preceding lemma to pairs S1 D S and S2 D zS of patches of this hypersurface on
which the following assumptions are met:

General Assumptions. Let S Df.�; �.�// W � 2U g and zS Df.�; �.�// W � 2 zU g, where U D rC Œ0; d1��
Œ0; d2� and zU D Qr C Œ0; Qd1�� Œ0; Qd2�, with r D .r1; r2/ and Qr D . Qr1; Qr2/.

We assume that for i D 1; 2 we have ri � di and Qri � Qdi , so that the principal curvature �00
.i/

of S with
respect to �i is comparable to �i D r

mi�2
i , and that of zS is comparable to Q�i D Qr

mi�2
i . We put

Ndi D di _ Qdi ; Nri D ri _ Qri ; �ri D ri � Qri ;

� D �1 _ �2; Q� D Q�1 _ Q�2; N�i D �i _ Q�i ; N� D � _ Q� D N�1 _ N�2:
(3-1)

In addition, we assume that for each direction �1 and �2 the rectangle U or zU respectively on which the
corresponding principal curvature is bigger (which means that its projection to the �i -axis is the one
further to the right) has also bigger length in this direction. This is easily seen to be equivalent to

.�idi /_ . Q�i Qdi /D N�i Ndi : (3-2)

Last, but not least, we assume the rectangles U and zU are separated with respect to both variables �i ,
i D 1; 2, in the following sense:

dist�i .U; zU/D inf
˚
j�i � Q�i j W � 2 U; Q� 2 zU

	
� j�ri j � Ndi : (3-3)

Given these assumptions, we shall introduce a rescaling as follows: we put

a1 D N�2 Nd2; a2 D N�1 Nd1; (3-4)

and

�s.�/D
1

a
�.A�/D

1

a1a2
�.a1�1; a2�2/: (3-5)

The quantities that arise after this scaling will be denoted by a superscript s; i.e.,

rsi D
ri

ai
; d si D

di

ai
; �si D

1

a1a2
a2i �i D

ai

aiC1mod2
�i ;

Ds Dminfd s1 ; d
s
2 ;
Qd s1 ;
Qd s2g; U s D rsC Œ0; d s1 �� Œ0; d

s
2 �;

with corresponding expressions for Qrs , Qd si , Q�si and zU s. For later use, recall also the normal field N on
S [ zS defined by N.�; �.�//D .�r�.�/; 1/ and the corresponding unit normal field N0DN=jN j. After
scaling, the corresponding normal fields on Ss [ zSs will be denoted by N s and N s

0 . With our choice of
scaling, the following lemma holds true:

Lemma 3.2 (scaling). (i) For i D 1; 2 and all � 2 U s and Q� 2 zU s we have

j@i�
s.�/� @i�

s.rs/j. �si d
s
i . 1 and j@i�

s. Q�/� @i�
s. Qrs/j. Q�si Qd

s
i . 1:

Moreover, N�si Nd
s
i D 1.



860 STEFAN BUSCHENHENKE, DETLEF MÜLLER AND ANA VARGAS

(ii) For every j˛j � 2 and all � 2 U s and Q� 2 zU s,

j@˛�s.�/j. �sjd s1 ^ d
s
2 j
2�j˛j and j@˛�s. Q�/j. Q�sj Qd s1 ^ Qd

s
2 j
2�j˛j:

(iii) For i D 1; 2, i.e., with respect to both variables, the separation condition

j@i�
s.�/� @i�

s. Q�/j � 1 for all � 2 S; Q� 2 zS

holds true.
In particular, the rescaled pair of hypersurfaces .Ss; zSs/ satisfies the general assumptions (i)–(iii)

introduced before Theorem 2.6.

Proof. Observe first that

Nd si D
Ndi

ai
; N�si D

1

a1a2
a2i N�i ;

and thus, by the definition of ai , we see that N�si Nd
s
i D 1.

Next, in order to prove (i), observe that for � 2 U s ,

j@i�
s.�/� @i�

s.rs/j � sup
�02U

j@2i �
s.�0/jj�i � r

s
i j. �

s
i d
s
i ;

with �si d
s
i � N�

s
i
Nd si D 1.

As for (ii), notice that also @1@2�s � 0. In the unscaled situation, we have for k � 2 and every � 2 U ,

j@ki �.�/j. �
mi�k
i � @2i �.�/�

2�k
i � �i�

2�k
i :

Thus, for � 2 U s, we find that

j@ki �
s.�/j D

1

a1a2
aki j@

k
i �.A�/j.

1

a1a2
aki �i .ai�i /

2�k
D

a2i
a1a2

�i�
2�k
i D �si �

2�k
i :

On the other hand, for � 2 U s we have

�i � r
s
i D

ri

ai
�
di

ai
D d si � d

s
1 ^ d

s
2 ;

and thus we conclude that
j@ki �

s.�/j. �s.d s1 ^ d
s
2/
2�k; k � 2:

In the same way, we obtain the corresponding result for � 2 zU s. These estimates imply (ii).
Finally, in order to prove (iii), let � D .�1; �2/ 2 U and Q� D . Q� � 1; Q�2/ 2 zU. Then, by (3-3), we see

that j�i � Q�i j � Ndi . Moreover, if for instance ri < Qri (the other case can be treated analogously), then
by (3-3) we even have ri C di C c Ndi � Qri for some admissible constant c > 0 such that c < 1. But then
�i . j�00.i/.t/j � Q�i for every t in between �i and Q�i , and moreover �00

.i/
.t/� Q�i D N�1 on the subinterval

Œ Qri � c Ndi=4; Qri �, and thus

j@i�.�/� @i�. Q�/j D

ˇ̌̌̌Z Q�i
�i

�00.i/.t/ dt

ˇ̌̌̌
� N�i Ndi D aiC1 mod 2I
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hence

j@i�
s.�/� @i�

s. Q�/j D
j@i�.A�/� @i�.A Q�/j

aiC1 mod 2
� 1: (3-6)

This completes the proof. �

In view of Lemma 3.2, we may now apply Theorem 2.6 to the rescaled phase function �s. According
to (2-19), the scaled cuboids are given by

Q0
Ss ; zSs

.R/D

�
x 2 R3 W jxi C @i�

s.rs0/x3j �
R2

.Ds/2 N�s
; i D 1; 2; jx3j �

R2

.Ds/2.�s ^ Q�s/

�
;

with rs0 D r
s if �s D �s ^ Q�s, and rs0 D Qr

s if Q�s D �s ^ Q�s. Thus, if 5
3
� p � 2, then for every ˛ > 0 we

obtain the following estimate, valid for every R � 1:

kR�
Ss ; zSs

kL2�L2!Lp.Qs
Ss; zSs

.R// � .�
s
Q�s/

1
2
� 1
p .Ds/3�

5
p log
˛ .C s0 /C˛R

˛;

with (compare to (2-20))

C s0 D
Nd s1
2
Nd s2
2

.Ds/4
.DsŒ�s ^ Q�s�/�

1
p .Ds�sDs Q�s/�

1
2 :

Recall here that R�
S; zS
.f1; f2/DR

�

R2
f1 �R

�

R2
f2, if f1 2 L2.U /; f2 2 L2. zU/: Scaling back by means of

Lemma 3.1, we obtain

kR�
S; zS
kL2�L2!Lp.Q

S; zS
.R// � .a1a2/

1� 2
p .�s Q�s/

1
2
� 1
p .Ds/3�

5
p log
˛ .C s0 /C˛R

˛

D .a1a2�
s
� a1a2 Q�

s/
1
2
� 1
p .Ds/3�

5
p log
˛ .C s0 /C˛R

˛; (3-7)

where

Q
S; zS
.R/D

�
x 2 R3 W jaixi C @i�

s.rs0/a1a2x3j �
R2

.Ds/2 N�s
; i D 1; 2; ja1a2x3j �

R2

.Ds/2�s ^ Q�s

�
D

�
x 2 R3 W jxi C @i�.r0/x3j �

R2

ai .Ds/2 N�s
; i D 1; 2; jx3j �

R2

a1a2.Ds/2�s ^ Q�s

�
:

But, by (3-4), we have

N�s D N�s1 _ N�
s
2 D

a1

a2
N�1 _

a2

a1
N�2 D

a1
Nd1
_
a2
Nd2
D
N�2 Nd

2
2 _ N�1

Nd21
Nd1 Nd2

(3-8)

and

Ds Dminfd s1 ; d
s
2 ;
Qd s1 ;
Qd s2g �min

�
Nd1

a1
;
Nd2

a2

�
D . N�s/�1I

hence
ai .D

s/2 N�s � aiD
s
� Ndi ; i D 1; 2;

and also
a1a2.D

s/2.�s ^ Q�s/�Dsa1a2 � a2 Nd1 ^ a1 Nd2 D N�1 Nd
2
1 ^ N�2

Nd22 :



862 STEFAN BUSCHENHENKE, DETLEF MÜLLER AND ANA VARGAS

These estimates imply that

Q
S; zS
.R/�Q1

S; zS
.R/; (3-9)

if we put

Q1
S; zS
.R/D

�
x 2 R3 W jxi C @i�.r0/x3j �

R2

Ndi
; i D 1; 2; jx3j �

R2

N�1 Nd
2
1 ^ N�2

Nd22

�
:

Moreover, by (3-4) we have

d si D
di

ai
D
N�i Ndi

a1a2
di ;

and

minfd si ; Qd
s
i g D

N�i

a1a2
Ndi minfdi ; Qdig D

N�idi Qdi

a1a2
:

Furthermore,

a1a2�
s
� a1a2

�
a2

a1
�2C

a1

a2
�1

�
D . N�21

Nd21 �2C N�
2
2
Nd22 �1/D N�1 N�2

�
N�1 Nd

2
1

�2

N�2
C N�2 Nd

2
2

�1

N�1

�
: (3-10)

Thus the product of the first two factors on the right-hand side of (3-7) can be rewritten as

.a1a2�
s
�a1a2 Q�

s/
1
2
� 1
p .Ds/3�

5
p

D .a1a2/
5
p
�3. N�1 N�2/

1� 2
p

�
N�1 Nd

2
1

�2

N�2
CN�2 Nd

2
2

�1

N�1

�1
2
� 1
p
�
N�1 Nd

2
1

Q�2

N�2
CN�2 Nd

2
2

Q�1

N�1

�1
2
� 1
p

min
i
. N�idi Qdi /

3� 5
p

D . N�1 Nd1 N�2 Nd2/
5
p
�3. N�1 N�2/

1� 2
p

�
N�1 Nd

2
1

�2

N�2
CN�2 Nd

2
2

�1

N�1

�1
2
� 1
p
�
N�1 Nd

2
1

Q�2

N�2
CN�2 Nd

2
2

Q�1

N�1

�1
2
� 1
p

min
i
. N�idi Qdi /

3� 5
p

D . N�1 N�2/
3
p
�2. Nd1 Nd2/

5
p
�3

�
N�1 Nd

2
1

�2

N�2
CN�2 Nd

2
2

�1

N�1

�1
2
� 1
p
�
N�1 Nd

2
1

Q�2

N�2
CN�2 Nd

2
2

Q�1

N�1

�1
2
� 1
p

min
i
. N�idi Qdi /

3� 5
p :

For a; b 2 .0;1/ write

q.a; b/D
a_ b

a^ b
D
a

b
_
b

a
� 1:

A lower bound for Ds is

Ds D
d1 ^ Qd1

a1
^
d2 ^ Qd2

a2
�

�
d1 ^ Qd1
Nd1
^
d2 ^ Qd2
Nd2

��
Nd1

a1
^

Nd2

a2

�
�

1

q.d1; Qd1/q.d2; Qd2/

1

N�s
; (3-11)

where we have used (3-8) in the last inequality. And, from formula (3-10) we can deduce

�s &
N�1 N�2

a1a2
. N�1 Nd

2
1 _ N�2

Nd22 /
�1

N�1

�2

N�2
�
N�1 Nd

2
1 _ N�2

Nd22
Nd1 Nd2

1

q.�1; Q�1/q.�2; Q�2/
D

N�s

q.�1; Q�1/q.�2; Q�2/
; (3-12)

where we have again applied (3-8) in the last step. Combining (3-11) and (3-12), we obtain

.Ds�s/�1 .
Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /; (3-13)
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and then by symmetry also
.Ds Q�s/�1 .

Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /:

We may now estimate the constant C s0 in the following way, using (3-13) in the first inequality, (3-11)
in the second one and (3-8) in the third one (being generous in the exponents, since C s0 appears only
logarithmically):

C s0 D
Nd s1
2
Nd s2
2

.Ds/4
.DsŒ�s ^ Q�s�/�

1
p .Ds�sDs Q�s/�

1
2 �

Nd s1
2
Nd s2
2

.Ds/4

� Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /

�1
p
C1

�

� Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /

�1
p
C5

. Nd s1
Nd s2/

2. N�s/4

�

� Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /

�1
p
C5� Nd1 Nd2

a1a2

�2�
N�1 Nd

2
1 _ N�2

Nd22
Nd1 Nd2

�4

D

� Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /

�1
p
C5�. N�1 Nd21 _ N�2 Nd22 /2

N�1 Nd
2
1 N�2
Nd22

�2

D

� Y
iD1;2

q.�i ; Q�i /q.di ; Qdi /

�1
p
C5

q. N�1 Nd
2
1 ; N�2

Nd22 /
2:

Combining all these estimates, we finally arrive at the following.

Corollary 3.3. Let 5
3
� p � 2. For every ˛ > 0 there exist C˛; 
˛ > 0 such that, for every pair of patches

of hypersurfaces S and zS as described in our general assumptions at the beginning of this section and
every R > 0, we have

kR�
S; zS
k
L2.S/�L2. zS/!Lp.Q1

S; zS
.R//
� C˛R

˛. N�1 N�2/
3
p
�2. Nd1 Nd2/

5
p
�3 min

i
. N�idi Qdi /

3� 5
p

�

�
N�1 Nd

2
1

�2

N�2
_N�2 Nd

2
2

�1

N�1

�1
2
� 1
p
�
N�1 Nd

2
1

Q�2

N�2
_N�2 Nd

2
2

Q�1

N�1

�1
2
� 1
p

�

�
1Clog
˛

�
q. N�1 Nd

2
1 ; N�2

Nd22 /
Y
iD1;2

q.di ; Qdi /q.�i ; Q�i /

��
; (3-14)

where, in correspondence with our Convention 1.4, we have put R�
S; zS
.f1; f2/D R

�

R2
f1 �R

�

R2
f2, f1 2

L2.S/, f2 2 L2. zS/.

4. Globalization and "-removal

4A. General results. The next task will be to extend our inequalities (3-14) from the cuboids Q1
S; zS
.R/

to the whole space, and to get rid of the factor R˛. There is a certain amount of “globalization” or
“"-removal” technique available for this purpose, in particular Lemma 2.4 by Tao and Vargas [2000a],
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which in return follows ideas from [Bourgain 1995b]. We shall need to adapt those techniques to our
setting, in which it will be important to understand more precisely how the corresponding estimates will
depend on the parameters �j and dj , j D 1; 2.

To this end, let us consider two hypersurfaces S1 and S2 in RdC1, defined as graphs Sj D f.x; �j .x// W
x 2 Uj g, and assume there is a constant A such that

jr�j .x/j � A (4-1)

for all x 2 Uj , j D 1; 2. We will consider the measures �j defined on Sj byZ
Sj

g d�j D

Z
Uj

f .x; �j .x// dx:

Note that, under the assumption (4-1), these measures are equivalent to the surface measures on S1 and S2.
We write again

R�S1;S2.f1; f2/DR
�

Rd
f1R

�

Rd
f2:

Denote by B.0;R/D fx 2 RdC1 W jxj � Rg the ball of radius R. Our main result in this section is the
following.

Lemma 4.1. Let C1; C2; ˛; s > 0, R0 � 1, 1� p0 <p �1, and let S1; S2 be hypersurfaces with �1; �2,
respectively, satisfying (4-1), and let � be a positive Borel measure on RdC1. Assume that for all R �R0
and all fj 2 L2.Sj ; �j /, j D 1; 2,

(i) kR�S1;S2.f1; f2/kLp0 .B.0;R/;�/ � C1R
˛kf1kL2.S1;�1/kf2kL2.S2;�2/,

(ii) jbd�j .x/j � C2.1Cjxj/�s for all x 2 RdC1,

and that .1C 2˛=s/=p < 1=p0. Then

kR�S1;S2.f1; f2/kLp.RdC1; �/ � C
0
kf1kL2.S1;�1/kf2kL2.S2;�2/ (4-2)

for all fj 2 L2.Sj ; �j /, j D 1; 2, where C 0 only depends on C1; C2; R0; ˛; s; p; p0.

Proof. We shall follow the proof of Lemma 2.4 in [Tao and Vargas 2000a] and only briefly sketch the main
arguments, indicating those changes in the proof that will be needed in our setting. The main difference
with [Tao and Vargas 2000a] is that instead of a Stein–Tomas-type estimate, we will use the trivial bound

kR�
Rd
fj kL1.RdC1; �/ � kfj kL1.�j / � kfj k

1
2

L2.Sj ;�j /
jbd�j .0/j 12 � C

1
2

2 kfj k
1
2

L2.Sj ;�j /
; (4-3)

where we have used our hypothesis (ii).
By (4-3) and interpolation, it then suffices to prove a weak-type estimate of the form

�.E�/. ��p; � > 0; (4-4)

assuming kfj kL2.�j /D 1, j D 1; 2. Here, E�DfRe.R�
Rd
f1R

�

Rd
f2/ > �g. Given �>0, let us abbreviate

E DE�. We may also assume �.E/& 1. Chebyshev’s inequality implies

��.E/. k�ER�Rdf1R
�

Rd
f2kL1.�/;
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and thus it suffices to show

k�ER
�

Rd
g1R

�

Rd
g2kL1.�/ . �.E/

1
p0 kg1kL2.�1/kg2kL2.�1/ (4-5)

for arbitrary L2-functions g1 and g2 (which are completely independent of f1 and f2).
To this end, fix g2 with kg2kL2.�2/ � 1, and define T D TE;g2 as the linear operator

Tg1 D �ER
�

Rd
g1R

�

Rd
g2:

Then, (4-5) is equivalent to the inequality

kTg1kL1.�/ . �.E/
1
p0 kg1kL2.�1/:

By duality, it suffices to show

kT �F kL2.d�1/ . �.E/
1
p0 kF kL1.�/;

where T � is (essentially) the adjoint operator

T �F D F�1.�ER�Rdg2F�/;

and F�1 is the inverse Fourier transform. We may assume kF kL1.�/. 1.
By squaring this and applying Plancherel’s theorem, we reduce ourselves to showing

jh zF d��bd�1; zF d�ij. �.E/
2
p0 ; (4-6)

where zF D �E .R�Rdg2/F. Note that the hypotheses on F and g2 and inequality (4-3) imply

k zF kL1.�/ D k�E .R
�

Rd
g2/F kL1.�/ � k�EkL1.�/kR

�

Rd
g2kL1.�/kF kL1.�/ . �.E/: (4-7)

From this point on, we follow the proof of [Tao and Vargas 2000a] with the obvious changes. Let
R > 1 be a quantity to be chosen later. Let � be a bump function which equals 1 for jxj. 1 and vanishes
for jxj � 1, and write d�1 D d�R1 C d�1R, where

1d�1R.x/D �
�
x

R

�
bd�1.x/: (4-8)

From hypothesis (ii) we have

k
b
d�R1 k1 .R

�s;

and so by (4-7) we have

jh zF d��
b
d�R1 ;

zF d�ij.R�s�.E/2:

We now choose R to be
RD �.E/

2
sp; (4-9)

so that the contribution of d�R1 to (4-6) is acceptable. Thus (4-6) reduces to

jh zF d��1d�1R; zF d�ij. �.E/
2
p0 :
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Following the arguments in [Tao and Vargas 2000a] and skipping details, we may then reduce the
problem to proving

k�E OQg1 OQg2kL1.�/ .R�
1
2R�

1
2�.E/

1
p0 k Qg1k2k Qg2k2;

where Qgi is an arbitrary function on the 1=R neighborhood of Si;R for i D 1; 2. By Hölder’s inequality it
suffices to show

k OQg1 OQg2kLp0 .�/ . �.E/
� 1

p0
0R�

1
2R�

1
2�.E/

1
p0 k Qg1k2k Qg2k2: (4-10)

Moreover, using the first hypothesis of the lemma, we obtain

k OQg1 OQg2kLp0 .�/ .R˛�1k OQg1k2k OQg2k2:

Comparing this with (4-10), we see that we will be done if

R˛ . �.E/
� 1

p0
0�.E/

1
p0 D �.E/

1
p0
� 1
p:

But this follows from (4-9) and the assumption .1C 2˛=s/=p < 1=p0. �

4B. Application to the setting of Section 3. Let us now come back to the situation described by our
General Assumptions in Lemma 3.2; i.e., we are interested in pairs of surfaces S D graph.�jU /, U D
rCŒ0; d1��Œ0; d2�, with principal curvatures on S comparable to �iD r

mi�2
i , ri �di , and zSDgraph.�j zU /,

with corresponding quantities Qri , Qdi , Q�i , Q�.
Recall also the notation defined in (1-3), (3-1), and assume the conditions (3-2) and (3-3) are satisfied.
We consider the measure �S supported on S given byZ

S

f d�S WD

Z
U

f .x1; x2; �.x1; x2// dx1 dx2;

and define � zS on zS analogously.

4B1. Decay of the Fourier transform.

Lemma 4.2. Let s D 1=.m1 _m2/. For any r0 2 U [ zU we then have the uniform estimate for x 2 R3

jbd�S .x/jC jbd� zS .x/j
� Cs Nd1 Nd2

�
1Cj Nd1.x1C @1�.r

0/x3/jC j Nd2.x2C @2�.r
0/x3/jC j. N�1 Nd

2
1 _ N�2

Nd22 /x3j
��s
: (4-11)

Proof. We only consider � D �S, since the proof for � zS is analogous. Recall that � splits into �.x/D
�.1/.x1/C�.2/.x2/, so that

jcd�.x/j D ˇ̌̌̌Z r1Cd1

r1

e�i.x1�1Cx3�.1/.�1// d�1

Z r2Cd2

r2

e�i.x2�2Cx3�.2/.�2// d�2

ˇ̌̌̌
:
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Next, for i 2 f1; 2g, we have

Ii D

ˇ̌̌̌Z riCdi

ri

e�i.xi�iCx3�.i/.�i // d�i

ˇ̌̌̌
D

ˇ̌̌̌Z di

0

e�i.xi .riCyi /Cx3�.i/.riCyi // dyi

ˇ̌̌̌
D

ˇ̌̌̌Z di

0

e�i..xiC�
0
.i/
.ri /x3/yiCx3.�.i/.riCyi /��.i/.ri /��

0
.i/
.ri /yi // dyi

ˇ̌̌̌
D di

ˇ̌̌̌Z 1

0

e�i..xiC�
0
.i/
.ri /x3/diyiCx3�id

2
i
‰i .diyi // dyi

ˇ̌̌̌
;

where ‰i .yi /D
�
�.i/.ri C d1yi /��.i/.ri /��

0
.i/
.ri /diyi

�
=.�id

2
i /, so that in particularˇ̌̌̌

d

dyi
‰i .yi /

ˇ̌̌̌
D

ˇ̌̌̌
�0
.i/
.ri C diyi /��

0
.i/
.ri /

�id
2
i

di

ˇ̌̌̌
.
�idi

�id
2
i

di � 1;
d2

dy2i
‰i .yi /D

�00
.i/
.ri C diyi /

�id
2
i

d2i � 1:

Therefore, by either applying van der Corput’s lemma of order 2, or by integrating by parts (if
jdi .xi C�

0
.i/
.ri /x3/j � j�id

2
i x3j,) we obtain

Ii . di .1Cjdi .xi C�0.i/.ri /x3/jC j�id
2
i x3j/

� 1
2 : (4-12)

We next claim that the distortion di= Ndi in the side lengths is bounded by the distortion in the size of
the space variable ri , i.e.,

di
Ndi
.
ri

Nri
: (4-13)

If ri � Nri , the statement is obvious, so assume ri � Nri . Then Qri D Nri , and furthermore by our assumptions
we have di � ri and Nri � jri � Qri j. Ndi (compare to the separation condition (3-3)). Thus (4-13) follows
also in this case. As �i D r

mi�2
i , we conclude from (4-13) that

�id
2
i

N�i Nd
2
i

&
�
di
Ndi

�mi
: (4-14)

In combination, the estimates (4-13) and (4-14) imply

1Cjdi .xi C�
0
.i/.ri /x3/jC j�id

2
i x3j&

�
di
Ndi

�mi �
1Cj Ndi .xi C�

0
.i/.ri /x3/jC jN�i

Nd2i x3j
�
:

Since we may replace the exponent �1
2

in the right-hand side of (4-12) by �1=mi , we now see that we
may estimate

Ii . Ndi .1Cj Ndi .xi C�0.i/.ri /x3/jC jN�i Nd
2
i x3j/

� 1
mi : (4-15)

Finally, in order to pass from the point r to an arbitrary point r0 2 U [ zU in these estimates, observe
that by (3-3) we have jri � r0i j � jri � Qri jC Ndi � Ndi , and hence

Ndi j�
0
.i/.ri /��

0
.i/.r

0
i /j � N�i jri � r

0
i j
Ndi . N�i Nd2i ;
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since j�00
.i/
j. N�i on Œri ; ri C di �[ Œ Qri ; Qri C Qdi �. Therefore (4-15) implies that also

Ii . Ndi .1Cj Ndi .xi C @i�.r0/x3/jC jN�i Nd2i x3j/
� 1
mi :

The estimate (4-11) is now immediate. �

4B2. Linear change of variables and verification of the assumptions of Lemma 4.1. In view of Lemma 4.2,
let us fix r0 2 U [ zU, and define the linear transformation T D T

S; zS
of R3 by

T .x/D
�
Nd1.x1C @1�.r

0/x3/; Nd2.x2C @2�.r
0/x3/; . N�1 Nd

2
1 _ N�2

Nd22 /x3
�
:

Then estimate (4-11) reads

jbd�S .x/jC jbd� zS .x/j � Cs Nd1 Nd2.1CjT .x/j/�s:
Therefore, in order to apply Lemma 4.1, we will consider the rescaled surfaces

S1 D .T
t /�1S and S2 D .T

t /�1 zS: (4-16)

Then we find that

S1 D
˚
.T t /�1.x1; x2; �.1/.x1/C�.2/.x2// W .x1; x2/ 2 U

	
D

��
x1
Nd1
;
x2
Nd2
;

1

N�1 Nd
2
1 _ N�2

Nd22

�
�@1�.r0/x1� @2�.r0/x2C�.1/.x1/C�.2/.x2/

��
W .x1; x2/ 2 U

�
D
˚
.y1; y2;  .y1; y2// W .y1; y2/ 2 U1

	
;

where U1 D f.y1; y2/D .x1= Nd1; x2= Nd2/ W .x1; x2/ 2 U g is a square of side length � 1 and

 .y1; y2/D
1

N�1 Nd
2
1 _ N�2

Nd22

�
� Nd1@1�.r0/y1� Nd2@2�.r0/y2C�.1/. Nd1y1/C�.2/. Nd2y2/

�
:

We have a similar expression for S2.
In S1 we consider the measure d�1 defined byZ

S1

g d�1 D
1

Nd1 Nd2

Z
S

g..T t /�1x/ d�S .x/:

By our definition of d� and  , this may be rewritten asZ
S1

g d�1 D
1

Nd1 Nd2

Z
U

g
�
.T t /�1.x1; x2; �.x1; x2/

�
dx1 dx2

D
1

Nd1 Nd2

Z
U

g

�
x1
Nd1
;
x2
Nd2
;  

�
x1
Nd1
;
x2
Nd2

��
dx1 dx2 D

Z
U1

g.y1; y2;  .y1; y2// dy1 dy2:

Moreover, we have

1gd�1.�/D 1

Nd1 Nd2

V�
gı.T t /�1d�S

�
.T �1�/; (4-17)
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and therefore
jbd�1.x/j � Cs.1Cjxj/�s:

We have a similar estimate for bd�2. Thus, the hypothesis (ii) in Lemma 4.1 is satisfied. To check that
condition (4-1) is satisfied for S1 and S2 too, we computeˇ̌̌̌

@ 

@y1

ˇ̌̌̌
D

1

N�1 Nd
2
1 _ N�2

Nd22

ˇ̌
� Nd1@1�.r0/C Nd1�

0
.1/.
Nd1y1/

ˇ̌
:

Writing r0 D . Nd1y1;0; Nd2y2;0/, we see thatˇ̌̌̌
@ 

@y1

ˇ̌̌̌
D

1

N�1 Nd
2
1 _ N�2

Nd22

ˇ̌
� Nd1�

0
.1/.
Nd1y1;0/C Nd1�

0
.1/.
Nd1y1/

ˇ̌
�

1

N�1 Nd
2
1 _ N�2

Nd22
j Nd21 .y1�y1;0/�

00
.1/j �

N�1 Nd
2
1

N�1 Nd
2
1 _ N�2

Nd22
jy1�y1;0j � Cm1;m2 ;

and in a similar way we find that the derivative with respect to y2 is bounded. Hence, hypothesis (4-1) is
satisfied for  in place of �.

What remains to be checked is condition (i) in Lemma 4.1. Observe first that our local bilinear estimate
for S and zS in Corollary 3.3 is restricted to cuboids (see (3-9))

Q1.R/DQ1
S; zS
.R/D

�
x 2 R3 W jxi C @i�.r

0/x3j �
R

Ndi
; i D 1; 2; jx3j �

R

N�1 Nd
2
1 ^ N�2

Nd22

�
; (4-18)

where r0 is either3 r or Qr . Obviously T �1.B.0;R//D fx 2 R3 W jT xj �Rg �Q1.R/.
Define

AD . N�1 N�2/
�2. Nd1 Nd2/

�3min
i
. N�idi Qdi /

3

�
N�1 Nd

2
1

�2

N�2
_N�2 Nd

2
2

�1

N�1

�1
2
�
N�1 Nd

2
1

Q�2

N�2
_N�2 Nd

2
2

Q�1

N�1

�1
2�
1Clog
˛Q

�
;

BD . N�1 N�2/
3. Nd1 Nd2/

5min
i
. N�idi Qdi /

�5

�
N�1 Nd

2
1

�2

N�2
_N�2 Nd

2
2

�1

N�1

��1�
N�1 Nd

2
1

Q�2

N�2
_N�2 Nd

2
2

Q�1

N�1

��1
;

(4-19)

where
QDQ.S; zS/D q. N�1 Nd

2
1 ; N�2

Nd22 /
Y
iD1;2

q
�
di ; Qdi /q.�i ; Q�i /

and q.a; b/D .a_ b/=a^ b � 1 are defined to be the maximal quotient of a and b. In some sense Q
is a “degeneracy quotient” that measures how much (for instance) quantities di ; Qdi differ from their
maximum Ndi .

Then the estimate (3-14) in Corollary 3.3, valid for 5
3
� p � 2, can be rewritten in terms of these

quantities as

Q1.R/kR�
S; zS
k
L2.S/�L2. zS/!Lp.Q1.R//

� C˛R
˛AB

1
p: (4-20)

3Recall that we have some algorithm for how to choose r0, but this will not be relevant here.
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Now, in order to check hypothesis (i) in Lemma 4.1, let us choose for � the measure on R3 given by

d�D zB�1d�; where zB D jdetT j
�

A

Nd1 Nd2

�p0
B;

and where d� denotes the Lebesgue measure. Notice also that (4-17) implies that, for any measurable set
E � R3 and any exponent p, we have

kR�S1;S2.f1; f2/kLp.E;�/ D
A�

p0
p B�

1
p

. Nd1 Nd2/
2�

p0
p



R�
S; zS

�
f1 ı .T

t /�1; f2 ı .T
t /�1

�


Lp.T�1.E/;d�/

: (4-21)

In particular, we obtain

kR�S1;S2.f1; f2/kL
p0 .B.0;R/;�/ D

A�1B
� 1
p0

Nd1 Nd2



R�
S; zS

�
f1 ı .T

t /�1; f2 ı .T
t /�1

�


Lp0 .T�1.B.0;R//;d�/

�
A�1B

� 1
p0

Nd1 Nd2



R�
S; zS

�
f1 ı .T

t /�1; f2 ı .T
t /�1

�


Lp0 .Q1.R/;d�/

:

Invoking (4-20), we thus see that for 5
3
� p0 � 2 and every ˛ > 0,

kR�S1;S2.f1; f2/kL
p0 .B.0;R/;�/ �

1

Nd1 Nd2
C˛R

˛
kf1 ı .T

t /�1kL2.d�S /kf2 ı .T
t /�1kL2.d� zS /

D C˛R
˛
kf1kL2.d�1/kf2kL2.d�2/;

which shows that hypothesis (i) in the Lemma 4.1 is satisfied. Applying this lemma and using again
identity (4-21) and the definitions of �, �1 and �2, we find that for any g1 and g2 supported in S and zS,
respectively, and any p satisfying the assumptions of Lemma 4.1, we have

kR�
S; zS
.g1; g2/kLp.d�/ � C. Nd1 Nd2/

1�
p0
p A

p0
p B

1
p kg1kL2.d�1/kg2kL2.d�2/: (4-22)

Finally, putting "D 1�p0=p, and recalling that we may choose ˛ in Lemma 4.1 as small as we wish,
then by applying Hölder’s inequality in order to replace the L2-norms on the right-hand side of (4-22) by
the Lq-norms, we arrive at the following global estimate:

Theorem 4.3. Let 5
3
< p � 2, q � 2, " > 0. Then there exist constants C D Cp;" and 
 D 
p;" > 0 such

that

kR�
S; zS
k
Lq.S/�Lq. zS/!Lp.Rn/

�C. N�1 N�2/
3
p
�2C2". Nd1 Nd2/

5
p
�3C4"

�.d1d2 Qd1 Qd2/
1
2
� 1
q .1Clog
Q/min

i
. N�idi Qdi /

3�3"� 5
p

�

�
N�1 Nd

2
1

�2

N�2
_ N�2 Nd

2
2

�1

N�1

�1�"
2
� 1
p
�
N�1 Nd

2
1

Q�2

N�2
_ N�2 Nd

2
2

Q�1

N�1

�1�"
2
� 1
p

(4-23)

uniformly in S and zS, where QD q. N�1 Nd21 ; N�2 Nd
2
2 /
Q
iD1;2 q

�
di ; Qdi /q.�i ; Q�i / and q.a; b/D .a_b/=a^ b.
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5. Dyadic summation

Recall that our hypersurface of interest is the graph of a smooth function �.x1; x2/D �.1/.x1/C�.2/.x2/
defined over the square �0; 1Œ� �0; 1Œ. We assume � to be extended continuously to the closed square
QD Œ0; 1�� Œ0; 1� (this extension will in the end not really play any role, but it will be more convenient to
work with a closed square). By means of a kind of Whitney decomposition of the direct product Q�Q
near the “diagonal”, following some standard procedure in the bilinear approach, we can decompose
Q�Q into products of congruent rectangles U and zU of dyadic side lengths, which are “well-separated
neighbors” in some sense. The next step will therefore consist in establishing bilinear estimates for
pairs of subhypersurfaces supported over such pairs of neighboring rectangles. Notice that if one of
these rectangles meets one of the coordinate axes, then the principal curvature in at least one coordinate
direction will no longer be of a certain size, but will indeed go down to zero within this rectangle. We
then perform an additional dyadic decomposition of this rectangle in order to achieve that both principal
curvatures will be of a certain size on each of the dyadic subrectangles (see Figure 10). To these we can
then apply our estimates from Theorem 4.3. Thus, in this section we shall work under the following:

General Assumptions. For ki ; Qki ; ji 2 N,

U D Œk12
�j1; .k1C 1/2

�j1 �� Œk22
�j2; .k2C 1/2

�j2 �;

zU D Œ Qk12
�j1; . Qk1C 1/2

�j1 �� Œ Qk22
� Qj2; . Qk2C 1/2

� Qj2 �;

are two congruent closed bidyadic rectangles in Œ0; 1�� Œ0; 1� whose side length and distance between
them in the xi -direction is equal to �i D 2�ji , both for i D 1 and i D 2.

By ~i we denote the maximum value of the principal curvature in the xi -direction of both S D
graph.�jU / and zS D graph.�j zU /.

Theorem 5.1. Let 5
3
< p < 2, q � 2, " > 0, and assume .m1 _m2C 3/

�
1
p
�
1
2

�
< 1
q0

. Then we have

kR�
S; zS
k
Lq.S/�Lq. zS/!Lp.R3/

� Cp;q;".�1�2/
2
q0
� 1
p .~1�

2
1 _ ~2�

2
2/

1
p
�1C".~1�

2
1 ^ ~2�

2
2/
1� 2

p
�": (5-1)

Proof. If U does not intersect with the xi -axis, then the principal curvature in xi -direction on U is indeed
comparable to ~i . Otherwise we decomposeU further into sets with (roughly) constant principal curvatures
in order to apply the previous results. More precisely, to each dyadic interval I D Œk2�j; .kC 1/2�j �,
k; j 2 N, we associate a family of subsets fI.l/gl2N0 with

S
l2N0 I.l/D I, according to the following

two alternatives:

(i) If k > 0, then choose N0 D f0g and I.0/D I.

(ii) If k D 0, then choose N0 D ND f1; 2; 3; : : : g and I.l/D Œ2�l.kC 1/2�j; 21�l.kC 1/2�j �.

If we write U D I1�I2, then denote by fIi .li /gli2Ni their associated family, and let U.l/D I.l1/�I.l2/,
l D .l1; l2/ 2N DN1�N2 and S.l/D graph.�jU.l//. Define zN , zU.l/ and zS.l/, l 2 zN , in an analogous
manner. Other relevant quantities are the principal curvatures on U.l/, i.e.,

�i .li / WD 2
�li .mi�2/~i ; (5-2)
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U

Ũ = Ũ(0, 0)

U(l1, l2)

Ũ(0, l̃2)

U

Ũ
U(l1, 0)

Figure 10. Two possibilities for the decomposition into subboxes.

and the side lengths of U.l/
di .li /D 2

�li�i : (5-3)

A simple but crucial observation is that since Ii and zIi are separated for both i D 1 and i D 2, we have
Ni D f0g or zNi D f0g (see Figure 10). Hence li D 0 or Qli D 0 for each pair .li ; Qli / 2Ni � zNi , and thus

N�i .li ; Qli / WDmaxf�i .li /; Q�i . Qli /g Dmaxf2�li .mi�2/; 2�
Qli .mi�2/g~i D ~i ; (5-4)

Ndi .li ; Qli / WDmaxfdi .li /; Qdi . Qli /g Dmaxf2�li ; 2�
Qli g�i D �i : (5-5)

We conclude that
�i .li /

N�i .li ; Qli /
D 2�li .mi�2/; (5-6)

Q�i .li /

N�i .li ; Qli /
D 2�

Qli .mi�2/
di .li /

Ndi
D 2�li; (5-7)

di .li / Qdi . Qli /D 2
�li�Qli�2i D 2

�li_Qli�2i : (5-8)
Hence

QD q. N�1 Nd
2
1 ; N�2

Nd22 /
Y
iD1;2

q
�
di .li /; Qdi . Qli /

�
q
�
�i .li /; Q�i . Qli /

�
�
N�1 Nd

2
1 _ N�2

Nd22

N�1 Nd
2
1 ^ N�2

Nd22
2m1.l1C

Ql1/Cm2.l2CQl2/: (5-9)

Thus, if we apply inequality (4-23) from Theorem 4.3 to the pairs of hypersurfaces S.l/; zS. Ql/ and
estimate by means of (5-4)–(5-9), then we get

kR�
S; zS
kLq�Lq!Lp

�

X
l2N;Ql2 zN

kR�
S.l/; zS.Ql/

kLq�Lq!Lp

. .~1�21~2�
2
2/

3
p
�2C2".�1�2/

2
q0
� 1
p log


�
~1�

2
1

~2�
2
2

C
~2�

2
2

~1�
2
1

�
�

� X
l2N;Ql2 zN

Œ1C l1C Ql1C l2C Ql2�


�
~1�

2
12
�l1�Ql1^ ~2�

2
22
�l2�Ql2

�3�3"� 5
p 2�.l1C

Ql1Cl2CQl2/. 12�
1
q
/
�

�
�
~1�

2
12
�l2.m2�2/ _ ~2�

2
22
�l1.m1�2/

� 1�"
2
� 1
p
�
~1�

2
12
�Ql2.m2�2/ _ ~2�

2
22
�Ql1.m1�2/

� 1�"
2
� 1
p:
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We claimX
l2N;Ql2 zN

Œ1C l1C Ql1C l2C Ql2�


�
~1�

2
12
�l1�Ql1 ^ ~2�

2
22
�l2�Ql2

�3�3"� 5
p 2�.l1C

Ql1Cl2CQl2/. 12�
1
q
/

�
�
~1�

2
12
�l2.m2�2/ _ ~2�

2
22
�l1.m1�2/

� 1�"
2
� 1
p
�
~1�

2
12
�Ql2.m2�2/ _ ~2�

2
22
�Ql1.m1�2/

� 1�"
2
� 1
p

. .~1�21 ^ ~2�
2
2/
3�3"� 5

p .~1�
2
1 _ ~2�

2
2/
1�"� 2

p : (5-10)

Taking this for granted, we would arrive at estimate (5-1):

kR�
S; zS
kL2�L2!Lp.Q

S; zS
.R//

. .~1�21~2�
2
2/

3
p
�2C2".�1�2/

2
q0
� 1
p .~1�

2
1_~2�

2
2/
1�"� 2

p .~1�
2
1^~2�

2
2/
3�3"� 5

p log

�
~1�

2
1

~2�
2
2

C
~2�

2
2

~1�
2
1

�
D .�1�2/

2
q0
� 1
p .~1�

2
1_~2�

2
2/

1
p
�1C".~1�

2
1^~2�

2
2/
1� 2

p
�" log


�
~1�

2
1

~2�
2
2

C
~2�

2
2

~1�
2
1

�
:

We are thus left with the estimation of the dyadic sum in (5-10). Let

�D
1

p
�
1�"

2
> 0; � D 3� 3"�

5

p
> 0; ! D

1

2
�
1

q
> 0; ci Dmi � 2:

Then ci� < �C! is equivalent to mi
�
1
p
�
1
2

�
CO."/ < 1

q0
. This is satisfied since by our assumptions in

the theorem we have mi
�
1
p
�
1
2

�
< 1
q0

, and we can choose " arbitrarily small.

Estimate (5-10) will then be an easy consequence of the next lemma. Indeed, recalling our earlier
observation that for each pair .li ; Qli / 2Ni � zNi one of the entries li or Qli must be zero, we see that we
have to sum over at most two of the parameters l1, l2, Ql1, Ql2.

Thus, there are four possibilities: if exactly two of the parameters are nonzero, then there are two distinct
cases: either these parameters belong to the same surface (i.e., l1D l2D0 or Ql1D Ql2D0), which correspond
to the left picture in Figure 10, or the nonzero parameters belong to two different surfaces, as in the “over
cross” situation shown in the picture on the right hand side of Figure 10. The remaining two possibilities
are firstly that only one parameter l1, l2, Ql1, Ql2 is nonzero, which happens if only one of the rectangles
U; zU touches only one of the axes, and secondly the situation where both rectangles are located away
from the axes. In this last situation, we have indeed no further decomposition and only one term to sum.

The first two of the aforementioned possibilities can be dealt with directly by the next lemma. But,
notice that the corresponding sums of course dominate the sums over fewer parameters (or even none),
which allows to also handle the remaining two possibilities. �
Lemma 5.2. Let �;! � 0, � > 0, n; c1; c2 � 0 such that .c1 _ c2/� < �C!, and let a; b 2 RC. ThenX
l1;l22N

.1C l1C l2/
n2�.l1Cl2/!.a2�l2c2 _ b/��.a_ b2�l1c1/��.a2�l1 ^ b2�l2/�

�

X
l1;l22N

.1C l1C l2/
n2�.l1Cl2/!.a_ b/��.a2�l2c2 _ b2�l1c1/��.a2�l1 ^ b2�l2/�

. .a_ b/�2�.a^ b/�:

In the last estimate, the constant hidden by the symbol . will depend only on the exponent n.
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We remark that the bound in this lemma is essentially sharp, as one can immediately see by looking at
the term with l1 D 0D l2. Notice that the proof is easier when ! > 0.

Proof. To prove the first inequality, observe that a2�l2c2 _ b2�l1c1 is bounded by a2�l2c2 _ b as well as
by a_ b2�l1c1, and hence by the minimum of these expressions. Therefore we have

.a2�l2c2 _ b/^ .a_ b2�l1c1/� a2�l2c2 _ b2�l1c1;

.a2�l2c2 _ b/_ .a_ b2�l1c1/D a_ bI

hence
.a2�l2c2 _ b/.a_ b2�l1c1/� .a_ b/.a2�l2c2 _ b2�l1c1/:

Using the symmetry in this estimate, it suffices to estimate

S D a�
X
l1;l22N

a2�l1�b2�l2

ln1 l
n
2 2
�.l1Cl2/!.a2�l2c2 _ b2�l1c1/��2�l1�:

On the one hand, we have

S � a�b��
X
l1

ln1 2
l1.c1����!/

X
l2Wa2

�l1�b2�l2

ln2 2
�l2!

� a�b�� lognC1
�
a

b
C
b

a

�X
l1

l2nC11 2l1.c1����!/ . a�b�� lognC1
�
a

b
C
b

a

�
:

In the case ! > 0, we might get along even without the log-term. On the other hand,

S � a���
X
l2

ln2 2
l2.c2��!/

X
l1Wa2

�l1�b2�l2

ln1 2
�l1.�C!/

� a���
X
l2

ln2 2
l2.c2��!/

X
l1Wa2

�l1�b2�l2

ln1 2
�l1�

� a��� logn
�
a

b
C
b

a

��
b

a

��X
l2

l2n2 2l2.c2����!/ � a��b� logn
�
a

b
C
b

a

�
:

Combining these two estimates, we obtain

S

lognC1
�
a
b
C
b
a

� . a��b� ^ a�b�� D .a_ b/��.a^ b/�: �

6. Passage from bilinear to linear estimates

Recall that Nm D m1 _m2, m D m1 ^m2 and 1=h D 1=m1C 1=m2. The first step to prove our main
theorem, Theorem 1.2, is the following Lorentz space estimate for the adjoint restriction operator R�

associated to � D graph.�/.

Theorem 6.1. Let p0D 1C Nm=. NmCm/, 2p >max
˚
10
3
; 2p0; hC1

	
and 1=s0 � .hC1/=.2p/. Then R�

is bounded from Ls;t .�; d�/ to L2p;t .R3/ for any 1� t �1.
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Proof. We begin by observing that we may assume

hC 1

p
> 1: (6-1)

Indeed, if 2p � 2.hC 1/, then we have the Stein–Tomas-type result that R� is bounded from L2.�; d�/

to L2p.R3/ (see [Ikromov et al. 2010; Ikromov and Müller 2011]). Interpolating this with the trivial
estimate from L1.�; d�/ to L1.R3/ and applying Hölder’s inequality on �, we see that the situation
where .hC 1/=p � 1 is settled in Theorem 6.1.

In the remaining cases, interpolation theory for Lorentz spaces (see, e.g., [Grafakos 2008]) shows that
it suffices to prove the restricted weak-type estimate

k1�� d�k2p . j�j 1s (6-2)

for any measurable set ��QD Œ0; 1�� Œ0; 1�.
To this end we perform the kind of Whitney decomposition mentioned in Section 5 of Q �Q DS
j

S
k�Qk

�jk � �j Qk into “well-separated neighboring rectangles” �jk and �
j Qk

, where

�jk D Œ.k1� 1/2
�j1; k12

�j1 �� Œ.k2� 1/2
�j2; k22

�j2 �;

and where k � Qk means that 2 � jki � Qki j � C , i D 1; 2 (see [Lee 2006; Vargas 2005]). Then we may
estimate

k1�� d�k22p D k1�� d� 1�� d�kp �
X
j

�X
k�Qk



F.��\�jkd�/F.��\�j Qkd�/

p�p � 1
p�

;

where

p� Dminfp; p0g; (6-3)

with 1=pC 1=p0 D 1. The last step can be obtained by interpolation between the case p D 2, where one
may apply Plancherel’s theorem, and the cases p D 1 and p D1, which are simply treated by means of
the triangle inequality (see Lemma 6.3 in [Tao and Vargas 2000a]). We claim

. NmC 3/

�
1

p
�
1

2

�
<
hC 1

2p
: (6-4)

Case 1: Nm� 2m. Then Nm� 3h and

. NmC 3/

�
1

p
�
1

2

�
�
hC 1

2p
� 3.hC 1/

�
1

p
�
1

2

�
�
hC 1

2p
D .hC 1/

�
5

2p
�
3

2

�
< 0

according to our assumptions.

Case 2: Nm> 2m. Here,

hC 1D
NmmC NmCm

NmCm
>
NmmC 3m

NmCm
D . NmC 3/

m

NmCm
;
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and thus

. NmC 3/

�
1

p
�
1

2

�
�
hC 1

2p
< . NmC 3/

�
1

p
�
1

2
�

m

NmCm

1

2p

�
D . NmC 3/

�
1

2p

�
1C

Nm

NmCm

�
�
1

2

�
< 0;

because of our assumption 2p > 2p0.

In both cases, these estimates show that we may choose q � 2 such that

. NmC 3/

�
1

p
�
1

2

�
<
1

q0
<
hC 1

2p
(6-5)

(recall here (6-1), which allows to choose q � 2).
The first inequality allows us to apply Theorem 5.1 to the pair of hypersurfaces

Sjk D f.�; �.�// W � 2 �jkg and S
j Qk
D f.�; �.�// W � 2 �

j Qk
g;

with

�i D 2
�ji; ~i � .ki2

�ji /mi�2 � . Qki2
�ji /mi�2; ~i�

2
i � k

mi�2
i 2�jimi: (6-6)

Without loss of generality, we may assume

k 2 I WD fk W k
m1�2
1 2�j1m1 � k

m2�2
2 2�j2m2g; (6-7)

i.e., ~1�21 � ~2�
2
2. Thus, by Theorem 5.1,

kR�Sjk ;Sj Qk
kLq.Sjk/�Lq.Sj Qk/!L

p.R3/

. .�1�2/
2
q0
� 1
p .~1�

2
1 _ ~2�

2
2/
� 1
p

�
~1�

2
1 _ ~2�

2
2

~1�
2
1 ^ ~2�

2
2

�2
p
�1C"

D 2
�.j1Cj2/. 2q0�

1
p
/
k
�.m1�2/

1
p

1 2j1m1
1
p

�
k
m1�2
1

k
m2�2
2

2�.j1m1�j2m2/
�2
p
�1C"

D Aj �B
1
p

k;j
;

if we define

Aj D 2
�.j1Cj2/. 2q0�

1
p
/
2j1m1

1
p 2�.j1m1�j2m2/

2
p
�1C";

B
j; Qk
� Bk;j D k

�.m1�2/
1

�
k
m1�2
1

k
m2�2
2

�2�pC"p
:

Since jf Qk W k � Qkgj. 1 for fixed k, we conclude that

k1�� d�k22p .
X
j

Aj

�X
k�Qk

�
B
1
p

k;j
j�\ �jkj

1
q j�\ �

j Qk
j
1
q
�p�� 1

p�

.
X
j

Aj

�X
k

B
p�

p

k;j
j�\ �jkj

2p�

q

� 1
p�

:
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Therefore we are reduced to showing

X
j

Aj

�X
k

B
p�

p

k;j
j�\ �jkj

2p�

q

� 1
p�

. j�j
2
s : (6-8)

6A. Further reduction. We have the decomposition

2p�

q
D
˛

r�
C

1

r�0
;

where r� 2 Œ1;1� will be determined later, and introduce r D r�p�=p. Applying Hölder’s inequality to
the summation in k, with Hölder exponent r� � 1, we get�X

k2I

B
p�

p

k;j
j�\ �jkj

2p�

q

� 1
p�

�

�X
k2I

B
p�r�

p

k;j
j�\ �jkj

˛

� 1
p�r�

�X
k2I

j�\ �jkj

� 1

p�r�
0

�

�X
k2I

Brk;j

� 1
pr

minfj�j; 2�j1�j2g
˛

p�r� j�j
1
p�
.1� 1

r�
/

D

�X
k2I

Brk;j

� 1
pr

minfj�j; 2�j1�j2g
2
q
� 1
p�
C 1
pr j�j

1
p�
� 1
pr :

Moreover we have j�j � jQj D 1, as well as 1=s0 � hC 1=.2p/, i.e., 2� .hC 1/=p � 2=s. Therefore
j�j2�.hC1/=p � j�j2=s, and thus in order to prove (6-8), it suffices to show that

j�j
2�hC1

p
� 1
p�
C 1
pr &

X
j

Aj minfj�j; 2�j1�j2g
2
q
� 1
p�
C 1
pr

�X
k2I

Brk;j

� 1
rp

;

i.e., that

j�j
2�hC1

p
� 1
p�
C 1
pr &

X
j

2�.j1m1�j2m2/
2
p
�1C"2

�.j1Cj2/. 2q0�
1
p
/
2j1m1

1
p minfj�j;2�j1�j2g

2
q
� 1
p�
C 1
pr

�

�X
k2I

k
.m1�2/.1�pC"p/r
1 k

.m2�2/.p�2�"p/r
2

� 1
pr

:

We apply the change of variables l D j1C j2 2 N, l 0 D j1m1� j2m2 2 Z, such that

j1 D
m2l C l

0

m1Cm2
:

Then the exponent in j1; j2 becomes

.j1m1�j2m2/

�
1�

2

p
�"

�
C.j1Cj2/

�
1

p
�
2

q0

�
Cj1m1

1

p
D l 0

�
1�

2

p
�"

�
Cl

�
1

p
�
2

q0

�
C
m1m2lCm1l

0

m1Cm2

1

p

D
l 0

p

�
p�"p�

m1C2m2

m1Cm2

�
Cl

�
hC1

p
�
2

q0

�
:
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The summation over k 2 Il 0 D fk
m1�2
1 � k

m2�2
2 2l

0

g is independent of l , and thus we have finally reduced
the proof of (6-8) to proving the following two decoupled estimates:4

1X
l 0D�1

2
l0

p
.p�"p�m1C2m2

m1Cm2
/
� X
k2Il0

k
.m1�2/.1�pC"p/r
1 k

.m2�2/.p�2�"p/r
2

� 1
pr

<1 (6-9)

and
1X
lD0

2
l.hC1

p
� 2
q0
/minfj�j; 2�lg

2
q
� 1
p�
C 1
pr . j�j2�

hC1
p
� 1
p�
C 1
pr : (6-10)

6B. The case m > 2. In this case we have both m1 > 2 and m2 > 2.

6B1. Summation in k. We compare the sum over k in (6-9) with an integral. We claimZ
k1;k2�1

k
m1�2

1
�k
m2�2

2
2l
0

k
.m1�2/.1�pC"p/r
1 k

.m2�2/.p�"p�2/r
2 dk.

(
2
jl 0j. 1

m1�2
C.1�pC"p/r/

; l 0� 0;

jl 0j2
jl 0j. 1

m2�2
C.p�"p�2/r/

C ; l 0<0;

(6-11)
provided that

a WD
1

m1�2
C .1�pC "p/r < 0 (6-12)

and

aC b D
1

m1�2
C

1

m2� 2
� r < 0; (6-13)

where

b WD
1

m2�2
C .p� "p� 2/r 2 R: (6-14)

For the moment, we will simply assume these conditions hold true. We shall collect several further
conditions on the exponent r and verify at the end of this section that we can indeed find an r such that
all these conditions are satisfied.

By means of the coordinate transformation sDkm1�21 , tDkm2�22 (i.e., dk� s
1

m1�2
�1
t

1
m2�2

�1
d.s; t/),

(6-11) simplifies to showing

J.a; b/D

“
s;t�1

s�t2l
0

satb
ds

s

dt

t
.
�
2jl
0ja; l 0 � 0;

2jl
0jbC ; l 0 < 0;

(6-15)

provided that a<0, aCb <0. Here we have set bCD b_0. Changing t 0 to s2�l
0

=t , the set of integration
for the t-variable ft W t � 1; s2�l

0

=t � 1g transforms into ft 0 W s2�l
0

=t 0 � 1; t 0 � 1g, and thus, since we

4Technically, we only have to sum over the smaller set l 0 2m1N�m2N .
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assume aC b < 0,

J.a; b/D

“
s;t 0�1

s�t 02l
0

sa
�
s

t 0
2�l
0

�b ds
s

dt 0

t 0
D 2�l

0b

Z 1
t 0D1

t 0�b
Z 1
sD1_t 02l

0
saCb

ds

s

dt 0

t 0

D 2�l
0b

Z 1
1

.1_ t 02l
0

/aCbt 0�b
dt 0

t 0
:

If l 0 � 0, then clearly 1_ t 02l
0

D t 02l
0

, and since a < 0, we get

J.a; b/D 2l
0a

Z 1
1

t 0a
dt 0

t 0
� 2l

0a:

And, if l 0 < 0, then we can split it into

J.a; b/D 2�l
0b

Z 2jl
0j

1

t 0�b
dt 0

t 0
C 2l

0a

Z 1
2jl
0j

t 0a
dt 0

t 0
D 2�l

0b 1� 2
l 0b

b
C

Z 1
1

ua
du

u

. jl 0j.2jl
0jb
C 1/� jl 0j2jl

0jbC

(notice that the additional factor jl 0j arises in fact only when b D 0). This proves (6-15).

6B2. Summation in l 0. In order to apply (6-11) to (6-9), we split the sum in (6-9) into summation over
l 0 � 0 and summation over l 0 < 0. In the first case l 0 � 0, we obtainX
l 0�0

2
l0

p
.p�"p�m1C2m2

m1Cm2
/
�X
k2I

k
.m1�2/.1�pC"p/r
1 k

.m2�2/.p�"p�2/r
2

� 1
rp

.
X
l 0�0

2
l0

p
.p�"p�1� m2

m1Cm2
/
2
l 0. 1

pr
1

m1�2
C
1�pC"p

p
/

D

X
l 0�0

2
l0

p
. 1
r

1
m1�2

�
m2

m1Cm2
/
: (6-16)

The sum is finite provided
1

r
<
m2.m1� 2/

m1Cm2
; (6-17)

which gives yet another condition for our collection.
In the second case l 0 < 0, we haveX
l 0<0

2
l0

p
.p�"p�m1C2m2

m1Cm2
/
�X
k2I

k
.m1�2/.1�pC"p/r
1 k

.m2�2/.p�"p�2/r
2

� 1
rp

.
X
l 0<0

2
l0

p
.p�"p�m1C2m2

m1Cm2
/
jl 0j2

jl 0j. 1
pr

1
m2�2

C
p�"p�2

p
/
C

D

X
l 0<0

jl 0j2
l0

p
.p�"p�m1C2m2

m1Cm2
�. 1

r
1

m2�2
Cp�"p�2/

C
/
: (6-18)
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Notice that for sufficiently small " > 0 we have p� "p > p0 D 1C Nm=. NmCm/� 1Cm2=.m1Cm2/,
and therefore

p� "p�
m1C 2m2

m1Cm2
> 0: (6-19)

Thus the last sum in (6-18) converges in the case where

b

r
D
1

r

1

m2� 2
Cp� "p� 2� 0:

This shows that we only need to discuss the case where b > 0, in which we need that

0 < p� "p�
m1C 2m2

m1Cm2
�
1

r

1

m2� 2
�pC "pC 2D

m1

m1Cm2
�
1

r

1

m2� 2
;

which is equivalent to
1

r
<
m1.m2� 2/

m1Cm2
: (6-20)

Notice that this is of the same form as (6-17), only with the roles of m1 and m2 interchanged.

6B3. Summation in l . Recall that we want to show estimate (6-10), i.e.,
1X
lD0

2
l.hC1

p
� 2
q0
/minf2�l; j�jg

2
q
� 1
p�
C 1
pr . j�j2�

hC1
p
� 1
p�
C 1
pr :

We claim it is sufficient to show that for � > 0 and � �� > 0,Z 1
0

ex� minfe�x; Ag� dx . A���: (6-21)

Indeed, given (6-21), we apply it with AD j�j, �D .hC 1/=p� 2=q0 and � D 2=q� 1=p�C 1=.pr/.
Due to the choice of q in (6-5), we have � > 0. Moreover we want

0 < � ��D 2�
1

p�
C

1

pr
�
hC 1

p
D
1

p

�
2p� h� 1�

p

p�
C
1

r

�
:

Notice that if p � 2, then p=p� D 1, but if p > 2, then p=p� D p.1� 1=p/ D p � 1. Thus p=p� D
1C .p� 2/C for all 1� p �1, i.e., the condition which is required here is

1

r
> hC 2� 2pC .p� 2/C: (6-22)

In order to verify (6-21), observe thatZ 1
0

ex� minfe�x; Ag� dx D
Z 1

lnA
ey�A�� minfe�yA;Ag� dy D A���

Z 1
lnA

ey� minfe�y; 1g� dy:

The last integral can be estimated byZ 1
lnA

ey� minfe�y; 1g� dy �
Z 0

�1

ey� dyC

Z 1
0

e�y.���/ dy;

which is convergent since � > 0 and � �� > 0.
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It still remains to be checked whether there exists some 1� r� <1 (for m> 2) for which r satisfies
the conditions (6-12), (6-13), (6-17), (6-20) and (6-22).

This task will be accomplished in Lemma 6.2. First, we discuss the situation where mD 2.

6C. The case m D 2. We will just give some hints for how to modify the previous proof for this situation.
In this case, r D1 turns out to be an appropriate choice, and the inequality that we need to start the
argument with here reads�X

k2I

B
p�

p

k;j
j�\ �jkj

2p�

q

� 1
p�

� .supk2I Bk;j /
1
p minfj�j; 2�j1�j2g

2
q
� 1
p� j�j

1
p� :

This is very easy to prove, provided 2p�=q � 1 (notice that this condition corresponds to our previous
decomposition of 2p�=q when r D1/. To see that indeed 2p�=q � 1, recall from (6-5) that 1=q0 <
.hC 1/=.2p/. Then, it is enough to check that 2p�.1� .hC 1/=.2p// > 1, i.e., hC 1� 2pCp=p� < 0.
The last condition is equivalent to hC 2� 2pC .p � 2/C < 0. However, this is what we shall indeed
verify in the proof of Lemma 6.2 (compare to estimate (6-30) when mD 2).

Observe next that we may rewrite the integral in (6-11) in terms of the Lr -norm as



.k.m1�2/.1�pC"p/1 k
.m2�2/.p�"p�2/
2 /k2Il0




r
.

(
2
jl 0j. 1

r
1

m1�2
C1�pC"p/

; l 0 � 0;

2
jl 0j. 1

r
1

m2�2
Cp�"p�2/

C; l 0 < 0;

provided the conditions (6-12) and (6-13) hold true, i.e., that

1

m1� 2
C .1�pC "p/r < 0 and

1

m1� 2
C

1

m2� 2
� r < 0:

This gives rise to the conjecture that (for r D1) we should have

sup
k2I

k
.m1�2/.1�pC"p/
1 k

.m2�2/.p�"p�2/
2 � sup

s�t2l
0

s1�pC"ptp�"p�2 .
�
2jl
0j.1�pC"p/; l 0 � 0;

2jl
0j.p�"p�2/C; l 0 < 0;

(6-23)

which would suffice in this case. But notice that the conditions (6-12) and (6-13) are formally fulfilled
for r D1, and it is then easy to check that (6-23) indeed holds true, even in the case mD 2.

6C1. Summation in l 0. The summation in l 0 becomes simpler here. We split again into the sums over
l 0 � 0 and l 0 < 0, and obtain for the first half of the sum in (6-16)X

l 0�0

2
l0

p
.p�"p�m1C2m2

m1Cm2
/
2l
0 1�pC"p

p D

X
l 0�0

2
� l
0

p

m2
m1Cm2 <1:

The second part of the sum becomes (compare to (6-18))X
l 0<0

2
l0

p
.p�"p�m1C2m2

m1Cm2
�.p�"p�2/C/:
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We already know from (6-19) that p � "p � .m1C 2m2/=.m1Cm2/ > 0. Thus the sum converges if
p� "p � 2. For p� "p > 2, notice that

p� "p�
m1C 2m2

m1Cm2
� .p� "p� 2/C D

m1

m1Cm2
> 0;

and thus the sum is finite.

6C2. Summation in l . It remains to show that
1X
lD0

2
l.hC1

p
� 1
q0
/minfj�j; 2�lg

1
q
� 1
p� . j�j2�

hC1
p
� 1
p� ;

which is the special case r D1 of (6-10). We saw that this holds true provided (6-22) is valid, i.e., if
1=r > hC 2� 2pC .p� 2/C.

However, if mD 2, then

2p > p0 D
2 Nm

NmC 2
C 2D hC 2:

Thus for the case p � 2 we have hC2�2pC .p�2/CD hC2�2p < 0. For the case p > 2 notice that

hC 2� 2pC .p� 2/C D h�p D
2 Nm

NmC 2
�p < 2�p < 0: �

6D. Final considerations. We finally verify that there is indeed always some r for which all necessary
conditions (6-12), (6-13), (6-17), (6-20) and (6-22) are satisfied in the case m> 2. Recall that

2p�

q
D
˛

r�
C

1

r�0
;

and notice that it will suffice to verify the following equivalent inequalities:

1

r
< .m1� 2/.p� 1/; (6-24)

1

r
<
.m1� 2/.m2� 2/

m1Cm2� 4
; (6-25)

1

r
<
m2.m1� 2/

m1Cm2
; (6-26)

1

r
<
m1.m2� 2/

m1Cm2
; (6-27)

1

r
> hC 2� 2pC .p� 2/C: (6-28)

Lemma 6.2. Assume m > 2 and 2p > maxf2p0; hC 1g, where we recall that p0 D 1C Nm=. NmCm/.
Define

J D �0; 1C .p� 2/C�\

�
hC 2� 2pC .p� 2/C;

Nm.m� 2/

NmCm

�
:
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Then J ¤∅, and for every 1=r 2 J we have

r� D
rp

p�
� 1; and ˛ D r�

�
2p�

q
�
1

r�0

�
> 0; (6-29)

and moreover the inequalities (6-24), (6-25), (6-26), (6-27) and (6-28) are valid.

Proof. First of all, we will show that J ¤∅. We need to see that

hC 2� 2pC .p� 2/C <
Nm.m� 2/

NmCm
D h�

2 Nm

NmCm
; (6-30)

i.e., that 2p0 D 2C 2 Nm=. NmCm/ < 2p� .p� 2/C. For the case p � 2, this holds true since 2p > 2p0.
If p > 2, observe that

hC 2� 2pC .p� 2/C D h�p < h� 2� h�
2 Nm

NmCm
D
Nm.m� 2/

NmCm
:

Thus both intervals used for the definition of J are not empty, but we still have to check that their
intersection is not trivial. Since we assume 2p > hC 1, we have

hC 2� 2pC .p� 2/C < 1C .p� 2/C:

And, for m> 2, we also have 0 < Nm.m� 2/=. NmCm/, which shows that J ¤∅.

Next, if 1=r 2 J , then in particular 1=r � 1C .p� 2/C D p=p�, and thus r� D rp=p� � 1. To prove
(6-29), observe that due to our choice of q in (6-5) we have 1=q > 1� .hC 1/=.2p/, and thus it suffices
to prove that

2p�
�
1�

hC 1

2p

�
>

1

r�0
D 1�

p�

rp
:

This inequality is equivalent to

1

r
>
p

p�
C hC 1� 2p D hC 2� 2pC .p� 2/C;

and thus is satisfied.
Considering the remaining conditions listed before the statement of the lemma, notice that (6-28) is

immediate by the definition of J. Furthermore we have

1

r
<
Nm.m� 2/

NmCm
D
m1m2� 2 Nm

m1Cm2
�
m1m2� 2mi

m1Cm2

for both i D 1; 2, which gives (6-26) and (6-27). To obtain (6-24), we estimate

1

r
<
Nm.m� 2/

NmCm
�
Nm.m1� 2/

NmCm
D .p0� 1/.m1� 2/ < .p� "p� 1/.m1� 2/:
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1
s

1
p

3
10

1
s + 2m̄+1

p ≤ m̄+2
2

1
s′ =

h+1
p

1
p0

Figure 11. Range of p and q in Theorem 1.2.

Finally, observe that we have the following equivalences:

Nm.m� 2/

NmCm
�
.m1� 2/.m2� 2/

m1Cm2� 4
()

Nm

NmCm
�

Nm� 2

NmCm� 4

() Nm. NmCm/� 4 Nm� Nm. NmCm/� 2. NmCm/

() m� Nm:

Hence (6-25) holds true as well. �

6E. Finishing the proof. We can now conclude the proof of our main result, Theorem 1.2:

Corollary 6.3. Let 2p>max
˚
10
3
; hC1

	
, 1=s0� .hC1/=.2p/ and 1=sC.2 NmC1/=.2p/<. NmC2/=2. Then

R� is bounded fromLs;t .�/ toL2p;t .R3/ for every 1� t �1. If moreover s�2p or 1=s0>.hC1/=.2p/,
then R� is bounded from Ls.�/ to L2p.R3/.

Proof. The crucial observation is that the intersection point of the two lines

1

s0
D
hC 1

2p
and

2 NmC 1

2p
C
1

s
D
NmC 2

2

has the p-coordinate p D Op0 D 1C Nm=. NmCm/ (comparing with (1-6), notice that Op0 D p0=2). So,
what remains is to establish estimates for R� for the missing points .1=s; 1=p/ lying within the sectorial
region defined by the conditions .2 NmC 1/=.2p/C 1=s < . NmC 2/=2 and 1=p > 1= Op0 (the region above
the horizontal threshold line 1=p D 1=p0 from Theorem 6.1 (see Figure 11).

Notice also that ifm� Nm=2, then Op0� 5
3

, i.e., p0� 10
3

, and hence the condition 1=sC.2 NmC1/=.2p/<
. NmC 2/=2 becomes redundant.

Moreover, the condition 1=sC .2 NmC 1/=.2p/ < . NmC 2/=2 does only depend on Nm, and not on m,
whereas the condition 1=s0 D .hC 1/=.2p/ depends on the height h, i.e., on both m1 and m2.

This leads to the following heuristic idea: Assume we fix Nm and consider a family of surfaces � Nm;m]
corresponding to exponents m1 D Nm and m2 Dm] for different exponents m<m] such that � Nm;m D �
(think for instance of the graph of xm

]

1 C x
Nm
2 for m] ¤m). Let us then compare the restriction estimates

that we have so far for the surface � D � Nm;m with the ones for the hypersurfaces � Nm;m] . Denote by h
and h] the heights of these hypersurfaces. Then h < h], so that the critical line 1=s0 D .h]C 1/=.2p/
lies below the critical line 1=s0 D .hC 1/=.2p/ for �, but its intersection point with the corresponding
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1
s

1
p

1
p′
0

1
s + 2m̄+1

p ≤ m̄+2
2

1
s′ =

h+1
p

1
p0

1
s′ =

h′+1
p

Figure 12. Variation of the minimal exponent.

horizontal threshold line 1=p D 1=p]0, where p]0 D 2C 2 Nm=. NmCm
]/ < p0, lies above the previous

intersection point (see Figure 12).
This suggests that for our theorem, it should essentially be sufficient to “increase” m] until NmD 2m],

because then we would have p]0 D 2C 2 Nm=. NmCm
]/D 10

3
. In other words, for any point .1=s; 1=.2p//

fulfilling the assumptions of Theorem 1.2, we would find an m] 2 �m; Nm=2� such that .1=s; 1=.2p//
satisfies the requirements of Theorem 6.1 corresponding to the surface � Nm;m0 . Thus we would obtain the
restriction estimate for the surface � Nm;m] at the point .1=s; 1=.2p//. However, since this surface has “less
curvature” than � Nm;m, as m] >m, the corresponding restriction inequality should hold true for � Nm;mD �
as well.

To turn these heuristics into a solid proof, we just need to check that the bound for the bilinear operator
that we obtained in Theorem 5.1 is increasing in m. Recall that for subsurfaces S; zS � S Nm;m under the
assumptions of the aforementioned theorem we obtained the bound

kR�
S; zS
k
Ls.S/�Ls. zS/!Lp.R3/

. C Nm;m WD .�1�2/
2
s0
� 1
p .~1�

2
1 _ ~2�

2
2/

1
p
�1C".~1�

2
1 ^ ~2�

2
2/
1� 2

p
�";

which we apply to �i D 2�ji and ~i D .ki2�ji /mi�2 (see (6-6)). If we denote by �]i ; ~
]
i the corresponding

quantities associated to the exponents Nm andm], then clearly �]i D �i and ~]i �~i . Since we seek to extend
the range of validity of Theorem 6.1, we may assume that 2p � p0 < 4, and moreover that 2p � p]0 > 2.
Then we have 1=p� 1C " < 0 and 1� 2=p� " < 0 for sufficient small " > 0, and hence

C Nm;m � .�
]
1�
]
2/

2
s0
� 1
p
�
~
]
1.�

]
1/
2
_ ~

]
2.�

]
2/
2
� 1
p
�1C"�

~
]
1.�

]
1/
2
^ ~

]
2.�

]
2/
2
�1� 2

p
�"
D C Nm;m] :

Proceeding with the latter estimate from here on as before in our proof of Theorem 6.1, but working now
with m] in place of m, we arrive at the statement of Corollary 6.3. �

Appendix

A1. A short argument to improve [Ferreyra and Urciuolo 2009] to the critical line. We consider the
set A0 D

˚
x 2 R2 W 1

2
< jxj � 1

	
and define H D 2 Nm=.2C Nm/. Note that H < h. Ferreyra and Urciuolo

proved that for every p for which p > 4 and 1=s0 > .H C 1/=p, there is a constant Cp;s > 0 such that,
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for every function f0 with suppf0 � A, we have

kR�
R2
f0kp � Cp;skf0ks:

Rescaling this, we obtain

kR�
R2
fj kp � Cp;s2

j
h
.� 1

s0
C
hC1
p
/
kfj ks (A-1)

for every function fj such that

suppfj �
˚
.x1; x2/ W 2

�
jC1
m1 � x1 � 2

�
j
m1 ; 2

�
jC1
m2 � x2 � 2

�
j
m2

	
and the same range of p; s.

Given a function f supported in the unit ball of R2, we decompose f D
P1
jD0 fj , where the functions

fj have supports as above. Then,

ˇ̌˚
x W jR�

R2
f .x/j> �

	ˇ̌
�

ˇ̌̌̌�
x W

ˇ̌̌̌ 1X
jDJ

R�
R2
fj .x/

ˇ̌̌̌
>
�

2

�ˇ̌̌̌
C

ˇ̌̌̌�
x W

ˇ̌̌̌jDJX
1

R�
R2
fj .x/

ˇ̌̌̌
>
�

2

�ˇ̌̌̌
;

for some J to be chosen appropriately. Using Chebyshev’s inequality, the last expression can be bounded
above by �

2

�

�p1



 1X
jDJ

R�
R2
fj





p1
Lp1

C

�
2

�

�p2



 JX
jD1

R�
R2
fj





p2
Lp2

:

Let us choose exponents p1>p>p2 such that 1=s0D .hC 1/=p and .hC 1/=p2>1=s0> .hC 1/=p1>
.H C 1/=p. We use the triangle inequality and (A-1) and sum the resulting geometric series, obtaining
the inequalityˇ̌˚

x W jR�
R2
f .x/j> �

	ˇ̌
.
�
2

�

�p1
2
J
h
.�p1

s0
ChC1/

kf k
p1
Ls C

�
2

�

�p2
2
J
h
.�p2

s0
ChC1/

kf k
p2
Ls :

By choosing J such that 2J D
�
kf kLs=�

�hs0, we then arrive at the weak-type estimate

ˇ̌˚
x W jR�

R2
f .x/j> �

	ˇ̌
.
�
kf kLs

�

�.hC1/s0
D

�
kf kLs

�

�p
:

From this, by interpolation with the trivial bound kR�
R2
kL1!L1 � 1, we obtain the desired strong-type

estimate.

A2. Faà di Bruno’s theorem and completion of the proof of Lemma 2.4. The formula of Faà di Bruno
is a chain rule for higher-order derivatives of the composition of two functions. This is well known for
functions in one real variable. However, we need a version for several variables.

Lemma A.1 (formula of Faà di Bruno). Let U �Rn and V �Rm, and let gD .g1; : : : ; gm/2C1.U; V /
and f 2 C1.V;Rl/. For ˛ 2 Nn, we put A˛ D f
 2 Nn W 1� j
 j � j˛jg. Then f ıg is smooth, and for
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every ˛ 2 Nn we have

@˛.f ıg/D ˛Š
X

1�jˇ j�j˛j

.@ˇf / ıg
X
k

mY
jD1

Y

2A˛

�
@
gj


Š

�kj

;

where the sum in k is over all mappings k W f1; : : : ; mg �A˛! N, .j; 
/ 7! k
j

 , such thatX


2A˛

kj
 D ǰ (A-1)

for all j D 1; : : : ; m and
mX
jD1

X

2A˛

kj
 
 D ˛: (A-2)

Proof. The elegant short proof in [Spindler 2005] for the one-dimensional case can easily be adapted to
the higher-dimensional situation. �

We now come back to the proof of Lemma 2.4 and establish the still-missing estimates for the derivatives
of the function �2 (given explicitly by (2-12)). Notice that these estimates cannot simply be obtained by
means of a scaling argument, since the first-order derivatives are assumed to exhibit a different behavior
than the higher-order derivatives.

We shall not really make use of formula (2-12), but rather proceed as follows: denoting by e1; : : : ; edC1
the canonical basis of RdC1, after applying a suitable orthogonal transformation to RdC1 we may and
shall assume n1 D .0; : : : ; 0; 1/D edC1, and E1 D e1; : : : ; Ed�1 D ed�1 and ed D h1 (recall here from
the first part of the proof of Lemma 2.4 that E1; : : : ; Ed�1 is an orthonormal basis of K DH1 \H2).
Then we may regard U1 as a subset of Rd, and we consider the function

H.�; �/D � ��1.�/; � 2 U1; � 2 R;

whose set of zeros agrees exactly with S. Observe first that the derivatives of H satisfy almost the same
kind of estimates as �1:

kH 0k1 �
p
A2C 1; kH .l/

k1 � AlBr
l for every l � 2: (A-3)

Let  .�/D �C�2.�/n2, � 2 U2, be the parametrization of S induced by �2. Moreover, we introduce
coordinates on U2 by writing � D �1E1C � � �C �d�1Ed�1C �dh2. Then obviously

H. .�//D 0 for all � 2 U2: (A-4)

Furthermore,

@ 

@�j
DEj C

@�2

@�j
n2; j D 1; : : : ; d � 1;

@ 

@�d
D h2C

@�2

@�d
n2; (A-5)

and

@˛� D @
˛
� �2 n2 for all ˛ 2 Nd ; j˛j � 2: (A-6)
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From (A-4) and (A-5) we obtain that for j D 1; : : : ; d ,

@�2

@�j
.�/D�

h.rH/. .�//; Qej i

h.rH/. .�//; n2i
; (A-7)

if we put Qej DEj D ej , if j D 1; : : : ; d � 1 and Qed D h2. Notice also that our transversality condition
jhn2; N.v/ij � a > 0 for all v 2 S implies jh.rH/. .�//; n2ij � a. Thus (A-7) impliesˇ̌̌̌

@�2

@�j
.�/

ˇ̌̌̌
�
AC 1

a
: (A-8)

It remains to show that

k@˛�2k1 D k@
˛ k1 � zAlBr

j˛j (A-9)

for every j˛j � 2, where we have used the abbreviation @D @� . By induction, we may assume that for
every 
 2 Nd with 2� j
 j< j˛j inequality (A-9) holds true.5 Applying the partial derivative of order ˛
to (A-4) yields

@˛.H ı /D 0:

We apply the formula of Faà di Bruno (Lemma A.1). First, we discuss the summands in Faà di Bruno’s
formula with jˇj D 1, say ˇ D ej0 for some j0 D 1; : : : ; m. How many k’s are there for whichP

2A˛

k
j

 D ǰ D ıjj0 and

Pm
jD1

P

2A˛

k
j

 
 D ˛? By the first condition, there exists a 
0 such that

k
j0

0 D 1 and kj
 D 0 for j ¤ j0 or 
 ¤ 
0. But then the second condition implies 
0D ˛. Thus we obtain

X
jˇ jD1

.@ˇH/ ı 
X
k

mY
jD1

Y

2A˛

�
@
 j


Š

�kj

D

mX
j0D1

.@j0H/ ı 

�
@˛ j0

˛Š

�kj0˛
D
1

˛Š
h.rH/ ı ; @˛ i D

@˛�2

˛Š
h.rH/ ı ; n2i;

where we have used (A-6) once more. This implies

j@˛�2j �
˛Š

a

ˇ̌̌̌ j˛jX
jˇ jD2

.@ˇH/ ı 
X
k

mY
jD1

Y

2A˛

�
@
 j


Š

�kj
 ˇ̌̌̌
;

where the sum in k is over all mappings k W f1; : : : ; mg�A˛!N, .j; 
/ 7! k
j

 such that

P

2A˛

k
j

 D ǰ

for all j D 1; : : : ; m and
Pm
jD1

P

2A˛

k
j

 
 D ˛. Observe that for all k appearing in the above sum, we

have kj˛ D 0 for all j D 1; : : : ; m:

For, otherwise there would be some j0 such that kj0˛ D 1 and kj
 D 0 if 
 ¤˛ or j ¤ j0, a contradiction
to 2� jˇj D

P
j;
 k

j

 .

Thus, if kj
 ¤ 0 for an exponent in the above sum, then we have j
 j< j˛j, and therefore our induction
hypothesis implies the following:

5At the start of the induction with j˛j D 2, the range of such 
 ’s is empty.
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If j
 j � 2, then we may estimate j@
 j j �Aj
 jBr j
 j. And, if j
 j D 1, then in view of (A-5) and (A-8),
we may estimate j@
 j j � 1C .AC1/=a. 1. Making also use of (A-3), we then arrive at the estimation

j@˛�2j.
j˛jX
jˇ jD2

Br jˇ j
X
k

mY
jD1

j˛jY
j
 jD2

ŒBr j
 j�k
j



�

j˛jX
jˇ jD2

X
k

B
1C

P
j

Pj˛j
j
jD2

k
j

 r
jˇ jC

P
j

Pj˛j
j
jD2

k
j

 j
 j:

Notice that we have

jˇj D
X
j

ǰ D

X
j

j˛jX
j
 jD1

kj
 D
X
j

j˛jX
j
 jD2

kj
 C
X
j

X
j
 jD1

kj
 j
 j;

and thus

B
1C

P
j

Pj˛j
j
jD2

k
j

 r
jˇ jC

P
j

Pj˛j
j
jD2

k
j

 j
 j D Br

P
j

Pj˛j
j
jD1

k
j

 j
 j.Br/

P
j

Pj˛j
j
jD2

k
j

 � Br j˛j;

where we have made use of our assumption Br � 1. This proves also (A-9).
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ON THE 3-DIMENSIONAL WATER WAVES SYSTEM ABOVE A FLAT BOTTOM

XUECHENG WANG

As a starting point for studying the long-time behavior of the 3-dimensional water waves system in the
flat bottom setting, we try to improve the understanding of the Dirichlet–Neumann operator in this set-up.
As an application, we study the 3-dimensional gravity waves system and derive a new energy estimate of
L2�L1 type, which has good structure in theL1-type space. This has been used in our Ph.D. thesis (2016)
to prove the global regularity of the 3-dimensional gravity waves system for suitably small initial data.
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1. Introduction

1A. The full water waves system above a flat bottom. We are interested in the long-time behavior of the
3-dimensional water waves system for suitably small initial data in the flat-bottom setting.

The water waves system describes the evolution of an inviscid incompressible fluid with constant
density (e.g., water) inside a time-dependent region �.t/, which has a free interface �.t/ and a fixed flat
bottom †. Above the domain �.t/, there is a vacuum.

Without loss of generality, we normalize the depth of �.t/ to be 1. In the Eulerian coordinate system,
we can represent the domain �.t/, the interface �.t/ and the bottom † as follows:

�.t/ WD f.x; y/ W x 2 R2; �1� y � h.t; x/g;

�.t/ WD f.x; y/ W x 2 R2; y D h.t; x/g; † WD f.x; y/ W x 2 R2; y D�1g:

We remark that, for the case we are considering, the size of h.t; � / will be small for all time.
We assume that the velocity field is irrotational. The evolution of fluid is subject to the gravity effect

or the surface tension effect. We can describe the evolution of fluid by the Euler equation as�
@tuCu � ruD�rp�g.0; 0; 1/;

r �uD 0; r �uD 0; u.0/D u0;
(1-1)

MSC2010: 35Q35, 76B15.
Keywords: 3-dimensional water waves, finite depth, flat bottom, new energy estimate.
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where g denotes the constant of the gravity effect.
Moreover, we have the boundary conditions8<:

u � EnD 0 on †;
P D �H.h/ on �.t/;
@t Cu � r tangents to

S
t �.t/ on �.t/;

(1-2)

where � denotes the surface tension coefficient and H.h/ denotes the mean curvature of the interface,
which is given by

H.h/Dr �

�
rhp

1Cjrhj2

�
:

The first boundary condition in (1-2) means that the fluid cannot go through the fixed bottom. The
second boundary condition in (1-2) comes from the Young–Laplace equation for the pressure. The third
boundary condition in (1-2) represents the kinematic boundary condition, which says that the free interface
moves with the normal component of the velocity.

Recall that the velocity field is irrotational. Hence, we can represent it in terms of a velocity potential �.
We use  to denote the restriction of the velocity potential to the boundary �.t/, i.e.,  .t; x/ WD
�.t; x; h.t; x//. From the incompressible condition and the boundary conditions, we can derive the
following Laplace equation with two boundary conditions, Neumann-type on the bottom and Dirichlet-
type on the interface:

.�xC @
2
y/� D 0;

@�

@En

ˇ̌̌̌
†

D 0; �j�.t/ D  : (1-3)

Hence, we can reduce (e.g., see [Zakharov 1968]) the motion of fluid inside the water region �.t/ to
the evolution of the height h and the restricted velocity potential  on the interface �.t/:8<:@thDG.h/ ;@t D�ghC �H.h/�

1
2
jr j2C

.G.h/ Crh � r /2

2.1Cjrhj2/
;

(1-4)

where G.h/ D
p
1Cjrhj2N .h/ and N .h/ is the Dirichlet–Neumann operator on the interface.

The system (1-4) has the conservation law

H
�
h.t/;  .t/

�
WD

�Z
1
2
 .t/G.h.t// .t/C 1

2
gjh.t/j2C

� jrh.t/j2

1C
p
1Cjrh.t/j2

�
DH

�
h.0/;  .0/

�
:

Intuitively speaking, after diagonalizing the system (1-4), we find ourselves dealing with the following
type of quasilinear dispersive equation:

.@t C i Qƒ/uDN .u;ru/; QƒD
p
jrj tanh.jrj/.gC � jrj2/; uD hC i Qƒ�1jrj tanh jrj ; (1-5)

u W Rt �R2x! C: (1-6)

Readers can temporarily take (1-5) for granted. It will be much clearer after we obtain the linear term of
the Dirichlet–Neumann operator, which is jrj tanhjrj , in Section 3.
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1B. Motivation and the main result of this paper. Note that the best decay rate that one can expect for
a 2-dimensional dispersive equation is 1=t , which is critical in establishing the global regularity for small
initial data.

For a 2-dimensional nonlinear dispersive equation, generally speaking, it is crucial to know what the
quadratic terms are when studying the long-time behavior of the solution. Unfortunately, to the best of
our knowledge, there is no previous work that addresses this issue for the water waves system in the
flat-bottom setting. It motivated us to study the problem in this paper.

Identifying the quadratic terms requires a more careful analysis of the Dirichlet–Neumann operator in
the flat-bottom setting. Note that the water waves system in the Eulerian coordinate formulation (1-4) is
dimensionless. Since we don’t want to limit our scope to the 3-dimensional setting, in this paper, we will
identify structures inside the Dirichlet–Neumann operator as much as we can.

We summarize and explain several important properties of the Dirichlet–Neumann operator here to
help readers understand the discussion of it in this paper. These properties will play important roles in the
study of the long-time behavior of the water waves system.

(i) Unlike the infinite-depth setting, in the flat-bottom setting, we do not have the null structure in the
low-frequency part. More precisely, if the frequencies of two inputs are 1 and 0 respectively, then the size
of the symbol is 1 (flat-bottom setting) instead of 0 (infinite-depth setting).

We remark that the principal symbol of the Dirichlet–Neumann operator in the flat-bottom setting
is still the same as in the infinite-depth setting. Intuitively speaking, the high-frequency parts of the
Dirichlet–Neumann operator in the two settings are almost the same.

(ii) We give the explicit formula for the quadratic terms of the Dirichlet–Neumann operator, which
provides the first step in studying the long-time behavior of (1-5).

(iii) We formulate the cubic and higher-order terms of the Dirichlet–Neumann operator in a fixed-
point-type formulation, which provides a good way to control the cubic and higher-order terms over
time.

As a starting point and also as an example, we study a specific setting of the water waves system (1-4),
which is the gravity water waves system. More precisely, we consider the gravity effect and neglect
the surface tension effect. After normalizing the gravity effect constant g to be 1, the system (1-4) is
reduced to 8<:@thDG.h/ ;@t D�h�

1
2
jr j2C

.G.h/ Crh � r /2

2.1Cjrhj2/
:

(1-7)

Correspondingly, the diagonalized equation (1-5) is reduced to the quasilinear dispersive equation

.@t C iƒ/uDN .u;ru/; ƒD
p
jrj tanh jrj; uD hC iƒ : (1-8)

For the water waves system in the flat-bottom setting, a typical issue is that the phases are highly degen-
erate at the low-frequency part. For example, we consider a phase associated with a quadratic term of (1-8),

ƒ.j�j/�ƒ.j���j/Cƒ.j�j/� .j�j� j���jC j�j/� 1
6
.j�j3�j���j3Cj�j3/; j�j � j�j � j���j � 1:
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When � and �� are in the same direction, the above phase is of size j�j2j�j, which is highly degenerate.
Because of this issue, generally speaking, there is no hope to prove the sharp 1=t decay rate of the
nonlinear solution over time. As a result, a rough energy estimate is not sufficient to control the growth
of energy in the long run. However, it turns out that there is a relatively simple way to control the growth
of energy. It relies on two observations about the system (1-7):

(i) We can derive a new energy estimate of L2�L1 type after carefully analyzing the structures inside
the quadratic terms in (1-7). The input inside the quadratic terms is, roughly speaking, not put in
L1 but rather in a weaker L1-type space, which has derivatives in front. See (1-12).

(ii) The low-frequency parts of the derivatives compensate for the decay rate of the solution of (1-7).
We can prove that the solution with some derivatives in front decays sharply, despite the fact that
the solution itself may not have the sharp decay rate. The proof of this fact involves a very delicate
Fourier analysis. Interested readers are referred to [Wang 2016] for more details.

Before stating our main result, we define the function spaces

kf k zW 
 WD

X
k�0;k2Z

2
kkPkf kL1 CkP�0f kL1 ; (1-9)

kf k yW 
;˛ WD

X
k2Z

.2˛kC 2
k/kPkf kL1 ; 0� ˛ � 
; kf k yW 
 WD kf k yW 
;0 : (1-10)

Theorem 1.1. Let 0< ı < c, ˛ 2 .0; 1�, and N0 � 6, where c is some sufficiently small constant. If the
initial data .h0; ƒ 0/ 2HN0C1=2.R2/�HN0.R2/ satisfies the smallness condition

k.h0; ƒ 0/k zW 4 � ı; (1-11)

then there exists T > 0 such that the system (1-7) has the unique solution

.h;ƒ / 2 C 0
�
Œ0; T �IHN0.R2/�HN0.R2/

�
:

Moreover, we have a new type of energy estimate in the time interval of existence:

d

dt
EN0.t/.N0

�
k.h;ƒ /.t/k yW 4;˛ Ck.h;ƒ /.t/k

2
yW 4

�
EN0.t/; (1-12)

where the energy EN0.t/ is defined in (5-3). The size of energy is comparable to k.h;ƒ /.t/k2
HN0

.

Remark 1.2. Note that smallness condition is not assumed in [Alazard, Burq and Zuily 2011; 2014a;
2014b; Lannes 2005] to derive the local wellposedness. For the purpose of obtaining a global solution,
we impose the smallness condition (1-11) to derive our desired estimate (1-12), which is the first step to
obtaining global existence for small initial data.

In [Wang 2016], based on the results we obtained in this paper, we show that the solution of the
system (1-7) exists globally and scatters to a linear solution. We will study the long-time behavior of the
water waves system (1-4) in other settings in the future. For example, do we still have global solutions if
only the surface tension is effective or both the gravity and the surface tension are effective? We expect
that the results we obtained in this paper will be very helpful to the future study of the water waves system
in the flat-bottom setting.
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1C. Previous results. To be concise, we mainly discuss work on the local behavior of the water waves
system in this subsection. For a more detailed discussion on the long-time behavior, please refer to the
introduction of [Wang 2016].

Starting with [Nalimov 1974] and [Yosihara 1982], there has been a considerable amount of work on
the local theory of the water waves system. In the framework of Sobolev spaces and without smallness
assumptions on the initial data, the local wellposedness was first obtained by Wu [1997; 1999] for the
gravity waves system. The local wellposedness was also obtained when the surface tension is effective by
Beyer and Günther [1998]. Later, different methods were developed and many important results were
obtained to improve our understanding of the local behavior of the water waves system. Among them, we
mention [Christodoulou and Lindblad 2000; Ambrose and Masmoudi 2005; Lannes 2005; Shatah and
Zeng 2008; Coutand and Shkoller 2007; Alazard, Burq and Zuily 2011; 2014a; 2014b].

Roughly speaking, the local existence for the water waves system (1-4) holds even when the initial
interface has an unbounded curvature and the bottom is very rough. A fixed-length separation between
the interface and the bottom is sufficient. See [Alazard, Burq and Zuily 2011; 2014a; 2014b; Lannes
2005] for more details and more precise descriptions.

1D. Main ideas and the outline of this paper. To prove our main theorem, we have to pay attention to
both the low- and high-frequency parts.

For the high-frequency part, due to the quasilinear nature of the gravity waves system (1-7), we have
to get around the difficulty of losing one derivative. Thanks to [Lannes 2005; Alazard and Métivier 2009;
Alazard, Burq and Zuily 2011; 2014a; 2014b], we can utilize the paralinearization method to get around
the potential loss of one derivative. However, for their purposes, only the high-frequency part has been
carefully studied in their works. In this paper, we will do the paralinearization process and pay special
attention to the low-frequency part at the same time.

For the low-frequency part, more careful estimates of the Dirichlet–Neumann operator are essential
since it is not straightforward to see the fact that we can gain ˛ derivatives for input in yW 4;˛ . For example,
for the quadratic term rh � r of the Dirichlet–Neumann operator, it is problematic to gain ˛ derivatives
when  has smaller frequency because the total number of derivatives of  in (1-12) is 1C ˛ in the
low-frequency part when the input  of the quadratic terms is in L1.

To conclude the argument, we will use the hidden structure inside the system (1-7) for different scenarios.
Without describing too many details, we give two examples as follows to explain the main ideas:

(i) When  has a smaller frequency inside rh � r , we can use the hidden symmetry to move one
derivative from rh to r during the energy estimate; hence we have two derivatives in total for  .

(ii) For some terms, e.g., the good remainder term of the paralinearization process, we can lower their
regularities to L2. Hence, we can put r in L2 and put rh in L1; as a result the desired estimate
(1-12) also holds for this case.

Outline: In Section 2, we introduce notation and give a quick summary of paradifferential calculus. In
Section 3, we study various properties of the Dirichlet–Neumann operator. In Section 4, we use the
paralinearization method to show the good structures inside the system (1-7), which help us find good
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substitution variables. In Section 5, we prove the new energy estimate (1-12) by using the symmetries
inside the equations satisfied by the good substitution variables. In the Appendix, we calculate explicitly
the quadratic terms of good remainder terms. This is intended to help readers understand the fact that we
can gain ˛ derivatives in (1-12) for an input of quadratic terms, which lies in the L1-type space.

2. Preliminaries

2A. Notation. For any two numbers A and B , we use A.B and B &A to denote A�CB , where C is
an absolute constant. We use A.� B to denote A� C�B , where the constant C� depends on �. For an
integer k 2 Z, we use kC to denote maxfk; 0g and use k� to denote minfk; 0g.

Throughout this paper, we will abuse the notation ofƒ. When there is no lower script associated withƒ,
we let ƒ WD

p
tanh.jrj/jrj, which is the linear operator associated with the system (1-8). For p 2 NC,

we use ƒp.N / to denote the p-th order terms of a nonlinearity N when a Taylor expansion for the
nonlinearity N is available. For example, ƒ2ŒN � denotes the quadratic term of N. We also use ƒ�pŒN �

to denote the p-th and higher-order terms. More precisely, ƒ�pŒN � WD
P
q�p ƒqŒN �. In this paper, the

Taylor expansion and ƒpŒ � � are in terms of h and  when there is no special annotation.
We fix an even smooth function Q W R! Œ0; 1�, which is supported in

�
�
3
2
; 3
2

�
and is equal to 1 in�

�
5
4
; 5
4

�
. For any k 2 Z, define

 k.x/ WD Q .x=2
k/� Q .x=2k�1/;  �k.x/ WD Q .x=2

k/;  �k.x/ WD 1� �k�1.x/:

Denote the projection operatorsPk ,P�k andP�k by the Fourier multipliers k , �k and �k respectively.
For a well-defined function f , we will also use the notation fk to abbreviate Pkf .

The Fourier transform is defined as

F.f /.�/D
Z

R2
e�ix��f .x/ dx:

For two well-defined functions f and g and a bilinear form Q.f; g/, we will use the convention that the
symbol q. � ; � / of Q. � ; � / is defined in the following sense throughout this paper:

F ŒQ.f; g/�.�/D
1

4�2

Z
R2

Of .� � �/ Og.�/q.� � �; �/ d�: (2-1)

Meanwhile, for a trilinear form C.f; g; h/, its symbol c. � ; � ; � / is defined in the following sense:

F ŒC.f; g; h/�.�/D
1

16�4

Z
R2

Z
R2

Of .� � �/ Og.�� �/ Oh.�/c.� � �; �� �; �/ d� d�:

2B. Multilinear estimate. We define a class of symbols with an associated norm as

S1 WD
˚
m W R4 or R6! C; m is continuous and kF�1.m/kL1 <1

	
;

kmkS1 WD kF�1.m/kL1 ; km.�; �/kS1k;k1;k2WD


m.�; �/ k.�/ k1.� � �/ k2.�/

S1 ;

km.�; �; �/kS1
k;k1;k2;k3

WD


m.�; �; �/ k.�/ k1.� � �/ k2.�� �/ k3.�/

S1 :
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Lemma 2.1. Assume that m;m0 2 S1and p; q; r; s 2 Œ1;1�. Then the estimates

km �m0kS1 . kmkS1km0kS1 ; (2-2)



F�1�Z
R2
m.�; �/ Of .� � �/ Og.�/ d�

�




Lp
. kmkS1kf kLq kgkLr if 1

p
D

1
q
C
1
r
; (2-3)



F�1�Z

R2

Z
R2
m0.�; �; �/ Of .� � �/ Oh.�/ Og.�� �/ d� d�

�




Lp
. km0kS1kf kLq kgkLr khkLs (2-4)

hold for well-defined functions f .x/, g.x/, and h.x/, where 1
p
D

1
q
C
1
r
C
1
s

.

To estimate the S1
k;k1;k2

norm and the S1
k;k1;k2;k3

norm of symbols, we repeatedly use the following:

Lemma 2.2. For i 2 f1; 2; 3g; if f W R2i ! C is a smooth function and k1; : : : ; ki 2 Z, then we have the
estimate



Z

R2i
f .�1; : : : ; �i /

iY
jD1

eixj ��j kj .�j / d�1 � � � d�i






L1x1;:::;xi

.
iC1X
mD0

iX
jD1

2mkj k@m�j f kL
1 : (2-5)

Proof. The cases when i D 1; 3 can be estimated in the same way as the case when i D 2. We only do the
case i D 2 in detail here. Through scaling, it is sufficient to prove the above estimate for the case when
k1 D k2 D 0. From Plancherel’s theorem, we have the two estimates



Z

R2i
f .�1; �2/e

i.x1��1Cx2��2/ 0.�1/ 0.�2/d�1d�2






L2x1;x2

. kf .�1; �2/kL1
�1;�2

;





.jx1jCjx2j/3Z
R2i
f .�1; �2/e

i.x1��1Cx2��2/ 0.�1/ 0.�2/d�1d�2






L2x1;x2

.
3X

mD0

�
k@m�1f kL

1Ck@m�2f kL
1

�
;

which are sufficient to finish the proof of (2-5). �

2C. Paradifferential calculus. In this subsection, we discuss some necessary background material from
paradifferential calculus. For more details and related topics, please refer to [Métivier 2008].

Definition 2.3. Given �2NC, �� 0 and m2R, we use �m� .R
2/ to denote the space of locally bounded

functions a.x; �/ on R2 � .R2=f0g/, which are C1 with respect to � for � ¤ 0. Moreover, they satisfy
the estimate

8j�j � 1
2
; k@˛� a. � ; �/kW �;1 .˛ .1Cj�j/m�j˛j; ˛ 2 N2;

where W �;1 is the usual Sobolev space. Note that W �;1 contains the spaces zW � and yW �;˛, which are
defined in (1-9) and (1-10), as subspaces.

Remark 2.4. In the above definitions, � is not necessarily an integer, but the integer case is sufficient for
our purposes.

Definition 2.5. (i) We use P�m� .R
2/ to denote the subspace of �m� .R

2/ which consists of symbols that
are homogeneous of degree m in �.

(ii) If aD
P
0�j<� a

.m�j /, where a.m�j / 2 P�m�j��j .R
2/, then we say a.m/ is the principal symbol of a.
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(iii) An operator T is said to be of order m, where m2R, if for all � 2R, it is bounded from H�.R2/ to
H��m.R2/. We use Sm to denote the set of all operators of order m.

For a symbol a 2 �m� , we can define its norm as

Mm
� .a/ WD sup

j˛j�2C�

sup
j�j� 1

2



.1Cj�j/j˛j�m@˛� a. � ; �/

W �;1 :

For a; f 2 L2 and a pseudodifferential operator Qa.x; �/, we define the operators Taf and TQaf as

Taf DF�1
�Z

R

Oa.���/�.���; �/ Of .�/ d�

�
; TQaf DF�1

�Z
R

Fx. Qa/.���; �/�.���/ Of .�/ d�
�
; (2-6)

where the cut-off function �.� � �; �/ is given by

�.� � �; �/D

�
1 when j� � �j � 2�10j�j and j�j � 1;
0 when j� � �j � 210j�j or j�j � 1:

For two well-defined functions a and b, we have the paraproduct decomposition

ab D TabCTbaCR.a; b/; (2-7)

where R.a; b/ contains those terms in which a and b have comparable size of frequencies or the frequency
of the output is less than 1.

We have the following composition lemma for paradifferential operators. It can be found, for example,
in [Alazard, Burq and Zuily 2011; Métivier 2008].

Lemma 2.6. Let m 2 R and � > 0. If given symbols a 2 �m� .R
d / and b 2 �m

0

� .R
d / we define

a ] b D
X
j˛j<�

1

i j˛j˛Š
@˛� a @

˛
xb;

then for all � 2 R, there exists a constant K such that

kTaTb �Ta]bkH�!H��m�m0C� �KM
m
� .a/M

m0

� .b/: (2-8)

Remark 2.7. It may be too early to give this remark here. However, we think that it is a good idea to
keep the following simple observation in mind, which will be very helpful to see the equivalence relations
later on. The simple observation is that if the symbols a and b all depend on rh instead of h, then the
rough estimate (2-8) is sufficient to gain one derivative in the low-frequency part.

Lemma 2.8. Let m 2R, � > 0 and a 2 �m� .R
d /. If we use .Ta/� to denote the adjoint operator of Ta

and use Na to denote the complex conjugate of a, then .Ta/��Ta� is of order m� �, where

a� D
X
j˛j<�

1

i j˛j˛Š
@˛� @

˛
x Na:

Moreover, the norm of the operator .Ta/��Ta� is bounded by Mm
� .a/.

Proof. See [Alazard, Burq and Zuily 2011, Theorem 3.10]. �

Remark 2.9. In most applications of Lemma 2.8, we have m� 1. If we let �D 1 in the above lemma,
then it is easy to see a� D Na. If, moreover, a is real, then a� D NaD a.
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3. Dirichlet–Neumann operator

The main goal of this section is to study various properties of the Dirichlet–Neumann operator, which
provide a foundation for carrying out the processes of paralinearization and symmetrization in Section 4
and obtaining the new energy estimate (1-12) in Section 5. The study of the Dirichlet–Neumann operator
is mainly reduced to a study of the velocity potential inside the water region �.t/.

Recall the smallness condition (1-11) of the initial data. From the local wellposedness result of the
gravity waves system (1-7), we know that there exists a positive time T such that the estimate

sup
t2Œ0;T �

k.h;ƒ /.t/k zW 4 � 2ı (3-1)

holds, which means that the L1 norm of solution remains small in the time interval Œ0; T �. Throughout
the rest of this paper, we restrict ourselves to the time interval Œ0; T �.

3A. Type I formulation of the Laplace equation (1-3). In this subsection, we reduce the Laplace equa-
tion (1-3) to a favorable formulation so that we can solve it and identify the fixed-point-type structure
inside the Laplace equation, which further enables us to estimate the Dirichlet–Neumann operator.

We do a change of variables and map the water region �.t/ to the strip S WD R2 � Œ�1; 0� using

.x; y/! .x; z/; z WD
y � h.t; x/

h.t; x/C 1
:

Very naturally, the inverse transformation is given by

y D hC .hC 1/z:

Define the velocity potential in the .x; z/-coordinate system as '.x; z/ WD �.x; hC .hC 1/z/. From
direct computations, we have the identities

�.x;y/D'

�
x;
y�h

1Ch

�
; @y�D

@z'

1Ch
; @2y�D

@2z'

.1Ch/2
; (3-2)

@xi�D @xi'C@z'

�
�@xih

1Ch
�
.y�h/@xih

.1Ch/2

�
D @xi'�

.yC1/@xih

.1Ch/2
@z'; (3-3)

@2xi�D @
2
xi
'�2

.yC1/@xih

.1Ch/2
@z@xi'C

�
�.yC1/@2xih

.1Ch/2
C2

.yC1/.@xih/
2

.1Ch/3

�
@z'C

.yC1/2.@xih/
2

.1Ch/4
@2z':

From the above identities and (1-3), it is easy to derive the equation

.�xC @
2
y/� D 0 D) Px;z' WD

�
�xC Qa@

2
zC
Qb � r@zC Qc@z

�
' D 0; (3-4)

where

QaD
.yC 1/2jrhj2

.1C h/4
C

1

.1C h/2
D
1C .zC 1/2jrhj2

.1C h/2
; (3-5)

Qb D�2
.yC 1/rh

.1C h/2
D
�2.zC 1/rh

1C h
; Qc D

�.zC 1/�xh

.1C h/
C 2

.zC 1/jrhj2

.1C h/2
: (3-6)
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To sum up, we can reduce the Laplace equation (1-3) with two boundary conditions in terms of ' as
follows:

Px;z' D 0; 'jzD0 D  ; @z'jzD�1 D 0; .x; z/ 2 R2 � Œ�1; 0�: (3-7)

3B. Type II formulation of the Laplace equation (1-3). In this subsection, we reduce the Laplace
equation (1-3) into another favorable formulation, which will be used to do the paralinearization of the
Dirichlet–Neumann operator in Section 4A.

We remark that we don’t use the type I formulation (3-7) to do the paralinearization process because
the coefficients Qa; Qb; Qc in (3-5) and (3-6) are very complicated, which complicates the paralinearization
process and prevents us from seeing clearly the principal symbol of the Dirichlet–Neumann operator.

Recall the smallness condition (3-1). Since the height of interface is very small, we know that there
exists a curve parallel to the interface �.t/ with depth 1

2
inside �.t/. More precisely, we have

�1.t/ WD
˚
.x; y/ W x 2 R2; h.t; x/� 1

2
� y � h.t; x/

	
; �1.t/��.t/:

Define

�2.t/ WD
˚
.x;y/ W x 2R2; h.t;x/�1

4
�y � h.t;x/

	
; �2.t/��1.t/��.t/; (3-8)

Q�.x;y/ WD�.y�h.t;x//�.x;y/; .x;y/2�1.t/; �.z/D 1 if z��1
4
; supp.�/�

�
�
1
2
;0
�
; (3-9)

where �.x/ is a fixed Schwartz function.
Recall the Laplace equation (1-3). From (3-9), it is easy to derive the identities

�x;y Q� D Qg WD�x;y Œ������x;y�; .x; y/ 2�1.t/;

Q�.x; y/D �.x; y/; Qg.x; y/D 0; .x; y/ 2�2.t/:
(3-10)

We can map the water region �1.t/ to the strip S 0 WD R2�
�
�
1
2
; 0
�

by changing the coordinate system
using

.x; y/! .x; w/; w WD y � h.t; x/:

Define the velocity potential in the .x; w/-coordinate system as ˆ.x;w/ WD Q�.x; !C h.t; x//. Hence
Q�.x; y/Dˆ.x; y � h.t; x//. From (3-10), it is easy to verify that the equality

Px;wˆ WD
�
�xC a

0@2w C b
0
� r@w C c

0@w
�
ˆD g0.x; w/ WD Qg.x; !C h.t; x// (3-11)

holds, where
a0 D 1Cjrhj2; b0 D�2rh; c0 D��h: (3-12)

Remark 3.1. From (3-5), (3-6), and (3-12), it is easy to see that the coefficients in (3-11) satisfied by ˆ
are much easier and more favorable than the coefficients in (3-4) satisfied by '. However, the formulation
satisfied by ˆ in (3-11) cannot be used as the starting point because we don’t know the estimates of ˆ in
the first place.

From the above definitions, the following identities hold inside the water region �2.t/, see (3-8), and
the corresponding regions in the new coordinate systems:
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ˆ.x;w/D '

�
x;

w

1C h

�
; '.x; z/Dˆ.x; .1C h/z/; .x; w/ 2 R2 �

�
�
1
4
; 0
�
;

@xiˆD @xi' �
w@z'@xih

.1C h/2
; @wˆD

@z'

1C h
:

(3-13)

From (3-2) and (3-13), the Dirichlet–Neumann operator G.h/ in terms of ' and ˆ and the quadratic
terms of G.h/ are given by

G.h/ D Œ�rh � r�C @y��jyDh D
1Cjrhj2

1C h
@z'jzD0�r � rh; (3-14)

G.h/ D .1Cjrhj2/@wˆjwD0�rh � r ; (3-15)

ƒ2ŒG.h/ �Dƒ2Œ@z'jzD0��ƒ1Œ@z'jzD0�h�r � rh: (3-16)

3C. A fixed-point-type formulation for the Dirichlet–Neumann operator. In this subsection, our main
goal is to obtain basic estimates for the Dirichlet–Neumann operator with special attention to the low-
frequency part, which will further help us to obtain a new energy estimate.

To this end, we study the reduced Laplace equation (3-7) and formulate rx;z' into a fixed-point-type
formulation, which enables us to use a fixed-point-type argument.

After moving all nonlinear terms to the right-hand, we can rewrite (3-7) as

@2z'C�x' D .@z � jrj/.@zCjrj/' D g.z/ WD .1� Qa/@
2
z' �

Qb � r@z' � Qc@z': (3-17)

Now, we will solve '.z/ from (3-17) by treating g.z/ in (3-17) as a given nonlinearity. Define
Qh.x; z/ WD .@z � jrj/'. Very naturally, we have�

.@zCjrj/ QhD g;

.@z � jrj/' D Qh; 'jzD0 D  ; @z'jzD�1 D 0:
(3-18)

We can solve the above system of equations with Qh.�1/ to be determined:

Qh.z/D e�zjrj Qh.�1/C

Z z

�1

e�.z�z
0/jrjg.z0/ dz0; (3-19)

'.z/D ezjrj'.0/C

Z z

0

e.z�z
0/jrj Qh.z0/ dz0

D ezjrj �

Z 0

z

e.z�z
0/jrjŒe�z

0jrj Qh.�1/C

Z z0

�1

e�.z
0�s/jrjg.s/ ds� dz0

D ezjrj � 1
2
jrj
�1Œe�zjrj� ezjrj� Qh.�1/�

Z z

�1

Z 0

z

e.zCs�2z
0/jrjg.s/ dz0 ds

�

Z 0

z

Z 0

s

e.zCs�2z
0/jrjg.s/ dz0 ds

D ezjrj � 1
2
jrj
�1Œe�zjrj� ezjrj� Qh.�1/C

1

2

Z 0

�1

jrj
�1e.zCs/jrjg.s/ ds

�
1

2

Z 0

�1

jrj
�1e�jz�sjjrjg.s/ ds: (3-20)
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The unknown Qh.�1/ is determined by the Neumann-type boundary condition @z'jzD�1 D 0. We
calculate @z' from the formula (3-20) and have the equality

@z'Djrje
zjrj C1

2
ŒezjrjCe�zjrj� Qh.�1/C

1

2

Z 0

�1

e.zCs/jrjg.s/ds�
1

2

Z 0

�1

e�jz�sjjrj sign.s�z/g.s/ds:

After evaluating the above equality at the point z D�1, we have

Qh.�1/D�
2jrje�jrj 

e�jrjC ejrj
�

Z 0

�1

e.s�1/jrj� e�.sC1/jrj

e�jrjC ejrj
g.s/ ds; (3-21)

which further gives us

@z' D
e.zC1/jrj� e�.zC1/jrj

e�jrjC ejrj
jrj �

1

2

ezjrjC e�zjrj

e�jrjC ejrj

Z 0

�1

Œe.s�1/jrj� e�.sC1/jrj�g.s/ ds

C
1

2

Z 0

�1

e.zCs/jrjg.s/ds�
1

2

Z 0

�1

e�jz�sjjrj sign.s� z/g.s/ ds: (3-22)

Moreover, we can reduce (3-20):

'.z/D

�
e�.zC1/jrjCe.zC1/jrj

e�jrjCejrj

�
 C

1

2
jrj
�1 e
�zjrj�ezjrj

e�jrjCejrj

Z 0

�1

�
e.s�1/jrj�e�.sC1/jrj

�
g.s/ds

C
1

2

Z 0

�1

jrj
�1e.zCs/jrjg.s/ds�

1

2

Z 0

�1

jrj
�1e�jz�sjjrjg.s/ds: (3-23)

However, we cannot use the formulation (3-23) to estimate the velocity potential and the Dirichlet–
Neumann operator because g.z/ actually depends on the velocity potential '.z/; see (3-17).

To get around this issue, we observe that there exists a fixed-point-type structure inside g.z/. Recall
(3-17), (3-5), and (3-6). Note that

g D @z

�
2hC h2� .zC 1/2jrhj2

.1C h/2
@z'C

2.zC 1/rh � r'

1C h

�
�
2rh � r'

1C h
C
.zC 1/�h

1C h
@z';

and

.zC 1/�h

1C h
@z' Dr �

�
.zC 1/rh@z'

1C h

�
C
.zC 1/jrhj2@z'

.1C h/2
� @z

�
.zC 1/rh � r'

1C h

�
C
rh � r'

1C h
:

Hence, we can decompose the nonlinearity g.z/ into three parts:

g.z/D @zg1.z/Cg2.z/Cr �g3.z/; (3-24)

where

g1.z/D
2hC h2� .zC 1/2jrhj2

.1C h/2
@z'C

.zC 1/rh � r'

1C h
; g1.�1/D 0; (3-25)

g2.z/D
.zC 1/jrhj2@z'

.1C h/2
�
rh � r'

1C h
; g3.z/D

.zC 1/rh@z'

1C h
: (3-26)



ON THE 3-DIMENSIONAL WATER WAVES SYSTEM ABOVE A FLAT BOTTOM 905

To simplify the notation, we define

Qh1 WD
2hC h2

.1C h/2
; Qh2 WD

jrhj2

.1C h/2
; Qh3 WD

rh

1C h
: (3-27)

As a result, we have

g1.z/D Qh1@z' � .zC 1/
2 Qh2@z'C .zC 1/ Qh3 � r'; (3-28)

g2.z/D .zC 1/ Qh2@z' � Qh3 � r'; g3.z/D .zC 1/ Qh3@z': (3-29)

Note that g1.z/, g2.z/, and g3.z/ are all linear with respect to rx;z'.z/.
After decomposing g.s/ in (3-23) into three parts, @sg1, g2 and r �g3, we integrate by parts in s to

move the derivative @s in front of @sg1. As a result, we have

'.z/D

�
e�.zC1/jrjCe.zC1/jrj

e�jrjCejrj

�
 

C
1

2
jrj
�1 e
�zjrj�ezjrj

e�jrjCejrj

Z 0

�1

�
e.s�1/jrj.g2Cr�g3�jrjg1/�e

�.sC1/jrj.g2Cr�g3Cjrjg1/
�
ds

C
1

2

Z 0

�1

jrj
�1e.zCs/jrjŒg2Cr�g3�jrjg1�ds

�
1

2

Z 0

�1

jrj
�1e�jz�sjjrjŒg2Cr�g3�sign.z�s/jrjg1�ds: (3-30)

Now, we know that the nonlinearity in (3-30) is linear with respect to rx;z'.
To see the fixed-point-type structure of rx;z', we take the derivative rx;z on both sides of (3-30). As

a result, we derive a fixed-point-type formulation for rx;z':

rx;z'D

"�
e�.zC1/jrjCe.zC1/jrj

e�jrjCejrj

�
r ;

e.zC1/jrj�e�.zC1/jrj

e�jrjCejrj
jrj 

#

C
1

2

"
r

jrj

e�zjrj�ezjrj

e�jrjCejrj

Z 0

�1

�
e.s�1/jrj.g2Cr�g3�jrjg1/�e

�.sC1/jrj.g2Cr�g3Cjrjg1/
�
ds;

�
ezjrjCe�zjrj

e�jrjCejrj

Z 0

�1

�
e.s�1/jrj.g2Cr�g3�jrjg1/�e

�.sC1/jrj.g2Cr�g3Cjrjg1/
�
ds

#

C
1

2

"Z 0

�1

r

jrj
e.zCs/jrjŒg2Cr�g3�jrjg1�ds�

Z 0

�1

r

jrj
e�jz�sjjrjŒg2Cr�g3�sign.z�s/jrjg1�ds;

Z 0

�1

e.zCs/jrjŒg2Cr�g3�jrjg1�ds�

Z 0

�1

e�jz�sjjrjŒsign.s�z/.g2Cr�g3/Cjrjg1�ds

#
CŒ0;g1.z/�: (3-31)
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To simplify the notation, we define operators

K1.z;s/ WD
1

2

�
r

jrj

e�zjrj�ezjrj

e�jrjCejrj
e.s�1/jrjC

r

jrj
e.zCs/jrj;�

ezjrjCe�zjrj

e�jrjCejrj
e.s�1/jrjCe.zCs/jrj

�
; (3-32)

K2.z;s/ WD
1

2

�
r

jrj

e�zjrj�ezjrj

e�jrjCejrj
e�.sC1/jrj;�

ezjrjCe�zjrj

e�jrjCejrj
e�.sC1/jrj

�
; (3-33)

K3.z;s/ WD
1

2

�
r

jrj
e�jz�sjjrj; e�jz�sjjrj sign.s�z/

�
: (3-34)

With the above operators, we can rewrite (3-31) as

rx;z' D

"�
e�.zC1/jrjC e.zC1/jrj

e�jrjC ejrj

�
r ;

e.zC1/jrj� e�.zC1/jrj

e�jrjC ejrj
jrj 

#
C Œ0; g1.z/�

C

Z 0

�1

ŒK1.z; s/�K2.z; s/�K3.z; s/�.g2.s/Cr �g3.s// ds

C

Z 0

�1

K3.z; s/jrj sign.z� s/g1.s/� jrjŒK1.z; s/CK2.z; s/�g1.s/ ds: (3-35)

To make sure that we can conclude the fixed-point-type argument, we need to estimate the operators
Ki .z; s/ so that the issue of losing derivatives does not exist. More precisely, the following lemma holds.

Lemma 3.2. For k; 
 � 0, we have the estimates

3X
iD1





Z 0

�1

Ki .z;s/rg.s/ds






L1z Hk

C





Z 0

�1

Ki .z;s/g.s/ds






L1z Hk

. kg.z/kL1z Hk ; (3-36)

3X
iD1





Z 0

�1

Ki .z;s/rg.s/ds






L1z zW 


C





Z 0

�1

ŒK1.z;s/�K2.z;s/�K3.z;s/�g.s/ds






L1z zW 


. kg.z/k
L1z zW 
 :

(3-37)

Proof. We first prove the desired estimate (3-36). Recall (3-32), (3-33), and (3-34). From Lemma 2.2, we
have

sup
z;s2Œ�1;0�



F�1�F�ŒK1.z;s/�K2.z;s/�K3.z;s/�Œ0; .1�sign.s�z//=2��
�
.�/ k1.�/

�


L1
. 2k1;�; (3-38)

sup
z;s2Œ�1;0�

3X
iD1



F�1�F�Ki .z;s/�.�/ k1.�/�

L1 . 1: (3-39)

We will use above estimates for the case when k1 < 0. However, when k1 � 0, we cannot use the
estimate (3-39) directly to estimate the left-hand side of (3-36); otherwise we lose one derivative. An
important observation is that the integration with respect to s actually compensates for the loss.

For any fixed k� 0, k 2Z, we have the following formulation in terms of the kernel:Z 0

�1

Ki .z; s/rPkŒg.s/� ds D

Z 0

�1

Z
R2
Ki Ik.z; s; y/g.s; x�y/ dy ds; (3-40)
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where
Ki Ik.z; s; y/D

Z
R2
eiy��F.K1.z; s//.�/ k.�/� d�: (3-41)

After integration by parts in � many times, we have the pointwise estimate

jKi Ik.z; s; y/j. 23k.1C 2kjyjC 2kjz� sj/�10 (3-42)

for i 2 f1; 2; 3g, which further implies that the kernel Ki Ik.z; s; y/ belongs to L1s;y for fixed z. Therefore,
from (3-39) and (3-42), we have the estimateˇ̌
the left-hand side of (3-36)

ˇ̌2
.
X
k1�0

kPk1 Œg.z/�k
2
L1z L2

C

3X
iD1

X
k1�0

22kk1kKi Ik1.z; s/k
2
L1s;y
kPk1 Œg.z/�k

2
L1z L2

. kg.z/k2
L1z Hk ;

hence finishing the proof of (3-36). Very similarly, from (3-38), (3-39), and (3-42), our desired estimate
(3-37) follows in the same way. �

From (3-35) and estimates in Lemma 3.2, now it is clear that we can estimate rx;z' by using a
fixed-point-type argument.

However, if we do it naively, then the resulting estimate will not tell the difference between rx'
and @z'. To capture the fact that @z' actually has two derivatives at the low-frequency part, while rx'
only has one derivative, we decompose rx;z' as

rx;z' Dƒ1Œrx;z'�Cƒ�2Œrx;z'�: (3-43)

From (3-35), it is easy to see that ƒ1Œrx;z'� is given by

ƒ1Œrx;z'�D

"�
e�.zC1/jrjC e.zC1/jrj

e�jrjC ejrj

�
r ;

e.zC1/jrj� e�.zC1/jrj

e�jrjC ejrj
jrj 

#
: (3-44)

From (3-44), it is easy to see that ƒ1Œ@z'� has two derivatives at the low-frequency part. Now, the goal is
reduced to estimating ƒ�2Œrx;z'�, which is done again by a fixed-point-type argument.

Recall (3-35). To identify the fixed-point-type structure insideƒ�2Œrx;z'�, it is sufficient to reformulate
ƒ�2Œgi .z/�, i 2 f1; 2; 3g.

Recall (3-28) and (3-29). After using the decomposition (3-43) for rx;z' in gi .z/, i 2 f1; 2; 3g, we
have the decomposition of ƒ�2Œgi .z/�, i 2 f1; 2; 3g,

ƒ�2Œg1.z/�D Qh1ƒ�2Œ@z'�� .zC 1/
2 Qh2ƒ�2Œ@z'�C .zC 1/ Qh3 �ƒ�2Œr'�

C Qh1ƒ1Œ@z'�� .zC 1/
2 Qh2ƒ1Œ@z'�C .zC 1/ Qh3 �ƒ1Œr'�; (3-45)

ƒ�2Œg2.z/�D .zC 1/ Qh2ƒ�2Œ@z'�� Qh3 �ƒ�2Œr'�C .zC 1/ Qh2ƒ1Œ@z'�� Qh3 �ƒ1Œr'�; (3-46)

ƒ�2Œg3.z/�D .zC 1/ Qh3ƒ�2Œ@z'�C .zC 1/ Qh3ƒ1Œ@z'�: (3-47)

From (3-45), (3-46), and (3-47), now it is easy to see that there exists a fixed-point-type structure for
ƒ�2Œrx;z'� in ƒ�2Œgi .z/�, i 2 f1; 2; 3g. From the standard fixed-point-type argument and the estimates
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in Lemma 3.2, we obtain basic estimates for ƒ�2Œrx;z'�, which further give us more precise estimates
for rx;z' from (3-43).

More precisely, our main results in this subsection are summarized as follows,

Lemma 3.3. For 
 0; k0� 1, 0< ı� 1, ˛ 2 .0; 1�, if h 2 zW 
 0\Hk0 satisfies the smallness assumption

khk zW 
0 < ı; (3-48)

then the following L2-type estimate and L1-type estimate for the velocity potential ' hold:

krx;z'kL1z Hk . kr kHk CkhkHkC1kr k zW 0 ; (3-49)

krx'kL1z zW 
 . kr k zW 
 ; k@z'kL1z zW 
 . kr k yW 
;˛ Ckhk zW 
C1kr k zW 
 ; (3-50)

kƒ�2Œrx;z'�kL1z zW 
 . kr k zW 
khk zW 
C1 ; (3-51)

kƒ�2Œrx;z'�kL1z Hk . khk zW 1kjrj kHk Ckr k zW 0 khkHkC1 ; (3-52)

where k � k0� 1 and 1� 
 � 
 0� 1. In the above estimates, the range of z for the L1z norm is Œ�1; 0�.

Proof. We first estimate ƒ�2Œrx;z'�. Recall (3-35), (3-45), (3-46) and (3-47). From estimate (3-37) in
Lemma 3.2, we have

kƒ�2Œrx;z'�kL1z zW 
 . kƒ�2Œ.g1.z/; g2.z/; g3.z//�kL1z zW 


. khk zW 
C1kƒ�2Œrx;z'�kL1z zW 
 Ckhk zW 
C1kr k zW 
 :

Hence, by the smallness condition (3-48),

kƒ�2Œrx;z'�kL1z zW 
 . khk zW 
C1kr k zW 
 : (3-53)

Very similarly, from estimate (3-36) in Lemma 3.2, we have

kƒ�2Œrx;z'�kL1z Hk

. kƒ�2Œ.g1.z/;g2.z/;g3.z//�kL1z Hk

. khk zW 1kƒ�2Œrx;z'�kL1z HkCkhkHkC1kƒ�2Œrx;z'�kL1z zW 0CkhkHkC1kr k zW 0Ckr kHkkhk zW 1

. khk zW 1kƒ�2Œrx;z'�kL1z HkCkhkHkC1kr k zW 0.1Ckhk zW 1/Ckr kHkkhk zW 1 :

Again, by the smallness assumption (3-48), we conclude

kƒ�2Œrx;z'�kL1z Hk . khkHkC1kr k zW 0 Ckr kHkkhk zW 1 : (3-54)

From estimates (3-53) and (3-54) and the explicit formulas of ƒ1Œrx;z'� in (3-44), we have

krx;z'kL1Hk . kr kHk CkhkHkC1kr k zW 0 ; krx'kL1z zW 
 . kr k zW 
 ;

k@z'kL1z zW 
 . kƒ2 k zW 
 Ckhk zW 
C1kr k zW 
 . kr k yW 
;˛ Ckhk zW 
C1kr k zW 
 : �
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3D. The quadratic terms of the Dirichlet–Neumann operator. The content of this subsection is not
related to the proof of our main theorem. However, it is crucial to the study of the long-time behavior of
the water waves system in the flat-bottom setting.

Generally speaking, the main enemies of the global existence for a 2-dimensional dispersive equation
are the quadratic terms. The first step is to know exactly what the enemies are. Surprisingly, as a
byproduct of the fixed-point-type formulation (3-35), we can calculate explicitly the quadratic terms of
the Dirichlet–Neumann operator.

More precisely, the main result of this subsection is stated as follows:

Lemma 3.4. In terms of h and  , the quadratic terms of the Dirichlet–Neumann operator are

ƒ2ŒG.h/ �D�r � .hr /� jrj tanhjrj.hjrj tanhjrj /: (3-55)

Remark 3.5. Before we proceed to prove the above lemma, we compare the main difference between
the flat-bottom setting, which is less studied, and the infinite depth setting, which is recently well-studied.
In the infinite-depth setting, the quadratic terms of the Dirichlet–Neumann operator are

(infinite-depth setting) ƒ2ŒG.h/ �D�r � .hr /� jrj.hjrj /: (3-56)

If the frequency � of  is of size 1 and the frequency � � � of h is of size 0, from (3-55) and (3-56), it
is easy to check the size of the symbol of quadratic terms:

(flat-bottom setting) � � �� j�jj�j tanh j�j tanh j�j D
4j�j2

.ej�jC e�j�j/2
� 1;

(infinite-depth setting) � j�jj�jC � � �D 0:

That is to say, unlike the infinite-depth setting, we do not have the null structure at the low-frequency part
in the flat-bottom setting. As a result, we expect a much stronger nonlinear effect from the quadratic terms,
which makes the global regularity problem in the flat-bottom setting more delicate and more difficult than
the infinite-depth setting.

Proof of Lemma 3.4. Recall (3-14) and (3-44). We have

ƒ2ŒG.h/ �Dƒ2Œ@z'jzD0�� hjrj tanhjrj �rh � r : (3-57)

Hence, the problem is reduced to calculating explicitly the quadratic terms of @z'jzD0. Recalling (3-35),

ƒ2Œ@z'jzD0�D�
1

ejrjCe�jrj

Z 0

�1

Œe.s�1/jrj�e�.sC1/jrj�Œƒ2Œg2Cr�g3��ds

C
1

ejrjCe�jrj

Z 0

�1

Œe.s�1/jrjCe�.sC1/jrj�jrjŒƒ2Œg1��ds

C

Z 0

�1

esjrjƒ2Œg2Cr�g3�jrjg1�dsCƒ2Œg1.0/�

D

Z 0

�1

e.sC1/jrjCe�.sC1/jrj

ejrjCe�jrj
ƒ2Œg2Cr�g3�ds

�

Z 0

�1

e.sC1/jrj�e�.sC1/jrj

ejrjCe�jrj
jrjƒ2Œg1.s/�dsCƒ2Œg1.0/�: (3-58)
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From (3-25), (3-26), and (3-44), it is easy to derive the equalities

ƒ2Œg1.s/�D 2h
e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrj C .sC 1/rh � r

e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj
 ;

ƒ2Œg1.0/�D 2hjrj tanhjrj Crh � r ;

ƒ2Œg2.s/�D�rh � r
e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj
 ;

ƒ2Œg3.s/�D .sC 1/rh
e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrj :

(3-59)

After plugging in the above explicit formula of ƒ2Œgi .z/�, i 2 f1; 2; 3g, the goal is to calculate explicitly
the symbols of the two integrals in (3-58). Define

Q1.h;  / WD

Z 0

�1

e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj
ƒ2Œg2Cr �g3� ds DQ1;1.h;  /CQ1;2.h;  /; (3-60)

Q2.h;  / WD �

Z 0

�1

e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrjƒ2Œg1� ds DQ2;1.h;  /CQ2;2.h;  /; (3-61)

where

Q1;1.h;  /D

Z 0

�1

e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj

�
r � Œ.sC 1/rh

e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrj 

�
ds;

Q1;2.h;  /D

Z 0

�1

e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj

�
�rh � r

e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj
 

�
ds;

Q2;1.h;  /D�

Z 0

�1

e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrj

�
2h
e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrj 

�
ds;

Q2;2.h;  /D�

Z 0

�1

e.sC1/jrj� e�.sC1/jrj

ejrjC e�jrj
jrj

�
.sC 1/rh � r

e.sC1/jrjC e�.sC1/jrj

ejrjC e�jrj
 

�
ds:

The symbol qi;j .� � �; �/ of the bilinear operator Qi;j .h;  /, i; j 2 f1; 2g, is given by

q1;1.���;�/D
�� �.���/j�j

.ej�jCe�j�j/.ej�jCe�j�j/

Z 0

�1

.sC1/Œe.sC1/j�jCe�.sC1/j�j�Œe.sC1/j�j�e�.sC1/j�j�ds

D
�� �.���/j�j

.ej�jCe�j�j/.ej�jCe�j�j/

�
.j�jCj�j�1/ej�jCj�j�.�j�j�j�j�1/e�j�j�j�j

.j�jCj�j/2

C
.j�j�j�j�1/ej�j�j�j�.j�j�j�j�1/ej�j�j�j

.j�j�j�j/2

�
; (3-62)

q1;2.���;�/D
.���/��

.ej�jCe�j�j/.ej�jCe�j�j/

Z 0

�1

Œe.sC1/j�jCe�.sC1/j�j�Œe.sC1/j�jCe�.sC1/j�j�ds

D
.���/��

.ej�jCe�j�j/.ej�jCe�j�j/

�
ej�jCj�j�e�j�j�j�j

j�jCj�j
C
ej�j�j�j�ej�j�j�j

j�j�j�j

�
; (3-63)
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q2;1.���;�/D
�2j�jj�j

.ej�jCe�j�j/.ej�jCe�j�j/

Z 0

�1

Œe.sC1/j�j�e�.sC1/j�j�Œe.sC1/j�j�e�.sC1/j�j�ds

D
�2j�jj�j

.ej�jCe�j�j/.ej�jCe�j�j/

�
ej�jCj�j�e�j�j�j�j

j�jCj�j
�
ej�j�j�j�ej�j�j�j

j�j�j�j

�
; (3-64)

q2;2.���;�/D
j�j.���/��

.ej�jCe�j�j/.ej�jCe�j�j/

Z 0

�1

.sC1/Œe.sC1/j�j�e�.sC1/j�j�Œe.sC1/j�jCe�.sC1/j�j�ds

D
j�j.���/��

.ej�jCe�j�j/.ej�jCe�j�j/

�
.j�jCj�j�1/ej�jCj�j�.�j�j�j�j�1/e�j�j�j�j

.j�jCj�j/2

�
.j�j�j�j�1/ej�j�j�j�.j�j�j�j�1/ej�j�j�j

.j�j�j�j/2

�
: (3-65)

In the above computations, we have used the simple factZ 0

�1

.sC 1/e.sC1/a ds D
1C .a� 1/ea

a2
:

From (3-57)–(3-61), we have

ƒ2ŒG.h/ � WD zQ.h; /DQ1.h;  /CQ2.h;  /C hjrj tanhjrj :

Therefore, the symbol Qq.� � �; �/ of zQ.h; / is given by

Qq.� � �; �/D
X

i;jD1;2

qi;j .� � �; �/C
ej�j� e�j�j

ej�jC e�j�j
j�j:

Although the above formulae look complicated, actually there are cancellations inside. Note that

q1;2.� � �; �/C q2;1.� � �; �/C
ej�j� e�j�j

ej�jC e�j�j
j�j

D
� � �

.ej�jC e�j�j/.ej�jC e�j�j/

�
ej�jCj�j� e�j�j�j�j

j�jC j�j
C
ej�j�j�j� ej�j�j�j

j�j � j�j

�
�

j�jj�j

.ej�jC e�j�j/.ej�jC e�j�j/

�
Œej�jCj�j� e�j�j�j�j�

j�jC j�j
�
ej�j�j�j� ej�j�j�j

j�j � j�j

�
; (3-66)

q1;1.� � �; �/C q2;2.� � �; �/

D
.�j�jj�jC � � �/

.ej�jC e�j�j/.ej�jC e�j�j/

.j�jC j�j � 1/ej�jCj�j� .�j�j � j�j � 1/e�j�j�j�j

j�jC j�j

�
.�jj�jC � � �/

.ej�jC e�j�j/.ej�jC e�j�j/

.j�j � j�j � 1/ej�j�j�j� .j�j � j�j � 1/ej�j�j�j

j�j � j�j
: (3-67)

From (3-66) and (3-67), now it is easy to verify

Qq.� � �; �/D � � �� j�jj�j tanh j�j tanh j�j: (3-68)

Hence our desired equality (3-55) holds. �
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Lemma 3.6. For k1; k2; k 2 Z, the following estimate holds for the symbol of the quadratic terms for the
Dirichlet–Neumann operator:

k Qq.� � �; �/kS1
k;k1;k2

. 2kCk2: (3-69)

Proof. From (3-68) and the estimate in Lemma 2.2, it is straightforward to derive the above estimate. �

3E. A fixed-point-type formulation for ƒ�3Œrx;z'�. As in the previous subsection, the content of this
subsection is not related to the proof of the main theorem but is related to the future study of the long-time
behavior of the water waves system in different settings.

Although, intuitively speaking, the quadratic terms are the leading terms for the dispersive equation (1-8)
in 2 dimensions, we also have to control the cubic and higher-order remainder terms to see that their effects
are indeed small over time. In this subsection, our goal is to formulate ƒ�3Œrx;z'� into a fixed-point-type
formulation, which provides a good way to estimate the cubic and higher-order remainder terms.

Recall the fixed-point-type formulation of rx;z' in (3-35), we truncate it at the cubic-and-higher level
and get

ƒ�3Œrx;z'�D Œ0;ƒ�3Œg1.z/��C
Z 0

�1

ŒK1.z;s/�K2.z;s/�K3.z;s/�
�
ƒ�3Œg2.s/�Cr�ƒ�3Œg3.s/�

�
ds

C

Z 0

�1

K3.z;s/jrjsign.z�s/ƒ�3Œg1.s/��jrjŒK1.z;s/CK2.z;s/�ƒ�3Œg1.s/�ds: (3-70)

Recall (3-28) and (3-29). Similar to the decomposition we did in (3-45)–(3-47), we can separate
ƒ�3Œgi .z/�, i 2 f1; 2; 3g, into two parts: (i) one of them contains ƒ�3Œrx;z'�, which involves the
fixed-point structure; (ii) the other part does not depend on ƒ�3Œrx;z'�, and hence can be estimated
directly.

More precisely, we decompose ƒ�3Œgi .z/�, i 2 f1; 2; 3g, as follows:

ƒ�3Œg1.z/�D Qh1ƒ�3Œ@z'��.zC1/
2 Qh2ƒ�3Œ@z'�C.zC1/ Qh3�ƒ�3Œr'�

C

X
iD1;2

ƒ�3�i Œ Qh1�ƒi Œ@z'��.zC1/
2ƒ�3�i Œ Qh2�ƒi Œ@z'�C.zC1/ƒ�3�i Œ Qh3��ƒi Œr'�; (3-71)

ƒ�3Œg2.z/�D .zC1/ Qh2ƒ�3Œ@z'�� Qh3�ƒ�3Œr'�

C

X
iD1;2

.zC1/ƒ�3�i Œ Qh2�ƒi Œ@z'��ƒ�3�i Œ Qh3��ƒi Œr'�; (3-72)

ƒ�3Œg3.z/�D .zC1/ Qh3ƒ�3Œ@z'�C
X
iD1;2

.zC1/ƒ�3�i Œ Qh3�ƒi Œ@z'�: (3-73)

From (3-27), it is easy to verify that

ƒ�2Œ Qh1�D h
2
� .2hC h2/ Qh1; ƒ�2Œ Qh2�D Qh2; ƒ�2Œ Qh3�D�h Qh3: (3-74)

We can summarize the above decomposition in the following lemma.
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Lemma 3.7. We have

ƒ�3Œrx;z'.z/�D

3X
iD1

C iz.h;  ;
Qhi /C h zC

i
z.h;  ;

Qhi /CT
i
z .
Qhi ; ƒ�3Œrx;z'�/;

where C iz and zC iz are some trilinear operators and T iz is some bilinear operator. Assume that the
corresponding symbols are ciz. � ; � ; � /, Qc

i
z. � ; � ; � /, and t iz. � ; � / respectively. Then we have the estimates

sup
z2Œ�1;0�

3X
iD1

kciz.�1; �2; �3/kS1k;k1;k2;k3
CkQcz.�1; �2; �3/kS1

k;k1;k2;k3

. 23maxfk1;k2;k3gC; (3-75)

sup
z2Œ�1;0�

3X
iD1

kt iz.�1; �2/kS1k;k1;k2
. 23maxfk1;k2gC: (3-76)

Proof. The proof is straightforward. From Lemma 2.2, our desired estimates (3-75) and (3-76) can be
derived by checking the symbol of each term inside the equations (3-70), (3-71), (3-72) and (3-73). Note
that there are at most three derivatives in total. �

4. Paralinearization and symmetrization of the system

Since the gravity waves system (1-7) is quasilinear and lacks symmetric structures inside, we cannot use
this system directly to do the energy estimate because of the difficulty of losing one derivative.

To identify the hidden symmetries inside the gravity waves system (1-7) and get around the issue of
losing derivatives, we use the method of paralinearization and symmetrization which was introduced and
studied in [Alazard and Métivier 2009; Alazard, Burq and Zuily 2011; 2014a; 2014b]. Interested readers
may refer to those works for more details. Here, we only briefly discuss this method to help readers
understand how this method works and get a sense of what they will read about in this section.

For a fully nonlinear term, it is very hard to tell which part actually loses derivatives and which part
does not lose derivatives, which is clearly very important to get around the issue of losing derivatives.
With the help of the paralinearization process, we can identify the part that actually loses derivatives,
which is the real issue. In Section 4A, we will do the paralinearization process for the nonlinearity of the
equation satisfied by the height h, which is the Dirichlet–Neumann operator. In Section 4B, we will do
the paralinearization process for the nonlinearity of the equation satisfied by the velocity potential  .

Knowing which part loses derivatives is certainly very helpful, but it does not imply that we can get
around the issue of losing derivatives because the original system lacks good symmetric structures. With
the help of the symmetrization process, in Section 4C, we identify good substitution variables so that the
system of equations satisfied by the good substitution variables has the requisite symmetries. Moreover,
the good substitution variables have size of energy comparable to that of the original variables. Therefore,
instead of doing the energy estimate for the original variables, we do an energy estimate for the good
substitution variables.

4A. Paralinearization of the Dirichlet–Neumann operator. In this subsection, our main goal is to iden-
tify which part of the Dirichlet–Neumann operator actually loses derivatives by using the paralinearization
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method. In the meantime, we also pay attention to the low-frequency part for the purpose of proving our
new energy estimate (1-12).

More precisely, the goal of this subsection is to prove the following proposition.

Proposition 4.1. Let k�6, ˛2 .0; 1�. Assume that .h;ƒ / 2Hk and h satisfies the smallness condition
(3-48). Then we have

G.h/ DT�. �TBh/�TV �rhCF.h/ Dƒ
2. �TBh/CT��j�j. �TBh/�TV �rhC zF .h/ ; (4-1)

where

� WD

q
.1Cjrhj2/j�j2� .rh � �/2; (4-2)

B
abbr
D B.h/ D

G.h/ Crh � r 

1Cjrhj2
; V

abbr
D V.h/ Dr �Brh: (4-3)

The good remainder terms F.h/ and zF .h/ do not lose derivatives and satisfy the estimate

kƒ�2ŒF .h/ �kHkCk zF .h/ kHk .k
�
k.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

��
khkHkCkr kHk�1

�
: (4-4)

Remark 4.2. We remark that, unlike the infinite-depth setting, the good remainder term F.h/ in (4-1)
actually contains a linear term, which is Œtanh.jrj/� 1�jrj 2H1.

For simplicity, we define the following equivalence relation. For two well-defined nonlinearities A
and B , which are nonlinear with respect to h and  , we say

AÐB () A�B is a good error term in the sense of (4-5);

kgood error termkHk.k
�
k.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

��
khkHkCkr kHk�1

�
; ˛2.0;1�; k�0: (4-5)

Recall (3-15). Note that, essentially speaking, the only fully nonlinear term inside the Dirichlet–
Neumann operator G.h/ is @wˆjwD0. So the task is reduced to identifying which part of @wˆ actually
loses a derivative.

To this end, we will show that there exists a pseudodifferential operator A.x; �/ such that @wˆ�
TA.ˆ� T@wˆh/ actually does not lose derivatives, where ˆ� T@wˆh is the so-called good unknown
variable. This step is very nontrivial and technical. Unfortunately, to the best of our knowledge, there
is no physical intuitive explanation available. It relies heavily on the study of good structures for the
Laplace equation (3-11). We do this step in detail in the following subsubsection.

4A1. Paralinearization of the Laplace equation (3-11). Recall due to (3-11) and the fact that g0. � ; w/D 0
when w 2

�
�
1
4
; 0
�
, we have

Œ�xC a
0@2w C b

0
� r@w C c

0@w �ˆD 0;

a0 D 1Cjrhj2 Ð 1C 2Trh � rh; b0 D�2rh; c0 D��h:
(4-6)

We remark that w is also restricted inside
�
�
1
4
; 0
�

in the rest of this paper.
Before proceeding to the paralinearization process for (4-6), we need some necessary estimates of ˆ.

Essentially speaking, under a certain smallness condition, the size of ˆ is comparable to '. Note that we
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already have necessary estimates of '; see Lemma 3.3. More precisely, from the definition of ˆ (see
Section 3B) and estimates of ' in Lemma 3.3, the following lemma holds.

Lemma 4.3. Under the smallness estimate (3-1), we have the following estimates for k � 1; 
 � 3:

sup
w2Œ�1=4;0�

krx;wˆkHk . kr kHkCkhkHkC1kr k zW 1 ; (4-7)

sup
w2Œ�1=4;0�

krxˆk zW 
 . kr k zW 
 ; sup
w2Œ�1=4;0�

k@wˆk zW 
 . kr k yW 
;˛Ckhk zW 
C1kr k zW 
 ; (4-8)

sup
w2Œ�1=4;0�

kƒ�2Œrx;wˆ�kL2 .
�
k.h;ƒ /k yW 2;˛Ck.h;ƒ /k

2
yW 2

��
khkH1Ckr kL2

�
: (4-9)

Proof. This is postponed to the end of this subsection for the purpose of improving the presentation. �

After paralinearizing (4-6), we have

PˆC 2T@2wˆTrh � rh� 2Tr@wˆ � rh�T@wˆ�hÐ 0; (4-10)

where

P WD Œ�CTa0@
2
w CTb0 � r@w CTc0@w �: (4-11)

To see why the equivalence relation (4-10) holds, we mention that we can always put rh in L1 and put
@wˆ and @2wˆ in L2.

Define W WD ˆ � T@wˆh. As in [Alazard, Burq and Zuily 2011], we claim that PW Ð 0 when
w 2

�
�
1
4
; 0
�
. After using (2-7) and the composition in Lemma 2.6, the following equivalence relations

hold:

PW Ð 0 () P ŒT@wˆh�C 2T@2wˆTrh � rh� 2Tr@wˆ � rh�T@wˆ�hÐ 0 (4-12)

()
�
Ta0T@3wˆhCTb

0 � rT@2wˆhCTc
0T@2wˆhC 2Tr@wˆ � rh

�
C
�
2T@2wˆTrh � rh� 2Tr@wˆ � rh

�
Ð 0 (4-13)

()
�
Tb0 �T@2wˆrhC 2Tr@wˆ � rh

�
C
�
2T@2wˆTrh � rh� 2Tr@wˆ � rh

�
Ð 0 (4-14)

() TŒb0@2wˆC2@2wˆrh� � rhÐ 0 (4-15)

() 0Ð 0; as b0 D�2rh: (4-16)

Obviously, (4-16) holds. Hence, we can reverse the directions of all arrows back to conclude PW Ð 0.
Although tedious, it is not difficult to verify that all Ð equivalence relations hold in all the above

equations. As a typical example, we give a detailed proof of (4-13) here. To prove (4-13), it is sufficient
to estimate T�@wˆh. From the estimate (4-8) in Lemma 4.3, we have

sup
w2Œ�1=4;0�

kT�@wˆhkHk . sup
w2Œ�1=4;0�

khkHkk@wˆk zW 2 . Œkƒ k yW 4;˛ Ck.h;ƒ /k
2
yW 4
�khkHk :

Hence, the equivalence relation (4-13) holds. All other equivalence relations can be obtained very
similarly.
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The next step is to decompose the equation PW Ð 0 into a forward evolution equation and a backward
evolution equation. As a result, from Lemma 4.6, we can show that @wW �TAW actually does not lose
derivatives. Note that @wW �TAW � @wˆ�TA.ˆ�T@wˆh/. Hence, our desired result is obtained.

More precisely, we have the following lemma.

Lemma 4.4. There exist two symbols aD a.x; �/ and A.x; �/ with

aD a.1/C a.0/; AD A.1/CA.0/;

where

a.1/.x; �/D
1

1Cjrhj2
.irh � � �

p
.1Cjrhj2/j�j2� .rh � �/2/;

A.1/.x; �/D
1

1Cjrhj2
.irh � �C

p
.1Cjrhj2/j�j2� .rh � �/2/;

a.0/.x; �/D
1

A.1/� a.1/

�
i@�a

.1/
� @xA

.1/
�
�h a.1/

1Cjrhj2

�
;

A.0/.x; �/D
1

a.1/�A.1/

�
i@�a

.1/
� @xA

.1/
�
�h A.1/

1Cjrhj2

�
;

(4-17)

such that

P D Ta0.@w �Ta/.@w �TA/CR0CR1@w ; a0.aCA/D ib0 � �C c0; (4-18)

a0
h
a.1/A.1/C

1

i
@�a

.1/
� @xA

.1/
C a.1/A.0/C a.0/A.1/

i
D a0.a ]A/D�j�j2; (4-19)

where

R0 D Ta0TaTA��; R1 D�Ta0TaCACTb0 � r CTc0 : (4-20)

Moreover, the following estimate holds for good error operators R0 and R1:

kR0f kHk CkR1f kHkC1 . krhk zW 3kf kHk : (4-21)

Proof. Most parts of above lemma are cited directly from [Alazard, Burq and Zuily 2011, Lemma 3.18].
Given the a priori decomposition (4-18), from (4-11), we can calculate explicitly the formulae of R0
and R1, which are given in (4-20). Note that as a0 doesn’t depend on � , from (4-18)–(4-20), we have the
identities

R1 D�Ta0TaCACTa0.aCA/ D�Ta0TaCACT.a0].aCA//;

R0 D Ta0 ŒTaTA�Ta]A�CTa0Ta]A�Ta0.a]A/ D Ta0 ŒTaTA�Ta]A�CT.a0�1/Ta]A�T.a0�1/].a]A/:

From explicit formulations of a0, a and A, we can see that a0;a0�12�02 .R
2/ a;A;aCA2�12 .R

2/ and
a ]A 2 �22 .R

2/. The following estimates on their symbolic bounds hold:

M 2
2 .a ]A/CM

0
2 .a
0/. 1; M 1

2 .a/CM
1
2 .A/CM

1
2 .aCA/. krhk zW 3 ; M 0

2 .a
0
� 1/. krhk2

zW 3
:
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From estimate (2-8) in Lemma 2.6, we have

kR1f kHkC1 .M 0
2 .a
0/M 1

2 .aCA/kf kHk . krhk zW 3kf kHk ;

kR0f kHk .
�
M 0
2 .a
0/M 1

2 .a/M
1
2 .A/CM

0
2 .a
0
� 1/M 2

2 .a ]A/
�
kf kHk . krhk2zW 3

kf kHk :

Hence finishing the proof of (4-21). �

In the following lemma, we prove that @wW �TAW doesn’t lose a derivative.

Lemma 4.5. Let A.x; �/ be as defined in Lemma 4.4. For k � 1, we have the estimate

ƒ�2Œ.@wW �TAW /�jwD0

Hk .k
�
k.h;ƒ /k yW 4;˛ Ck.h;ƒ /k

2
yW 4

��
khkHk Ckr kHk�1

�
: (4-22)

Proof. Recalling the decomposition of the operator P in (4-18) and the fact that PW Ð 0, we have

Ta0.@w �Ta/.@w �TA/W Ð �R0W �R1@wW;

which further gives us
.@w �Ta/.@w �TA/W Ð Qg;

where

Qg D Ta0�1 Œ�R0W �R1@wW �C ŒI �Ta0�1Ta0 �.@w �Ta/.@w �TA/W;

D Ta0�1 Œ�R0W �R1@wW �C
�
I �T1CT.a0�1/.a0�1�1/�T.a0�1/T.a0�1�1/

�
.@w �Ta/.@w �TA/W:

From the estimate (4-21) in Lemma 4.4, and the fact that T.a0�1/.a0�1�1/�T.a0�1/T.a0�1�1/ is of order�2,
we have

sup
w2Œ�1=4;0�

kƒ�2Œ Qg.w/�kHk . krhk zW 3

�
kP�1=2ŒW �kHk Ck@wW kHk�1

�
.
�
k.h;ƒ /k yW 4;˛ Ck.h;ƒ /k

2
yW 4

��
khkHk Ckr kHk�1

�
:

Note that Œ@2w C��ƒ1ŒW.w/�D Œ@
2
w C��ƒ1Œˆ.w/�D 0 when w 2

�
�
1
4
; 0
�
; see (4-6). It is easy to see

that we have the equivalence relation

.@w �Ta/ƒ�2Œ.@w �TA/W �Cƒ�2
�
.@w �Ta/ƒ1Œ.@w �TA/W �

�
Ðƒ�2Œ Qg�: (4-23)

Note that

ƒ1Œ@wˆ�Dƒ1Œ@z'.w=.1C h//�D
e.wC1/jrj� e�.wC1/jrj

e�jrjC ejrj
jrj ;

ƒ1Œˆ�Dƒ1Œ'.w=.1C h//�D
e�.wC1/jrjC e.wC1/jrj

e�jrjC ejrj
 :

It is easy to verify that

ƒ1Œ.@w �TA/W �Dƒ1Œ@wˆ�Tj�jˆ� 2H
1;

ƒ�2�.@w �Ta/ƒ1Œ.@w �TA/W ��

Hk . krhk zW 3kr kHk�1 :

Therefore, from (4-23), we have

.@w �Ta/ƒ�2Œ.@w �TA/W �Ðƒ�2Œ Qg�:
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We reformulate the above equation as

.@w CT�a/ƒ�2Œ.@w �TA/W �Dƒ�2Œ Qg�C Og;

where
Og D error term from Ð equivalence relation:

Recalling the precise formula of a in Lemma 4.4, we know that �a satisfies the assumption in Lemma 4.6.
We can first choose a series of constants f�igkiD1 such that �iC1D 4�i and �k ��15 and then keep iterating
the estimate (4-25). As a result, we have the estimate

ƒ�2Œ.@w �TA/W jwD0�

Hk

.k sup
w2Œ�1=5;0�

�
kƒ�2Œ.@w �TA/W.w; � /�kL2 Ck Qg.w/kHk�1C� Ck Og.w/kHk�1C�

�
.k

�
k.h;ƒ /k yW 4;˛ Ck.h;ƒ /k

2
yW 4

��
khkHk Ckr kHk�1

�
; (4-24)

which concludes the proof. �

Lemma 4.6. Let a 2 �12 .R
2/ and suppose it satisfies the assumption ReŒa.x; �/�� cj�j for some positive

constant c. If u solves the equation

.@w CTa/u.w; � /D g.w; � /;

then we know that the following estimate holds for any fixed and sufficiently small constant � , and
arbitrarily small constant � > 0:

sup
w2Œ�;0�

ku.w/kHk .M 1
2 .a/

1Cj� j

j� j

�
sup

z2Œ4�;0�

ku.w/kHk�2.1��/ C sup
z2Œ4�;0�

kg.z/kH��.1��/

�
: (4-25)

Proof. A detailed proof can be found in [Alazard and Delort 2015] by combining Lemma 2.2.7 and the
proof of Lemma 2.2.8. �

4A2. Paralinearization of the Dirichlet–Neumann operator. In this subsubsection, we use the result we
obtained in the last subsubsection, which is the fact that @wW �TAW doesn’t lose derivatives, to identify
which part of the Dirichlet–Neumann operator loses derivatives.

Recall (3-15). For the reader’s convenience, we rewrite it as

G.h/ D
�
.1Cjrhj2/@wˆ�rh � rˆ

�ˇ̌
wD0

:

Define
V WD rˆ� @wˆrh; V

ˇ̌
wD0
D V:

Now we let w be inside the range
�
�
1
4
; 0
�

instead of being restricted to the boundary. By using (2-7)
and Lemma 2.6, we have the paralinearization result

.1Cjrhj2/@wˆ�rh �rˆÐ T1Cjrhj2@wˆC2T@wˆTrh �rh�Trh �rˆ�Trˆ �rh

Ð T1Cjrhj2@wˆCT2rh@wˆ�rˆ �rh�Trh �rˆ
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D T1Cjrhj2@w.W CT@wˆh/CT2rh@wˆ�rˆ �rh�Trh �r.W CT@wˆh/

Ð T1Cjrhj2@wW CT2rh@wˆ�rˆ �rh�Trh �rW �Trh@wˆ �rh

D T1Cjrhj2@wW �Trh �rW �TV �rh

D T1Cjrhj2 Œ@wW �TAW �C ŒT1Cjrhj2TA�Trh �r�W �TV �rh

D T�W �TV �rhCT1Cjrhj2 Œ@wW �TAW �CR2W; (4-26)
where

R2 WD ŒT1Cjrhj2TA�T.1Cjrhj2/A.1/ �;

and where � is given in (4-2). In (4-26), we used the identity

�D .1Cjrhj2/A.1/� i� �rh;

where A.1/ is given in (4-17). Note that

R2 D T.1Cjrhj2/TA.0/C
�
T.1Cjrhj2/TA.1/�T.1Cjrhj2/A.1/

�
D Ta0TA0C

�
T.a0�1/TA.1/�T.a0�1/]A.1/

�
:

Now, it is easy to see that R2 is an operator of order 0 with an upper bound given by krhk zW 3 . Hence,
we have the estimate

kR2W jwD0kHk D


R2ŒP�1=2ŒW �jwD0�

Hk

. krhk zW 3



P�1=2Œ �TB.h/ h�

Hk

.
�
k.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

��
khkHkCkr kHk�1

�
: (4-27)

Combining (4-26), (4-27), and the estimate (4-22) in Lemma 4.5, it’s easy to see that Proposition 4.1
holds.

Now, we give the postponed proof of Lemma 4.3.

Proof of Lemma 4.3. For fixed w 2
�
�
1
4
; 0
�
, it’s easy to see ˆ.w/D '.w=.1Ch.x/// and that we have

the identity

rx;wˆDrx;z'.w=.1Ch//C

�
�wrh@z'.w=.1Ch//

.1Ch/2
;
�h@z'.w=.1Ch//

1Ch

�
: (4-28)

Therefore, we know that the leading term of rx;wˆ.w/ is rx;z'.w=.1C h//. Under the smallness
estimate (3-1), to estimate rx;wˆ, it is sufficient to estimate rx;z'.w=.1Ch//.

Recall that according to the fixed-point-type formulation of rx;z' in (3-35), we study the linear term
on the right-hand side of (3-35) first. Define

p˙.w; x; �/ WD ˙
e�.wC1/j�j.eh.x/wj�j=.1Ch.x//�1/

e�j�jCej�j
C
e.wC1/j�j.e�h.x/wj�j=.1Ch.x//�1/

e�j�jCej�j

D

X
n�1

1

nŠ

�
˙
e�.wC1/j�j

ej�jCe�j�j
.wj�j/n

�
h.x/

1Ch.x/

�n
C

ej�j

ej�jCe�j�j
ewj�j.wj�j/n

�
h.x/

1Ch.x/

�n�
D

X
n�1

1

nŠ

�
˙f 1n .w; �/gn.x/Cf

2
n .w; �/gn.x/

�
;
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where

f 1n .w; �/ WD
e�.wC1/j�j

ej�jCe�j�j
.wj�j/n; f 2n .w; �/ WD

ej�j

ej�jCe�j�j
ewj�j.wj�j/n; gn.x/ WD

�
h.x/

1Ch.x/

�n
:

It is easy to verify that

ƒ1Œrx'�.x; w=.1Ch.x///Dƒ1Œrx'�.x; w/CP1 .x;w/;

ƒ1Œ@z'�.x; w=.1Ch.x///Dƒ1Œ@z'�.x; w/CP2 .x;w/;

where

P1 .x;w/WD
1

4�2

Z
R2
eix�� O .�/i�pC.w;x;�/d�; P2 .x;w/WD

1

4�2

Z
R2
eix�� O .�/j�jp�.w;x;�/d�:

We will show that, under the smallness estimate (3-1), the size of ƒ1Œrx;z'�.x; w=.1Ch.x/// is
almost same as the size of ƒ1Œrx;z'�.x; w/. For k 2 Z, we define

p˙;k.w;x;�/ WD
1

4�2

Z
R2
eix��Fx.p/.w;�;�/ k.�/d�D

1

4�2

X
n�1

1

nŠ

�
˙f 1n .w;�/Cf

2
n .w;�/

�
PkŒgn�.x/;

P1;k .x;w/ WD

Z
R2
eix�� O .�/i�pC;k.w;x;�/d�;

P2;k .x;w/ WD

Z
R2
eix�� O .�/j�jp�;k.w;x;�/d�:

(4-29)

Since P2 can be treated in the same way as P1 , we only estimate P1 in detail here. We have the
decomposition

P1 D
X

k1;k22Z

P1;k1 k2 D IC II; ID
X
k2�k1

P1;k2 k1 ; IID
X
k1�k2

P1;k2 k1 :

From the bilinear estimate of L2�L1 type (2-3) in Lemma 2.1, it is easy to see that we have the following
estimates

kIkHk .
�X
k1

22k1C2kk1;CkPk1 k
2
L2

�X
n�1

1

nŠ
kP�k1gnkL1

�2�1
2

. kr kHkkhk zW 1 ;

kIIkH s .
X
n�1

1

nŠ

X
k2�k1

2k2Ckk1;CkPk1gnkL2kPk2 kL1 . khkH sC1kr k zW 1 ;

kIk zW 
 . khk zW 
kr k zW 
 ; kIIk zW 
 . khk zW 
kr k zW 
 :

Therefore 

ƒ1Œrx;z'��x;w=.1Ch.x//�

Hk . kr kHkCkhkHkC1kr k zW 1 ;

ƒ1Œrx'��x;w=.1Ch.x//�

 zW 
 . kr k zW 
 Ckhk zW 
kr k zW 
 . kr k zW 
 ;

ƒ1Œ@z'��x;w=.1Ch.x//�

 zW 
 . kƒ2 k zW 
 Ckhk zW 
kr k zW 
 :
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From the above estimates and (4-28), we conclude

kƒ1Œrxˆ�k zW 
 . kr k zW 
 ; kƒ1Œ@wˆ�k zW 
 . kƒ2 k zW 
 Ckhk zW 
kr k zW 
 ; (4-30)

kƒ1Œrx;wˆ�kHk .


ƒ1Œrx;z'��x;w=.1Ch/�

HkC



ƒ1Œrx;z'��x;w=.1Ch/�

 zW 0khkHkC1

. kr kHkCkhkHkC1kr k zW 1 : (4-31)

Following a similar procedure, we can handle the integral part in (3-35) in the same way. Similar to
what we did in the proof of Lemma 3.2, we use the size of the symbol directly when j�j � 1 and estimate
the associated kernel when j�j � 1. As a result, we have the estimates

all terms in the right-hand side of (3-35) except for the linear part

�
x;w=.1Ch.x//

�


Hk

.
3X
iD1

kgi .z; � /kL1z HkCkhkHkC1kgi .z; � /kL1z zW 0 . kr k zW 0khkHkC1Ckr kHkkhk zW 0

. kr k zW 0khkHkC1Ckr kHkkhk zW 0 : (4-32)

all terms in the right-hand side of (3-35) except for the linear part
�
x;w=.1Ch.x//

�


zW 


.
X

iD1;2;3

kgi .z; � /kL1z zW 
 . khk zW 
C1kr k zW 
 : (4-33)

From (4-28), (4-30)–(4-33), now it’s easy to see that estimates (4-7) and (4-8) hold.
Now, we proceed to prove (4-9). From (4-28) and the same procedure as above, we have the estimate

kƒ�2Œrx;wˆ�kL2 .


ƒ�2Œrx;z'��x;w=.1Ch.x//�

L2CkhkH1



@z'�x;w=.1Ch.x//�

 zW 0

. khkH1

�
kƒ k yW 2;˛Ckhk zW 1kr k zW 1

�
C

3X
iD1

kgikL1z L2 : (4-34)

Recall (3-25) and (3-26). Note that r' appears together with rh inside the quadratic terms of gi .z/,
i 2 f1; 2; 3g. When estimating the L1z L

2 norm of gi .z/, i 2 f1; 2; 3g, we always put r' in L2 and put
@z' in L1. As a result, the following estimate holds, i.e., our desired estimate (4-9) holds:

(4-34). khkH1kƒ k yW 2;˛C
�
k.h;ƒ /k yW 2;˛Ck.h;ƒ /k yW 2

�
.khkH1Ckr kL2/

.
�
k.h;ƒ /k yW 2;˛Ck.h;ƒ /k yW 2

�
.khkH1Ckr kL2/: �

4B. Paralinearization of the equation satisfied by the velocity potential. In this subsection, our main
goal is to do the paralinearization process for the nonlinearity of the equation satisfied by  in (1-7),
which shows which part of the nonlinearity actually loses derivatives.

More precisely, the main result of this subsection is stated in the following proposition,

Proposition 4.7. We have the paralinearization

1
2
jr j2�

.rh �r CG.h/ /2

2.1Cjrhj2/
Ð TV �rŒ �TB.h/ h��TBG.h/ (4-35)

for the nonlinearity of the equation satisfied by  .
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Proof. Recall that V Dr �rhB . From (2-7) and the composition Lemma 2.6, we have

1
2
jr j2�

.rh �r CG.h/ /2

2.1Cjrhj2/

D
1
2
jr j2� 1

2
.1Cjrhj2/B2

D
1
2
jV j2CV �rhBC 1

2
jrhj2B2� 1

2
.1Cjrhj2/B2 D 1

2
jV j2CV �rhB� 1

2
B2

Ð TV �V CTB.V �rh/CTV �rhB�TBB D TV �V CTV �rhB�TBG.h/ 

D TV �r �TV �.rhB/CTV �rhB�TBG.h/ 

Ð TV �r �TV TB �rh� ŒTV �Trh�TV �rh�B�TBG.h/ 

Ð TV � Œr �TB �rh��TBG.h/ Ð TV �rŒ �TB.h/ h��TBG.h/ : �

4C. Symmetrization of the full system. Based on the paralinearization results we obtained in previous
subsections, in this subsection, we will find out the good substitution variables by doing the symmetrization
process such that the resulting system has the requisite symmetric structures inside.

Define ! D  �TB.h/ h, which is the so-called good unknown variable. After combining the good
decomposition (4-1) in Proposition 4.1 and the good decomposition (4-35) in Proposition 4.7, we reduce
the system of equations satisfied by h and  to the system of equations satisfied by h and !,�

@thDƒ
2!CT��j�j!�TV �rhC zF .h/ ;

@t! D�Tah�TV �r!Cf
0;

(4-36)

where

a WD 1C@tBCV �rB;

which is the so-called Taylor coefficient, and f 0 is a good error term in the sense of estimate (4-5).
However, the system (4-36) cannot be used to do the energy estimate. When using the system (4-36)

to do the energy estimate, one might find that the termZ
R2
@Nx h@

N
x ŒT��j�j!�C@

N
xƒ!@

N
xƒŒ�Tah�; where N is the prescribed top derivative level, (4-37)

loses one derivative and cannot be simply treated.
To get around this difficulty, we will symmetrize the system (4-36) by following the same procedures

in [Alazard, Burq and Zuily 2014a]. Define

U1 WD hCT˛h; U2 WDƒŒ!CTˇ!�Ð ŒTp��j�j1=2!�Cƒ!; U WD U1C iU2; (4-38)

where

˛ WD
p
a�1; ! WD  �TB.h/ h; ˇ WD

p
�=j�j�1D

4
p
.1Cjrhj2/�.rh ��=j�j/2�1: (4-39)

Note that

ƒ1Œa�Dƒ1Œ@tƒ
2 �D�ƒ2h; ƒ1Œ@ta�D�ƒ

4 ; ƒ1Œ@t˛�D�
1
2
ƒ4 ; ƒ1Œ˛�D�

1
2
ƒ2h:
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We take the estimates of the Taylor coefficient in Lemma 4.8 for granted first. Then it is easy to see
that the following estimate and equivalence relations hold:

k.U1; U2/�.h;ƒ /kHk . k.h;ƒ /k zW 3k.h;ƒ /kHk ; (4-40)

@tU1 Ðƒ2!C ŒT��j�j!��TV �rhCT@t˛hCT˛Œ@th�

Ð Œƒ2�Tj�j�!CT�!�TV �rU1CTV �T˛rhCT˛
�
T�!�TV �rh

�
Ð Œƒ2�Tj�j�ƒ�1U2CT�pa!�TV �rU1 ÐƒU2C ŒTp�˛Tp�!��TV �rU1
ÐƒU2C ŒTp�˛U2��TV �rU1; (4-41)

@tU2 Ðƒ.1CTˇ /Œ�Tah�TV �r!�CƒT@tˇ! Ð �ƒU1� ŒTp�T˛U1��TV �rTp�!CT@tˇƒ!

Ð �ƒU1� ŒTp�˛U1��TV �rU2CT@tˇU2: (4-42)

Hence, the problematic terms in (4-37) become the terms (modulo good error terms)Z
R2
@Nx U1@

N
x ŒT
p
�˛
U2��@

N
x U2@

N
x ŒT
p
�˛
U1�; where N is the prescribed top derivative level. (4-43)

Therefore, we can move derivatives in (4-43) around so that these cubic terms do not lose derivatives.
See (5-5) for more details.

4D. Estimates of the Taylor coefficient. The main goal of this subsection is to obtain some basic esti-
mates for the Taylor coefficient, which are necessary for the energy estimate.

Lemma 4.8. Under the smallness estimate (3-1), for 
 � 3, 
1� 2 we have the estimates

ka�1kHk . krhkHkCk.h;r /kHkk.h;r /k zW 2 ;

ka�1k zW 
 . krhk zW 
 C
�
kr k zW 
C1Ckrhk zW 


�2
;

k@takHk . kr kHkC1Ck.h;r /k zW 3k.h;r /kHkC1 ;

k@tak zW 
1
. kƒ2 k zW 
1C1

Ck.rh;r /k2
zW 
1C1

:

Proof. Recall (4-3), (1-7), and

aD 1CV �rBC@tB; B D @z'=.1Ch/jzD0:

To estimate a and @ta, it is sufficient to estimate @z@t' and @z@2t '. From the fixed-point-type formulation
of rx;z' in (3-35), we can derive the equality

rx;z@t' D

"�
e�.zC1/jrjCe.zC1/jrj

e�jrjCejrj

�
r@t ;

e.zC1/jrj�e�.zC1/jrj

e�jrjCejrj
jrj@t 

#
CŒ0; @tg1.z/�C

C

Z 0

�1

ŒK1.z; s/�K2.z; s/�K3.z; s/�.@tg2.s/Cr�@tg3.s// ds

C

Z 0

�1

K3.z; s/jrj sign.z�s/@tg1.s/�jrjŒK1.z; s/CK2.z; s/�@tg1.s/ ds: (4-44)
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Following the same fixed-point-type argument that we used in the proof of Lemma 3.3, we can derive the
estimates

krx;z@t'kL1z zW 


. krhk zW 
 Ck@thk zW 
C1krx;z'kL1z zW 
 . krhk zW 
 C
�
kr k zW 
C1Ckrhk zW 


�2
; (4-45)

krx;z@t'kL1z Hk

. kr@t kHkCkhkHkC1krx;z@t'k zW 1Ck@thkHkC1krx;z'k zW 1Ck@thk zW 1krx;z'kL1z Hk

. krhkHkCk.h;r /kHkk.h;r /k zW 2 :

We can take another time derivative at both sides of (4-44) to derive a fixed-point-type formulation for
rx;z@

2
t '. Following a similar argument, we can derive the estimate

krx;z@
2
t 'kL1z zW 
 . k@2t k zW 
C1Ck@thk zW 
C1k@trx;z'kL1z zW 
 Ck@

2
t hk zW 
C1krx;z'kL1z zW 
 :

Recalling the system of equations satisfied by h and  in (1-7), we have

@2t hD @tG.h/ D @t Œ.1Cjrhj
2/B�rh �r �;

@2t D�@thCr �r@t C.1Cjrhj
2/B@tBCrh �r@thB

2:

Hence,

k@2t k zW 
C1 . kƒ2 k zW 
C1C
�
krhk zW 
C1Ckr k zW 
C1

�2
:

Combining the above estimate, (4-45) and (3-50) in Lemma 3.3, we have

krx;z@
2
t 'kL1z zW 
 . kƒ2 k zW 
C1C

�
krhk zW 
C1Ckr k zW 
C1

�2
:

Following the same argument, we derive the L2-type estimate of @2t ',

krx;z@
2
t 'kL1z Hk . k@2t kHkC1Ck@thkHkC1krx;z@t'kL1z zW 1Ck@thk zW 1krx;z@t'kL1z Hk

Ck@2t hkHkkrx;z'kL1z zW 1Ck@
2
t hk zW 1krx;z'kL1z Hk

CkhkHkC1k@2trx;z'kL1z zW 1Ckhk zW 1krx;z@
2
t 'kL1z Hk ;

which further gives us the estimate

krx;z@
2
t 'kL1z Hk . kƒ2 kHkC1Ckrhk zW 2kƒ

2 kHkC1Ckr k zW 2khkHkC1

. kr kHkC1Ck.h;r /k zW 3k.h;r /kHkC1 :

Therefore, our desired estimates of the Taylor coefficient hold. �

5. Energy estimate

The goal in this section is to prove our main result, Theorem 1.1. Since the energy of .U1; U2/ is
comparable with the energy of .h;ƒ /, see(4-40), it is sufficient to estimate the energy of .U1; U2/. Let
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N0 be the prescribed top regularity level. From (4-41) and (4-42), we know that the system of equations
satisfied by .U1; U2/ is given by�

@tU1�ƒU2 D Tp�˛U2�TV �rU1CR1;
@tU2CƒU1 D�Tp�˛U1�TV �rU2CR2:

(5-1)

The precise formulations of good remainder terms R1 and R2 are not so important in the energy estimate.
From (4-41) and (4-42), we know that they are good error terms, i.e.,

kR1kHN0CkR2kHN0 .N0
�
k.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

�
k.�;ƒ /kHN0 : (5-2)

Define the energy of U1 and U2 as

EN0.t/ WD
1

2

�
kU1kL2CkU2kL2C

X
kCjDN0
0�k;j2Z

k@k1@
j
2U1k

2
L2
Ck@k1@

j
2U2k

2
L2

�
: (5-3)

From (5-1), we haveˇ̌̌̌
d

dt
EN0.t/

ˇ̌̌̌
. k.U1; U2/kHN0k.R1;R2/kHN0

C

X
kCjDN0
0�k;j2Z

ˇ̌̌̌Z
R2

�
@k1@

j
2U1@

k
1@
j
2 Œ�TV �rU1�C@

k
1@
j
2U2@

k
1@
j
2 Œ�TV �rU2�

�
dx

ˇ̌̌̌

C

ˇ̌̌̌Z
R2
@k1@

j
2U1@

k
1@
j
2.ŒT
p
�˛
U2�/�@

k
1@
j
2U2@

k
1@
j
2.ŒT
p
�˛
U1�/

ˇ̌̌̌
.N0

�
krV k zW 1Ck.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

�
k.U1; U2/k

2
HN0
CEN0

.N0
�
k.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

�
k.U1; U2/k

2
HN0
CEN0 ; (5-4)

where

EN0 D
X

kCjDN0
0�k;j2Z

ˇ̌̌̌Z
R2

�
@k1@

j
2U1T

p
�˛
@k1@

j
2U2�@

k
1@
j
2U2T

p
�˛
@k1@

j
2U1

�ˇ̌̌̌

D

X
kCjDN0
0�k;j2Z

ˇ̌̌̌Z
R2

�
@k1@

j
2U1

�
Tp

�˛
�.Tp

�˛
/�
�
@k1@

j
2U2

�ˇ̌̌̌
: (5-5)

Recall that
p
�˛ 2M

1=2
1 is a symbol of order 1

2
. Note that it is real. Hence, from Lemma 2.8, we know

that .
p
�˛/� is

p
�˛, and that the operator .Tp

�˛
/��Tp

�˛
is of order �1

2
. As a result, the estimate

EN0 .M
1=2
1 .
p
�˛/k.U1; U2/k

2
HN0
. krhk zW 2k.U1; U2/k

2
HN0

(5-6)

holds. Combining the above estimate with (5-4) and (4-40), we haveˇ̌̌̌
d

dt
EN0.t/

ˇ̌̌̌
.N0

�
k.h;ƒ /k yW 4;˛Ck.h;ƒ /k

2
yW 4

�
k.h;ƒ /k2

HN0
:



926 XUECHENG WANG

Appendix: Quadratic terms of the good remainders

In this section, we calculate explicitly the quadratic terms of the good reminder terms R1 and R2 to help
readers understand the fact that we can gain one derivative in the new energy estimate (1-12) for the
inputs of quadratic terms, which are put in the L1-type space. Recall (4-38) and (4-39). We have

ƒ1ŒB�Dƒ
2 ; ƒ1Œa�Dƒ1Œ@tB�D�ƒ

2h; ƒ1Œ˛�D�
1
2
ƒ2h; ƒ1Œˇ�D 0:

Recall (5-1). By using the above definitions, we can reduce the equations satisfied by U1 and U2 to the
equations (

@th�ƒ
2 D zQ1.h;  /Cƒ2ŒR1�.h;  /Ccubic and higher1;

@tƒ CƒhD zQ2.h;  /Cƒ2ŒR2�.h;  /Ccubic and higher2;
(5-7)

satisfied by h and  , where

zQ1.h;  /D�ƒ
2.Tƒ2 h/C

1
2
Tƒ2hƒ

2 C 1
2
Tƒ4 h�

1
2
.Tƒ2hjrj

1=2ƒ /�Tr �rh;

zQ2.h;  /Dƒ.Tƒ2 ƒ
2 �Tƒ2hh/Cƒ

�
1
2
Tƒ2hh

�
C
1
2
.Tƒ2hjrj

1=2h/�Tr �rƒ :

Recall (1-7) and (3-55) in Lemma 3.4. We have

ƒ2ŒR1�.h;  /Dƒ2ŒG.h/ �� zQ1.h;  /

D�r �.Thr /�r �R.h;r /�T�2 h�ƒ
2.Thƒ

2 /

�ƒ2R.h;ƒ2 /C 1
2
Tƒ2hƒ.ƒ�jrj

1=2/ � 1
2
Tƒ4 h; (5-8)

ƒ2ŒR2�.h;  /Dƒ
�
�
1
2
jr j2C 1

2
jƒ2 j2

�
� zQ2.h;  /

Dƒ.�Tr �r /CTr �rƒ 

C
1
2

�
�ƒ.Tƒ2hh/CTƒ2hjrj

1=2h
�
�
1
2
ƒR.r ;r /C 1

2
ƒR.ƒ2 ;ƒ2 /: (5-9)

Note that

ƒ�jrj1=2 D jrj1=2.
p

tanhjrj�1/D
�2e�jrjjrj1=2

.
p

tanhjrjC1/.ejrjCe�jrj/
: (5-10)

Now, it is easy to see that ƒ2ŒR2�.h;  / and ƒ2ŒR2�.h;  / do not lose derivatives. It remains to check
that we can gain one derivative in the L1-type space. By (5-8) and (5-9), it is sufficient to check the term

�r �
�
Thr 

�
�ƒ2.Thƒ

2 /: (5-11)

The corresponding symbol for the above quadratic terms is�
� ���j�jj�j tanh j�j tanh j�j

�
�.���; �/; j���j � j�j � j�j:

We decompose this symbol into two parts:

p1.���; �/D � ���j�jj�j D �
1
2
j���j2C 1

2
j�j2C 1

2
j�j2�j�jj�j D �1

2
j���j2C 1

2
.j�j�j�j/2;

p2.���; �/D j�jj�j.1� tanh j�j tanh j�j/:
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Now, it is clear that the first part of (5-11), which is determined by p1.���; �/, does not lose derivatives
and gains two derivatives for h. For the second part of (5-11), which is determined by p2.���; �/, we
can lower its regularity to L2. Hence, we can place  in L1 and h in L2. As a result, we always gain
one derivative for inputs of quadratic terms that are in L1.
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IMPROVING BECKNER’S BOUND VIA HERMITE FUNCTIONS

PAATA IVANISVILI AND ALEXANDER VOLBERG

We obtain an improvement of the Beckner inequality ‖ f ‖2
2−‖ f ‖2

p ≤ (2− p)‖∇ f ‖2
2 valid for p ∈ [1, 2]

and the Gaussian measure. Our improvement is essential for the intermediate case p ∈ (1, 2), and
moreover, we find the natural extension of the inequality for any real p.

1. Introduction

1.1. The history of the problem. The Poincaré inequality [Nash 1958] for the standard Gaussian measure

dγn =
e−|x |

2/2
√
(2π)n

dx

states that ∫
Rn

f 2 dγn −

(∫
Rn

f dγn

)2

≤

∫
Rn
|∇ f |2 dγn (1)

for any smooth bounded function f : Rn
→ R. Later William Beckner [1989] generalized (1) for any real

power p, 1≤ p≤ 2, as follows:∫
Rn

f p dγn −

(∫
Rn

f dγn

)p

≤
p(p− 1)

2

∫
Rn

f p−2
|∇ f |2 dγn (2)

for any smooth bounded f : Rn
→ (0,∞). We caution the reader that in [Beckner 1989], inequality (2)

was formulated in a slightly different but equivalent form (see Theorem 1, inequality (3) in that paper). It
should be also mentioned that in the case p = 2, inequality (2) does coincide with (1) for all f ≥ 0 but
it does not imply the Poincaré inequality for the functions taking the negative values, especially when∫

Rn f dγn = 0. If p→ 1+ then (2) provides us with log-Sobolev inequality (see [Beckner 1989]). In
general, the constant p(p− 1)/2 is sharp in the right-hand side of (2), as can be seen for n = 1 on the
test functions f (x)= eεx by sending ε→ 0.

Later Beckner’s inequality (2) was studied by many mathematicians for different measures, in different
settings and for different spaces as well. We refer the reader to [Arnold et al. 2007; Da Pelo et al. 2016;

Volberg is partially supported by the NSF grant DMS-1600065 and by the Hausdorff Institute for Mathematics, Bonn, Germany.
This paper is also based upon work supported by the National Science Foundation under Grant No. DMS-1440140 while the
authors were in residence at the Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2017 semester.
MSC2010: primary 42B37, 52A40, 35K55, 42C05, 60G15; secondary 33C15, 46G12.
Keywords: Poincaré inequality, log-Sobolev inequality, Sobolev inequality, Beckner inequality, Gaussian measure, log-concave

measures, semigroups, Hermite polynomials, Hermite differential equation, confluent hypergeometric functions, Turán’s
inequality, error term in Jensen’s inequality, phi-entropy, phi-Sobolev, F-Sobolev, phi-divergence, information theory,
backwards heat, Monge–Amperè with drift, exterior differential systems.
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Barthe et al. 2006; 2007; Barthe and Roberto 2003; Bobkov and Tetali 2003; Bobkov and Götze 1999;
Boucheron et al. 2005; Chafaï 2004; Wang 2005; Latała and Oleszkiewicz 2000; Kolesnikov 2007].

An analysis done in [Ivanisvili and Volberg 2015c] indicates that the right-hand side of (2) can be
improved. In the present paper we address this issue: what is the precise estimate of the difference
given in the left-hand side of (2), and can the requirement p ∈ [1, 2] be avoided by slightly changing the
right-hand side of (2)?

We give complete answers to these questions. For example, if p = 3
2 we will obtain an improvement in

Beckner’s inequality (2):∫
Rn

f 3/2 dγn −

(∫
Rn

f dγn

)3/2

≤

∫
Rn

(
f 3/2
−

1
√

2
(2 f −

√
f 2
+ |∇ f |2)

√
f +

√
f 2
+ |∇ f |2

)
dγn. (3)

The left-hand side of (3) coincides with the left-hand side of (2) for p = 3
2 , but the right-hand side of (3)

is strictly smaller than the right-hand side in (2). Indeed, notice that we have the pointwise inequality

x3/2
−

1
√

2
(2x −

√
x2
+ y2)

√
x +

√
x2
+ y2
≤

3
8 x−1/2 y2 for all x, y ≥ 0, (4)

which follows from the homogeneity, i.e., take x = 1, and the rest is a direct computation which follows
by introducing a new variable

u :=
√

1+
√

1+ y2.

As one can see, the improvement of Beckner’s inequality (2) is essential. Indeed, if y→∞ then the
right-hand side of (4) increases as y2 whereas the left-hand side of (4) increases as y3/2. Also notice that
if x→ 0 then the difference of both sides of (4) tends to infinity. The only place where the quantities in
(4) are comparable is when y/x→ 0.

1.2. Main results. Let k be a real parameter. Let Hk(x) be the Hermite function which satisfies the
Hermite differential equation

H ′′k − x H ′k + k Hk = 0, x ∈ R, (5)

and which grows relatively slowly, that is, Hk(x)= xk
+ o(xk) as x→+∞. If k is a nonnegative integer

then Hk is the probabilists’ Hermite polynomial of degree k with the leading coefficient 1; for example,
H0(x)= 1, H1(x)= x , H2(x)= x2

− 1, etc. In general, for arbitrary k ∈ R one should think that Hk

is the analytic extension of the Hermite polynomials in k (existence and many other properties will be
mentioned in Section 2).

For k ∈ R, let Rk be the rightmost zero of Hk(x) (see Lemma 7). If k ≤ 0 then we set Rk = −∞.
Define Fk(x) as

Fk

(∣∣∣∣H ′k(q)
Hk(q)

∣∣∣∣)= Hk+1(q)

H 1+1/k
k (q)

for q ∈ (Rk,∞). (6)

We will see in the next section that Fk ∈ C2([0,∞)) is well defined and Fk(0) = 1. Moreover, if
k >−1 then Fk will be a decreasing concave function, and if k <−1 then Fk will be an increasing convex
function.
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One may observe that

F1(y)= 1− y2, F2(y)=
1
√

2
(2−

√
1+ y2)

√
1+

√
1+ y2.

If k = 0 then definition (6) should be understood in the limiting sense as

Fexp(H−1(q))= q exp
(
α−

∫ q

1
H−1(s) ds

)
for all q ∈ R, (7)

where

α =

∫
∞

1

(
H−1(s)−

1
s

)
ds ≈−0.266 . . . . (8)

Theorem 1. For any p ∈ R \ [0, 1] and any smooth bounded f ≥ 0 with
∫

Rn f p dγn <∞ we have∫
Rn

f p F1/(p−1)

(
|∇ f |

f

)
dγn ≤

(∫
Rn

f dγn

)p

. (9)

The inequality is reversed if p ∈ (0, 1).

Proposition 2. We have

1−
p(p− 1)

2
t2
≤ F1/(p−1)(t) for all t ≥ 0, p ∈ (1, 2]. (10)

It remains to notice that estimate (10) applied to (9) immediately gives (2).
The improvement will be essential when t→∞. For example, it will become clear in the next section

that as t→∞ we have

F1/(p−1)(t)∼−t p(H ′1/(p−1)(R1/(p−1))
)1−p for p > 1. (11)

Another immediate application of Theorem 1 is the following corollary.

Corollary 3. For any p ∈ (1, 2] and any smooth bounded f ≥ 0 we have∫
Rn

f p dγn −

(∫
Rn

f dγn

)p

≤
(
H ′1/(p−1)(R1/(p−1))

)1−p
∫

Rn
|∇ f |p dγn. (12)

Estimate (12) will follow by showing that, for any y ≥ 0, the map

x→ x p
− x p F1/(1−p)

(
y
x

)
(13)

is decreasing for x > 0, and the limit x→ 0 gives (12) by (11).

Appearance of the roots of Hermite functions in (12) seems quite unexpected, especially when these
estimates are obtained on the Hamming cube. For example, in [Ivanisvili and Volberg 2016] we were
able to extend (12) to the Hamming cube but for a particular power p = 3

2 :

E f 3/2
− (E f )3/2 ≤ 1

√
2

E|∇ f |3/2, f : {−1, 1}n→ R+. (14)

We refer the reader to that paper for the notations, and we notice that the result announced there is a
counterpart of (9) for p = 3

2 on the Hamming cube, where the identity x3/2 F2(y/x) = <(x + iy)3/2
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was used. Next, let A ⊂ {−1, 1}n, and let wA(x) denote the number of edges containing x between
the set A and its complement. Clearly wA(x) lives on the boundary of the set A: wA(x) = 4|∇1A|

2.
If A has cardinality 2n−1 then the classical edge-isoperimetric inequality [Harper 1966] states that∑

x∈{−1,1}n wA(x)≥ 2n. On the other hand, taking f = 1A in (14) gives∑
x∈{−1,1}n

wA(x)3/4 ≥ (2−
√

2)2n,

which is a new edge-isoperimetric inequality and does not follow from the classical one.

Theorem 1 generates several inequalities. If p→ 1+ then (9) gives the log-Sobolev inequality. If
p = 2 then (9) provides us with the Poincaré inequality. If p→±∞ then we obtain a new Sobolev
inequality:

Corollary 4. For any smooth bounded f we have∫
Rn

exp( f ) Fexp(|∇ f |) dγn ≤ exp
(∫

Rn
f dγn

)
,

where Fexp is defined in (7).

Finally if p→ 0 we obtain a new “negative log-Sobolev” inequality:

Corollary 5. For any smooth bounded f ≥ 0 with
∫

Rn ln f dγn >−∞ we have∫
Rn
− ln f dγn + ln

(∫
Rn

f dγn

)
≤

∫
Rn
−F− ln

(
|∇ f |

f

)
dγn,

where F− ln(t) is defined as

F− ln

(
H−2(x)
H−1(x)

)
=

∫ x

1
H−1(s) ds− c+ ln H−1(x), x ∈ R.

All these estimates extend to uniformly log-concave probability measures in the following sense (for
the proof see Section 3).

Corollary 6. Let dµ = e−U dx be a probability measure, where Hess U ≥ R · Id for some R > 0. For
any p ∈ R \ [0, 1] and any smooth bounded f ≥ 0 with

∫
Rn f p dµ <∞ we have∫

Rn
f p F1/(p−1)

(
|∇ f |

f
√

R

)
dµ≤

(∫
Rn

f dµ
)p

. (15)

The inequality is reversed if p ∈ (0, 1).

The limiting cases of (15) when p→±∞ and p→ 0 should be understood in the sense of functions
Fexp and F− ln as in Corollary 4 and Corollary 5.

To summarize, the current paper provides us with estimates of 8-entropy (see [Chafaï 2004])

Ent8γn
( f ) :=

∫
Rn
8( f ) dγn −8

(∫
Rn

f dγn

)
for the following examples:
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• 8(x)= x p for p ∈ R \ [0, 1] using Theorem 1.

• 8(x)=−x p for p ∈ (0, 1) using Theorem 1.

• 8(x)= ex using Corollary 4, or by taking p→±∞ in Theorem 1.

• 8(x)=− ln x using Corollary 5, or by taking p→ 0 in Theorem 1.

• 8(x)= x ln x by taking p→ 1 in Theorem 1.

2. The proof of the theorem

The proof of the theorem amounts to checking that the real-valued function

M(x, y)= x p Fk

(
y
x

)
, k =

1
1− p

, (16)

defined on [ε,∞)× [0,∞) for any ε > 0, obeys a necessary smoothness condition, has a boundary
condition M(x, 0)= x p and satisfies the partial differential inequality(

Mxx +My/y Mxy

Mxy Myy

)
≤ 0, (17)

with reversed inequality in (17) if p ∈ (0, 1). Then by Theorem 1 in [Ivanisvili and Volberg 2015c] we
obtain that∫

Rn
f p Fk

(
|∇ f |

f

)
dγn =

∫
Rn

M( f, |∇ f |) dγn ≤ M
(∫

Rn
f dγn, 0

)
=

(∫
Rn

f dγn

)p

for any smooth bounded f ≥ ε, which is the statement of the theorem we want to prove (except we need
to justify the passage to the limit ε→ 0 and this will be done later). Notice that the inequality is reversed
if p ∈ (0, 1); indeed, in this case we should work with −M(x, y) instead of M(x, y).

Next we will need some tools regarding the Hermite functions Hk .

2.1. Properties of Hermite functions. Hk can be defined (see [Hayman and Ortiz 1975]) by

Hk(x)=−
2−k/2 sin(πk) 0(k+ 1)

2π

∞∑
n=0

0((n− k)/2)
n!

(−x
√

2)n, (18)

or in terms of the confluent hypergeometric functions (see [Durand 1975]) by

Hk(x)=

√
2k

π

[
cos
(
πk
2

)
0

(
k+1

2

)
1F1

(
−

k
2
,

1
2
;

x2

2

)
+t
√

2sin
(
πk
2

)
0

(
k
2
+1
)

1F1

(
1−k

2
,

3
2
;

x2

2

)]
. (19)

If k is a nonnegative integer then one should understand (18) and (19) in the limiting sense. Notice the
recurrence properties

H ′k(x)= k Hk−1(x), (20)

Hk+1(x)= x Hk(x)− H ′k(x). (21)

These properties follow from (18) and the fact that 0(z+ 1)= z0(z).
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We also notice that
Hk(x) := ex2/4 Dk(x), (22)

where Dk(x) is the parabolic cylinder function; i.e., it is the solution of the equation

D′′k +
(

k+
1
2
−

x2

4

)
Dk = 0.

Since Hk(x) is an entire function in x and k (see [Temme 2015] for the parabolic cylinder function),
sometimes it will be convenient to write H(x, k) instead of Hk(x). The precise asymptotic for x→+∞,
x > 0 and any k ∈ R is given by

Hk(x)∼ xk
·

∞∑
n=0

(−1)n
(−k)2n

n!(2x2)n
. (23)

Here (a)n = 1 if n = 0, and (a)n = a(a+ 1) · · · (a+ n− 1) if n > 0. When x→−∞ we have

Hk(x)∼ |x |k cos(kπ)
∞∑

n=0

(−1)n
(−k)2n

n!(2x2)n
+

√
2π

0(−k)
|x |−k−1ex2/2

∞∑
n=0

(1+ k)2n

n!(2x2)n
. (24)

We refer the reader to [Temme 2015; Olver et al. 2010]. For instance, for (23) we can use the asymptotic
formula (12.9.1) in [Olver et al. 2010] for the parabolic cylinder function. To verify (24) we can express
Hk(−x) as a linear combination of two parabolic cylinder functions but with argument x instead of −x ,
see (12.2.15) in [Olver et al. 2010], and then we can use (12.9.1) and (12.9.2) in the same paper.

Next we will need the result of Elbert and Muldoon [1999] which describes the behavior of the real
zeros of Hk(x) for any real k.

Lemma 7. For k ≤ 0, the function Hk(x) has no real zeros, and it is positive on the real axis. For
n< k≤ n+ 1, n= 0,1, . . . , the function Hk(x) has n+ 1 real zeros. Each zero is increasing function of k
on its interval of definition.

The proof of the lemma is Theorem 3.1 in [Elbert and Muldoon 1999]. It is explained in the paper that
as k passes through each nonnegative integer n a new leftmost zero appears at −∞, while the rightmost
zero passes through the largest zero of Hk(x). They also include more precise information about the
asymptotic behavior of the zeros as k→∞.

Further we will need Turán’s inequality for Hk for any real k.

Lemma 8. We have Turán’s inequality:

H 2
k (x)− Hk−1(x)Hk+1(x) > 0 for all k ∈ R, x ≥ Lk, (25)

where Lk denotes the leftmost zero of Hk . If k ≤ 0 then Lk =−∞.

The lemma is known as Turán’s inequality when k is a nonnegative integer. Unfortunately we could
not find the reference in the case when k is different from a positive integer; therefore we decided to
include the proof of the lemma.

The following is borrowed from [Madhava Rao and Thiruvenkatachar 1949].
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Proof. Take f (x)= e−x2/2
(
H 2

k (x)− Hk−1(x)Hk+1(x)
)
. Asymptotic formulas (23) and (24) imply that

lim
x→+∞

f (x)= 0 for all k ∈ R,

f (x)∼
√

2π |x |> 0 for x→−∞, k = 0,

f (x)∼
2πex2/2

0(−k)0(−k+ 1)
|x |−2k−2 for x→−∞, k /∈ {0} ∪N.

(26)

On the other hand, notice that by (20) and (21) we have

f ′(x)=−e−x2/2 Hk Hk−1. (27)

If k ≤ 0 then by Lemma 7 we have f ′ < 0, and because of the conditions f (−∞)=+∞ and f (∞)= 0
we obtain that f > 0 on R. To verify the statement for k > 0 we notice that

f ′′(x)= e−x2/2(H 2
k − k H 2

k−1). (28)

Now we notice that if Hk(c) = 0 then Hk−1(c) 6= 0. Indeed, assume to the contrary that Hk−1(c) = 0.
Then by (20) we have H ′k(c)= 0 and by (5) we obtain H ′′k (c)= 0, and again taking derivatives in (20) we
obtain that Hk−2(c)= 0. Repeating this process we obtain that Hk−N (c)= 0 for any large integer N > 0.
But this contradicts Lemma 7.

Thus by (27) and (28) we obtain that c is a local minimum of f if and only if Hk−1(c) = 0. Then
f (c)= e−x2/2 H 2

k (c) > 0. Finally we obtain that f : [Lk,∞)→R is positive on its local minimum points,
f (∞)= 0 and f (Lk) > 0 (because Hk−1 and Hk+1 have opposite signs at zeros of Hk by (21)). Therefore
f > 0 on [Lk,∞)→ R and the lemma is proved. �

Remark 9. If k ∈ N then Hk is the probabilists’ Hermite polynomial of degree k, so f (x) will be even
and inequality (25) will hold for all x ∈ R, which confirms the classical Turán’s inequality. However, if
k > 0 but k /∈ N then (25) fails when x→−∞; see (26).

Finally the next corollary together with Lemma 7 implies that∣∣∣∣H ′k
Hk

∣∣∣∣= sign(k)
H ′k(q)
Hk(q)

is positive and decreasing for q ∈ (Rk,∞) and k ∈ R \ {0}.

Corollary 10. For any x ≥ Lk and any k ∈ R \ {0} we have

sign[(H ′k)
2
− Hk H ′′k ] = sign(k).

Proof. The proof follows from Lemma 8 and the identity

k(H 2
k − Hk−1 Hk+1)= (H ′k)

2
− Hk H ′′k (29)

by (5), (20) and (21). �
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2.2. Checking the partial differential inequality. Let p= 1+1/k. Further we assume k 6= 0,−1. Define
F = Fk as in the Introduction:

F(t)=
Hk+1(q)

H 1+1/k
k (q)

, where
∣∣∣∣H ′k(q)

Hk(q)

∣∣∣∣= t, q ∈ (Rk,∞), t ∈ (0,∞). (30)

Notice that by Corollary 10, the function∣∣∣∣H ′k(q)
Hk(q)

∣∣∣∣= sign(k)
H ′k(q)
Hk(q)

is positive decreasing in q for q ∈ (Rk,∞); moreover, by (23) and (20) we have H ′k(q)/Hk(q) ∼ k/q
when q→+∞. From the same asymptotic formulas it follows that when t→ 0+ we have

F(t)= 1−
p(p− 1)

2
t2
+ O(t4).

Therefore F is a well-defined function and F ∈ C2([0,∞)).
Take a positive ε > 0 and define M(x, y) as in (16):

M(x, y) := x p F
(

y
x

)
for y ≥ 0, x > ε > 0. (31)

Clearly M(x,
√

y) ∈ C2([ε,∞)×[0,∞)). By Theorem 1 in [Ivanisvili and Volberg 2015c] we have the
inequality ∫

Rn
M( f, |∇ f |) dγn ≤ M

(∫
Rn

f dγn, 0
)

(32)

for all smooth bounded f ≥ ε if (17) holds. In terms of F (see (31)) condition (17) takes the form

t FF ′′p(p−1)+ F ′F ′′− t (p−1)2(F ′)2 ≥ 0, i.e., the determinant of (17) is nonnegative, (33)

F ′′(t+ t3)+ F ′(2t2
+1−2pt2)+ Fp(p−1)t ≤ 0, i.e., the trace of (17) is nonpositive, (34)

where t = y/x is the argument of F. In fact we will show that we have equality in (33) instead of
inequality; therefore the sign of (17) will depend on the sign of the trace in (34). We will see that
inequality (34) will be reversed for p ∈ (0, 1).

From (30), (29), (20) and (21) we obtain

F ′(t)=−
k+ 1
|k|

1

H 1/k
k

, (35)

F ′′(t)=
F ′

|k|
Hk Hk−1

H 2
k − Hk+1 Hk−1

, (36)

F(t)=−
|k|

k+ 1
Hk+1

Hk
F ′. (37)
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If we plug (36) and (37) into (33) we obtain that the left-hand side of (33) is zero. If we plug (36) and
(37) into (34) we obtain

left-hand side of (34)=
[
(k H 2

k−1− H 2
k + Hk−1 Hk+1)

2
+ H 2

k−1 H 2
k

H 2
k (H

2
k − Hk+1 Hk−1)

]
F ′.

Thus the sign of left-hand side of (34) coincides with the sign of F ′, which coincides with sign(−(k+1)).
The condition p ∈ R \ [0, 1] implies that k > −1 and therefore (17) holds. The condition p ∈ (0, 1)
implies that k <−1 and therefore the inequality in (17) is reversed.

Thus we have obtained (32) for smooth bounded functions f ≥ ε. Next we claim that for an arbitrary
smooth bounded f ≥ 0 with

∫
Rn f p dγn <∞, we can apply the inequality to fε := f + ε and send ε to 0

in (9). Indeed, it follows from (6) and (23) that as t→∞ we have

F(t)∼


−t1+1/k(H ′k(Rk))

−1/k for k > 0,

sign(−1− k)
(

et2/2
√

2π
t |0(−1− k)|

)−1/k

|1+ k|1+1/k for k < 0, k 6= −1.
(38)

Thus for p > 1, that is, k > 0, the claim about the limit follows from the estimate |F(t)| ≤ C1+C2t p

together with the Lebesgue dominated convergence theorem.
If p < 0, that is, k ∈ (−1, 0), we rewrite (9) in a standard way as∫

Rn
f p
ε dγn −

(∫
Rn

fε dγn

)p

≤

∫
Rn

f p
ε

(
1− F

(
|∇ f |

fε

))
dγn. (39)

Since f is bounded, f ≥ 0 and
∫

Rn f p dγn <∞, there is no issue with the left-hand side of (39) when
ε→ 0. For the right-hand side of (39) we notice that the function x p(1− F(y/x)) is nonnegative and
decreasing in x . Then the claim follows from the monotone convergence theorem. The nonnegativity
follows from the observation that F(0)= 1 and F ′< 0 (see (35) where we have k>−1). The monotonicity
follows from (6), (35), (20) and the straightforward computations

∂

∂x
(x p(1− F(y/x)))= x p−1(p− pF(t)+ t F ′(t))= x p−1 p

[
1−

q

H 1/k
k (q)

]
, (40)

where

|k|
Hk−1(q)
Hk(q)

= t =
y
x

and q ∈ (Rk,∞). The last expression in (40) is negative because

1≥ F(t)=
Hk+1

H 1+1/k
k

=
q Hk − k Hk−1

H 1+1/k
k

>
q

H 1/k
k

.

Finally if p ∈ (0, 1), that is, k <−1, we have the opposite inequality in (39). In this case the situation
is absolutely the same as for k ∈ (−1, 0) except now we should consider the function x p(F(y/x)− 1),
which is nonnegative and decreasing in x ; see (40). This finishes the proof of the theorem.

Now let us show Proposition 2. Since F(0)= 1, it is enough to show a stronger inequality, namely
F ′+ p(p− 1)t ≥ 0. From (35) and the fact that k > 1 since p ∈ (1, 2), we obtain that it is enough to
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show the inequality

−
p

H 1/k
k

+ p(p− 1)
H ′k
Hk
≥ 0 for all k ≥ 1, q ∈ (Rk,∞).

Using (20) and p = 1+ 1/k we notice that the inequality can be rewritten as 1≥ Hk(q)/H k/(k−1)
k−1 (q) for

all q ∈ (Rk,∞). To verify the last inequality recall that F(0)= 1 and F ′(t) < 0. Therefore F(t)≤ 1. We
also recall the definition of F(t); see (30). It follows that 1≥ F = Hk+1/H 1+1/k

k for all k > 0. The last
inequality is the same as

1≥
Hk(q)

H k/(k−1)
k−1 (q)

for all q ∈ (Rk,∞), k > 1. (41)

This finishes the proof of Proposition 2.
To verify Corollary 3 we only need to prove the monotonicity of the map (13) for p ∈ (1, 2], that is,

k ≥ 1, and the rest will follow from (38). If k = 1 there is nothing to prove; therefore we assume k > 1.
By (40) it is enough to show that L(q) := H 1/k

k (q)− q ≤ 0 for q ∈ (Rk,∞). The growth condition (24)
on Hk implies that limq→∞ L(q)= 0. If L ′(q)≥ 0 then we are done. Using (20) we notice that L ′(q)≥ 0
is equivalent to (41), which was already proved.

2.3. Proof of Corollaries 4 and 5. Notice that as y→ 0 we have

Fexp(y)= 1−
y2

2
+ O(y4) and F− ln(y)=−

y2

2
+ O(y4).

One can check that

Mexp(x, y) := ex Fexp(y), Mexp(x, 0)= ex, Mexp(x,
√

y) ∈ C2(R×R+),

M− ln(x, y) := − ln(x)+ F− ln

(
y
x

)
, M− ln(x, 0)=− ln x, x > 0,

and M− ln(x,
√

y) ∈ C2([ε,∞)×R+) for any ε > 0. By straightforward computations we notice that if
we set ψ(q)= α−

∫ q
1 H−1(s) ds then using the identity 1= q H−1(q)+ H−2(q) we obtain

Fexp(H−1)= qeψ, F ′exp(H−1)=−eψ and F ′′exp(H−1)=−
H−1

H−2
.

Similarly we compute that

F ′
− ln

(
H−2

H−1

)
=−H−1 and F ′′

− ln

(
H−2

H−1

)
=−

H−2 H 2
−1

H 2
−1− H−2

.

Next one notices that Mexp and M− ln satisfy (17) (in fact the determinant of (17) is zero). Then by
Theorem 1 in [Ivanisvili and Volberg 2015c] we obtain the corollaries. The passage to the limit for
M− ln(x, y) when ε → 0 follows from the monotone convergence theorem. Indeed, we notice that
−F− ln(y/x)≥ 0 is decreasing in x . We apply Corollary 5 to fε = f + ε and send ε→ 0.
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2.3.1. How we guessed the functions Mexp and M− ln. One may ask how to find the functions Mexp and
M− ln. To find Mexp we should apply (9) to functions f = eg/p, where g is some fixed function. Then (9)
takes the form ∫

Rn
eg F1/(p−1)

(
|∇g|

p

)
dγn ≤

(∫
Rn

eg/p dγn

)p

. (42)

Now we take p→∞. The right-hand side of (42) tends to exp(
∫

Rn g dγn). For the left-hand side of (42)
we should compute the limit

Fexp(t) := lim
p→∞

F1/(p−1)

(
t
p

)
= lim

p→∞
F1/(p−1)

(
t

p− 1

)
= lim

k→0+
Fk(tk).

In fact all equalities can be justified by direct calculations using the fact that Hk(x) = H(x, k) is the
entire function of x and k; see [Temme 2015] for the parabolic cylinder function and formula (22).

It is clear that Fexp(0)= 1. Next if we take k→ 0+ in (6) we obtain

lim
k→0+

Fk

(∣∣∣∣H ′k
Hk

∣∣∣∣)= lim
k→0+

Fk

(
k

Hk−1

Hk

)
= lim

k→0+
Fk

(
k

H−1

H0

)
= Fexp(H−1).

On the other hand, for the right-hand side of (6) we have

lim
k→0+

Hk+1(q)

H 1+1/k
k

= q lim
k→0+

H−1/k
k .

Here we have used H0(q) = 1 and H1(q) = q. Thus it remains to find limk→0+ H−1/k
k . If we take the

derivative in k of (20) we obtain Hxk(x, k) = H(x, k − 1)+ k Hk(x, k) (here subindices denote partial
derivatives). Now taking k = 0 we obtain Hxk(x, 0)= H(x,−1). Thus Hk(x, 0) is an antiderivative of
H(x,−1)= H−1. So

lim
k→0+

H−1/k
k = lim

k→0+
exp

(
−

1
k

ln
(
1+ k Hk(x, 0)+ o(k)

))
= exp

(
−

∫
H−1(s) ds

)
.

Finally we obtain

Fexp(H−1(q))= q exp
(

C −
∫ q

1
H−1

)
. (43)

In order to satisfy the condition Fexp(0)= 1, the constant c must be chosen as C =
∫
∞

1 (H−1−1/s) ds;
indeed send q→∞ in (43). This gives Corollary 4. It is worth mentioning that we have also obtained

Hk(x, 0)=
∫ x

1
H−1(s) ds−α;

see (8).
To find M− ln, let F(x, k) := Fk(x). Let Fk(x, k) denote the partial derivative in k of F(x, k). If we

send p→ 0, p< 0 in (9) and compare the terms of order p we obtain∫
Rn

(
ln f − Fk

(
|∇ f |

f
,−1

))
dγn ≥ ln

(∫
Rn

f dγn

)
.
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It remains to find the function Fk(x,−1). Let us equate terms of order (k+ 1) as k→−1, k<−1 in

F
(
|Hx(x, k)|

H(x, k)
, k
)
=

H(x, k+ 1)
H(x, k)1+1/k .

Straightforward computation shows that

Fk

(
H−2(x)
H−1(x)

,−1
)
= Hk(x, 0)+ ln H−1(x)=

∫ x

1
H−1(s) ds−α+ ln H−1(x),

where

α =

∫
∞

1

(
H−1(s)−

1
s

)
ds.

3. Concluding remarks

The reader may wonder how we guessed the choice (16). Of course it was not a random guess. Function
(16) is the best possible in the sense that the determinant of (17) is identically zero:

Myy

(
Mxx +

My

y

)
−M2

xy = 0,

M(x, 0)= x p for x ≥ 0.
(44)

Initially this was the way we started looking for M(x, y) as the solution of the Monge–Ampère equation
with a drift (44). By a proper change of variables, the equation reduces to the backwards heat equation
(see [Ivanisvili and Volberg 2015c] for more details where the connection with the theory of exterior
differential systems of R. Bryant et al. [1991] was exploited)

uxx + ut = 0, (45)

u(x, 0)= Cx p/(p−1) for x ≥ 0. (46)

One can notice that the Hermite polynomials do satisfy (45) and (46) when p/(p − 1) is a positive
integer. In general, one should invoke Hermite functions and this is the reason for the appearance of these
functions in our theorem.

Another possibility is to assume that M(x, y) should be homogeneous of degree p, which forces M to
have the form (31) for some F. Next setting h = F/F ′ and further by a subtle change of variables, one
obtains Hermite differential equation (5).

Nevertheless, for the formal proof of Theorem 1 we do not need to go through the details. We have
M(x, y) defined by (16) and we just need to check that it satisfies the desired properties.

That M(x, y) satisfies (17) makes it possible to extend Theorem 1 in a semigroup setting for uniformly
log-concave probability measures. Indeed, let dµ= e−U dx , where HessU ≥ R·Id, R> 0. Let L =1−
∇U ·∇ and Pt=et L be the semigroup with generator L; see [Ivanisvili and Volberg 2015c; Bakry et al. 2014].

Corollary 11. For any p ∈ R \ [0, 1] and any smooth bounded f ≥ 0 with
∫

Rn f p dµ <∞ we have

Pt

[
f p F1/(p−1)

(
|∇ f |

f
√

R

)]
≤ (Pt f )p F1/(p−1)

(
|∇Pt f |

Pt f
√

R

)
.

The inequality is reversed if p ∈ (0, 1).
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Proof. Notice that M̃(x, y)= M(x, y/
√

R) satisfies (17). Now it remains to use inequality (2.3) from
[Ivanisvili and Volberg 2015c]. �

By taking t→∞ and using the fact that |∇Pt f | ≤ e−t R Pt |∇ f |, we obtain Corollary 6.
Finally we would like to mention that having characterization (17) of functional inequalities (32)

makes our approach to problem (9) systematic. Very similar local estimates happen to rule some global
inequalities. We refer the reader to our recent papers on this subject [Ivanisvili and Volberg 2015a;2015b;
Ivanisvili 2016].
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POSITIVITY FOR FOURTH-ORDER SEMILINEAR PROBLEMS
RELATED TO THE KIRCHHOFF–LOVE FUNCTIONAL

GIULIO ROMANI

We study the ground states of the following generalization of the Kirchhoff–Love functional,

J� .u/D

Z
�

.�u/2

2
� .1� �/

Z
�

det.r2u/�
Z
�

F.x; u/;

where � is a bounded convex domain in R2 with C 1;1 boundary and the nonlinearities involved are
of sublinear type or superlinear with power growth. These critical points correspond to least-energy
weak solutions to a fourth-order semilinear boundary value problem with Steklov boundary conditions
depending on �. Positivity of ground states is proved with different techniques according to the range of
the parameter � 2 R and we also provide a convergence analysis for the ground states with respect to �.
Further results concerning positive radial solutions are established when the domain is a ball.

1. Introduction

The energy of a thin hinged plate under the action of a vertical external force of density f can be computed
by the Kirchhoff–Love functional

I� .u/D

Z
�

.�u/2

2
� .1� �/

Z
�

det.r2u/�
Z
�

f u;

where the bounded domain �� R2 describes the shape of the plate and u its deflection from the original
unloaded position. Since the plate is supposed to be hinged, the natural space in which to consider our
problem is H 2.�/\H 1

0 .�/. The coefficient �, called the Poisson ratio, depends on the material and
measures its transverse expansion (resp. contraction), according to its positive (resp. negative) sign, when
subjected to an external compressing force. Due to some thermodynamic considerations in elasticity
theory, the physical relevant interval for � is

�
�1; 1

2

�
. A detailed derivation of the model can be found in

[Ventsel and Krauthammer 2001], while a mathematical analysis concerning the positivity-preserving
property for I� has been carried out by Parini and Stylianou [2009]. Besides a further extension of their
results, here we are interested in a direct generalization of the Kirchhoff–Love functional, namely when

This work has been carried out thanks to the support of the A*MIDEX grant (no. ANR-11-IDEX-0001-02) funded by the French
Government “Investissements d’Avenir” program.
MSC2010: 35G30, 49J40.
Keywords: biharmonic operator, positivity-preserving property, semilinear problem, positive least-energy solutions, Nehari

manifold.
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the density f may depend also on the deflection of the plate itself:

J� .u/D

Z
�

.�u/2

2
� .1� �/

Z
�

det.r2u/�
Z
�

F.x; u/; (1-1)

where F.x; s/D
R s
0 f .x; t/ dt , and furthermore we let � 2 R. We are mainly interested in a power-type

nonlinearity, namely

F.x; u/D
g.x/jujpC1

pC 1
; where g 2 L1.�/ and g > 0 in �: (1-2)

In particular we look for existence and positivity of those critical points which have the lowest energy,
referred to in the literature as ground states.

If the boundary is sufficiently smooth, searching for critical points of J� with the nonlinearity (1-2) is
equivalent to finding weak solutions of the fourth-order semilinear boundary problem�

�2uD g.x/jujp�1u in �;
uD�u� .1� �/�un D 0 on @�;

(1-3)

where un stands for the normal derivative of u on @� and � is the signed curvature of the boundary
(positive on convex parts). These kinds of mixed boundary conditions are usually called Steklov from
their first appearance in [Stekloff 1902] and they are an intermediate situation between Navier boundary
conditions (when � D 1) and Dirichlet boundary conditions (u D un D 0, seen as the limit case as
� !C1).

Although fourth-order (or more generally, higher-order) problems have garnered attention even from
the first decade of the 20th century, most of the literature deals with the Navier case, where the maximum
principle still holds, or with Dirichlet boundary conditions, where Green’s function arguments are available.
Conversely, problems like (1-3) have been intensively studied only in the last decade, focusing on the
associated boundary eigenvalue problems (see [Ferrero et al. 2005; Bucur et al. 2009]), the positivity-
preserving property of the solution operator (see [Gazzola and Sweers 2008]) and some semilinear
problems (see, for instance, [Berchio and Gazzola 2011; Berchio et al. 2006; 2007]).

This paper is a contribution to the study of semilinear subcritical biharmonic Steklov problems in low
dimension. Here, we mainly focus on a nonlinearity of power-type as in [Berchio et al. 2007], where
the critical exponent in high dimensions is considered and the domain is a ball. On the other hand,
although some related subcritical problems have already appeared in [Berchio et al. 2006], we consider a
slightly different kind of nonlinearity; we let � be lying not only in the physical relevant interval, and the
techniques involved are different.

Besides the existence of ground states for J�, we mainly investigate their positivity. The question is
quite challenging since, like most fourth-order problems, one has to face the lack of a maximum principle.
Moreover, we will show that positivity is strongly related to the parameter � and different techniques
are needed to cover different regions in which � lies: the superharmonic method, some convergence
arguments and the dual cones decomposition.

The main results contained in this paper may be summarized as follows:
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Theorem 1.1 (existence, positivity). Let ��R2 be a bounded convex domain with @� of class C 1;1 and
let f .x; s/D g.x/jsjp�1s, with p 2 .0; 1/[ .1;C1/ and g 2 L1.�/, g > 0 a.e. in �. Then there exist
�� � �1 and �1 > 1 (depending on � and possibly infinite) such that the functional J� has no positive
critical points if � � ��, while it admits (at least) a positive ground state if � 2 .��; �1/.

Theorem 1.2 (convergence). Under the previous assumptions for � and f , let .uk/k2N be a sequence of
ground states for the respective sequence of functionals .J�k /k2N. Up to a subsequence,

(i) if �k& ��, then uk! 0 in H 2.�/ in the case p > 1, while uk!C1 in L1.�/ if p 2 .0; 1/;

(ii) if �k ! 1, then uk ! Nu in W 2;q.�/ for every q > 2, where Nu is a ground state for the Navier
problem;

(iii) if �k!C1, then uk! U in H 2.�/, where U is a ground state for the Dirichlet problem.

Notice that Theorem 1.1 might also be seen as an extension to the semilinear setting of the main
positivity results established by Gazzola and Sweers [2008, Theorem 4.1] for the linear case.

Finally, we want to stress our attempt to impose only the strictly necessary assumptions on the domain
in order to obtain our results and to have a well-defined second boundary condition in (1-3).

The paper is organized as follows: after a few preliminary results (Section 2), we establish existence
(Section 3) and positivity (Section 4) of ground states of J� when � belongs to the range .�1; 1� (which
contains the relevant physical interval) both for f sublinear and superlinear; the latter is due to an
argument based on the Nehari manifold. Except for the last section, the rest of the paper is devoted to
proving Theorem 1.1 in the cases � � �1 (Section 5) and � > 1 (Section 6). While the first situation
is quite easy to handle, the positivity in the second is more delicate and requires different tools. In this
context and also for this purpose, Theorem 1.2 will be established. Finally, Section 7 provides a further
investigation in the case � is the unit ball, concerning generic positive radially symmetric solutions.

2. Notation and preliminary results

Throughout the paper, r2u stands for the Hessian matrix of u and the derivatives are denoted by subscripts
(ux , uxy , . . . ). Moreover, n and � will be the exterior normal and the tangent vector, and un and u� the
normal and the tangential derivative of u. We say that u is superharmonic in � when ��u� 0 in � and
uD 0 on @�; u is strictly superharmonic when we have in addition that ��u 6� 0.

Let N � 2. We say �� RN is a domain when it is open and connected; moreover, � has a boundary
of class C k;1 if @� can be described in local coordinates by a C k function with Lipschitz continuous
k-th derivatives. Finally, � satisfies a uniform external ball condition if there exists R > 0 such that for
all x 2 @� there exists a ball BR of radius R such that x 2 @BR and BR � RN n�.

The topological dual of a normed space X is denoted by X�; for q 2 Œ1;C1�, the Lq.�/ norm is
denoted by k � kq and we have 

jrk � j



q
WD

� X
j˛jDk

kD˛ � kqq

�1
q

;

where ˛ is a multi-index.
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Let us also recall that, if��R2 is a bounded domain with Lipschitz boundary, by Sobolev embeddings
(see [Adams and Fournier 2003, Theorem 4.12, Part II]), H 2.�/ ,! C 0;�.�/ for any � 2 .0; 1/; thus we
have continuous embedding in Lq.�/ for every q 2 Œ1;1�.

Finally, we present some very useful facts about equivalence of norms inH 2.�/\H 1
0 .�/. The quoted

results have been already obtained by Nazarov, Stylianou and Sweers in [Nazarov et al. 2012]; we will
include the proof of the second equivalence in order to have a self-contained exposition.

Lemma 2.1. Let �� RN bounded with a Lipschitz boundary and � 2 .�1; 1�.

(i)


jr2 � j



2
and k � kH2.�/ are equivalent norms on H 2.�/\H 1

0 .�/.

(ii) If � D 1, assume additionally that � satisfies a uniform external ball condition. Then

kukH� .�/ WD

�Z
�

.�u/2� 2.1� �/

Z
�

det.r2u/
�1
2

(2-1)

defines a norm on H 2.�/\H 1
0 .�/ equivalent to the standard norm.

Proof. We prove here only (ii) and we refer to [Nazarov et al. 2012, Corollary 5.4] for a proof of (i).
Firstly

kuk2H� .�/ D

Z
�

u2xxCu
2
yy C 2u

2
xy C 2�.uxxuyy �u

2
xy/

�


jr2uj

2

2
C 2j� j

�
u2xxCu

2
yy

2
Cu2xy

�
D .1Cj� j/



jr2uj

2
2
:

Moreover, if � 2 .�1; 1/, one has

kuk2H� .�/ D

Z
�

u2xxCu
2
yy C 2.1� �/u

2
xy C 2�uxxuyy

�

Z
�

u2xxCu
2
yy C 2.1� �/u

2
xy � j� j.u

2
xxCu

2
yy/� .1� j� j/



jr2uj

2
2
: (2-2)

The proof is completed by applying (i) and noticing that the map

.u; v/H� 7!

Z
�

�u�v� .1� �/

Z
�

uxx vyy Cuyy vxx � 2uxy vxy

defines a scalar product on H 2.�/\H 1
0 .�/ for every � 2 .�1; 1/ by the inequality (2-2). In the special

case � D 1, one has kukH1.�/ D k�uk2, which is an equivalent norm on H 2.�/\H 1
0 .�/ provided the

external ball condition is satisfied (see [Adolfsson 1992]). �

In the following, C0 D C0.�/ and CA D CA.�/ indicate the smallest positive constants such that

kuk2
H2.�/

WD kuk22C


jruj

2

2
C


jr2uj

2

2
� C0



jr2uj

2
2

(2-3)

and
kuk2

H2.�/
� CAk�uk

2
2 (2-4)

for every u 2H 2.�/\H 1
0 .�/.
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3. Existence of ground states

In this section we investigate the existence of critical points of the generalized Kirchhoff–Love functional
J� WH

2.�/\H 1
0 .�/! R defined in (1-1) in the physical relevant interval � 2 .�1; 1�. Hereafter, we

assume � to be a bounded domain in R2. Concerning the nonlinearity, the functional J� is well defined
once we impose F. � ; s/2L1.�/ and F.x; � /2C 1.R/ (and thus there exists f .x; � / continuous such that
F.x; s/D

R s
0 f .x; t/ dt) and a power-type growth control on F, namely the existence of a; b 2 L1.�/

such that jF.x; s/j � a.x/C b.x/jsjq for some q > 0. With these assumptions on F, it is a standard fact
to prove that J� is a C 1 functional with Fréchet derivative

J 0� .u/Œv�D

Z
�

�u�v� .1� �/

Z
�

.uxx vyy Cuyy vxx � 2uxy vxy/�

Z
�

f .x; u/v:

Notice that, if � satisfies the assumptions of Lemma 2.1, we can rewrite the functional as

J� .u/D
1
2
kuk2H� .�/�

Z
�

F.x; u/:

Our aim is to investigate the ground states of the functional J�, i.e., the critical points on which the
functional assumes the lowest value. In fact, besides the interest from a physical point of view, we are
able to characterize them variationally and thus to apply a larger number of analytical tools.

Since the geometry of the functional plays an important role, from now on we have to distinguish
between the sublinear case, that is, when the density f has at most a slow linear growth in the real
variable (as it will be specified in the following), and the superlinear case, the opposite one. In fact, we
will see that in the first case J� behaves similarly to the linear Kirchhoff–Love functional studied in
[Parini and Stylianou 2009] since it is coercive and ground states are global minima, while, in the second
case, J� has a mountain pass geometry and the ground states are saddle points. Moreover, although in
the sequel we will be mainly interested in the power-type nonlinearity as in (1-2), in the sublinear case
we can easily generalize our analysis to a larger class of nonlinearities, as specified in Proposition 3.1.

We exclude from our analysis the case of general linear growths for the nonlinearity, for instance
f .x; u/D �g.x/u, since (1-3) becomes an eigenvalue problem and can be investigated with standard
techniques (see also [Berchio et al. 2006, Theorem 4]).

Sublinear case.

Proposition 3.1. With the assumptions for � and � as in Lemma 2.1, let p 2 .0; 2/ and suppose

jF.x; s/j � d.x/C c.x/jsjpC 1
2
.1� j� j/C�10 s2; (H)

where c; d 2 L1.�/. Then the functional J� is weakly lower semicontinuous and coercive; hence there
exists a global minimizer of J� in H 2.�/\H 1

0 .�/.

Proof. Let .uk/k2N �H
2.�/\H 1

0 .�/ 3 u be such that uk*u weakly in H 2.�/; since it is bounded
in H 2.�/ and consequently in L1.�/, one has

jF.x; uk/j � d.x/C c.x/M
p
C
1
2
.1� j� j/C�10 M 2
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for some M >0, which is integrable over �. Moreover, by the compactness of the embedding H 2.�/ ,!

Lp.�/, there exists a subsequence .ukj /j2N such that ukj ! u in Lp.�/ for a suitable p � 1, so
F.x; ukj .x//! F.x; u.x// a.e. in � by continuity of F.x; � /. Hence, by the dominated convergence
theorem, we have

R
� F.x; ukj /!

R
� F.x; u/. This, together with the weakly lower semicontinuity of

the norm, implies the same property for J�. If � 2 .�1; 1/, by (2-3)

J� .u/�
1
2
.1� j� j/



jr2uj

2
2
�kdk1�C

p
kck1kuk

p

H2.�/
�
1
2
.1� j� j/C�10 kuk

2
2

�
1
2
.1� j� j/C�10



jr2uj

2
2
�kck1C

pC
p
2

0



jr2uj

p
2
�kdk1I

by (i) of Lemma 2.1, we deduce that J� .u/ ! C1 as kukH2.�/ ! C1, since p 2 .0; 2/. Easier
computations provide a similar estimate to conclude the proof also if � D 1. �

Remark 3.2 (model case). As an application of Proposition 3.1, we may consider the following kind of
sublinearity:

F.x; u/D g.x/jujpC1C d.x/u;

where p 2 .0; 1/ and d; g 2 L1.�/. In this case the functional is coercive and verifies (H). Notice also
that if g D 0 we retrieve the linear Kirchhoff–Love functional considered in [Parini and Stylianou 2009].

Superlinear case. This case is more involved and we have to restrict to the nonlinearity (1-2) with p > 1:

J� .u/ WD

Z
�

.�u/2

2
� .1� �/

Z
�

det.r2u/�
Z
�

g.x/jujpC1

pC 1
: (3-1)

Here the functional is not coercive anymore: in fact, fixing any u 2 H 2.�/\H 1
0 .�/ n f0g, we have

J� .tu/!�1 as t!C1. Following some arguments of [Castro et al. 1997; Grumiau and Parini 2008],
we will make use of the method of the Nehari manifold to infer the existence of a (nontrivial) critical
point. After some preliminary results, we will show that in our manifold the infimum of J� is attained
and then, using a deformation lemma, we will prove it is a critical point for J� in H 2.�/\H 1

0 .�/.
Let us define the Nehari manifold of J� as the set

N� WD
˚
u 2 .H 2.�/\H 1

0 .�// n f0g
ˇ̌
J 0� .u/Œu�D 0

	
;

which clearly contains all nontrivial critical points of J�. First of all, notice that u 2N� if and only ifZ
�

.�u/2� 2.1� �/

Z
�

det.r2u/D
Z
�

g.x/jujpC1;

so one has two equivalent formulations for J� restricted on N� ,

J� jN� .u/D

�
1

2
�

1

pC 1

�Z
�

g.x/jujpC1D

�
1

2
�

1

pC 1

��Z
�

.�u/2�2.1��/

Z
�

det.r2u/
�
; (3-2)

which implies J� jN� .u/ > 0 for every u 2N�.
A crucial step will be to study what happens on the half-lines of H 2.�/\H 1

0 .�/:
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Lemma 3.3. Let u 2H 2.�/\H 1
0 .�/ n f0g and the half-line ru be defined as ru WD ftu j t > 0g. The

intersection between ru and N� consists of a unique point t�.u/u, where

t�.u/ WD

�R
�.�u/

2� 2.1� �/
R
� det.r2u/R

� g.x/juj
pC1

� 1
p�1

: (3-3)

Moreover J� .t�.u/u/Dmaxt>0 J� .tu/.

Proof. For t > 0 and a fixed u 2H 2.�/\H 1
0 .�/ n f0g, we have tu 2N� if and only if

t2
�Z
�

.�u/2� 2.1� �/

Z
�

det.r2u/
�
D tpC1

Z
�

g.x/jujpC1;

from which we deduce t D t�.u/. Moreover, define

�.t/ WD J� .tu/D
t2

2

�Z
�

.�u/2� 2.1� �/

Z
�

det.r2u/
�
�
tpC1

pC 1

Z
�

g.x/jujpC1:

If we look for Nt > 0 such that �0.Nt /D 0, we find again that Nt D t�.u/ and, since �0.t/.t � t�.u// < 0 for
t ¤ t�.u/, we have that t�.u/u is the unique global maximum in the half-line ru. �

Lemma 3.4. The Nehari manifold is bounded away from 0; i.e., 0 …N � .

Proof. Suppose first that � 2 .�1; 1/ and let u 2H 2.�/\H 1
0 .�/ n f0g. By Lemmas 2.1 and 3.3 and the

embedding H 2.�/ ,! L1.�/, the following chain of inequalities holds:

.1Cj� j/kt�.u/uk2
H2.�/

� kt�.u/uk2H� .�/ D .t
�.u//pC1

Z
�

g.x/jujpC1

� .C�10 .1� j� j//
pC1
p�1

kuk
2.pC1/
p�1

H2.�/�R
� g.x/juj

pC1
� 2
p�1

� C.�; p; �/
kuk

2.pC1/
p�1

H2.�/�
kgk1kuk

pC1

H2.�/

� 2
p�1

D
C.�; p; �/

kgk
2
p�1

1

:

If � D 1, one can deduce the same result using the equivalent norm on H 2.�/\H 1
0 .�/ given by k� � k2.

In both cases, there exists a uniform bound from below for the H 2.�/ norm of the elements in the Nehari
manifold and thus 0 cannot be a cluster point for N�. �

Proposition 3.5. There exists u 2N� such that J� .u/D infv2N� J� .v/DW c.

Proof. As already noticed, c � 0, since it attains positive values on N�. Let now .uk/k2N � N� be a
minimizing sequence for J� : we claim that .uk/k2N is bounded in H 2.�/ norm. In fact, if � 2 .�1; 1/,
there exists a constant C > 0 such that, for every k 2 N,

C � J� .uk/D
�
1

2
�

1

pC1

�
kukk

2
H� .�/

�

�
1

2
�

1

pC1

�
.1� j� j/C�10 kukk

2
H2.�/

;
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while (2-4) provides the right estimate in the case �D1. Hence, there exists a subsequence .ukj /j2N�N�
and u2H 2.�/\H 1

0 .�/nf0g such that ukj *u weakly inH 2.�/ (and so weakly in .H 2.�/\H 1
0 .�/;

k � kH� / by Lemma 2.1) and strongly in L1.�/, by compact embedding. Consider now t� D t�.u/ such
that t�u 2N� : by weak semicontinuity of the norm,

c D inf
v2N�

J� .v/� J.t
�u/D .t�/2

�Z
�

.�u/2

2
� .1� �/

Z
�

det.r2u/
�
� .t�/pC1

Z
�

g.x/jujpC1

pC 1

� lim inf
j!C1

�
.t�/2

�Z
�

.�ukj /
2

2
� .1� �/

Z
�

det.r2ukj /
�
� .t�/pC1

Z
�

g.x/jukj j
pC1

pC 1

�
D lim inf
j!C1

J� .t
�ukj /� lim inf

j!C1
J� .ukj /D c; (3-4)

where the last inequality holds because the supremum of J� in each half-line ftukj j t > 0g is achieved
exactly in ukj by Lemma 3.3. Hence, the infimum of J� on N� is attained on t�u. �

In the proof of Proposition 3.5 something weird happened: we took a minimizing sequence, which
converges to an element u and we proved that there exists ˛ D t�.u/ 2 R such that ˛u is the minimum
point of our functional J�. One expects that the minimum is u itself and not a dilation of it. Indeed,
one may prove that t� D 1. In fact, with the same notation as in that proof, from (3-4) we deduce
J� .ukj /! c D J� .t

�u/ by construction and t�u 2N�, so

J� .ukj /!
�
1

2
�

1

pC1

�Z
�

g.x/jt�ujpC1:

Moreover, we took the sequence to be in the Nehari manifold itself, so

J� .ukj /D
�
1

2
�

1

pC1

� Z
�

g.x/jukj j
pC1;

and we have that ukj ! u strongly in L1.�/; thus

J� .ukj /!
�
1

2
�

1

pC1

� Z
�

g.x/jujpC1:

By the uniqueness of the limit, we must have t� D 1, so u 2N�.

Theorem 3.6. The minimum u of J� in N� is a critical point for J� in H 2.�/\H 1
0 .�/.

Proof. Suppose by contradiction that u is not a critical point. Since the functional is C 1, there exists a
ball centered in u and " > 0 such that, for all v 2 B,

c � "� J� .v/� cC "; kJ
0
� .v/k.H2.�/\H1

0 .�//
� �

1
2
";

where c D J� .u/D infv2N� J� .v/. Notice that on the half-line ru, the point u is the global maximum,
so J� .v/ < c for each v 2 B \ ru, v ¤ u.

If we define aD c � ", bD cC ", ıD 8, S DBr.u/ and S0DH 2.�/\H 1
0 .�/ nB

0, where r > 0
such that Br.u/bB 0 bB, applying [Gasiński and Papageorgiou 2006, Proposition 5.1.25], there exists a
locally Lipschitz homotopy of homeomorphisms �t on H 2.�/\H 1

0 .�/ such that
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(i) t 7! J� .�.t; v// is decreasing in Br.u/ and, in general, nonincreasing;

(ii) J� .�.t; v//D v for v 2 S0 and t 2 Œ0; 1�, and so also for all v 2 @B.

From (i) we deduce that J� .�.t; v// < c for every v 2 B \ ru and t ¤ 0. Moreover, define the map
 W B \ ru! R such that

 .v/ WD J 0� .�.1; v//Œ�.1; v/�

and consider v 2 @B\ru, so there exists ˛¤ 1 such that vD ˛u: we know from (ii) that �.1; v/D v and,
by Lemma 3.3, J 0� .˛u/Œ˛u� > 0 if ˛ 2 .0; 1/ and J 0� .˛u/Œ˛u� < 0 if ˛ 2 .1;C1/, so  .v/.v�u/ < 0 on
@B \ ru. As a result, since one can think of  as a continuous map from Œx1; x2�! R, where x1 and x2
correspond to the intersections between the half-line ru and the ball B, and since  .x1/>0 and  .x2/<0,
there exists a zero of  in .x1; x2/; i.e., there exists Nv 2 B \ ru such that J 0� .�.1; Nv//Œ�.1; Nv/�D 0.

Settingw WD�.1; Nv/, we havew2N� and J� .w/DJ� .�.1; Nv//<cDinfv2N� J� .v/, a contradiction. �

So far, we proved the existence of a ground state for J�. Actually, one can say more about the existence
of general critical points by means of the Krasnoselskiı̆ genus theory (see [Ambrosetti and Malchiodi 2007,
Section 10.2]). In fact, since our framework is subcritical, it is quite standard to prove the Palais–Smale
condition for J� by a compact embedding of H 2.�/ in every Lebesgue space. Moreover, our functional
is C 1, even and bounded from below on the unit sphere of H 2.�/\H 1

0 .�/: indeed, if kukH� .�/ D 1,
then kuk1 < C for some C > 0, so

J� .u/D
1

2
�

Z
�

g.x/jujpC1

pC 1
�
1

2
�
CpC1kgk1

pC 1
> �1:

Hence, by [Ambrosetti and Malchiodi 2007, Proposition 10.8], one can ensure the existence of an infinite
number of couples of critical points. The same argument may also be applied for the general sublinear
case, provided F.x; s/D F.x;�s/ for every s 2 R.

4. An identity and the positivity of ground states in convex domains

The aim of this section is to prove positivity for the ground states found in the previous section. Notice that
the problematic term in J� is the one involving the determinant of the Hessian matrix. In order to overcome
this difficulty, we need to rewrite it in an equivalent way, transforming it into a boundary term which can be
handled in order to prove the desired positivity. Nevertheless, since the signed curvature of the boundary
will be involved, we need to impose some regularity on @�. We will basically deduce the same statement
as Lemma 2.5(ii) of [Parini and Stylianou 2009], but we will extend it to a larger class of domains.

A crucial identity. Our goal is to generalize the following result:

Theorem 4.1 [Parini and Stylianou 2009, Lemma 2.5]. Let � be a bounded domain in R2 with C 2;1

boundary, and let � be its signed curvature. Then for all u 2H 2.�/ and for every ' 2H 3.�/, defining
K.u/ WD

R
� det.r2u/ dx, we have

hK 0.u/; 'i D

Z
@�

.�'nunC'��un�'�nu� /: (FPS)
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Hence, for all u 2H 2.�/\H 1
0 .�/,

K.u/D
1

2

Z
@�

�u2n: (F)

Going into the details of its proof, one can actually realize that the strong regularity assumption
on the boundary was needed only to derive (F) from (FPS) because the authors used the density of
H 3.�/\H 1

0 .�/ in H 2.�/\H 1
0 .�/, which strongly relied on the fact that @� 2 C 2;1 (see [Parini and

Stylianou 2009, Lemma 2.3]). Nevertheless, (FPS) requires only that all the elements therein are well
defined. Hence, our starting point is the following:

Corollary 4.2. Let �� R2 be a bounded domain of class C 1;1. Then for every v 2 C1.�/,

K.v/D 1
2
hK 0.v/; vi D

1

2

Z
@�

.�v2n � .vn� C v�n/v� /: (FPS2)

Proof. One only has to notice that if @� 2 C 1;1, then � is in L1.@�/ andZ
@�

.vn�v� C vnv�� /D

Z
@�

.vnv� /� D 0;

as @� is a closed curve and by the definition of the tangential derivative (i.e., as .d=ds/u.
.s//, where 

is the parametrization of the curve @� in the arch parameter s). �

Our strategy consists of two steps: using (FPS2), we will firstly prove that (F) holds also for every
v 2 C

1;1
0 .�/ WD fu 2 C 1;1.�/ j uj@� D 0g; then, by a density result, we will transfer (F) from C

1;1
0 .�/

to H 2.�/\H 1
0 .�/. We will make use of the following lemma, which makes a well-known result more

precise:

Lemma 4.3. Let � � RN be a bounded domain of class C 1 and u 2 C 1;1.�/. Then there exists a
sequence .uk/k2N 2 C

1.�/ such that uk! u in H 2.�/ and kukkW 2;1.�/ � CkukW 2;1.�/ for some
positive constant C .

Proof. First of all notice that C 1;1.�/ can be equivalently seen as W 2;1.�/, which is a subset of H 2.�/

since � is a bounded domain; moreover the fact that C1.�/ is dense in H 2.�/ in H 2.�/ norm if @�
is of class C 1 is a standard fact (see [Evans 2010, Section 5.3.3, Theorem 3]), so the only statement to
be verified is the W 2;1.�/ estimate. Since the main tool in the proof of the H 2.�/ convergence is the
local approximation, which is achieved by mollification, we only have to prove that the same inequality
holds there. So, let v 2L1.�/, "> 0 and consider

v".x/ WD .�" � v/.x/D

Z
B".0/

�".y/v.x�y/ dy;

where �" is the standard mollifier in RN, that is �" WD "�n�.x="/ and

�.x/D zCe
1

jxj2�1�B1.0/.x/;

where zC > 0 such that
R
B1.0/

�.z/ dz D 1. So v" is in �" WD fx 2� j d.x; @�/ > "g and we know that
v" 2 C

1.�"/ and �" is such that
R
B".0/

�".z/ dz D 1.
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We claim that kv"kL1.�"/ � kvkL1.�/. In fact,

kv"kL1.�"/ � sup
x2�"

Z
B".0/

j�".z/jjv.x� z/j dz � kvkL1.�/

Z
B".0/

j�".z/j dz D kvkL1.�/:

Also for derivatives of v the same inequality holds, because for any admissible multi-index ˛ we know
that D˛.v"/D .D˛.v//" (see [Gilbarg and Trudinger 1998, Lemma 7.3]).

At this point, following the aforementioned proof of [Evans 2010], it is easy to derive the desired
result. �

Proposition 4.4. Let �� R2 be a bounded domain of class C 1;1. Then, for all u 2 C 1;10 .�/,Z
�

det.r2u/D 1

2

Z
@�

�u2n:

Proof. Applying Lemma 4.3, let .uk/k2N � C
1.�/ be a sequence converging to u in H 2.�/, whose

norms in W 2;1 are controlled by the W 2;1 norm of u. By Corollary 4.2, the following identity holds:

K.uk/D
1

2

Z
@�

�
�.uk/

2
n� ..uk/n� C .uk/�n/.uk/�

�
: (4-1)

By the convergence in H 2.�/, one clearly has K.uk/!K.u/; moreover, since � 2 L1.@�/ and using
the trace theorem, one can deduce also thatZ

@�

�.uk/
2
n!

Z
@�

�u2n:

Finally we have to consider the terms in which tangential derivatives are involved. Similarly to the normal
derivative, one has .uk/� ! u� in L2.@�/, so .uk/� ! 0 in L2.@�/, since uj@� D 0. Furthermore,

.uk/n� Dr.uk/n � � Dr.ruk �n/ � � D .r
2uk �nCruk � rn/ � �

and (see [Sperb 1981, Chapter 4])

.uk/�n D

2X
i;jD1

@2uk

@xi @xj
�inj

and one can infer that .uk/n� and .uk/�n are uniformly bounded in L2.@�/. In fact, since the uk are
C1 functions and using Lemma 4.3,

k.uk/n�kL2.@�/ � j@�j
1
2 k.uk/n�kL1.@�/ � j@�j

1
2

�

jr2uk �nj

L1.@�/C 

jruk � rnj

L1.@�/�
� 2j@�j

1
2 knkW 1;1.@�/kukkW 2;1.�/ � C.�/kukW 2;1.�/

and similarly for .uk/�n. Consequently,Z
@�

�
.uk/n� C .uk/�n

�
.uk/� ! 0: �

In order to extend (F) to the space H 2.�/\H 1
0 .�/, we need a density result (Lemma 4.6 below)

which is taken from [Stylianou 2010, Theorem 2.2.4] and which can be adapted to our context: in fact, it
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concerns C 2 functions and diffeomorphisms but, with a little care, one can obtain the same result also in
the class C 1;1.

Definition 4.5 [Adams and Fournier 2003, 3.40, p. 77]. Let ˚ be a one-to-one transformation of a domain
� � RN onto a domain G � RN having inverse 	 WD ˚�1. We say that ˚ is a C 1;1 diffeomorphism
if, writing ˚ D .˚1; : : : ; ˚N / and 	 D .	1; : : : ; 	N /, then ˚i 2 C 1;1.�/ and 	i 2 C 1;1.G/ for every
i 2 f1; : : : ; N g.

Lemma 4.6. Let��RN be bounded and open such that for every x2@� there exists a j 2f0; : : : ; N�1g,
" > 0 and a C 1;1-diffeomorphism ˚ W RN ! RN such that the following hold:

� ˚.x/D 0.

� ˚.B".x/\�/� Sj WD fx D .x1; : : : ; xN / 2� j xi > 0 ;8i > j g.

� ˚.B".x/\ @�/� @Sj .

Then
C
1;1
0 .�/

k�k
H2.�/ DH 2.�/\H 1

0 .�/:

Theorem 4.7. Let �� R2 be a bounded domain of class C 1;1. Then, for all u 2H 2.�/\H 1
0 .�/,Z

�

det.r2u/D 1

2

Z
@�

�u2n: (F)

Proof. Let u 2H 2.�/\H 1
0 .�/; since the assumptions on the boundary are clearly fulfilled if @� is of

class C 1;1, applying Lemma 4.6 we get an approximating sequence .uk/k2N � C
1;1
0 .�/ converging in

H 2.�/ to u. With the same steps as in the proof of Proposition 4.4, by the H 2.�/ convergence, we have
both K.uk/!K.u/ and

R
@� �.uk/

2
n!

R
@� �u

2
n and one concludes by the uniqueness of the limit. �

From the functional to the PDE. As already briefly mentioned in the Introduction, if the boundary is
smooth enough (@� of class C 4;˛ for ˛ > 0), standard elliptic regularity results apply and one can
integrate by parts the Euler–Lagrange equation from J� to see that critical points satisfy (1-3). On the
other hand, assuming only that the boundary is of class C 1;1, the signed curvature is well defined in
L1.�/ and we can have a weak formulation of problem (1-3). More precisely, in this case, by a weak
solution of (1-3) here we mean a function u 2H 2.�/\H 1

0 .�/ which satisfiesZ
�

�u�' � .1� �/

Z
@�

�un'n D

Z
�

g.x/jujp�1u' for all ' 2H 2.�/\H 1
0 .�/: (4-2)

Consequently, we can equivalently say “ground states of J�” or “ground state solutions for (1-3)”. For a
proof of the equivalence of the two problems, we refer to [Gazzola and Sweers 2008].

Positivity of ground states in convex domains. Assuming @� is of class C 1;1, Theorem 4.7 enables us to
rewrite the functional J� in a more convenient way: in fact, we deduce that for every u2H 2.�/\H 1

0 .�/,

J� .u/D

Z
�

.�u/2

2
�
1� �

2

Z
@�

�u2n�

Z
�

F.x; u/; (4-3)

where we recall that F.x; s/D
R s
0 f .x; t/ dt .
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With this formulation, now we are able to establish the positivity of ground states of the functional J�
in convex domains with boundary of class C 1;1 if the density function f .x; u/ is nonnegative, both in
the sublinear and superlinear case. We will make use of the method of the superharmonic function, which
is quite a standard tool when dealing with fourth-order problems and which has already been successfully
used, for instance, in [Berchio et al. 2006; Gazzola and Sweers 2008; Nazarov et al. 2012], and whose
core is contained in the following lemma:

Lemma 4.8. Let � � RN be a bounded convex domain; fix u 2H 2.�/\H 1
0 .�/ and define Qu as the

unique solution in H 1
0 .�/ of the Poisson problem�

�� QuD j�uj in �;
QuD 0 on @�:

(4-4)

Then Qu 2H 2.�/\H 1
0 .�/ and either Qu > juj in � and Qu2n � u

2
n on @� or QuD u in �.

Proof. Since � is convex by assumption, it satisfies in particular a uniform external ball condition and
thus, by [Adolfsson 1992], we infer Qu 2H 2.�/. Suppose Qu 6� u. Since in particular �� Qu��u holds,
by the maximum principle for strong solutions (see [Gilbarg and Trudinger 1998, Theorem 9.6]), one
has Qu > �u in � and so Qun � �un. Similarly, �� Qu � ��u implies also Qu > u and Qun � un and so,
combining them, we have the result. �

Proposition 4.9 (sublinear case). Let �� R2 be a bounded convex domain with @� of class C 1;1 and
� 2 .�1; 1�. In addition to the assumption (H), suppose also that f � 0 and is positive for a subset of
positive measure. If u2H 2.�/\H 1

0 .�/ is a nontrivial minimizer of J�, then u is strictly superharmonic
in �, and thus positive.

Proof. Firstly notice that � � 0 a.e. on @� by the convexity of �. From u, define its superharmonic
function Qu as in Lemma 4.8. Supposing Qu 6� u, by that result we can infer

J� . Qu/D

Z
�

.� Qu/2

2
�
1� �

2

Z
@�

� Qu2n�

Z
�

F.x; Qu/�

Z
�

.�u/2

2
�
1� �

2

Z
@�

�u2n�

Z
�

F.x; Qu/: (4-5)

Nevertheless, since .@F=@s/ D f � 0, we have also that F.x; u/ < F.x; Qu/, and thus J� . Qu/ < J� .u/,
which leads to a contradiction. Hence necessarily Qu coincides with u, so ��uD�� QuD j�uj � 0. As
uD 0 on @� and u 6� 0, we deduce u > 0 in �. �

It is clear that, when f .x; 0/ 6D 0, by Proposition 3.1, we always find a nontrivial global minimizer,
which is positive by Proposition 4.9. For homogeneous nonlinearities this is not true in general. Anyway,
for our model f .x; s/D g.x/jsjp�1s, if we restrict our attention to the Nehari set, we easily see

J� .u/D
�
1

2
�

1

pC1

�
kukH� < 0

for every u 6D 0. So it is clear that in the minimization process we do not fall on 0. The same argument
holds for more general nonlinearities f .x; u/, provided

1
2
f .x; u/u�F.x; u/ < 0 for all u 2H 2.�/\H 1

0 .�/:

For instance this holds when f .x; s/D g.x/jsjp�1sC h.x/jsjq�1s for g; h>0, p; q 2 .0; 1/.
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Remark 4.10. We stress here that, as a direct consequence of Proposition 4.9, we have obtained the
positivity-preserving property also in the case of f not depending on u, i.e., for the linear Kirchhoff–Love
functional I� (see also Remark 3.2). This generalizes the corresponding result by Parini and Stylianou
[2009, Theorem 3.1] for bounded convex domains assuming only C 1;1 regularity on the boundary.

In our sublinear model case f .x; s/ D g.x/jsjp�1s, p 2 .0; 1/, something more may be deduced:
in fact, Lemma 3.3 still applies and, with the same steps as in the proof of Lemma 3.4, (reversing the
inequalities since now p� 1 < 0), one ends up with

kukH2.�/ �

�
kgk1C.�/

.1� j� j/C�10

� 1
1�p

for all u 2N� :

As a result, we can state the following:

Proposition 4.11. Let � be a bounded Lipschitz domain in R2 and let g 2 L1.�/ be positive a.e. in �.
For every � 2 .�1; 1/ fixed, all critical points of J� with f .x; s/ D g.x/jsjp�1s and p 2 .0; 1/ are
uniformly bounded in H 2.�/.

Notice that by continuous embedding H 2.�/ ,!L1.�/, one may also infer an a priori L1 bound for
all critical points of J�. The estimate becomes also uniform with respect to � if we restrict � 2 I b .�1; 1/.

Concerning the superlinear case with the nonlinearity (1-2), we obtain the same positivity result with
the same assumptions on � and � :

Proposition 4.12 (superlinear case). Let ��R2 be a bounded convex domain with @� of class C 1;1 and
� 2 .�1; 1�. Moreover suppose f .x; u/D g.x/jujp�1u, where p > 1 and g 2 L1.�/ positive a.e. in �.
Then the ground states of the functional J� are positive in �.

Proof. Suppose, by contradiction, that there exists u2N� such that J� .u/D inffJ� .v/ j v 2N�g and u is
not positive. With the same spirit of the proof of Proposition 4.9, consider the superharmonic function Qu
associated to u and suppose they are not the same. This time the inequality (4-5) is not sufficient to
have a contradiction since we do not know whether Qu 2N�. Nevertheless, by Lemma 3.3, there exists
t� WD t�. Qu/ 2 RC such that t� Qu 2N�. Then,

J� .t
�
Qu/D .t�/2

�Z
�

.� Qu/2

2
�
1��

2

Z
@�

� Qu2n

�
�.t�/pC1

Z
�

g.x/j QujpC1

pC1

< .t�/2
�Z
�

.�u/2

2
�
1��

2

Z
@�

�u2n

�
�.t�/pC1

Z
�

g.x/jujpC1

pC1
DJ� .t

�u/�J� .u/; (4-6)

which is again a contradiction. Notice that the last inequality holds since, by Lemma 3.3, J� restricted to
every half-line attains its maximum on the Nehari manifold. Thus necessarily Qu coincides with u, which
implies that u is strictly superharmonic and thus positive. �

Remark 4.13. Notice that in the proofs of Propositions 4.9 and 4.12, if � lies in the interval .�1; 1�, the
assumption � convex was necessary to have the good inequality for the second term of J� ; on the other
hand, if � > 1 we do not have anymore the right sign and we cannot conclude the argument.
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5. Beyond the physical bounds: � � �1

So far, we studied the existence of critical points of the functional J� with the assumption � 2 .�1; 1�, we
described in a variational way the geometry of the ground states and we finally established their positivity.
The aim of this section is to study what happens to the ground states of J� if we let the parameter be in
the whole R. Again, we are especially interested in studying their positivity.

Since the study is rather different if � � �1 or � > 1, we divide the subject into two sections. In
both, we will always assume that �� R2 is a bounded convex domain of class C 1;1 so that Theorem 4.7
holds. Moreover, as it seems more interesting from a mathematical point of view, we mainly focus on the
superlinear case f .x; u/D g.x/jujp�1u with p > 1, pointing out, if needed, the necessary adaptation
for the sublinear power p 2 .0; 1/.

A Steklov eigenvalue problem. Let us begin by recalling some known facts about the eigenvalue problem
associated to equation (1-3) (see [Gazzola and Sweers 2008] or, for the case � D 1, [Bucur et al. 2009;
Berchio et al. 2006]): 8<:

�2uD 0 in �;
uD 0 on @�;
�uD d�un on @�:

(5-1)

We define a Steklov eigenvalue to be a real value d such that (1-3) admits a nontrivial weak solution,
named a Steklov eigenfunction, i.e., u2H 2.�/\H 1

0 .�/, u¤0, such that for all ' 2H 2.�/\H 1
0 .�/,Z

�

�u�' � d

Z
@�

�un'n D 0: (5-2)

First of all, d must be positive. In fact, if u is a Steklov eigenfunction, taking uD ' in (5-2),

d

Z
@�

�.un/
2
D

Z
�

.�u/2 > 0;

since k� � k2 is a norm in H 2.�/\H 1
0 .�/. As � � 0, we have both d > 0 and

R
@� �u

2
n > 0. As a

complementary result, in order to show nontrivial solutions of (5-1), without loss of generality, we can
restrict to the subset

HD
�
u 2H 2.�/\H 1

0 .�/

ˇ̌̌̌ Z
@�

�.un/
2
¤ 0

�
:

Definition 5.1. We denote by Qı1.�/ the first Steklov eigenvalue for problem (5-1):

Qı1.�/ WD inf
Hnf0g

k�uk22R
@� �u

2
n

:

Proposition 5.2. The first Steklov eigenvalue is attained, is positive and there exists a unique (up to a
multiplicative constant) corresponding Steklov eigenfunction, which is positive in �.

Proof. We refer to [Gazzola and Sweers 2008, Lemma 4.4], just noticing that the continuity of the
curvature assumed therein was not necessary to obtain this result. �
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A nonexistence and an existence result. From Proposition 5.2, it is easy to deduce a nonexistence result
for positive solutions if � is negative enough:

Proposition 5.3. If � � �� WD 1 � Qı1.�/, there is no nonnegative nontrivial solution for the Steklov
boundary problem (1-3).

Proof. Let u be a nonnegative solution for (1-3) and ˆ1 > 0 be the first Steklov eigenfunction; we use
ˆ1 as a test function in (4-2):Z

�

�u�ˆ1� .1� �/

Z
@�

�un.ˆ1/n D

Z
�

g.x/upˆ1:

Then, interpreting u this time as a test function in (5-2), we haveZ
�

�u�ˆ1 D Qı1.�/

Z
@�

�.ˆ1/nun:

Combining the two equalities,

. Qı1.�/� .1� �//

Z
@�

�.ˆ1/nun D

Z
�

g.x/upˆ1 > 0:

Again by positivity of u and ˆ1, we have un � 0 and .ˆ1/n � 0 so, as � � 0, we finally end up with
Qı1.�/� 1C � > 0, which is exactly what we wanted. �

Remark 5.4. We already proved that our problem (1-3) admits positive solutions whenever � 2 .�1; 1�
with the same assumptions on �. Hence, we infer that, Qı1.�/� 2 and we have equality if �DB1.0/ (see
[Berchio et al. 2006, Proposition 12]). This result was already proved for C 2 bounded convex domains
of R2 by Parini and Stylianou [2009, Remark 3.3], using Fichera’s duality principle.

The next step is to investigate what happens if � 2 .��;�1� in case this interval is nonempty. We will
show that the existence and the positivity results found for � 2 .�1; 1� can be extended for this case. In
fact, the only restriction we have to overcome is the fact that here Lemma 2.1 is not the right way to
prove that the first two terms in the functional J� define indeed a norm on H 2.�/\H 1

0 .�/.

Lemma 5.5. For every � > ��, the map

u 7!

� Z
�

.�u/2� .1� �/

Z
@�

�.un/
2

� 1
2

WD kukH�

is a norm in H 2.�/\H 1
0 .�/ equivalent to the standard norm.

Proof. By the definition of Qı1.�/ as an inf, we have k�uk22� Qı1.�/
R
@� �u

2
n for each u2H 2.�/\H 1

0 .�/

and so, if d > 0 (which corresponds to � < 1),Z
�

.�u/2 �

Z
�

.�u/2� d

Z
@�

�u2n �

Z
�

.�u/2
�
1�

d

Qı1.�/

�
: (5-3)

On the other hand, if d < 0 (so that � > 1),Z
�

.�u/2 �

Z
�

.�u/2Cjd j

Z
@�

�u2n �

Z
�

.�u/2
�
1C

jd j

Qı1.�/

�
:
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As a result, we have to impose that d < Qı1.�/ to have the positivity of the constant in the first estimate,
while no restriction occurs in the second. The proof is completed noticing that the map

.u; v/H� 7!

Z
�

�u�v� d

Z
@�

�unvn

defines a scalar product on H 2.�/\H 1
0 .�/ by inequality (5-3) for all d < Qı1.�/. �

Proposition 5.6. Let��R2 be a bounded convex domain with boundary C 1;1 and suppose � 2 .��;�1�;
then the functional J� admits a positive ground state.

Proof. It is sufficient to notice that Lemma 3.4 holds for these values of � if we replace Lemma 2.1 by
Lemma 5.5, while all the other propositions that led to the existence and the positivity of ground states
are not affected by this change. �

Remark 5.7 (sublinear case). Both Propositions 5.3 and 5.6 hold in the case of a function f .x; u/ which
verifies the assumption (H) (modifying in a suitable way the constant in front of the quadratic term)
and f � 0, f 6� 0.

Approaching ��. As we know now the existence of positive ground state solutions for � 2 .��; 1� and
that there are no positive solutions if � � ��, a natural question that arises is determining the behaviour
of a sequence .uk/k2N, each of them being a ground state for the respective functional J�k , as �k& ��.
We will find an antipodal result for f .x; u/D g.x/jujp�1u as p 2 .1;C1/ or p 2 .0; 1/.

The following proof is an adaptation of [Berchio et al. 2007, Theorem 1], which covers the critical
case f .x; u/ D juj2

��2u when the dimension is N � 5. Moreover, the authors considered a slightly
different notion of solution, that is, the minimizers of the Rayleigh quotient associated to the boundary
value problem:

R� .u/ WD
k�uk22� .1� �/

R
@� �u

2
n�R

� g.x/juj
pC1

� 2
pC1

(5-4)

Anyway, it is a standard fact to prove that every ground state of J� is also a minimizer of R�, while the
converse is also true, up to a multiplication by a constant.

Theorem 5.8. Let� be as in Proposition 5.6 and �k&�� as k!C1. If p2 .0; 1/, then kukk1!C1,
while, if p > 1, then kukkH2.�/! 0.

Proof. Let p >0, p¤ 1; by the remark above, each ground state uk is such that

R�k .uk/D inf
0¤u2H2.�/\H1

0 .�/
R�k .u/ WD†�k � 0:

By Proposition 5.2, there exists a positive first Steklov eigenfunction ˆ1; since we have k�ˆ1k22 D
.1� ��/

R
@� �.ˆ1/

2
n, we have

0�†�k �R�k .ˆ1/D .�k � �
�/

R
@� �.ˆ1/

2
n�R

� g.x/jˆ1j
pC1

� 2
pC1

! 0
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as k!C1. Moreover, since uk is a ground state for J�k ,

k�ukk
2
2� .1� �k/

Z
@�

�.uk/
2
n D

Z
�

g.x/jukj
pC1

and, since R�k .uk/D†�k , we deduce�Z
�

g.x/jukj
pC1

�p�1
pC1

D†�k ! 0:

Hence, if p >1, then
R
� g.x/jukj

pC1! 0; otherwise, if p 2 .0; 1/, then
R
� g.x/jukj

pC1!C1, which
implies, by the Hölder inequality as g 2 L1.�/, that kukk1!C1.

We have now to prove that, if p > 1, this convergence to 0 is actually in the natural norm H 2.�/. By
Lemma 5.5, k � kH�k is a norm in H 2.�/\H 1

0 .�/ for every k, so we are able to decompose in that
norm the Hilbert space as H 2.�/\H 1

0 .�/D span.ˆ1/˚ Œspan.ˆ1/�?. Thus, for every k there exist a
unique ˛k 2 R and  k 2 Œspan.ˆ1/�? such that uk D ˛kˆ1C k .

Hence, for k large enough,

o.1/�

Z
�

g.x/jukj
pC1
D k�ukk

2
2� .1� �k/

Z
@�

�.uk/
2
n D .uk; uk/H�k

D ˛2k.ˆ1; ˆ1/H�k C . k;  k/H�k: (5-5)
First of all,

.ˆ1; ˆ1/H�k D k�ˆ1k
2
2� .1� �k/

Z
@�

�.ˆ1/
2
n D .�k � �

�/

Z
@�

�.ˆ1/
2
n: (5-6)

Moreover, denoting by Qı2.�/ the second eigenvalue of the Steklov problem, i.e.,

Qı2.�/D inf
span.ˆ1/?nf0g

k�vk22R
@� �v

2
n

;

and defining ��� WD 1� Qı2.�/, we get

k� kk
2
2 � .1� �

��/

Z
@�

�. k/
2
n;

from which

. k; k/H�k Dk� kk
2
2�.1��k/

Z
@�

�. k/
2
n�k� kk

2
2�

1��k

1����
k� kk

2
2D

�k��
��

1����
k� kk

2
2: (5-7)

As a result, combining (5-5) with (5-6) and (5-7), we get

o.1/�

Z
�

g.x/jukj
pC1
D ˛2k.�k � �

�/

Z
@�

�.ˆ1/
2
nC

�k � �
��

1� ���
k� kk

2
2:

Since we proved in Proposition 5.2 that the first Steklov eigenfunction is simple, we have ��� < �� and,
recalling that �k > �� by assumption, necessarily k� kk2! 0. Hence,Z

�

g.x/j˛kˆ1j
pC1
�

Z
�

g.x/
�
jukjC j kj

�pC1
� 2p

Z
�

g.x/
�
jukj

pC1
Cj kj

pC1
�

� 2p
Z
�

g.x/jukj
pC1
CCpC1.�/kgk1k kkH2.�/! 0:
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As a result, ˛k! 0 and we finally obtain

kukkH2.�/ � j˛kjkˆ1kH2.�/Ck kkH2.�/! 0: �

If we read carefully the proof of Theorem 5.8, we notice that the fact that each uk is a ground state
for J� was necessary only to deduce that

R
� g.x/jukj

pC1! 0, while to prove the convergence to 0 in
H 2.�/ norm it was only sufficient that each uk is a critical point (actually, an element of the Nehari
manifold N�k , since the only step of the proof involved is (5-5)). Consequently, we can directly state the
following lemma, which will be useful when we will look at the radial case in Section 7:

Lemma 5.9. Let .uk/k2N be a sequence of critical points of J�k in the superlinear case such thatR
� g.x/jukj

pC1! 0 as �k& ��. Then kukkH2.�/! 0.

6. Beyond the physical bounds: � > 1

As briefly announced at the beginning of the previous section, here we want to investigate the behaviour
of the ground states of J� when � > 1. We assume again hereafter that � � R2 is a bounded convex
domain with C 1;1 boundary and (1-2) concerning the nonlinearity. As a consequence, the extension of
the existence result is straightforward: in fact, in this case, by Lemma 5.5, k � kH� .�/ is still a norm on
H 2.�/\H 1

0 .�/ and we can repeat the usual steps. Notice also that it is equivalent by these assumptions
on � to consider critical points of J� as far as weak solutions of the semilinear problem (1-3).

The extension of positivity in this case seems not to be obvious, as already noticed in Remark 4.13.
We will provide here two different proofs (which will produce two slightly different results); the first one
relies on the study of the convergence of ground states as �! 1, which in the limit yields the Navier case,
while the second is based on the method of dual cones by Moreau, connecting our semilinear problem
with the linear one. We point out that the convergence result might be also of independent interest.

In the following, we will always consider the exponent of the nonlinearity (1-2) to be p > 1, but similar
results can be proved also in the sublinear framework (see Remarks 6.6 and 6.22).

Convergence of ground states of J� to ground states of JNAV as � ! 1. In this section, .uk/k2N will
always denote a sequence of ground states solutions of the Steklov problems�

�2uD g.x/jujp�1u in �;
uD�u� .1� �k/�un D 0 on @�

(6-1)

for a sequence .�k/k2N converging to 1. Moreover, in order to underline the peculiarity of the problem
when � D 1, we set JNAV WD J1, whose critical points are the weak solution of the following Navier
problem: �

�2uD g.x/jujp�1u in �;
uD�uD 0 on @�;

(6-2)

Finally, Nu will always denote a ground state of JNAV. Our main result is to prove the convergence uk! Nu
in the natural norm, i.e., in H 2.�/, as �k ! 1, no matter if �k is less or greater than 1. First of all, a
weaker result is enough:
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Lemma 6.1. Let .uk/k2N and Nu be as specified above. If uk * Nu weakly in H 2.�/, then (up to a
subsequence) uk! Nu strongly in H 2.�/ as �k! 1.

Proof. As uk* Nu weakly in H 2.�/, there exists M > 0 such that kukk2H2.�/
�M . Moreover, for each

k 2 N, we know uk is a solution of (6-1) and Nu of the Navier problem (6-2); thus, for every test function
' 2H 2.�/\H 1

0 .�/,Z
�

�uk �' � .1� �k/

Z
@�

�.uk/n'n D

Z
�

g.x/jukj
p�1uk';Z

�

� Nu�' D

Z
�

g.x/j Nujp�1 Nu':

(6-3)

Hence

C�1A kuk � Nuk
2
H2.�/

� k�uk �� Nuk
2
2 D

Z
�

�uk �.uk � Nu/�

Z
�

� Nu�.uk � Nu/

D .1� �k/

Z
@�

�.uk/n.uk � Nu/nC

� Z
�

g.x/jukj
p�1uk.uk � Nu/�

Z
�

g.x/j Nujp�1 Nu.uk � Nu/

�
:

For the first term,ˇ̌̌̌
.1� �k/

Z
@�

�.uk/n.uk � Nu/n

ˇ̌̌̌
� j1� �kjC

2
T k�kL1.@�/kukkH2.�/kuk � NukH2.�/

� j1� �kjC
2
T k�kL1.@�/M.M Ck NukH2.�//! 0;

where CT is the constant in the trace theorem. Concerning the second, it is enough to invoke the dominated
convergence theorem as we have pointwise convergence and sinceˇ̌

g.x/
�
jukj

p�1uk � j Nuj
p�1
Nu
�
.uk � Nu/

ˇ̌
� jg.x/j

�
C.�/pMp

Cj Nujp
��
C.�/M C Nu

�
2 L1.�/;

where C.�/ is the constant in the embedding H 2.�/ ,! L1.�/. �

Remark 6.2. This result holds not only for ground states, but for generic solutions; i.e., if .uk/k2N is a
sequence of weak solutions of the Steklov problem (6-1) and Nu a weak solution of the Navier problem
(6-2) and we know that uk* Nu weakly in H 2.�/, then, up to a subsequence, it converges strongly too.

A crucial observation is that the Nehari manifolds are nested with respect to the parameter � :

Lemma 6.3. Let �1 < �2 and fix u 2H 2.�/\H 1
0 .�/ n f0g. Then

t��1.u/� t
�
�2
.u/:

Proof. In fact, �.1� �1/ < �.1� �2/ and so

t��1.u/D

�R
�.�u/

2� .1� �1/
R
@� �u

2
nR

� g.x/juj
pC1

� 1
p�1

�

�R
�.�u/

2� .1� �2/
R
@� �u

2
nR

� g.x/juj
pC1

� 1
p�1

D t��2.u/: �

Notice that if u 2H 2
0 .�/ then one has the equality; if we suppose moreover that � > 0 a.e., we deduce

also the converse.
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Proposition 6.4. The sequence of ground states .uk/k2N is bounded in H 2.�/.

Proof. Set kmax such that �kmaxD maxf.�k/k2N; 1g and so ukmax is a ground state for J�kmax
(with the

convention that if �kmaxD 1, then ukmax is a ground state for JNAV).
Defining wk WD t��k .ukmax/ukmax2N�k , that is, the “projection” of ukmax on the Nehari manifold N�k

along its half-line, one hasZ
�

g.x/jukj
pC1
�

Z
�

g.x/jwkj
pC1
�

Z
�

g.x/jukmax j
pC1: (6-4)

Indeed, the first inequality comes from the fact that uk is a ground state of J�k , which has the equivalent
formulation (3-2); the second is obtained by Lemma 6.3 sinceZ

�

g.x/jwkj
pC1
D .t��k .ukmax//

pC1

Z
�

g.x/jukmax j
pC1

� .t��kmax
.ukmax//

pC1

Z
�

g.x/jukmax j
pC1
D

Z
�

g.x/jukmax j
pC1:

Furthermore, for a generic � > 0 (and here we can assume it without loss of generality),Z
�

.�u/2� .1� �/

Z
@�

�u2n �minf�; 1gCA.�/kuk2H2.�/
: (6-5)

In fact, if � 2 Œ1;C1/ the proof is straightforward since �.1� �/� 0; otherwise, if � 2 .0; 1/,Z
�

.�u/2�.1��/

Z
@�

�u2n D

Z
�

.�u/2C2.1��/

Z
�

.� det.r2u//

D

Z
�

�
u2xxCu

2
yyC2�uxxuyyC2.1��/u

2
xy

�
� �

Z
�

.�u/2C2.1��/

Z
�

u2xy

� �

Z
�

.�u/2 � �C�1A .�/kuk2
H2.�/

:

As a result, combining (6-4) with (6-5), we get

kukk
2
H2.�/

�
CA.�/

minf�k; 1g

Z
�

g.x/jukj
pC1
�

CA.�/

minf�k; 1g

Z
�

g.x/jukmax j
pC1;

which is the estimate we needed. �

As a direct consequence of Proposition 6.4, the sequence .uk/k2N, up to a subsequence, is weakly
convergent to some u1 2H 2.�/\H 1

0 .�/ with strong convergence in L1.�/. It is also easy to see that
u1 is a weak solution of the Navier problem (6-2): it is enough to apply to (6-3) the weak convergence
in H 2.�/, the strong convergence in L2.@�/ of the normal derivatives and the dominated convergence
theorem. As a consequence, by Lemma 6.1, the convergence uk! u1 is strong in H 2.�/.

Theorem 6.5. Let �k! 1 and � be a bounded convex domain in R2 with boundary of class C 1;1. Then
the sequence .uk/k2N of ground state solutions for the Steklov problems (6-1) admits a subsequence
.ukj /j2N which converges in H 2.�/ to u1, which is a ground state for the Navier problem (6-2), and
thus strictly superharmonic.



964 GIULIO ROMANI

Proof. Clearly, as u1 is weak solution of (6-2), we have JNAV.u1/ � infNNAV JNAV. Now we have to
prove the converse inequality. Firstly, we have JNAV.u1/� lim infk!C1 J�k .uk/. Indeed,

lim inf
k!C1

J�k .uk/D lim inf
k!C1

Z
�

.�uk/
2

2
� lim
k!C1

1� �k

2

Z
@�

�.uk/
2
n� lim

k!C1

Z
�

g.x/jukj
pC1

pC 1

�

Z
�

.�u1/
2

2
�

Z
�

g.x/ju1j
pC1

pC 1
D JNAV.u1/;

having used the compactness of the map @n WH 1.�/2!L2.�/ and the dominated convergence theorem.
Moreover, if we suppose �k < 1 for k large enough, by Lemma 6.3 (with a similar argument to that in
(6-4)), for all k 2 N we have

J�k .uk/D
�
1

2
�

1

pC1

� Z
�

g.x/jukj
pC1
�

�
1

2
�

1

pC1

� Z
�

g.x/ju1j
pC1
D JNAV.u1/; (6-6)

so in this case we are done. If otherwise �k > 1 for a infinite number of indices, (6-6) does not hold. In
this case, without loss of generality, we can assume that �k& 1. By the existence theorems in Section 3,
we know that there exists a ground state Nu 2H 2.�/\H 1

0 .�/ for JNAV and we define Nuk WD t��k . Nu/ Nu to
be the “projection” on the Nehari manifold N�k . Then k Nuk � NukH2.�/ D j1� t

�
�k
. Nu/j



 NukH2.�/ with

1� .t��k . Nu//
p�1 Œ Nu2NNAV�

D .t�NAV. Nu//
p�1
� .t��k . Nu//

p�1
D 2.1� �k/

R
� det.r2 Nu/R
� g.x/j Nuj

pC1
! 0;

so Nuk! Nu in H 2.�/, which impliesZ
�

g.x/j Nukj
pC1
!

Z
�

g.x/j NujpC1: (6-7)

Nevertheless, since uk is a ground state of J�k ,Z
�

g.x/j Nukj
pC1

Œ Nuk2N�k �
D

�
1

2
�

1

pC1

�
J�k . Nuk/�

�
1

2
�

1

pC1

�
J�k .uk/

Œuk2N�k �
D

Z
�

g.x/jukj
pC1
I (6-8)

furthermore, since we assumed �k > 1 and by Lemma 6.3,Z
�

g.x/jukj
pC1
�

Z
�

g.x/jt�NAV.uk/ukj
pC1
D

�
1

2
�

1

pC1

�
JNAV.t

�
NAV.uk/uk/

�

�
1

2
�

1

pC1

�
JNAV. Nu/D

Z
�

g.x/j NujpC1: (6-9)

Combining (6-7), (6-8) and (6-9), we find thatZ
�

g.x/jukj
pC1
!

Z
�

g.x/j NujpC1; (6-10)

from which J�k .uk/! JNAV. Nu/, which completes our equality.
To conclude, notice that we have already obtained in the proof of Proposition 4.12 that ground states

of the Navier equation (6-2) are strictly superharmonic. �
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Remark 6.6. The same analysis may be adapted also for the sublinear case p 2 .0; 1/, paying attention
to some minor changes: for instance, Lemma 6.3 holds with the reverse inequality, but this compensates
for the fact that this time the coefficient 1

2
�
1
p

in the equivalent formulation of J� is negative.

Regularity of solutions andW 2;q convergence of ground states. The convergence result of the previous
section will be used to derive positivity of ground states when � lies in a right neighborhood of 1.
Nevertheless, we will need a C 0;1 convergence to be able to control the normal derivatives on the
boundary; thus we have to upgrade our convergence to a stronger norm. The first step will be to
investigate, for a fixed � > ��, the regularity of solutions of (1-3) and (6-2) with just a slightly more
regular boundary (actually, we will have to impose that @� is of class C 2). This will be obtained by
means of the following lemma by Gazzola, Grunau and Sweers, which follows from a result by Agmon,
Douglis and Nirenberg [Agmon et al. 1959, Theorem 15.30, p. 707]:

Lemma 6.7 [Gazzola et al. 2010, Corollary 2.23]. Let q > 1 and take an integer m � 4. Assume that
@� 2 Cm and a 2 Cm�2. Then there exists C D C.m; q; a;�/ > 0 such that

kukWm;q.�/ � C
�
kukqCk�

2ukWm�4;q.�/CkukWm�1=q;q.@�/Ck�u� aunkWm�2�1=q;q.@�/

�
for every u 2W m;q.�/. The same statement holds for any m� 2 provided the norms on the right-hand
side are suitably interpreted.

Hence we have to define �2u as a distribution in W �2;q.�/, i.e., acting on functions in W 2;q0

0 .�/.
Let u 2H 2.�/\H 1

0 .�/ be a weak solution of (1-3); we define the linear functional over H 2.�/

�2u WH 2.�/ 3 ' 7! h�2u; 'i WD

Z
�

�u�';

which is well defined and continuous. If we let

upg W ' 7! hu
p
g ; 'i WD

Z
�

g.x/jujp�1u';

it is clearly well defined and continuous on W 2;q0

0 .�/ and, by the weak formulation of the PDE, on the
subset H 2

0 .�/ it acts identically as �2u. As a result, we define

�2u WW
2;q0

0 .�/ 3 ' 7! h�2u; 'i WD

Z
�

g.x/jujp�1u': (6-11)

Proposition 6.8. If @� 2 C 2, for every � > �� the weak solutions of Steklov and Navier problems (6-1)
and (6-2) lie in W 2;q.�/ for every q > 2.

Proof. Let u 2 H 2.�/\H 1
0 .�/ be a weak solution of (1-3). Applying Lemma 6.7 with m D 2 and

aD .1� �/� 2 C0.@�/ (aD 0 for the Navier case), we find

kukW 2;q.�/ � C.q; �;�/
�
kukqCk�

2ukW �2;q.�/
�
;

which is well defined in view of (6-11). Since

k�2ukW �2;q.�/ D sup
0¤'2W

2;q0

0 .�/

ˇ̌R
� g.x/juj

p�1u'
ˇ̌

k'k
W
2;q0

0 .�/

� C.p; q;�/kgk1kuk
p

H2.�/
; (6-12)
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we finally deduce from (6-12) that

kukW 2;q.�/ � C.q; �;�/
�
kukqCC.p; q;�/kgk1kuk

p

H2.�/

�
<C1: �

We stress that we did not use either the fact that u is a ground state solution, or its positivity: the above
result holds true for every weak solution of Steklov and Navier problems.

Let us now recall the following interpolation result:

Lemma 6.9 (interpolation of fractional Sobolev spaces, [Brezis and Mironescu 2001, Corollary 2]). For
0� s1<s2<C1, 1<p1; p2<C1, for every s, p such that s D �s1C .1� �/s2 and 1

p
D

�
p1
C
1��
p2

,
we have

kf kW s;p.RN / � Ckf k
�
W s1;p1 .RN /

kf k1��
W s2;p2 .RN /

:

Proposition 6.10. Let � be of class C 2 and .uk/k2N be a sequence of weak solutions for the Steklov
problems (6-1) converging in H 2.�/ to Nu, a weak solution for the Navier problem (6-2). Then the
convergence is in W 2;q.�/ for every q � 2.

Proof. Let q � 2 and apply the regularity estimate of Lemma 6.7 to uk � Nu with mD 2, aD 0:

kuk � NukW 2;q.�/

� C.q;�/
�
kuk � NukqCk�

2uk ��
2
NukW �2;q.�/Cj1� �kj



�.uk/nkW �1=q;q.@�/�; (6-13)

using that on @� we have �.uk � Nu/� a.uk � Nu/n D�uk �� NuD .1� �k/�.uk/n.
By (6-11) and the dominated convergence theorem,

k�2uk ��
2
NukW �2;q.�/ D sup

0¤'2W
2;q0

0 .�/

ˇ̌R
� g.x/jukj

p�1uk' �
R
� g.x/j Nuj

p�1 Nu'
ˇ̌

k'k
W
2;q0

0 .�/

! 0;

similarly to (6-12). We need now to prove that .�.uk/n/k2N is bounded in W �
1
q
;q.@�/. Notice that if

we provide a uniform bound in Lq.@�/, then we are done. In fact W �
1
q
;q.@�/ WD W

1
q
;q0.@�/� and

W
1
q
;q0.@�/ ,! Lq

0

.@�/, so we directly infer W �
1
q
;q.@�/ - Lq.@�/.

Moreover, it is known that, with our assumptions on @�, the normal trace of functions in W s;p.�/

lies in Lp.@�/, provided s > 1C 1
p

(for this and some further sharper results, see [Marschall 1987,
Theorem 2]). Hence,

k�.uk/nkW �1=q;q.@�/ � C.q;�/k�.uk/nkLq.@�/ � C.q;�/k�kL1.@�/k.uk/nkLq.@�/

� C.q;�; s/k�kL1.@�/kukkW s;q.�/ (6-14)

for some s > 1C 1
q

. Thus, we need to find an appropriate fractional Sobolev space in which H 2.�/

is embedded. We claim that H 2.�/ ,!W 1C 3
2q
;q.�/. Actually, it is enough to prove that H 1.�/ WD

W 1;2.�/ ,! W
3
2q
;q.�/ by the definition of W s;p.�/ for s > 1. So, let u 2 W 1;2.�/; by the Stein

total extension theorem [Adams and Fournier 2003, Theorem 5.24] there exists U 2W 1;2.R2/ such that
Uj� Du a.e. and kU kW 1;2.R2/�CkukW 1;2.�/ for some positive constant independent of u. Applying the
interpolation result Lemma 6.9 to U with � D 3

2q
and the Sobolev embedding W 1;2.R2/ ,! L4q�6.R2/
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since 4q� 6� 2,

kU kW 3=2q;q.R2/ � CkU k
3
2q

W 1;2.R2/
kU k

1� 3
2q

L4q�6.R2/
� C1kU kW 1;2.R2/:

Hence,

kukW 3=.2q/;q.�/ D kU kW 3=.2q/;q.�/ � kU kW 3=.2q/;q.R2/ � C1kU kW 1;2.R2/ � C2kukW 1;2.�/:

As a result, noticing that s D 1C 3
2q
> 1C 1

q
, we can continue (6-14), obtaining

k�.uk/nkW �1=q;q.@�/ � C.q;�/k�kL1.@�/kukkW 1C3=.2q/;q.�/ �
zC.q;�/k�kL1.@�/kukkH2.�/;

which is uniformly bounded in k. Combining estimate (6-13) with the ones above for the second and the
third terms of (6-13), we finally end up with the strong convergence in W 2;q.�/. �

Extending positivity, part 1: A convergence argument. Let us start by noticing that, by Morrey’s em-
beddings, the convergence in W 2;q.�/ for every q � 2 of Proposition 6.10 implies the convergence in
C 1;˛.�/ for every ˛ < 1, thus in particular in C 1.�/. This will be the main ingredient in the next proof.

Proposition 6.11. Let �� R2 be a bounded convex domain of class C 2 and .�k/k2N be a sequence of
parameters such that �k& 1 and .uk/k2N be a sequence of ground states for the functional J�k . Then
there exists a subsequence .ukj /j2N and j0 2 N such that ukj > 0 in � for every j � j0.

Proof. By Propositions 6.8 and 6.10 and by the previous observation, we know that, up to a subsequence,
uk! Nu in C 1.�/ for some Nu, a ground state for JNAV.

Since � has a C 2 boundary, the interior sphere condition holds and one can extend the outer normal
vector n in a small neighborhood !0 � � of @� and thus define here Nun WD r Nu � n (see [Sperb 1981,
Chapter 4]). Moreover, since Nu is strictly superharmonic, the normal derivative Nun is negative on @� and,
by compactness of @� and continuity of Nun, there exists ˛ > 0 such that

Nunj@�
� �˛ < 0:

Hence, again by continuity, there exists a second neighborhood ! � !0 of @� such that

Nunj! � �
2
3
˛ < 0:

Take now "1D
1
3
˛: by the C 1.�/ convergence, there exists k1 2N such that for every k � k1 and x 2 !,

j.uk/n.x/j � j Nun.x/j � j.uk/n.x/� Nun.x/j>
2
3
˛�



jnj


L1.!/



jruk �r Nuj

L1.�/ > 2
3
˛� "1 >

1
3
˛:

By the interior sphere condition, the map !! @�, x 7! x0, such that d.x; x0/D inffd.x; y/jy 2 @�g
is well defined and the vector x� x0 has the same direction as n.x/ and n.x0/. Hence by the Lagrange
theorem and recalling that uk j@� D 0, for x 2 !,

juk.x/j D juk.x/�uk.x0/j � min
y2Œx0;x�

j.uk/n.y/jjx� x0j>
1
3
˛jx� x0j> 0: (6-15)

Moreover, notice that by compactness of �0 WD� n!, the remaining part of �, we have

Nuj�0
�min

�0
Nu WDm> 0
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and so by the uniform convergence it is easy to deduce that, for k large enough, uk.x/ > 1
2
m for every

x 2�0. The result follows by combining this with (6-15). �

Theorem 6.12. Let �� R2 be a bounded convex domain of class C 2; then there exists �1 > 1 such that
for every � 2 .1; �1/ the ground states of J� are positive in �.

Proof. By contradiction, suppose that such �1 does not exist. Hence we would be able to find a sequence
.�k/& 1 such that for each of them there exists a ground state uk for J�k which is not positive. This
would contradict Proposition 6.11. �

Remark 6.13. As we are dealing with continuous functions, since H 2.�/ ,! C 0.�/, we are interested
in the strict positivity everywhere in � and not only a.e. in �. Theorem 6.12 gives a positive answer
for this question: in fact, as Nu 2H 2.�/DW 2;N .�/ is strictly superharmonic, by the strong maximum
principle for strong solutions [Gilbarg and Trudinger 1998, Theorem 9.6], we deduce that it cannot
achieve its minimum on the interior of �; thus Nu.x/ > 0 for every x 2�. By the C 1 convergence we
deduce the same strict inequality for u�, with � 2 .1; �1/.

Extending positivity, part 2: Moreau dual cones decomposition. Our aim is to investigate a further
extension of the positivity result found in Theorem 6.12, possibly for the whole range � 2 .1;C1/. It
seems natural if we think of the following fact: similarly to what we already obtained for the Navier
problem, one can prove the convergence in H 2.�/, as �!C1, of a sequence of ground states of J� to
a least-energy solution of the Dirichlet problem�

�2uD g.x/jujp�1u in �;
uD un D 0 on @�;

(6-16)

at least when � is positive a.e. on @�. Since we already know that in some cases the ground states of
(6-16) are positive (for instance if � is a ball, see [Ferrero et al. 2007]), we expect to be able to completely
extend positivity for such domains.

After a brief explanation of the convergence just mentioned above, we will apply Moreau’s method
of dual cones to infer the intervals of positivity for the semilinear problem. At the end, one may also
compare the resulting analysis with the respective one for the linear problem with the same boundary
conditions, due to Gazzola and Sweers [2008].

The Dirichlet problem. The argument is similar to what we used in the subsection on page 961 for the
convergence to the Navier problem, but now we have to pay attention to the fact that in this case the two
functional spaces are different (H 2.�/\H 1

0 .�/ for the Steklov problem and H 2
0 .�/ for the Dirichlet).

We are not giving here the details of the proof of the existence of ground states of (6-16), as it can be
obtained as for the Steklov framework by the Nehari method of Section 3. In the following, we assume
� to be a bounded convex domain in R2 with boundary of class C 1;1 and � > 1. We suppose also that
the curvature � is positive a.e, that is @� has parts that are not flat. Moreover, as usual, uk will always
denote a ground state for J�k and Nu a ground state for JDIR WH

2
0 .�/! R defined as

JDIR.u/D
1

2

Z
�

.�u/2�
1

pC1

Z
�

g.x/jujpC1;
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whose critical points are weak solutions of (6-16). Moreover, as in the Steklov case, we define the Nehari
manifold for JDIR:

NDIR WD
˚
u 2H 2

0 .�/nf0g
ˇ̌
J 0DIR.u/Œu�D 0

	
:

First of all, notice that, by the definition of J�, for each �,

J� j
H2
0
.�/
D JDIR; (6-17)

so N� restricted to the subspace H 2
0 .�/ coincides with NDIR.

Theorem 6.14. Let �k!C1 and � be a bounded convex domain in R2 with boundary of class C 1;1.
Assume also that the curvature k is positive a.e on @�. Then the sequence .uk/k2N of ground states of
.J�k /k2N admits a subsequence .ukj /j2N convergent in H 2.�/ to Nu, which is a ground state for the
Dirichlet problem (6-16).

Proof. We follow the same steps as in the subsection on page 961 to deduce Theorem 6.5. Firstly, we
prove that .uk/k2N is bounded in H 2.�/. Indeed, fix Nw 2 H 2

0 .�/, a ground state for the Dirichlet
problem (6-16). Then

k�ukk
2
2 �

Z
�

.�uk/
2
� .1� �k/

Z
@�

�.uk/
2
n D

Z
�

g.x/jukj
pC1
D inf
v2N�k

Z
�

g.x/jvjpC1

� inf
v2N�k\H

2
0 .�/

Z
�

g.x/jvjpC1 D

Z
�

g.x/j NwjpC1: (6-18)

Hence, there exists Nu 2 H 2.�/\H 1
0 .�/ such that, up to a subsequence, uk * Nu weakly in H 2.�/.

Moreover, (6-18) implies that

0� .�k � 1/

Z
@�

�.uk/
2
n �

Z
�

g.x/jukj
pC1
� C.�; p/kgk1kukk

pC1

H2.�/
�D.�;p; g/

and, taking into account that �k!C1, we deduce thatZ
@�

�.uk/
2
n! 0:

Furthermore, by the compactness of the map @n WH 2.�/! L2.@�/, we have also thatZ
@�

�.uk/
2
n!

Z
@�

� Nu2n:

Hence, combining the two and recalling that we assumed � > 0 on @�, we deduce that Nun � 0 on @�
and thus Nu 2H 2

0 .�/.
Finally, testing the weak formulation of problem (6-1) with ' 2H 2

0 .�/ and passing to the limit as
k!C1, we deduce that Z

�

� Nu�' D

Z
�

g.x/j Nujp�1 Nu';
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so Nu is a solution of the Dirichlet problem (6-16) and, similarly to Lemma 6.1, we can prove that the
convergence is strong in H 2.�/. It remains to prove that Nu is actually a ground state for JDIR. Let
Nw 2H 2

0 .�/ be a ground state solution of JDIR. Then, by (6-17),

mD JDIR. Nw/D J�k .t
�
�k
. Nw/ Nw/� inf

N�k\H
2
0 .�/

J�k � inf
N�k

J�k D J�k .uk/I

hence we deduce that m� lim infk!C1 J�k .uk/. Moreover, by strong convergence,

JDIR. Nu/D
�
1

2
�

1

pC1

� Z
�

g.x/j NujpC1 D lim
k!C1

�
1

2
�

1

pC1

� Z
�

g.x/jukj
pC1
D lim
k!C1

J�k .uk/:

Finally, since Nu is a solution of the Dirichlet problem (6-16), we have Nu 2NDIR, so

m� JDIR. Nu/� lim inf
k!C1

J�k .uk/�m: �

Moreau dual cones decomposition. So far, we have proved the existence of ground states for the Dirichlet
problem (6-16) and the convergence result as � !C1. Proving positivity of ground states of (6-16) is
quite a hard subject, since it strongly relies on the geometry of the domain, even in the linear case, where
f .x; u/D f .x/: we refer to [Sweers 2001] for a short survey. Anyway, there are some cases in which
it holds: for instance, the Dirichlet problem in the ball has been studied in [Ferrero et al. 2007], which
covers the case where g � 1, but whose arguments hold also in the general situation.

Our strategy is mainly inspired by this last work and it was firstly applied to fourth-order problems
by Gazzola and Grunau [2001]. Briefly, we use Moreau decomposition in dual cones (for the original
paper, see [Moreau 1962]) to obtain from a supposed sign-changing ground state solution u, a function w
of one sign and in the same space with a strictly lower energy level, leading to a contradiction. In our
case, in order to apply this machinery, we have to impose that the associated linear problem is positivity
preserving: this will be the connection between the two problems.

Definition 6.15. Let � � R2 be a bounded domain of class C 1;1 and fix � 2 R. The linear Steklov
boundary problem �

�2uD f in �;
uD�u� .1� �/�un D 0 on @�

(6-19)

is positivity preserving in� if there exists a unique solution u2H 2.�/\H 1
0 .�/ and f � 0 implies u� 0,

and this holds for each f 2 L2.�/. We shorten this by saying that “� is a [PPP� ] domain for (6-19)”.

Definition 6.16. Let H be a Hilbert space with scalar product . � ; � /H and K �H be a nonempty closed
convex cone. Its dual cone K� is defined as

K� WD fw 2H j .w; v/H � 0 for all v 2Kg:

Theorem 6.17 (Moreau dual cone decomposition, [Gazzola et al. 2010, Theorem 3.4]). Let H be a
Hilbert space with scalar product . � ; � /H and K and K� as before. Then for every u 2H , there exists a
unique couple .u1; u2/ 2K �K� such that uD u1Cu2 and .u1; u2/H D 0.
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Our aim is to apply this result with .H; k � kH / D .H 2.�/\H 1
0 .�/I k � kH� /, where k � kH� is the

norm (2-1), and K WD fv 2H j v � 0g, the cone of nonnegative functions, looking for a decomposition of
each element of the space in positive and negative “parts”. Hence we need a characterization of the dual
cone K�:

Lemma 6.18. If � is a ŒPPP� � domain for (6-19) for a fixed � 2R, thenK��fw 2H jw<0 a.e.g[f0g.

Proof. We adapt here the proof of [Gazzola et al. 2010, Proposition 3.6]. Let ' 2C1c .�/, ' � 0 and let
v' 2H

2.�/\H 1
0 .�/ be the unique weak solution of the linear problem�

�2v' D ' in �;
v' D�v' � .1� �/�.v'/n D 0 on @�I

that is, for every test function w 2H 2.�/\H 1
0 .�/, we have

.v' ; w/H� WD

Z
�

�v' �w� .1� �/

Z
@�

�.v'/nwn D

Z
�

'w:

Hence, suppose wD u 2K�: as � is a [PPP� ] domain and ' � 0, we deduce that v' � 0, so v' 2K and
thus .v' ; u/H� � 0. As a result, we have obtained that for every ' 2C1c .�/, ' � 0, we have

R
� 'u� 0,

which implies that u� 0 a.e. in �.
Moreover, let us suppose that the null set of u, namely N WD fx 2� j u.x/D 0g, has positive measure,

consider  WD �N ¤ 0 and let v0 be the unique solution of the linear Navier problem�
�2v0 D  in �;
v0 D�v0 D 0 on @�:

(6-20)

Then v0 is strictly superharmonic by the maximum principle; thus v0 > 0 and, by the Hopf Lemma,
.v0/n < 0. As a result, for any function v 2H 2.�/\H 1

0 .�/ one can produce two positive constants ˛,
ˇ such that vC˛v0 � 0 and v�ˇv0 � 0. Moreover we claim that .u; v0/H� � 0. In fact, as v0 is the
weak solution of (6-20) and by the definition of  ,Z

�

�u�v0 D

Z
�

u D

Z
N

uD 0:

Thus, since � >1, � � 0, un� 0 as u� 0, and .v0/n<0,

.u; v0/H� WD

Z
�

�u�v0� .1� �/

Z
@�

�un.v0/n � 0:

As a result, recalling that u2K�, vC˛v0 2K and v�ˇv0 2 .�K/, we have the chain of inequalities

0� .u; vC˛v0/H� D .u; v/H�C˛.u; v0/H� � .u; v/H� � .u; v/H� �ˇ.u; v0/H� D .u; v�ˇv0/H� � 0;

which implies that .u; v/H� D 0, and this holds for all v 2H 2.�/\H 1
0 .�/. Hence this is true also for

v defined as the unique solution of the Steklov problem�
�2v D u in �;
v D�v� .1� �/�vn D 0 on @�;

(6-21)
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and, using u as a test function, we deduce that

0D .u; v/H� D

Z
�

u2 D kuk22;

which implies uD 0 a.e. �

Proposition 6.19. Let � > 1 and suppose � is a ŒPPP� � domain for (6-19). Then the ground states of J�
are a.e. strictly of only one sign.

Proof. Let u 2 H 2.�/\H 1
0 .�/ be such a ground state and suppose by contradiction that u is sign-

changing. Denoting as before the cone of nonnegative functions by K, by Moreau decomposition there
exists a unique couple .u1; u2/ 2K �K� such that uD u1Cu2 and .u1; u2/H� D 0. Hence we know
that u1 � 0 and, by Lemma 6.18, u2 < 0. Moreover, u is supposed to change sign, so u1 ¤ 0.

Defining w WD u1�u2 2H 2.�/\H 1
0 .�/, we have w > juj. Indeed,

w D u1�u2 > u1Cu2 D u; w D u1�u2 > �u1�u2 D�u:

Consequently,
R
� g.x/jwj

pC1 >
R
� g.x/juj

pC1 and, since the decomposition is orthogonal under that
norm, kwk2H� D ku1k

2
H�
C ku2k

2
H�
D kuk2H�. Moreover, by Lemma 3.3, there exists t� WD t�.w/ 2

.0;C1/ such that w� WD t�.w/w 2N�. Hence we deduce

J� .w
�/D

.t�/2

2
kwk2H� �

.t�/pC1

pC 1

Z
�

g.x/jwjpC1

<
.t�/2

2
kuk2H� �

.t�/pC1

pC 1

Z
�

g.x/jujpC1 D J� .t
�.w/u/� J� .u/;

since u is the maximum of J� on the half-line ftu j t 2 .0;C1/g by Lemma 3.3; thus we have a
contradiction again, since u was the infimum of J� on the Nehari manifold N�. Hence we infer that u� 0.

Finally, as u is a critical point of J�, we have for each a positive test function ' 2H 2.�/\H 1
0 .�/,

.u; '/H� D

Z
�

�u�' � .1� �/

Z
@�

�un'n D

Z
�

g.x/up' � 0;

which implies that �u 2K�. Applying now Lemma 6.18, we get �u < 0, that is, u > 0. �

As a consequence, the problem of proving positivity of ground state is led back to a problem of
positivity preserving for the linear problem, which was already tackled and solved by Gazzola and Sweers
[2008].

Theorem 6.20. Let � > 1 and �� R2 be a bounded convex domain with @� of class C 2. There exists
Qıc.�/ 2 .1;C1� such that if � 2 .1; Qıc.�//, the ground states of the functional J� are a.e. strictly of
only one sign.

Proof. We follow the notation of [Gazzola and Sweers 2008]. Choosing ˇ D � in Theorem 4.1(iii)
of that paper, we infer the existence of ıc;�.�/ 2 Œ�1; 0/ such that if .1� �/� � ıc;�.�/�, then the
positivity preserving for problem (6-19) holds in �. Hence, defining Qıc.�/ WD 1C jıc;�.�/j, we can
apply Proposition 6.19, provided � < Qıc.�/. �
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Comparing Theorems 6.20 and 6.12, one may argue that we have nothing more than what we already
knew: in both we obtain the existence of �1 D �1.�/ > 1 such that for all � 2 .1; �1/ the ground
state solutions of problem (1-3) are positive. Nevertheless, in Theorem 6.20 we get further precise
information about how the interval of positivity depends on the domain, relating it strongly with the
positivity-preserving property. This fact is striking in the case of the disk and allows us to finally answer
the question which opened the section.

Corollary 6.21. Let B � R2 be a disk and let � > 1. Then the ground states of the functional J� are a.e.
strictly of only one sign.

Proof. It is enough to notice that here � D 1 and applying [Gazzola and Sweers 2008, Theorem 2.9] one
can deduce ıc;�.B/D�1, which implies Qıc.B/DC1. �

One should finally notice that here the positivity found by the dual cones method is up to a subset of
the domain with zero Lebesgue measure, so almost everywhere in �. This is the price we have to pay to
extend the positivity beyond the parameter �1 found in Theorem 6.12 (see also Remark 6.13).

Remark 6.22. Again, up to some easy modifications in the proofs, both the convergence in Theorem 6.14
and the positivity result in Theorem 6.20 hold also in the sublinear case p 2 .0; 1/.

7. Radial case

This section is devoted to some further investigations when the domain is a disk in R2 and the function g
is radial, regarding existence, positivity and some qualitative properties of radially symmetric solutions.
Moreover, we establish the counterpart of the convergence results of Sections 5 and 6, but for general
radial positive solutions.

For simplicity, we focus on the problem�
�2uD g.x/jujp�1u in B;
uD�u� .1� �/un D 0 on @B;

(7-1)

where B WDB1.0/�R2, gDg.jxj/ lies in L1.B/ and it is strictly positive inside B. Moreover, we let
� 2 R and p 2 .0; 1/[ .1;C1/ to cover both the sublinear and the superlinear case. Notice that the
curvature does not appear in the mixed boundary condition since �.B/� 1.

Positive radially decreasing solutions and global bounds. First of all, by Proposition 5.3, our analysis
concerns only the range � > �1: in fact, if �D B, one has �� D�1, since the first Steklov eigenvalue
Qı1.B/ is 2 (see [Berchio et al. 2006, Proposition 12]).

Retracing exactly the same steps of Sections 3 and 4, it is quite easy to obtain the existence of a positive
radial solution. In fact, confining ourselves to the closed subspace of radial functions

Hrad.B/ WD
˚
u 2H 2.B/\H 1

0 .B/
ˇ̌
u.x/D u.jxj/ for all x 2 B

	
D FixO.2/.H

2.B/\H 1
0 .B//;

we deduce the existence of a critical point of J� restricted to Hrad.B/. Then it is enough to notice that
J� is invariant under the action of O.2/ and to apply the principle of symmetric criticality due to Palais
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(see [Willem 1996, Theorem 1.28]), retrieving that these points are critical for J� also with respect to the
whole space.

Finally, if we restrict to the interval .�1; 1�, the positivity of such critical points is proved as in
Propositions 4.9 and 4.12, realizing that the superharmonic function of a radially symmetric function
is radial too (see (4-4)). On the other hand, if � > 1, one can apply the dual cone decomposition to the
Hilbert space Hrad.B/ and argue as in Lemma 6.18 and Proposition 6.19, taking into account that B is a
[PPP� ] domain for every � > �1. Summarizing, we have shown the following:

Proposition 7.1. Let p 2 .0;1/[.1;C1/, gD g.jxj/ 2L1.B/, g > 0. If � � �1, there is no positive
nonnegative nontrivial solution for (7-1), while, if � > �1, there exists at least a positive radial solution,
which is strictly superharmonic whenever � 2 .�1; 1�.

Now, we want to prove some qualitative properties of radial positive solutions of (7-1). The first result
concerns the radial behaviour, while the second the uniform boundedness in L1.B/. Before proving
these results, one should notice that such solutions are strong solutions, namely in W 4;q.B/, provided
g 2 Lq.B/ for some q > 2 and also classical assuming in addition that g 2 W 1;q.B/ for some q > 2.
This is a straightforward application of Lemma 6.7 combined with Morrey’s embeddings.

Lemma 7.2. Let B WD BR.0/ be the ball of radius R in R2 centered in 0, q > 2 and Qh 2 W 2;q.B/ be
radial. Defining h W Œ0; R�! R to be its restriction to the radial variable, for all t 2 Œ0; R� the following
equality holds:

th0.t/D

Z t

0

s �h.s/ ds: (7-2)

Proof. If h is of class C 2, it comes directly from integration by parts and from the radial representation of
the laplacian as

� Qh.x/D h00.jxj/C
1

jxj
h0.jxj/:

Otherwise, let . Qfk/k2N � C
1.B/ be such that Qfk! Qh in W 2;q.B/, so in C 1.B/. Since Qh is radial, we

claim that it is possible to choose each Qfk to be radial and we denote its restriction to the radial variable
as fk . If so, for every k 2 N, we have

tf 0k.t/D

Z t

0

s �fk.s/ ds:

As a result, as k!C1,ˇ̌̌̌ Z t

0

s.�fk.s/��h.s// ds

ˇ̌̌̌
D

1

2�
k� Qfk �� QhkL1.Bt .0// � C.q/k

Qfk � QhkW 2;q.B/! 0:

The result is proved by the convergence in C 1.B/ and the uniqueness of the limit. Now we have to justify
our previous claim. Since Qh 2W 2;q.B/, we haveX

i;˛

Z
B

ˇ̌̌̌
@˛ Qh

@i˛
.x; y/

ˇ̌̌̌q
dx dy <C1;
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where i 2 fx; yg and ˛ is a multi-index of length 0 � j˛j � 2. Since each .@˛ Qh/=.@i˛/ is radial, this
is equivalent to saying that h 2 W 2;q.Œ0; R�; r/, that is, the weighted Sobolev space with weight r .
Hence, by [Kufner 1985, Theorem 7.4] (M D f0g, "D 1 in notation therein), there exists a sequence
.fk/k2N � C

1.Œ0; R�/ such that fk! h in W 2;q.Œ0; R�; r/, that isX
i;˛

Z R

0

r

ˇ̌̌̌
@˛h

@i˛
.r/�fk.r/

ˇ̌̌̌q
dr! 0:

Hence, defining Fk.x/ WD fk.jxj/, each Fk 2 C1.B/ is radial and

k Qh�FkkW 2;q.B/ D

X
i;˛

Z
B

ˇ̌̌̌
@˛ Qh

@i˛
.x; y/�Fk.x; y/

ˇ̌̌̌q
dx dy D 2�

X
i;˛

Z R

0

r

ˇ̌̌̌
@˛h

@i˛
.r/�fk.r/

ˇ̌̌̌q
dr! 0;

and the claim is proved. �

Proposition 7.3 (radial decay). Assume g 2 Lq.B/ for some q >2, g is radial and g >0, and let u 6� 0
be a nonnegative radial solution of (7-1) with � 2 .�1; 1� and p 2 .0; 1/[ .1;C1/. Then u is strictly
radially decreasing; thus u > 0 in B.

Proof. By the assumption on g, we infer that u is a strong solution; thus w WD �u 2W 2;q.B/. Since
�wD�2uD g.jxj/up � 0 in Œ0; 1�, applying Lemma 7:2, we have w0 > 0 in .0; 1�. Hence �u is strictly
increasing in .0; 1�. Moreover, since u is nonnegative and u.1/ D 0, we have u0.1/ � 0; hence, using
the second boundary condition, �u.1/D .1� �/u0.1/� 0. Since �u is strictly increasing in .0; 1�, we
deduce that �u < 0 in Œ0; 1/, and finally, applying again Lemma 7.2, u0 < 0 in .0; 1�. �

In the next result we find a uniform upper bound for positive radial solutions of (7-1), which may be
seen as a superlinear counterpart of Proposition 4.11. We will make use of a blow up method which
goes back to Gidas and Spruck [1981], and which was adapted to the polyharmonic case by Reichel and
Weth [2009; 2010]. Briefly, our argument will be the following: supposing the existence of a sequence
of positive radial solutions with diverging L1 norm, we rescale each of them in order to have another
sequence of functions with the same L1 norm, satisfying the same equation in nested domains which
tend to occupy the whole R2. Then we show that, up to a subsequence, it converges uniformly on compact
subsets to a continuous nonnegative but nontrivial function. This turns out to be a solution of the same
equation on R2, which is a contradiction with the following Liouville-type result by Wei and Xu, with
N D 2 and mD 2:

Lemma 7.4 [Wei and Xu 1999, Theorem 1.4]. Let m 2 N and assume that p > 1 if N � 2m and
1 < p � .N C 2m/=.N � 2m/ if N > 2m. If u is a classical nonnegative solution of

.��/muD up in RN;

then u� 0.

In our proof we will make also use of the following local regularity estimate, which is a particular case
of a more general result by Reichel and Weth:
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Lemma 7.5 [Reichel and Weth 2009, Corollary 6]. Let �DBR.0/�RN, m2N, h2Lp.�/ for some
p 2 .1;C1/ and suppose u 2W 2m;p.�/ satisfies

.��/muD h in �:

Then there exists a constant C D C.R;N; p;m/ such that for any ı 2 .0; 1/,

kukW 2m;p.BıR.0//
�

C

.1� ı/2m

�
khkLp.BR.0//CkukLp.BR.0//

�
:

Proposition 7.6. Let � 2 .�1; 1�. Let g 2 Lq.B/ for some q > 2, g be radial and g > 0. Suppose also
that g is continuous in 0. Then, there exists C > 0 independent of � such that kuk1 � C for every u
radial positive solution of (7-1).

Proof. By contradiction, suppose there exists a sequence .vk/k2N of radial positive solutions such that
kvkk1%C1. According to Proposition 7.3, each vk is radially decreasing, so vk.0/Dkvkk1%C1.
For each k � 1, define

uk.x/D �
4
p�1

k
vk.�kx/;

where �k 2 RC are such that �
4
p�1

k
D 1=vk.0/. With this choice, each uk satisfies(

�2uk D g.j�kxj/u
p

k
in B 1

�k

.0/;

uk D�uk � .1� �/�k.uk/n D 0 on @B 1
�k

.0/;
(7-3)

is in W 4;q.B 1
�k

.0//, radially decreasing and

kukkL1.B1=�k .0//
D uk.0/D �

4
p�1

k
vk.0/D 1: (7-4)

We claim that the sequence .uk/k2N is uniformly bounded on compact sets of R2 in W 4;q norm. In fact,
letK �R2 be compact; then there exists � > 0 such that B�.0/�K and, for k large enough, each uk is in
K since B 1

�k

.0/� B2�.0/ definitively. For such k, by (7-4) and applying Lemma 7.5 with �D B2�.0/,

mDN D 2 and ı D 1
2

,

kukkW 4;q.K/ � kukkW 4;q.B�.0//
�
C.�; q/

1=24
.k�2ukkLq.B2�.0//CkukkLq.B2�.0///

� 16C.�; q/.kg.j�k � j/kLq.B2�.0//CjB2�.0/j
1
q /: (7-5)

Moreover, fixing " > 0 and supposing k large enough,

kg.j�k � j/kLq.B2�.0// D .4��
2/
1
q

�
1

jB2��k .0/j

Z
B2��k .0/

jg.y/jq dy

�1
q

� .4��2/
1
q g.0/C "; (7-6)

where the last inequality follows from the Lebesgue differentiation theorem. Hence, combining (7-5)
with (7-6), we infer kukkW 4;q.K/ � C.p; q;K; g/, which is uniform on k. Incidentally, notice that this
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constant does not depend on �. Hence we find u 2W 4;q.K/ such that, up to subsequences, uk! u in
C 3.K/, where u2C 3.R2/, u� 0 and u.0/D 1 by (7-4) and satisfying

�2uD g.0/up in R2:

So, by a bootstrap method, we deduce that u is also a classical solution. Finally, setting for all x 2 R2

w.x/ WD u.bx/ with b WD g.0/�
1
4 , one has w is a nonnegative solution of

�2w D wp in R2;

with w.0/D u.0/D 1, which contradicts Lemma 7.4. �

Convergence results. We want to investigate what happens at the endpoints of the interval .�1; 1� in
which � lies, by means of the last results. More precisely, our aim is to examine if any result similar to
Theorems 5.8 and 6.5 can be found assuming .uk/k2N to be a sequence of positive radial solutions of
(7-1) with � D �k but without imposing any “minimizing” requirement. Unless otherwise stated, we
assume g � 1 and p > 1.

Let us start with the behaviour for � ! 1, where the main ideas are taken from the same result for
ground states. Notice that we know everything for the Navier problem in the ball: in fact, Dalmasso [1995]
proved that there exists a unique positive solution, which is radially symmetric and radially decreasing
thanks to a result by Troy [1981].

Proposition 7.7. Let .uk/k2N be a sequence of positive radial solutions of (7-1) with �k % 1. Then
uk! Nu in H 2.B/, where Nu is the unique positive solution of the Navier problem.

Proof. We firstly claim that such a sequence is bounded in H 2.B/. Indeed, by Proposition 7.6,

kukk
2
H2.B/

� C0k�ukk
2
2 � C0

�
1�

1� �k

2

��1
kukk

2
H�k
D

2C0

1C �k
kukk

pC1
pC1 � 2�C0C

pC1:

Hence, we can extract a subsequence .ukj /j2N such that there exists Nv 2 H 2.B/\H 1
0 .B/ such that

ukj * Nv weakly inH 2.B/. By Lemma 6.1, together with Remark 6.2, one can infer that this subsequence
is actually strongly convergent in H 2.B/ and then that Nv is a weak solution of the Navier problem (thus
classical by regularity theory). Moreover, since the convergence is pointwise, we immediately deduce
that Nv is nonnegative, radially symmetric and radially nonincreasing. Nevertheless, by Proposition 7.3, Nv
is actually strictly decreasing and positive in B, so it coincides with the unique positive solution Nu of the
Navier problem. By the uniqueness of the limit and applying Urysohn subsequence principle, we retrieve
the convergence of the whole sequence .uk/k2N from which we started. �

Let us now investigate the case � !�1. As already noticed in Lemma 5.9, it is enough to understand
the behaviour of the LpC1.B/ norm of a sequence of solutions to infer the convergence in H 2.B/ norm.
Since the proof of Theorem 5.8 strongly relies on the fact that it deals with ground states, we need a
different technique. The first step is a Pohozaev-type identity by Mitidieri [1993]: it will allow us to
prove an inequality involving Lp.B/ and LpC1.B/ norms which, combined with the uniform bound of
Proposition 7.6, will lead us to the convergence result.
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Lemma 7.8 [Mitidieri 1993, Proposition 2.2]. Let � be a smooth domain and u 2 C 4.�/. The following
identity holds:Z
�

.�2u/x � ru�
N

2

Z
�

.�u/2� .N � 2/

Z
�

r�u � ru

D�
1

2

Z
@�

.�u/2x �nC

Z
@�

�
.�u/n.x � ru/Cun.x � r�u/�r�u � ru.x �n/

�
:

Corollary 7.9. Suppose u is a positive solution for problem (7-1) with g � 1. Then the following identity
holds: Z

@BR

�
.�u/nC .1� �/

�
1�

1��

2

�
un

�
un D�

�
1C

2

pC1

� Z
BR

upC1: (7-7)

Proof. By similar computations as in the proof contained in [Berchio et al. 2007, Section 6], from
Lemma 7.8 one infers�

N�4

2
�

N

pC1

� Z
�

upC1 D

Z
@�

�
x � r�uC 1

2
N.1� �/�un�

1
2
.1� �/2�2un.x �n/

�
un: (7-8)

If N D 2 and �D B, we have x D n and � D 1, so x � r�uD .�u/n and (7-7) follows. �

The next result follows from some ideas of Berchio and Gazzola: we give here a sketch, while we
refer to [Berchio and Gazzola 2011, Proposition 4], for a more detailed proof.

Lemma 7.10. Let � 2 .�1; 1/ and u be a positive radial solution of problem (7-1) with g � 1. Then the
following estimate holds:

kuk
pC1
pC1 �

3
64

�
1� 3

64
.1� �/

� 1

�.1C �/

pC 1

pC 3
k�2uk21: (7-9)

Proof. By radial symmetry, (7-7) reduces to

2.�u/0.1/u0.1/C .1� �/.1C �/.u0.1//2 D�
pC 3

pC 1

1

�

Z
B

upC1: (7-10)

Moreover, by the divergence theorem we have

u0.1/D
1

2�

Z
B

�u and .�u/0.1/D
1

2�

Z
B

�2u;

so, taking the first Steklov eigenfunction w.x/D 1
4
.1� jxj2/ and after some elementary computations,

one gets �Z
B

�2u� .1� �/

Z
B

w�2u

�Z
B

w�2uD
pC 3

pC 1
.1C �/�

Z
B

upC1: (7-11)

Noticing that 0� w � 1
4

, we have

3

64

Z
B

�2u�

Z
B

w�2u�
1

4

Z
B

�2u:

Hence, defining now d WD .1��/, s WD
R
Bw�

2u and A WD
R
B�

2u, the left-hand side of (7-11) becomes

As� ds2; with s 2
�
3
64
AI 1

4
A
�
:
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Since d > 0, we know  W s 7! As�ds2 is a concave function, so it attains its minimum on the extremal
values of the interval: in this case, with 0 < d < 2, one has

 .s/� 3
64

�
1� 3

64
d
�
A2:

Combining this with (7-11), one finds the desired estimate (7-9). �

Theorem 7.11. Let �k & �1 and .uk/k2N be a sequence of positive radial functions, each of them a
solution of the problem (7-1) with g � 1 and � D �k . Then, uk! 0 in H 2.B/.

Proof. By Lemma 5.9, it is enough to prove the convergence in LpC1.B/ norm. Since every solution
of (7-1) is smooth, we have k�2ukk1 D kukk

p
p . Moreover, by the uniform L1 estimate found in

Proposition 7.6, we know that there exists a constant C > 0 not depending on �k , such that

kukk
pC1
pC1 � kukk

pC1
1 jBj � �CpC1:

As a result, using the estimate provided by Lemma 7.10, one has

1C �k

1� 3
64
.1� �k/

�
pC 1

pC 3

3

64�2CpC1
kukk

2p
p ; (7-12)

so, letting �k!�1 we deduce kukkp! 0. This, together with the L1.B/ estimate of Proposition 7.6,
gives us the convergence in LpC1.B/ and so the desired result. �

8. Open problems

We end our paper with some unsolved questions that would complete the present investigation.

� If � is a ball, are the ground states of J� radially symmetric‹

In fact, we deduced the existence of ground states and radial solutions which are indeed ground states
among all possible radial solutions; both of them are positive and have the same behaviour when �!�1
and �! 1. But no standard techniques such as the Talenti symmetrization principle seem to apply (except
for the Navier case) to prove that these classes of functions are indeed the same.

� Are the radial positive solutions radially decreasing if � > 1‹

Indeed, the radial decay property proved in Proposition 7.3 does not apply in this setting and, by now, we
cannot extend Proposition 7.6 for these values of �.

Moreover, in the spirit of [Dalmasso 1995] and [Ferrero et al. 2007]:

� Can we say something about the uniqueness of .at least/ the positive radially symmetric ground state
of J� for some values of �‹

Finally, all the techniques developed in Section 3 strongly relied on the assumptions we made on the
boundary, that is, @� of class C 1;1, in order to have � 2 L1.@�/. In particular, Theorem 4.7 allowed us
to rewrite in an appropriate way our functional. Also the convexity played a crucial role in proving the
positivity: see in particular Propositions 4.9, 4.12 and 5.6 as well as Theorem 6.20.
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� May we deduce the positivity of ground states of J� when the domain � is not convex anymore or
with less regularity on the boundary‹

Since in the Navier case their positivity is always assured simply by the maximum principle, we expect
that, even without the convexity assumption, it continues to hold whenever � belongs to a neighborhood
of 1 which may depend on “how far” the domain is from being convex.

Concerning the regularity of the boundary, if we consider the particular case of a convex polygon P, it
is known that ground states of J� are positive for every � : in fact, the superharmonic method applies
easily once we have

R
P det.r2u/D 0 thanks to a result by Grisvard [1992, Lemma 2.2.2]. We believe

that positivity for ground states of J� still holds imposing, for instance, only Lipschitz regularity for @�.
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GEOMETRIC CONTROL CONDITION FOR THE WAVE EQUATION
WITH A TIME-DEPENDENT OBSERVATION DOMAIN

JÉRÔME LE ROUSSEAU, GILLES LEBEAU, PEPPINO TERPOLILLI AND EMMANUEL TRÉLAT

We characterize the observability property (and, by duality, the controllability and the stabilization) of
the wave equation on a Riemannian manifold �, with or without boundary, where the observation (or
control) domain is time-varying. We provide a condition ensuring observability, in terms of propagating
bicharacteristics. This condition extends the well-known geometric control condition established for fixed
observation domains.

As one of the consequences, we prove that it is always possible to find a time-dependent observation
domain of arbitrarily small measure for which the observability property holds. From a practical point of
view, this means that it is possible to reconstruct the solutions of the wave equation with only few sensors
(in the Lebesgue measure sense), at the price of moving the sensors in the domain in an adequate way.

We provide several illustrating examples, in which the observation domain is the rigid displacement
in � of a fixed domain, with speed v, showing that the observability property depends both on v and on
the wave speed. Despite the apparent simplicity of some of our examples, the observability property can
depend on nontrivial arithmetic considerations.

1. Introduction and main result 983
2. Proofs 995
3. Some examples and counterexamples 999
4. Boundary observability and control 1012
Appendix: A class of test operators near the boundary 1014
References 1014

1. Introduction and main result

1A. Framework. Studies of the stabilization and the controllability for the wave equation go back to
the works of D. L. Russell [1971a; 1971b]. The work of J.-L. Lions [1988a] was very important in
the formalization of many controllability questions. In the case of a manifold without boundary �,
the pioneering work of J. Rauch and M. Taylor [1974] related the question of fast stabilization, that
is, exhibiting an exponential decay of the energy, to a geometric condition connecting the damping
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983

http://msp.org/apde/
http://dx.doi.org/10.2140/apde.2017.10-4
http://dx.doi.org/10.2140/apde.2017.10.983
http://msp.org


984 JÉRÔME LE ROUSSEAU, GILLES LEBEAU, PEPPINO TERPOLILLI AND EMMANUEL TRÉLAT

region ω ⊂ � and the rays of geometrical optics, resulting in the now celebrated geometric control
condition (in short, GCC). The damped wave equation takes the form

∂2
t u−4u+χω ∂t u = 0.

Using that the energy of the solution to a hyperbolic equation is largely carried along the rays, if one
assumes that any ray will have reached the region ω where the operator is dissipative in a finite time, one
can prove that the energy decays exponentially in time, with an additional unique continuation argument
that allows one to handle the low-frequency part of the energy. The work [Rauch and Taylor 1974] only
treated the case of a manifold � without boundary, leaving open the case of manifolds with boundary
until the work of C. Bardos, G. Lebeau, and J. Rauch [Bardos et al. 1992]. The understanding of the
propagation of singularities in the presence of the boundary ∂�, after the seminal work of R. Melrose and
J. Sjöstrand [1978; 1982], was a key element in the proof of [Bardos et al. 1992], providing a generalized
notion of rays, taking reflections at the boundary into account as well as glancing and gliding phenomena.
The geometric condition for ω, now an open subset of�, is then the requirement that every generalized ray
should meet the damping region ω in a finite time. The resulting stabilization estimate then takes the form

E0(u(t))6 Ce−C ′t E0(u(0)),

where E0 is the energy
E0(u(t))= ‖u(t)‖2H1(�)

+‖∂t u(t)‖2L2(�)
.

Note that, if an open set ω does not fulfill the geometric control condition, then only a logarithmic type
of energy decay can be achieved in general [Lebeau 1996; Lebeau and Robbiano 1995; Burq 1998].1

The question of exact controllability relies on the same line of arguments as for the exponential
stabilization. By exact controllability in time T > 0, for the control wave equation

∂2
t u−4u = χω(x) f,

one means, given an arbitrary initial state (u0, u1) and an arbitrary final state (uF
0 , uF

1 ), the ability to
find f such that (ut=T , ∂t ut=T )= (uF

0 , uF
1 ) starting from (ut=0, ∂t ut=0)= (u0, u1). If the energy level is

(u(t), ∂t u(t)) ∈ H 1(�)⊕ L2(�), it is natural to seek f ∈ L2((0, T )×�). Boundary conditions can be
of Dirichlet or Neumann types.

In fact, as is well known, both exponential stabilization and exact controllability of the wave equation
in a domain �, with a damping or a control only acting in an open region ω of �, are equivalent to an
observability estimate for a free wave. For such a wave, the energy is constant with respect to time. The
observability inequality takes the following form: for some constant C > 0 and some T > 0, we have

E0(u)6 C
∫ T

0
‖∂t u‖2L2(ω)

dt. (1)

For the issue of exact controllability, the time T > 0 in this inequality is then the control time (horizon).
If the open set ω fulfills the geometric control condition, then the results of [Rauch and Taylor 1974;

1In fact, intermediate decay rates have been established in particular geometrical settings; see for instance [Schenck 2011] for
almost exponential decay, and [Burq and Hitrik 2007; Phung 2007; Anantharaman and Léautaud 2014] for polynomial decay.
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Bardos et al. 1992] show that the infimum of all possible such times T coincides with the infimum of
all possible times in the geometric control condition. Note however that there are cases in which the
geometric control condition does not hold, and yet the observability inequality (1) is valid: the case � is
a sphere and ω is a half-sphere is a typical example.

A glance at inequality (1) shows that observability is in fact to be understood as occurring in a space-
time domain, here (0, T )×ω. It is then natural to wonder if observability can hold if it is replaced by
some other open subset of (0, T )×�. This is the subject of the present article.

The motivation for such a study can be seen as fairly theoretical. However, in practical issues, in different
industrial contexts, for nondestructive testing, safety applications, as well as tomography techniques used
for imaging bodies (human or not), this question becomes quite relevant. In fact, the industrial framework
of seismic exploration was the original motivation for this work. In the different fields we mentioned, data
are collected to be exploited in an interpretation step which involves the solution of some inverse problem.
The point is that the device used to collect data does not fit well with the usual geometric condition which
is crucial to obtain an observability result. In some cases it appears of great interest to be able to tackle
situations where the observation set is time-dependent. In others, the reduction of data volume may be
sought, while preserving the data quality. One may also face a situation in which all sensors cannot be
active at the same time.

The example of seismic data acquisition can help the reader get a grasp on the industrial need to better
design data acquisition procedures. In the case of a towed marine seismic data acquisition campaign,
a typical setup consists in six parallel streamers with length 6000 m, separated by a distance of 100 m,
floating at a depth of 8 m. The basic receiving elements are pressure-sensitive hydrophones composed of
piezoelectric ceramic crystal devices that are placed some 20 to 50 m apart along each streamer. A source
(a carefully designed air gun array) is shot every 25 m while the boat moves. The seismic data experiment
lasts around 8 s. One understands with this description that a huge amount (terabytes) of data is recorded
during one such acquisition campaign above an area of interest beneath the sea floor. Of course, the
velocity of the ship and of the streamers is very small as compared to that of the seismic waves (1500 m/s
in water and up to 5000 m/s for examples in salt bodies that are typical in the North Sea or in the Gulf
of Mexico). Yet, however small it may be, one can question its impact on the quality of the data. One
could also want not to use all receivers at a single time but rather to design a dynamic (software-based)
array of receivers during the time of the seismic experiment. The reader will of course realize that the
mathematical results we present here are very far from solving this problem. They however give some
leads on what important theoretical issues can be.

An inspection of the proof of [Bardos et al. 1992] shows that it uses the invariance of the observation
cylinder (0, T )×ω with respect to time in a crucial way. Hence, the method, if not modified, cannot be
applied to a general open subset of (0, T )×�. One of the contributions of the present work is to remedy
this issue. In fact, this is done by a significant simplification of the argument of [Bardos et al. 1992],
yielding a less technical aspect in one of the steps of the proof. Eventually, the result that we obtain
is in fact faithful to the intuition one may have. The proper geometric condition to impose on an open
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subset Q of (0, T )×�, for an observability condition of the form

E0(u)6 C
∫∫

Q
|∂t u|2 dt dx (2)

to hold is the following: for any generalized ray t 7→ x(t) initiated at time t = 0, there should be a time
0< t1 < T such that the ray is located in Q ∩ {t = t1}, that is, (t1, x(t1)) ∈ Q. This naturally generalizes
the usual geometric control condition in the case where Q is the cylinder (0, T )×ω.

One of the interesting consequences of our analysis lies in the following fact: if the geometric condition
holds for a time-dependent domain Q, a thinner domain for which the condition holds as well can be
simply obtained by picking a neighborhood of the boundary of Q. This can be viewed as a step towards
the reduction of the amount of data collected in the practical applications mentioned above.

We complete our analysis with a set of examples in very simple geometrical situations. Some of these
examples show that even if “many” rays are missed by a static domain, a moving version of this domain
can capture in finite time all rays, even with a very slow motion. However other examples show situations
in which “very few” rays are missed, and a slow motion of the observation set allows one to capture these
rays, yet implying that other rays remain away from the moving observation region for any positive time.
Those examples may become hard to analyse because of the complexity of the Hamiltonian dynamics
that governs the rays. Yet, they illustrate that naive strategies can fail to achieve the fulfillment of the
geometric control condition. Those examples show that further study would be of interest, with a study
of the increase or decrease of the minimal control time as an observation set is moved around. Some
examples show that this minimal control time may not be continuous with respect to the dynamics we
impose on a moving control region.

1B. Setting. Let (M, g) be a smooth d-dimensional Riemannian manifold, with d > 1. Let � be an open
bounded connected subset of M, with a smooth boundary if ∂� 6=∅. We consider the wave equation

∂2
t u−4gu = 0 (3)

in R×�. Here, 4g denotes the Laplace–Beltrami operator on M, associated with the metric g on M. If
the boundary ∂� of � is nonempty, then we consider boundary conditions of the form

Bu = 0 on R× ∂�, (4)

where the operator B is either

• the Dirichlet trace operator, Bu = u|∂�;

• or the Neumann trace operator, Bu = ∂nu|∂�, where ∂n is the outward normal derivative along ∂�.

Our study encompasses the case where ∂�=∅: in this case, � is a compact connected d-dimensional
Riemannian manifold. Measurable sets are considered with respect to the Riemannian measure dxg (if M
is the usual Euclidean space Rn then dxg is the usual Lebesgue measure).

In the case of a manifold without boundary or in the case of homogeneous Neumann boundary
conditions, the Laplace–Beltrami operator is not invertible on L2(�) but is invertible in

L2
0(�)=

{
u ∈ L2(�)

∣∣∣∣ ∫
�

u(x) dxg = 0
}
.
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In what follows, we set X = L2
0(�) in the boundaryless case or in the Neumann case, and X = L2(�)

in the Dirichlet case (in both cases, the norm on X is the usual L2-norm). We denote by A =−4g the
Laplace operator defined on X with domain

D(A)= {u ∈ X | Au ∈ X and Bu = 0}

with one of the above boundary conditions whenever ∂� 6=∅.
Note that A is a selfadjoint positive operator. In the case of Dirichlet boundary conditions, X = L2(�)

and we have

D(A)= H 2(�)∩ H 1
0 (�), D(A1/2)= H 1

0 (�) and D(A1/2)′ = H−1(�),

where the dual is considered with respect to the pivot space X . For Neumann boundary conditions,
X = L2

0(X) and we have

D(A)= {u ∈ H 2(�)∩ L2
0(X) | (∂u/∂n)|∂� = 0} and D(A1/2)= H 1(�)∩ L2

0(X).

The Hilbert spaces D(A), D(A1/2), and D(A1/2)′ are respectively endowed with the norms ‖u‖D(A) =

‖Au‖L2(�), ‖u‖D(A1/2) = ‖A1/2u‖L2(�) and ‖u‖D(A1/2)′ = ‖A−1/2u‖L2(�).

For all (u0, u1)∈D(A1/2)×X (resp. X×D(A1/2)′), there exists a unique solution u∈C 0(R; D(A1/2))∩

C 1(R; X) (resp. u ∈ C 0(R; X)∩C 1(R; D(A1/2)′)) of (3)–(4) such that u|t=0 = u0 and ∂t u|t=0 = u1. In
both cases, such solutions of (3)–(4) are to be understood in a weak sense.

Remark 1.1. In (3), we consider the classical d’Alembert wave operator �g = ∂
2
t −4g. In fact, the

results of the present article remain valid for the more general wave operators of the form

P = ∂2
t −

∑
i, j

ai j (x)∂xi ∂x j + lower-order terms,

where (ai j (x)) is a smooth real-valued symmetric positive definite matrix, and where the lower-order
terms are smooth and do not depend on t . We insist on the fact that our approach is limited to operators
with time-independent coefficients as in [Bardos et al. 1992].

1C. Observability. Let Q be an open subset of R×�. We denote by χQ the characteristic function of Q,
defined by χQ(t, x)= 1 if (t, x) ∈ Q and χQ(t, x)= 0 otherwise. We set

ω(t)= {x ∈� | (t, x) ∈ Q},

so that Q = {(t, x) ∈ R×� | t ∈ R, x ∈ ω(t)}. Let T > 0 be arbitrary. We say that (3)–(4) is observable
on Q in time T if there exists C > 0 such that

C‖(u0, u1)‖2D(A1/2)×X 6 ‖χQ ∂t u‖2L2((0,T )×�) =

∫ T

0

∫
ω(t)
|∂t u(t, x)|2 dxg dt (5)

for all (u0, u1) ∈ D(A1/2)× X , where u is the solution of (3)–(4) with initial conditions u|t=0 = u0 and
∂t u|t=0 = u1. One refers to (5) as to an observability inequality.

The observability inequality (5) is stated for initial conditions (u0, u1) ∈ D(A1/2)× X . Other energy
spaces can be used. An important example is the following proposition.
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Proposition 1.2. The observability inequality (5) is equivalent to having C > 0 such that

C‖(u0, u1)‖2X×D(A1/2)′
6 ‖χQu‖2L2((0,T )×�) =

∫ T

0

∫
ω(t)
|u(t, x)|2 dxg dt (6)

for all (u0, u1) ∈ X × D(A1/2)′, where u is the solution of (3)–(4) with initial conditions u|t=0 = u0 and
∂t u|t=0 = u1.

This proposition is proven in Section 2B.

In the existing literature, the observation is most often made on cylindrical domains Q = (0, T )×ω for
some given T > 0, meaning that ω(t)= ω. In such a case where the observation domain ω is stationary,
it is known that, within the class of smooth domains �, the observability property holds if the pair (ω, T )
satisfies the geometric control condition (in short, GCC) in � (see [Bardos et al. 1992; Burq and Gérard
1997]). Roughly speaking, it says that every geodesic propagating in � at unit speed, and reflecting at the
boundary according to the classical laws of geometrical optics, so-called generalized geodesics, should
meet the open set ω within time T.

In the present article, our goal is to extend the GCC to time-dependent observation domains. For a
precise statement of the GCC, we first recall the definition of generalized geodesics and bicharacteristics.

1C1. The generalized bicharacteristic flow of R. Melrose and J. Sjöstrand. First, we define generalized
bicharacteristics in the interior of �. There, they coincide with the classical notion of bicharacteristics.
Second, we define generalized bicharacteristics in the neighborhood of the boundary.

Symbols and bicharacteristics in the interior. The principal symbol of−4g coincides with the cometric g∗

defined by

g∗x (ξ, ξ)= max
v∈Tx M\{0}

〈ξ, v〉2

gx(v, v)

for every x ∈ M and every ξ ∈ T ∗x M. In local coordinates, we denote by gi j (x) the Riemannian metric g
at point x ; that is, g(v, ṽ)(x)= gi j (x)vi (x)ṽ j (x), for v, ṽ ∈ T M, that is, two vector fields, and by gi j (x)
the cometric g∗ at x , that is g∗(ω, ω̃)(x)= gi j (x)ωi (x)ω̃ j (x) for ω, ω̃ ∈ T ∗M, that is, two 1-forms. In
local coordinates, the Laplace–Beltrami reads

−4g =−g(x)−1/2 ∂i (g(x)1/2gi j (x)∂j ).

In R×M, the principal symbol of the wave operator ∂2
t −4g is then p(t, x, τ, ξ)=−τ 2

+ g∗x (ξ, ξ).
In T ∗(R × M), the Hamiltonian vector field Hp associated with p is given by Hp f = {p, f } for
f ∈ C 1(T ∗(R×M)). In local coordinates, Hp reads

Hp = ∂τ p∂t +∇ξ p∇x −∇x p∇x =−2τ∂t + 2g jk(x)ξk∂x j − ∂x j g
ik(x)ξiξk∂ξ j ,

with the usual Einstein summation convention. Along the integral curves of Hp, the value of p is
constant as Hp p = 0. Thus, the characteristic set Char(p)= {p= 0} is invariant under the flow of Hp.
In T ∗(R×M), bicharacteristics are defined as the maximal integral curves of Hp that lay in Char(p).
The projections of the bicharacteristics onto M, using the variable t as a parameter, coincide with the
geodesics on M associated with the metric g travelled at speed 1.
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We set Y = R×�. We denote by CharY (p) the characteristic set of p above Y, given by

CharY (p)=
{
ρ=(t, x, τ, ξ) ∈ T ∗(R×M) \ 0

∣∣ x ∈� and p(ρ)= 0
}
.

Coordinates and Hamiltonian vector fields near and at the boundary. Close to the boundary R× ∂�,
using normal geodesic coordinates (x ′, xd), the principal symbol of the Laplace–Beltrami operator reads
ξ 2

d + `(x, ξ
′). Set y= (t, x), y′= (t, x ′) and yn = xd . Here n = d + 1. In these coordinates, the principal

symbol of the wave operator takes the form p(y′, yn, η
′, ηn)= η

2
n+r(y, η′), where r is a smooth yn-family

of tangential (differential) symbols, and the boundary R× ∂� is locally parametrized by y′ and given by
{yn = 0}. The open set R×� is locally given by {yn > 0}.

The variables η = (η′, ηn) are the cotangent variables associated with y = (y′, yn). We set

∂T ∗Y = {ρ=(y, η) ∈ T ∗(R×M) | yn= 0}

as the boundary of T ∗Y = {ρ=(y, η) ∈ T ∗(R×M) | y ∈ Y }. In those local coordinates, the associated
Hamiltonian vector field Hp is given by

Hp =∇η′ r∇y′ + 2ηn∂yn −∇y r∇η.

We denote by r0 the trace of r on ∂T ∗Y, that is, r0(y′, η′) = r(y′, yn= 0, η′). We then introduce the
Hamiltonian vector field above the submanifold {yn = 0}:

Hr0 =∇η′ r0∇y′ −∇y′ r0∇η′ .

The compressed cotangent bundle. On Y, for points y = (y′, yn) near the boundary, we define the vector
fiber bundle bT Y =

⋃
y∈Y

bTyY, generated by the vector fields ∂y′ and yn∂yn , in the local coordinates
introduced above. We then have the natural map

j : T ∗Y → bT ∗Y =
⋃
y∈Y

(bTyY )∗, (y; η) 7→ (y; η′, ynηn),

expressed here in local coordinates for simplicity. In particular:

• If y ∈ R×� then bT ∗y Y = j (T ∗y Y ) is isomorphic to T ∗y Y = T ∗y (R×M).

• If y ∈ R× ∂� then bT ∗y Y = j (T ∗y Y ) is isomorphic to T ∗y (R× ∂�).

The bundle bT ∗Y is called the compressed cotangent bundle, and we see that it allows one to patch
together T ∗y (R×M) in the interior of � and T ∗y (R× ∂�) at the boundary in a smooth manner, despite
the discrepancy in their dimensions.

Decomposition of the characteristic set at the boundary. We set 6 = j (CharY (p))⊂ bT ∗Y and

60 =6|yn=0 ⊂ ∂
bT ∗Y = bT ∗Y|yn=0 ' T ∗(R× ∂�).

Using local coordinates (for convenience here), we then define G ⊂60 by r(y, η′)= r0(y′, η′)= 0 as the
glancing set and H =60 \G as the hyperbolic set. Hence, if ρ = (y′, yn= 0, η′) ∈60 then

ρ ∈ H ⇐⇒ r0(y′, η′) < 0, ρ ∈ G ⇐⇒ r0(y′, η′)= 0.
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The set of points (y′, yn= 0, η′) ∈ bT ∗Y|yn=0 such that r0(y′, η′) > 0 is referred to as the elliptic set E .
We also set 6̂ =6 ∪ E =6 ∪ bT ∗Y|yn=0 and we set the cosphere quotient space S∗6̂ to be 6̂/(0,+∞).

The glancing set is itself written as G = G2
⊃ G3

⊃ · · · ⊃ G∞, with ρ = (y′, yn= 0, η) in Gk+2 if and
only if

ηn = r0(ρ)= 0, H j
r0

r1(ρ)= 0, 06 j < k,

where r1(ρ)= ∂ynr(y′, yn = 0, η′). Finally, we write G2
\G3, the set of glancing points of order exactly 2,

as the union of the diffractive set G2
d and of the gliding set G2

g; that is, G2
\G3
= G2

d ∪G2
g, with

ρ ∈ G2
d (resp. G2

g) ⇐⇒ ρ ∈ G2
\G3 and r1(ρ) < 0 (resp. > 0).

Similarly, for `> 2, we write G2`
\G2`+1, the set of glancing points of order exactly k = 2`, as the union

of the diffractive set G2`
d and the gliding set G2`

g ; that is, G2`
\G2`+1

= G2`
d ∪G2`

g , with

ρ ∈ G2`
d (resp. G2`

g ) ⇐⇒ ρ ∈ G2`
\G2`+1 and H 2`−2

r0
r1(ρ) < 0 (resp. > 0).

We shall call points in Gd =
⋃
`>1 G2`

d diffractive.2

Observe that a bicharacteristic going through a point of Gk projects onto a geodesic on M that has a
contact of order k with R× ∂�.

Generalized bicharacteristics. What we introduced above now allows us to give a precise definition of
generalized bicharacteristics above Y.

Definition 1.3. A generalized bicharacteristic of p is a differentiable map

R \ B 3 s 7→ γ (s) ∈ (CharY (p) \ ∂T ∗Y )∪ j−1(G),

where B is a subset of R made of isolated points, that satisfies the following properties:

(i) γ ′(s)= Hp(γ (s)) if either γ (s) ∈ CharY (p) \ ∂T ∗Y or γ (s) ∈ j−1(Gd).

(ii) γ ′(s)= Hr0(γ (s)) if γ (s) ∈ j−1(G \Gd).

(iii) If s0∈ B, there exists δ>0 such that γ (s)∈CharY (p)\∂T ∗Y for s∈ (s0−δ, s0)∪(s0, s0+δ). Moreover,
the limits ρ± = (y±, η±) = lims→s±0

γ (s) exist and y−n = y+n = 0; i.e., ρ± ∈ CharY (p) ∩ ∂T ∗Y,
y−′= y+′, η−′= η+′, and η−n =−η

+
n . That is, ρ+ and ρ− lay in the same hyperbolic fiber above a

point in bT ∗Y|yn=0: j (ρ+)= j (ρ−) ∈ H.

Point (i) describes the generalized bicharacteristic in the interior, that is, in T ∗(R×�), and at diffractive
points, where it coincides with part of a classical bicharacteristic as defined above. Point (ii) describes
the behavior in G \Gd , thus explaining that a generalized bicharacteristic can enter or leave the boundary
∂T ∗Y or locally remain in it. Point (iii) describes reflections when the boundary ∂T ∗Y is reached
transversally by a classical bicharacteristic, that is, at a point of the hyperbolic set. While s 7→ ξ(s)

2In the sense of Taylor and Melrose the terminology diffractive only applies to G2
d. Here, we chose to extend it to

⋃
`>1 G2`

d
as we shall refer to nondiffractive points, that is, points in the complement of Gd , in Section 4. In the literature nondiffractive
points are defined this way but diffractive points are often defined according to Taylor and Melrose. Then, the set of nondiffractive
points and the set of diffractive points are not complements of one another; a source of confusion.
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exhibits a jump at such a point, s 7→ t (s) and s 7→ x(s) can both be extended by continuity there. We
shall thus proceed with this extension. Above, for clarity we chose to state point (iii) in local coordinates
near the hyperbolic point. The generalized bicharacteristics are however defined as a geometrical object,
independent of the choice of coordinates.

Definition 1.4. Compressed generalized bicharacteristics are the image under the map j of the generalized
bicharacteristics defined above.

If bγ = j (γ ) is such a compressed generalized bicharacteristic, then bγ :R→ bT ∗Y \E is a continuous
map (if one introduces the proper natural topology on bT ∗Y ).

Using t as parameter, generalized geodesics for �, travelled at speed 1, are then the projection on M
of the (compressed) generalized bicharacteristics. Generalized geodesics remain in �. We shall call a
“ray” this projection following the terminology of geometrical optics.

An important result is then the following.

Proposition 1.5. A (compressed) generalized bicharacteristic with no point in G∞ is uniquely determined
by any one of its points.

We refer to [Melrose and Sjöstrand 1978] for a proof of this result and for many more details on
generalized bicharacteristics (see also [Hörmander 1985, Section 24.3]).

1C2. A time-dependent geometric control condition. With the notion of compressed generalized bichar-
acteristic recalled in Section 1C1, we can state the geometric condition adapted to a time-dependent
control domain.

Definition 1.6. Let Q be an open subset of R×�, and let T > 0. We say that (Q, T ) satisfies the
time-dependent geometric control condition (in short, t-GCC) if every generalized bicharacteristic
bγ : R→ bT ∗Y \ E , s 7→ (t (s), x(s), τ (s), ξ(s)), is such that there exists s ∈ R such that t (s) ∈ (0, T )
and (t (s), x(s)) ∈ Q. We say that Q satisfies the t-GCC if there exists T > 0 such that (Q, T ) satisfies
the t-GCC.

The control time T0(Q, �) is defined by

T0(Q, �)= inf{T > 0 | (Q, T ) satisfies the t-GCC},

with the agreement that T0(Q, �)=+∞ if Q does not satisfy the t-GCC.

The t-GCC property of Definition 1.6 is a time-dependent version of the usual GCC.

Remark 1.7. Several remarks are in order.

(1) The t-GCC assumption implies that the set O =
⋃

t∈(0,T ) ω(t) is a control domain that satisfies the
usual GCC for a time T > T0(Q, �).

(2) It is interesting to note that the control time T0(Q, �) is not a continuous function of the domains
for any reasonable topology (see Remark 3.1 below).
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Figure 1. Reflections of generalized geodesics at some corner: a right angle corner (left)
and a general corner (right).

(3) Observe that if (Q, T ) satisfies the t-GCC, a similar geometric condition may not occur if the time
interval (0, T ) is replaced by (t0, t0+ T ). As the set Q is not a cylinder in general, by nature the
t-GCC is not invariant under time translation.

(4) Note that Q cannot be chosen as an open set of R×� instead of R×�. Consider indeed the case
of a disk: if Q is an open set of R×� then the ray that glides along the boundary never enters Q.
This coincides with the so-called whispering gallery phenomenon.

1D. Main result.

Theorem 1.8. Let Q be an open subset of R×� that satisfies the t-GCC. Let T > T0(Q, �). If ∂� 6=∅,
we assume moreover that no generalized bicharacteristic has a contact of infinite order with (0, T )× ∂�,
that is, G∞ =∅. Then, the observability inequality (5) holds.

Theorem 1.8 is proven in Section 2A. By Proposition 1.2 we have the following result.

Theorem 1.8′. Under the same assumptions as Theorem 1.8 the observability inequality (6) holds.

Remark 1.9. (1) In the case where ∂� 6=∅, the assumption of the absence of any ray having a contact
of infinite order with the boundary is classical (see [Bardos et al. 1992]). Note that this assumption is not
useful if M and ∂� are analytic. This assumption is used in a crucial way in the proof of the theorem to
ensure uniqueness of the generalized bicharacteristic flow, as stated in Proposition 1.5.

(2) We have assumed here that, if ∂� 6=∅, then ∂� is smooth. The case where ∂� is not smooth is open.
Even the case where ∂� is piecewise analytic is open. The problem is that, in that case, the generalized
bicharacteristic flow is not well defined since there is no uniqueness of a bicharacteristic passing over a
point. This fact is illustrated in Figure 1 (right) where a ray reflecting at some angle can split into two
rays. However, it clearly follows from our proof that Theorem 1.8 is still valid if the domain � is such
that this uniqueness property holds (like in the case of a rectangle). In general, we conjecture that the
conclusion of Theorem 1.8 holds true if all generalized bicharacteristics meet T ∗Q within time T. This
would require however extending the classical theory of propagation of singularities. Proving this fact is
beyond of the scope of the present article. We may however assert here, in the present context, that the
result of Theorem 1.8 is valid in any d-dimensional orthotope.
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Remark 1.10. In the case of a 1-dimensional wave equation with Dirichlet boundary conditions, the
corresponding statement of Theorem 1.8 is proven in [Castro et al. 2014] by means of the d’Alembert
formula. The proof we provide in Section 2A is general and follows [Bardos et al. 1992; Burq and Gérard
1997]. In fact, as already mentioned in Section 1A, a key step of the approach of these papers is simplified
here, and more precisely, it consists of several steps. Firstly, a weaker version of the observability
inequality is proven; in the present article, this is done in Lemma 2.1. Secondly, the so-called set of
invisible solutions, defined by (16), is shown to be reduced to zero; in the present article, this is done
in Lemma 2.3. Thirdly, the observability inequality is proven to hold by means of the result of the two
previous steps. Our simplification with respect to [Bardos et al. 1992; Burq and Gérard 1997] lies in
the second step. The argument is much shorter than the original one and, in the present analysis of a
time-varying observation region, it turns out to be crucial, as the more classical argument of [Bardos et al.
1992; Burq and Gérard 1997] cannot be applied.

1E. Consequences.

1E1. Controllability. By the usual duality argument (the Hilbert uniqueness method, see [Lions 1988a;
1988b]), we have the following equivalent result for the control of the wave equation with a time-dependent
control domain, based on the observability inequality (6) that follows from Theorem 1.8′.

Theorem 1.8′′. Let Q be an open subset of R×� that satisfies the t-GCC. Let T > T0(Q, �). If ∂� 6=∅
we assume moreover that no generalized bicharacteristic has a contact of infinite order with (0, T )× ∂�,
that is, G∞=∅. Setting ω(t)= {x ∈� | (t, x)∈ Q}, we consider the wave equation with internal control

∂2
t u−4gu = χQ f (7)

in (0, T )×�, with Dirichlet or Neumann boundary conditions (4) whenever ∂� 6= ∅, and with f ∈
L2((0, T )×�). Then, the controlled equation (7) is exactly controllable in the space D(A1/2)× X ,
meaning that, for all (u0, u1) and (v0, v1) in D(A1/2)× X , there exists f ∈ L2((0, T )×�) such that the
corresponding solution of (7), with (u|t=0, ∂t u|t=0)= (u0, u1), satisfies (u|t=T , ∂t u|t=T )= (v

0, v1).

Remark 1.11. In the above result the control operator is f 7→ χQ f . We could choose instead a control
operator f 7→ b(t, x) f with b smooth and such that Q = {(t, x) ∈ R×� | b(t, x) > 0}. Then with the
same t-GCC we also have exact controllability in this case. The equivalent observability inequality is then

C‖(u0, u1)‖2X×D(A1/2)′
6 ‖bu‖2L2((0,T )×�) =

∫ T

0

∫
�

|b(t, x)u(t, x)|2 dxg dt.

1E2. Observability with few sensors. We give another interesting consequence of Theorem 1.8, in
connection with the very definition of the t-GCC property, which can be particularly relevant in view of
practical applications.

Corollary 1.12. Let Q ⊂ R×� be an open subset with Lipschitz boundary and let T > 0 be such that
(Q, T ) satisfies the t-GCC. Then, every open subset V of [0, T ]×� (for the topology induced by R×M),
containing ∂(Q ∩ ([0, T ]×�)) is such that (V, T ) satisfies the t-GCC and, consequently, observability
holds for such an open subset.
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Q

0
�

T
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0
�

T
Q

V

0
� ω

Figure 2. Neighborhoods V of ∂(Q ∩ ([0, T ] × �)) in [0, T ] × � (for the induced
topology). In middle and right pictures, a potential bicharacteristic that remains in the
interior of Q is represented.

Proof. Let R 3 s 7→ bγ (s) be a compressed generalized bicharacteristic with t = t (s). As (Q, T ) satisfies
the t-GCC, there exists t1 ∈ (0, T ) and s1 ∈ R such that t1 = t (s1) and bγ (s1) ∈ j (T ∗(Q)). Now, there
are two cases:

Case 1: There exists s2 ∈ R such that t2 = t (s2) ∈ (0, T ) and bγ (s2) /∈ j (T ∗(Q)). The continuity of
s 7→ bγ (s) into bT ∗Y \ E , in particular of its projection on R×�, then allows one to conclude that there
exists s3 ∈ R such that t3 = t (s3) ∈ (0, T ) and bγ (s3) ∈ j (T ∗(V)).

Case 2: For all s ∈ R such that t = t (s) ∈ (0, T ) we have bγ (s) ∈ j (T ∗(Q)). Such a bicharacteristic is
illustrated in Figure 2 (middle and right). Then s 7→ bγ (s) enters j (T ∗(W)) for any neighborhood W of
{T }×ω(T ) (or {0}×ω(0)). Thus, there exists s2∈R such that t2= t (s2)∈ (0, T ) and bγ (s2)∈ j (T ∗(V)). �

Remark 1.13. (1) The main interest of Corollary 1.12 is that it allows one to take the open set V “as
small as possible”, provided that it contains the boundary of Q ∩ ([0, T ] ×�) (see Figure 2). As a
practical consequence, only few sensors are needed to ensure the observability property, or, by duality,
the controllability property, thus reducing the cost of an experiment.

Somehow, with an internal control we have d+1 degrees of freedom for the control of d variables, and
this explains intuitively why the choice of a “thin” open set V is possible. The above corollary roughly
states that control is still feasible by using only d degrees of freedom. In terms of the control domain, this
means that we only need a control domain that is any open neighborhood of a set of Hausdorff dimension d .

(2) Observe that the proof of Corollary 1.12 and Figure 2 (middle and right) shows in fact that it suffices
to choose V as the union of a neighborhood of ∂Q ∩ (0, T )×� and a neighborhood of Q ∩ {t = 0} (or
Q ∩ {t = T }).

(3) Note that, if an open subset ω of � satisfies the usual GCC, then a small neighborhood of ∂ω does not
satisfy necessarily the GCC. In contrast, when considering time-space control domains (i.e., subsets of
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R×�), the situation is different. For instance, if ω satisfies the GCC, then any open subset of [0, T ]×�
containing ∂([0, T ]×ω)= ([0, T ]×∂ω)∪ ({0}×ω)∪ ({T }×ω) satisfies the t-GCC; see Figure 2 (right).

(4) Note that T (Q, �)6 lim inf T (V, �) as V shrinks to ∂(Q ∩ ([0, T ]×�)), and that equality may fail
as there may exist some bicharacteristics propagating inside Q and not reaching V for t ∈ (t1, t2) for with
0< t1 < t2 < T ; see Figure 2 (middle and right).

1E3. Stabilization. Theorem 1.8 has the following consequence for wave equations with a damping
localized on a domain Q that is time-periodic.

Corollary 1.14. Let Q be an open subset of R × �, satisfying the t-GCC. Let T > T0(Q, �). If
∂� 6= ∅, we assume moreover that no generalized bicharacteristic has a contact of infinite order with
(0, T )× ∂�, that is, G∞ =∅. Setting ω(t)= {x ∈� | (t, x) ∈ Q}, we assume that ω is T -periodic, that
is, ω(t + T ) = ω(t), for almost every t ∈ (0, T ). We consider the wave equation with a local internal
damping term

∂2
t u−4gu+χω ∂t u = 0 (8)

in (0, T )×�, with Dirichlet or Neumann boundary conditions (4) whenever ∂� 6=∅. Then, there exists
µ> 0 and ν > 0 such that any solution of (7), with (u(0), ∂t u(0)) ∈ D(A1/2)× X , satisfies

E0(u)(t)6 µE0(u)(0)e−νt,

where we have set E0(u)(t)= 1
2

(
‖A1/2u(t)‖2L2(�)

+‖∂t u(t)‖2L2(�)

)
.

Corollary 1.14 is proven in Section 2C.

2. Proofs

2A. Proof of Theorem 1.8. The proof follows the classical chain of arguments developed in [Bardos
et al. 1992; Burq and Gérard 1997], with yet a simplification of one of the key steps, as already pointed
out in Remark 1.10. This simplification is a key element here. The original proof scheme would not allow
one to conclude in the case of a time-dependent control domain.

For a solution u of (3)–(4), with u|t=0 = u0
∈ D(A1/2) and ∂t u|t=0 = u1

∈ X , we use the natural energy

E0(u)(t)= 1
2

(
‖u(t)‖2D(A1/2)

+‖∂t u(t)‖2X
)
. (9)

In the proof, we use the fact that this energy remains constant as time evolves, that is,

E0(u)(t)= E0(u)(0)= 1
2

(
‖u0
‖

2
D(A1/2)

+‖u1
‖

2
X
)
=

1
2‖(u

0, u1)‖2D(A1/2)×X , (10)

and we shall simply write E0(u) at places.
We first achieve a weak version of the observability inequality.

Lemma 2.1. There exists C > 0 such that

C‖(u0, u1)‖2D(A1/2)×X 6 ‖χQ ∂t u‖2L2((0,T )×�)+‖(u
0, u1)‖2X×D(A1/2)′

(11)

for all (u0, u1) ∈ D(A1/2)× X , where u is the corresponding solution of (3)–(4) with u|t=0 = u0 and
∂t u|t=0 = u1.
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Remark 2.2. With respect to the desired observability inequality (5), the inequality (11) exhibits a
penalization term, ‖(u0, u1)‖X×D(A1/2)′ , on the right-hand side. Note that the Sobolev spaces under
consideration have no importance, and instead of X×D(A1/2)′ we could as well have chosen H 1/2−s(�)×

H−1/2−s(�) for any s>0. The key point lies in the fact that the space D(A1/2)×X is compactly embedded
into X × D(A1/2)′.

Proof. We prove the result by contradiction. We assume that there exists a sequence (u0
n, u1

n)n∈N in
D(A1/2)× X such that

‖(u0
n, u1

n)‖D(A1/2)×X = 1 ∀n ∈ N, (12)

‖(u0
n, u1

n)‖X×D(A1/2)′→ 0 as n→+∞, (13)

‖χQ ∂t un‖L2((0,T )×�)→ 0 as n→+∞, (14)

where un is the solution of (3)–(4) satisfying un |t=0 = u0
n and ∂t un |t=0 = u1

n . From (12), the sequence
(u0

n, u1
n)n∈N is bounded in D(A1/2)× X , and using (13) the only possible closure point for the weak

topology of D(A1/2)× X is (0, 0). Therefore, the sequence (u0
n, u1

n)n∈N converges to (0, 0) for the weak
topology of D(A1/2)×X . By continuity of the flow with respect to initial data, it follows that the sequence
(un)n∈N of corresponding solutions converges to 0 for the weak topology of H 1((0, T )×�); in particular,
it is bounded.

Up to a subsequence (still denoted (un)n∈N in what follows), according to Proposition A.1 in the
Appendix, there exists a microlocal defect measure µ on the cosphere quotient space S∗6̂ introduced in
Section 1C such that

(Run, un)→ 〈µ, κ(R)〉 as n→+∞ (15)

for every R ∈90(Y ) with κ(R) to be understood as a continuous function on S∗6̂.
It follows from (14) that µ vanishes in j (T ∗Q)∩ S∗6̂. As is well known, the measure µ is invariant3

under the compressed generalized bicharacteristic flow [Lebeau 1996; Burq and Lebeau 2001]. The
definition of this flow is recalled in Section 1C1.

The t-GCC assumption for Q then implies that µ vanishes identically (see [Bardos et al. 1992; Burq
and Gérard 1997]). This precisely means that (un)n∈N strongly converges to 0 in H 1((0, T )×�).

Now, we let 0< t1 < t2 < T. The above strong convergence implies that∫ t2

t1
E0(un)(t) dt→ 0 as n→+∞,

3The theorem of propagation for measures is proven in [Lebeau 1996] for a damped wave equation with Dirichlet boundary
condition. We claim that the same proof applies with Neumann boundary condition. First, using the notations and result numbers
in that paper, we still have µ∂ = 0 in the Neumann case, where µ∂ is defined by (A.18). Then, the proof of Theorem A.1 about
the propagation of the measure still applies in the Neumann case: First, one can assume that the tangential operator Q0 that
appears in (A.28) satisfies ∂x Q0|x=0 = 0, to assure that Q0u still satisfies the Neumann boundary condition. Then inequality
(A.29) holds true as well, since the theorem of propagation of Melrose and Sjöstrand [1978; 1982] holds true in the Neumann
case. Finally, estimate (A.33) of [Lebeau 1996] remains valid since the energy estimate holds true in the Neumann case.
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with the energy E0 defined in (9). As this energy is preserved (with respect to time t), this implies that

E0(un)(0)= 1
2

(
‖u0

n‖
2
D(A1/2)

+‖u1
n‖

2
X
)
→ 0 as n→+∞,

yielding a contradiction. �

We define the set of invisible solutions as

NT =
{
v ∈ H 1((0, T )×�)

∣∣ v is a solution of (3)–(4),
with v|t=0 ∈ D(A1/2), ∂tv|t=0 ∈ X and χQ ∂tv = 0

}
, (16)

equipped with the norm ‖v‖2NT
= ‖v|t=0‖

2
D(A1/2)

+‖∂tv|t=0‖
2
X. Clearly, NT is closed.

Lemma 2.3. We have NT = {0}.

In other words, due to the t-GCC assumption, there is no nontrivial invisible solution.

Proof. First, the t-GCC assumption combined with the propagation of singularities along the generalized
bicharacteristic flow (see [Hörmander 1985, Theorem 24.5.3]) implies that all elements of NT are smooth
functions on (0, T )×�, up to the boundary. In particular, if v ∈ NT then ∂tv ∈ NT.

Second, we remark that, since the operator ∂2
t −4g is time-independent (as well as the boundary

condition), the space NT is invariant under the action of the operator ∂t .
Third, applying the weak observability inequality of Lemma 2.1 gives

C‖v‖2NT
= C‖(v|t=0, ∂tv|t=0)‖D(A1/2)×X 6 ‖(v|t=0, ∂tv|t=0)‖X×D(A1/2)′

for every v ∈ NT. Since D(A1/2)× (D(A1/2))′ is compactly embedded into X × D(A1/2)′, this implies
that the unit ball of NT is compact and thus NT is finite-dimensional.

We are now in a position to prove the lemma. The proof goes by contradiction. Let us assume that
NT 6= {0}. The operator ∂t : NT → NT has at least one (complex) eigenvalue λ, associated with an
eigenfunction v ∈ NT \ {0}. Since ∂tv = λv, it follows that v(t, x)= eλtw(x), and since (∂2

t −4g)v = 0
we obtain (λ2

−4g)w = 0. Note that λ 6= 0 (in the Neumann case, we have w ∈ L2
0(�)). Now, take any

t ∈ (0, T ) such that ω(t)= {x ∈� | (t, x) ∈ Q} 6=∅. Since χQ ∂tv = 0 and thus χQv = 0, it follows that
w = 0 on the open set ω(t). By elliptic unique continuation we then infer that w = 0 on the whole �,
and hence v = 0. This is a contradiction. �

Let us finally derive the observability inequality (5). To this aim, the compact term on the right-hand
side of (11) must be removed. We argue again by contradiction, assuming that there exists a sequence
(u0

n, u1
n)n∈N in D(A1/2)× X such that

‖(u0
n, u1

n)‖D(A1/2)×X = 1 ∀n ∈ N, (17)

‖χQ ∂t un‖L2((0,T )×�)→ 0 as n→+∞, (18)

where un is the solution of (3)–(4) such that un |t=0 = u0
n and ∂t un |t=0 = u1

n . From (17), the sequence
(u0

n, u1
n)n∈N is bounded in D(A1/2)×X , and therefore, extracting if necessary a subsequence, it converges
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to some (u0, u1)∈ D(A1/2)×X for the weak topology. Let u be the solution of (3)–(4) such that u|t=0= u0

and ∂t u|t=0 = u1. Then, χQ ∂t un→ χQ ∂t u weakly in L2((0, T )×�) implying

‖χQ ∂t u‖L2((0,T )×�) 6 lim inf
n→+∞

‖χQ ∂t un‖L2((0,T )×�) = 0,

and hence u ∈ NT. It follows from Lemma 2.3 that u = 0. In particular, we have then (u0, u1)= (0, 0)
and hence (u0

n, u1
n)n∈N converges to (0, 0) for the weak topology of D(A1/2)× X , and thus, by compact

embedding, for the strong topology of X × D(A1/2)′. Applying the weak observability inequality (11)
raises a contradiction. This concludes the proof of Theorem 1.8. �

2B. Proof of Proposition 1.2. First, we assume that the observability inequality (5) holds. Let v be a
solution of (3)–(4), with initial conditions (v0, v1) ∈ X ×D(A1/2)′. We set u =

∫ t
0 v(s) ds− A−1v1. Then

∂t u = v and we have u|t=0 = u0
=−A−1v1

∈ D(A1/2), and ∂t u|t=0 = u1
= v0
∈ X . Moreover, we have

∂2
t u(t)= ∂tv(t)=

∫ t

0
∂2

t v(s) ds+ ∂tv(0)=−
∫ t

0
Av(s) ds+ v1

=−Au(t).

Since v = ∂t u and ‖(u0, u1)‖D(A1/2)×X = ‖(A−1v1, v0)‖D(A1/2)×X = ‖(v
0, v1)‖X×D(A1/2)′ , applying the

observability inequality (5) to u, we obtain (6).
Second, we assume that the observability inequality (6) holds. Let u be a solution of (3)–(4), with

initial conditions (u0, u1) ∈ D(A1/2)× X . We set v = ∂t u. Then v is clearly a solution of (3)–(4), with
v|t=0 = v

0
= u1
∈ X and

∂tv|t=0 = v
1
= ∂2

t u|t=0 =−Au|t=0 =−Au0
∈ D(A1/2)′.

Since
‖(v0, v1)‖X×D(A1/2)′ = ‖(u

1, Au0)‖X×D(A1/2)′ = ‖(u
0, u1)‖D(A1/2)×X ,

applying the observability inequality (6) to v = ∂t u, we obtain (5). �

2C. Proof of Corollary 1.14. It is proven in [Haraux 1989] that a second-order linear equation with
(bounded) damping has the exponential energy decay property if and only if the corresponding conservative
linear equation is observable. The extension to our framework is straightforward. We however give a
proof of Corollary 1.14 for completeness.

By Theorem 1.8, there exists C0 > 0 such that

C0
(
‖A1/2φ|t=0‖

2
L2(�)
+‖∂tφ|t=0‖

2
L2(�)

)
6
∫ S

0
‖∂tφ‖

2
L2(ω(t)) dt, where S = `T, ` ∈ N∗, (19)

for φ solution of ∂2
t φ =4gφ, with (φ|t=0, ∂tφ|t=0) ∈ D(A1/2)× X .

Let now u be a solution of (8) with (u|t=0, ∂t u|t=0) ∈ D(A1/2)× X . Let us prove that we have an
exponential decay for its energy. We consider φ as above with the initial conditions φ|t=0 = u|t=0 and
∂tφ|t=0 = ∂t u|t=0. Then, setting θ = u−φ, we have

∂2
t θ −4gθ = χω ∂t u, θ|t=0 = 0, ∂tθ|t=0 = 0. (20)

Observe that ∂t u ∈ L2(R×�) yielding θ ∈ C 0(R; D(A1/2))∩C 1(R; X).
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Replacing the right-hand side of (20) by f in H 1(R×�), we have θ ∈C 0(R; D(A))∩C 1(R; D(A1/2)).
Recalling the definition of E0 in the statement of Corollary 1.14, we find

d
dt

E0(θ)(t)= 〈∂tθ(t), Aθ(t)+ ∂2
t θ(t)〉L2(�) = 〈∂tθ(t), f 〉L2(�).

Continuity with respect to f and a density argument then yield d
dt E0(θ)(t)= 〈∂tθ(t), χω ∂t u〉L2(�). With

two integrations with respect to t ∈ (0, S), using that E0(θ)(0)= 0, we obtain, by the Fubini theorem,∫ S

0
E0(θ)(t) dt =

∫ S

0
(S− t)

∫
ω(t)
∂tθ(t, x) ∂t u(t, x) dxg dt.

With the Young inequality, we have∫ S

0
E0(θ)(t) dt 6 S2

∫ S

0
‖∂t u‖2L2(ω(t)) dt + 1

4

∫ S

0
‖∂tθ‖

2
L2(�)

dt.

With the definition of E0(θ)(t), we then infer that∫ S

0
‖∂tθ‖

2
L2(�)

dt 6 4S2
∫ S

0
‖∂t u‖2L2(ω(t)) dt. (21)

Now, since φ = u− θ , we have ‖∂tφ‖
2
L2(ω(t)) 6 2‖∂t u‖2L2(ω(t))+ 2‖∂tθ‖

2
L2(�)

, yielding, using (21),∫ S

0
‖∂tφ‖

2
L2(ω(t)) dt 6 (2+ 8S2)

∫ S

0
‖∂t u‖2L2(ω(t)) dt. (22)

Arguing as above, we have d
dt E0(u)(t)=−‖∂t u(t, x)‖2L2(ω(t)). Using this property, inequalities (19) and

(22), and the fact that φ|t=0 = u|t=0 and ∂tφ|t=0 = ∂t u|t=0, we deduce that

C0 E0(u)(0)= C0 E0(φ)(0)6 (2+ 8S2)
(
E0(u)(0)− E0(u)(S)

)
,

or rather E0(u)(S) 6 (1−C0/(2+ 8S2))E0(u)(0). For S chosen sufficiently large, that is, for ` ∈ N∗

chosen sufficiently large, we thus have E0(u)(S)6 αE0(u)(0) with 0< α < 1.
Since ω is T -periodic and thus S-periodic, the above reasoning can be done on any interval (kS,

(k + 1)S), yielding E0(u)((k + 1)S) 6 αE0(u)(kS) for every k ∈ N. Hence, we obtain E0(u)(kS) 6
αk E0(u)(0).

For every t ∈ [kS, (k + 1)S), noting that k = [t/S] > t/S − 1, and that log(α) < 0, it follows that
αk < (1/α) exp(ln(α)/St) and hence E0(u)(t) 6 E0(u)(S) 6 µ exp(−νt)E0(u)(0) for some positive
constants µ and ν that are independent of u. �

3. Some examples and counterexamples

In the forthcoming examples, we shall consider several geometries in which the observation (or control)
domain ω(t) = {x ∈ � | (t, x) ∈ Q} is the rigid displacement in � of a fixed domain, with velocity v.
Then the resulting observability property depends on the value of v with respect to the wave speed.

In all our examples, in the presence of a boundary we shall consider Dirichlet boundary conditions. In
that case, generalized bicharacteristics behave as described in Section 1C1. We recall that, if parametrized
by time t , the projections of the generalized bicharacteristics on the base manifold travel at speed 1.
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Figure 3. Time-varying domains in dimension 1.

3A. In dimension 1. We consider M = R (Euclidean) and �= (0, 1). The rays have a speed equal to 1.
We set I = (0, a) for some fixed a ∈ (0, 1), and we assume that the control domain ω(t) is equal to
the translation of the interval I with fixed speed v > 0. We have, then, ω(t) = (vt, vt + a) as long as
t ∈ (0, (1− a)/v). When ω(t) touches the boundary, we assume that it is “reflected” after a time-delay
δ > 0 according to the following rule: if (1−a)/v 6 t 6 (1−a)/v+ δ then ω(t)= (1−a, 1). For larger
times t > (1− a)/v+ δ (and before the second reflection), the set ω(t) moves in the opposite direction
with the same speed (see Figure 3).

This simple example is of interest as it exhibits that the control time depends on the value of the
velocity v with respect to the wave speed (which is equal to 1 here). We denote by T0(v, a, δ) the control
time. With simple computations (see also Figure 3), we establish that

T0(v, a, δ)=


2(1− a)/(1+ v) if 06 v < 1 and δ > 0,
1− a if v = 1 and δ > 0,
(1− a)(3v+ 1)/(v(1+ v)) if v > 1 and δ = 0,
(2(1− a)+ vδ)(1+ v) if v > 1 and δ > 0.

Remark 3.1. Note that the control time T0(v, a, δ) is discontinuous in v and δ. The control time is not
continuous with respect to the domain Q as already mentioned in Remark 1.7.

3B. A moving domain on a sphere. Let M =�= S2, the unit sphere of R3, be endowed with the metric
induced by the Euclidean metric of R3. Let us consider spherical coordinates (θ, ϕ) on M, in which
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ω(t)
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Figure 4. A time-varying domain on the unit sphere and a typical ray (great circle).

ϕ = 0 represents the horizontal plane (latitude zero), and θ is the angle describing the longitude along the
equator. Let a ∈ (0, 2π) and ε ∈ (0, π/2) be arbitrary. For v > 0, we set

ω(t)= {(θ, ϕ) | |ϕ|<ε, vt<θ<vt + a}

for every t ∈ R. The set ω(t) is a spherical square drawn on the unit sphere, with angular length equal to
2ε in latitude, and a in longitude, and moving along the equator with speed equal to v (see Figure 4). We
denote by T0(v, a, ε) the control time as defined in Section 1C2.

For this example, an important fact is the following: every (geodesic) ray on the sphere propagates at
speed 1 along a great circle, with half-period π . We thus have a simple description of all possible rays.
Note that, as the radius is 1, the speed coincides with the angular speed.

Proposition 3.2. Let a ∈ (0, 2π) and ε ∈ (0, 1) be arbitrary. Then T0(v, a, ε) <+∞ except for a finite
number of critical speeds v > 0. Moreover:

• T0(v, a, ε)∼ (π − a)/v as v→ 0.

• If v > v1 = (2π − a+ 2ε)/(2ε) then T0(v, a, ε) <∞. If v→+∞ then T0(v, a, ε)→ π − 2ε.

Besides, if v ∈Q, then there exist a0 > 0 and ε0 > 0 such that T0(v, a, ε)=+∞ for every a ∈ (0, a0) and
every ε ∈ (0, ε0).

Obtaining an analytic expression of T0 as a function of (v, a, ε) seems to be very difficult.
Note that the asymptotics above still make sense if either a > 0 or ε > 0 are small. This shows that we

can realize the observability property with a subset of arbitrary small Lebesgue measure (compare with
Corollary 1.12).

Proof of Proposition 3.2. First, we observe the following. Consider a ray propagating along the equator
(with angular speed 1), in the same direction as ω(t). If v = 1, depending on its initial condition, this
ray either never enters ω(t) or remains in it for all time. Hence, T0(v, a, ε)=+∞. In contrast, if v 6= 1,
then, such a ray enters ω(t) for a time 06 t < 2π/|v− 1|, as 2π/|v− 1|> (2π − a)/|v− 1|.
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Second, we treat the cases v large and v small, and we compute the asymptotics of T0(v, a, ε) (in the
argument, both a and ε are kept fixed).

Case v small: If 2πv < a, then every ray goes full circle in a time shorter than that it takes for the domain
to travel the distance a. It is then clear that every ray will have met ω(t) as soon as ω(t) has travelled
halfway way along the equator (up to the thickness of ω(t) and the travel time of the ray itself). In other
words, we then have (π − a)/v 6 T0(v, a, ε)6 (π − a)/v+ 2π for v < v0 = a/(2π).

Case v large: If v grows to infinity, then the situation becomes intuitively as if we have a static control
domain forming a strip of constant width ε > 0 around the equator. For such a strip, the control time is
π − 2ε. More precisely, let us assume (2π − a+ 2ε)/v < 2ε. Every ray entering the region {|ϕ| < ε}
spends a time at least equal to 2ε in this region. At worst, the control domain will have to travel the
distance 2π−a+2ε to “catch” this ray (going full circle and more than the longitudinal distance travelled
by the ray itself). The condition v > v1 = (2π − a+ 2ε)/(2ε) thus implies that all rays enter the moving
open domain ω(t) within time π−2ε+2(π+ε)/v. Hence, π−2ε6 T0(v, a, ε)6 π−2ε+2(π+ε)/v.

Third, we consider the case v0 6 v 6 v1. To get some intuition, we consider, in a first step, that a
and ε are both very small, and thus consider ω(t) as point moving along the equator. According to the
first observation we made above, let us consider a ray propagating along a great circle that is transversal
to the equator. It meets the equator at times tk = t0+ kπ , k ∈ Z, for some t0. If v is irrational then the
set of positions of the “points” ω(tk), given by x(tk)= cos(vtk) and y(t)= sin(vtk) in the plane (x, y)
containing the equator, is dense in the equator. Adding some thickness to ω(t), that is, having a > 0 and
ε > 0, we find that every ray encounters the moving open set ω(t) in a finite time if v is irrational. By a
compactness argument we then obtain T0(v, a, ε) <∞ if v is irrational.

Fourth, considering again that a > 0 and ε > 0 are both very small, we shall now see that there do exist
rays, transversal to the equator, that never meet the moving “point” ω(t) whenever v ∈Q. Writing v= p/q
with p and q positive integers, the set of points reached by (cos(vtk), sin(vtk)) at times tk = t0+kπ , with
k ∈ Z, is finite. The following lemma yields a more precise statement.

Lemma 3.3. Let p and q be two coprime integers. We have

{kpπ/q mod 2π | k = 1, . . . , 2q} =
{
{kπ/q | k = 1, . . . , 2q} if p is odd,
{2kπ/q | k = 1, . . . , q} if p is even (and q odd).

Thus, if v = p/q, with p and q coprime integers, the points (cos(vtk), sin(vtk)) form the vertices of
a regular polygon in the disk. There are exactly 2q (resp. q) such vertices if p is odd (resp. even). In
this situation, it is always possible to find a ray transversal to the equator that never meets this set of
vertices. Now, this phenomenon persists in the case a > 0 and ε > 0 if both are chosen sufficiently small.
We have thus proven that, given v ∈ Q∩ [v0, v1], there exist 0 < a0 < 2π and 0 < ε0 < π/2 such that
T0(v, a, ε)=+∞ for all a ∈ (0, a0) and ε ∈ (0, ε0). Note also that if a > 2π/q and ε > 0 then every ray
meets ω(t) in some finite time. By a compactness argument we then obtain T0(v, a, ε) <∞. From that
last observation, we infer that, given a > 0 and ε > 0 fixed, the set of rational velocities v ∈ (v0, v1)∩Q

for which T0(v, a, ε)=+∞ is finite. �



GEOMETRIC CONTROL CONDITION FOR THE WAVE EQUATION 1003

v

a

ε

ω(t)

Figure 5. A time-varying domain on the unit disk.

Proof of Lemma 3.3. We note that {kpπ/q mod 2π | k = 1, . . . , 2q} = {kpπ/q mod 2π | k ∈ Z}. It thus
suffices to prove the following two statements:

(1) For p even: ∀k ′∈ {1, . . . , q}, ∃k ∈ Z, ∃m ∈ Z such that 2k ′ = kp+ 2mq.

(2) For p odd: ∀k ′∈ {1, . . . , 2q}, ∃k ∈ Z, ∃m ∈ Z such that k ′ = kp+ 2mq.

Since p and q are coprime, there exists (a, b) ∈ Z2 such that ap + bq = 1. Moreover, if (a, b) is a
solution of that diophantine equation, then all other solutions are given by (a+ qn, b− pn), with n ∈ Z.
Multiplying by 2k ′, we infer that 2k ′ = 2k ′ap+ 2k ′bq, and the first statement above follows. For the
second statement, we note that, if p is odd, then, changing b into b− pn if necessary, we may assume
that b is even, say b = 2b′. Then, multiplying by k ′, we infer that k ′ = k ′ap+ 2k ′b′q, and the second
statement follows. �

Before moving on to the next example, we stress again that the peculiarity of the present example (unit
sphere) is that all rays are periodic, with the same period 2π . The study of other Zoll manifolds would be
of interest. The situation turns out to be drastically different in the case of a disk, due to “secular effects”
implying a precession phenomenon, as we are now going to describe.

3C. A moving domain near the boundary of the unit disk. Let M = R2 (Euclidean) and let � =
{(x, y) ∈ R2

| x2
+ y2 < 1} be the unit disk. Let a ∈ (0, 2π) and ε ∈ (0, 1) be arbitrary. We set, in polar

coordinates,
ω(t)=

{
(r, θ) ∈ [0, 1]×R | 1− ε<r<1, vt < θ < vt + a

}
for every t ∈ R. The time-dependent set ω(t) moves at constant angular speed v, anticlockwise, along the
boundary of the disk (see Figure 5). Its radial length is ε and its angular length is a.

Proposition 3.4. The following properties hold:

(1) Let a ∈ (0, 2π) and ε ∈ (0, 1) be arbitrary. We have T0(v, a, ε) < +∞ for every v > v0 =

(2π + 2ε− a)/(2ε), and we have T0(v, a, ε)∼ 2− 2ε as v→+∞.
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(2) If there exists n ∈ N \ {0, 1} such that v sin(π/n) ∈ πQ, then there exist a0 ∈ (0, 2π) and ε0 ∈ (0, 1)
such that T0(v, a, ε)=+∞ for all a ∈ (0, a0) and ε ∈ (0, ε0).

(3) For every v > 1, for every a ∈ (0, 2π), there exists ε0 > 0 such that T0(v, a, ε) = +∞ for every
ε ∈ (0, ε0).

(4) For every v > 0 and a ∈ (0, π), there exists ε0 ∈ (0, 1) such that T0(v, a, ε) = +∞ for every
ε ∈ (0, ε0).

As for the case of the sphere presented in Section 3B, obtaining an analytic expression of T0 as a
function of (v, a, ε) seems a difficult task.

The fact that T0(v, a, ε)=+∞ provided that a > 0 and ε > 0 are chosen sufficiently small is in strong
contrast with the case of the sphere. This is due to the fact that, in the disk, the structure of the rays is
much more complex: there are large families of periodic and almost-periodic rays. The ray drawn in
Figure 7 produces some sort of “secular effect”, itself implying a precession whose speed can be tuned to
coincide with the speed v of ω(t), provided v > 1. We shall use this property in the proof.

We stress that for the third property we do not need to assume that a is small. Actually, a is any
element of (0, 2π). If a is close to 2π , then ω(t) is almost a ring located at the boundary, moving with
angular speed v, with a “hole”. As this hole moves around with speed v there is a ray that periodically
hits the boundary and reflects from it exactly at the hole position.

Proof of Proposition 3.4. For a ∈ (0, 2π) and ε ∈ (0, 1) fixed, if v is very large, then the situation gets
close to that of a static control domain which is a ring of width ε, located at the boundary of the disk.
For this static domain the control time is 2− 2ε. In fact, all rays enter the region �ε = {1− ε < r < 1}
and the shortest time spent there is 2ε. During such time the angular distance travelled by the ray is less
than 2ε. Hence, if (2π + 2ε− a)/v < 2ε, one knows for sure that the ray will be “caught” by the moving
open set ω(t) before it leaves �ε. Thus, for v > v0 = (2π+2ε−a)/(2ε) all rays enter ω(t) in finite time.
Moreover, we have 2− 2ε 6 T0(v, a, ε)6 2− 2ε+ (2π + 2ε)/v. This yields the announced asymptotics
for T0(v, a, ε).

Let us now investigate the three cases where T0(v, a, ε)=+∞ as stated in the proposition. For the
sake of intuition, it is simpler to first assume that ε > 0 and a > 0 are very small, and hence, that ω(t) is
close to being a point moving along the boundary of the disk, given by (cos(vt), sin(vt)).

Let us then consider, as illustrated in Figure 6, periodic rays propagating “anticlockwise” in the disk
(with speed equal to 1), and reflecting at the boundary of the disk according to Section 1C1, that is,
according to geometrical optics. The trajectory of such rays forms a regular polygon with vertices at
the boundary of the unit disk. Let n > 2 be the number of vertices. For n = 2, the ray travels along a
diameter of the disk, and passes through the origin; it is 4-periodic. For n = 3, the trajectory of the ray
forms an equilateral triangle centered at the origin; etc. The length of an edge of such a regular polygon
with n > 2 vertices is equal to 2 sin(π/n). This means that there exists t0 ∈ R such that this ray reaches
the boundary at times tk = t0 + 2k sin(π/n). Hence, if 2v sin(π/n) = (2pπ)/q with p and q positive
integers, then the moving point (cos(vt), sin(vt)), taken at times tk ranges over a finite number of points
of ∂�. Therefore, there exists a periodic ray with n vertices never meeting ω(t). This property remains
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Figure 6. A periodic ray yielding a regular polygon.

clearly true for values of a > 0 and of ε > 0 chosen sufficiently small. This show the second statement of
the proposition.

Let us now consider a ray propagating in the disk, as drawn in Figure 7, and reflecting at the boundary
at consecutive points Pk , k ∈ N. Denote by O the center of the disk, and by α the oriented angle P̂0O P1.
If 0< α < π , then the ray appears to be going “anticlockwise” as in Figure 7 (left); if α = π then the
ray bounces back and forth on a diameter of the disk; if π < α < 2π , then the ray appears to be going
“clockwise” as in Figure 7 (right).

In any case, the distance P0 P1, and more generally Pk Pk+1, is equal to 2 sin(α/2). Since the speed of
the ray is equal to 1, the ray starting from P0 at time t = 0 reaches the point P1 at time 2 sin(α/2), the point

P2

P3

O

P1

P0
α

P4
2 sin α2

2 sin α2

P0 O

P1

P2

P3

P4

α

Figure 7. Rays propagating “anticlockwise”“, 0 < α 6 π , (left) and “clockwise”“,
π 6 α < 2π , (right).
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Pk at time tk = 2k sin(α/2), etc. Let t 7→ P(t) be the curve propagating anticlockwise along the unit circle,
with constant angular speed, passing exactly through the points Pk at time tk . Its angular speed is then

wP(α)=
α

2 sin(α/2)
,

and we call it the precession speed. This is the speed at which the discrete points Pk propagate “an-
ticlockwise” along the unit circle. Now, if the set ω(t) has the angular speed v = wP(α) (for some
α ∈ (0, 2π)), then there exists rays, as in Figure 7, that never meet ω(t), if a ∈ (0, 2π), provided that
ε > 0 is chosen sufficiently small. Since the function α 7→wP(α) is monotone increasing from (0, 2π) to
(1,∞), it follows that, for every v ∈ (1,∞), there exists α ∈ (0, 2π) such that v = wP(α), and therefore
T0(v, a, ε)=+∞ provided that ε is chosen sufficiently small. For v = 1, there exists a gliding ray that
never meets ω(t). This can be seen as the limiting case α→ 0, as rays can be concentrated near the
gliding ray. We thus have proven the third statement of the proposition.

Now, still working with the configurations drawn in Figure 7 (right), for α ∈ (π, 2π), let P(t) be the
curve propagating anticlockwise along the unit circle, with constant angular speed, passing successively
through P0 at time 0, through P2 at time 4 sin(α/2), and P2k at time 2k sin(α/2). Its angular speed is

wP(α)=
2α− 2π

4 sin(α/2)
=

α−π

2 sin(α/2)
.

The function α 7→wP(α) is monotone increasing from (π, 2π) to (0,+∞). If the set ω(t), with a ∈ (0, π)
and ε > 0 small, is initially (at time 0) located between the points P0 and P ′0 its diametrically opposite
point, and if v = wP(α), then the ray drawn in Figure 7 (right) never meets ω(t). This is illustrated in
Figure 8. We have thus proven the last statement of the proposition. �

Remark 3.5. (1) It is interesting to note that, even for domains such that a is close to 2π , the t-GCC
property fails if v > 1 and if ε is chosen too small. This example is striking, because in that case, if the
control domain were static, then it would satisfy the usual GCC (this is true as soon as a > π). This
example shows that, when considering a control domain satisfying the GCC, then, when making it move,
the t-GCC property may fail. However, this example is a domain moving faster than the actual wave
speed. This is rather nonphysical.

(2) For the fourth property of the previous proposition we obtain a moving open set ω(t) with an “angular
measure” that is less than π , that is, 0< a < π (see Figure 8). In fact, if one allows for ω(t) to be not
connected, but rather the union of two connected components, for any velocity v ∈ (0,+∞) we can
exhibit moving sets whose “angular measure” is a close as one wants to 2π and yet the t-GCC does not
hold. This is illustrated in Figure 9.

(3) If v cannot be chosen as large as desired (for physical reasons), Proposition 3.4 states that the t-GCC
does not hold true if a > 0 and ε > 0 are too small. As shown in the proof above, this lack of observability
is due to a secular effect caused by geodesics whose trace at the boundary produces a pattern that itself
varies in time, with a precession speed that can be tuned to match that of the control domain. In fact,
a precession speed can be obtained as slow as one wants if α is chosen such that π < α < π + δ with
δ > 0 small. This is illustrated in Figure 10 (left). If one is close to regular polygons, as illustrated in
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Figure 8. Illustration of Proposition 3.4(4) with t = 0 (left), t = 2 sin(α/2) (middle),
and t = 4 sin(α/2) (right).
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Figure 9. Case of a disconnected moving open set ω(t) moving anticlockwise, not
satisfying the t-GCC with yet a very large “angular” measure with t = 0 (left), t =
2 sin(α/2) (middle), and t = 4 sin(α/2) (right).
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Figure 10. Cases of slow precession speeds with 0<α−2π(n−1)/n < δ, with δ small
and n > 2, that is, with a trajectory “close” to that of a periodic ray that forms a regular
polygon (see Figure 6): n= 2 and π < α < π + δ (left), n= 3 and 4π/3< α < 4π/3+ δ
(middle), n= 4 and 3π/2< α < 3π/2+ δ (right). Above Pn is denoted by n.
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Figure 10, one obtains a precession pattern that can be used to deduce other families of examples of moving
domains ω(t) with multiple connected components with velocities v > 0 that do not satisfy the t-GCC.

(4) Proposition 3.4 has been established for the domain drawn in Figure 5, sliding anticlockwise along the
boundary with a constant angular speed. Other situations can be of interest: we could allow the domain to
move with a nonconstant angular speed. For instance, we could allow the domain to move anticlockwise
within a certain horizon of time, and then clockwise. This would certainly improve the observability
property. A situation that can be much more interesting in view of practical issues is to let the angular
speed of the control domain evolve according to v(t)= v+ β sin(γ t) (with β > 0 small), that is, with
a speed oscillating around a constant value v. We expect that such a configuration, with an appropriate
choice of coefficients, will yield the observability property to be more robust, by avoiding the situation
described in Proposition 3.4(2) (nonobservability for a dense set of speeds).

We now state a positive result. For a ∈ (0, 2π) and ε ∈ (0, 1), assume now that the domain ω(t) is
given by ω(t)= {(r, θ) ∈ [0, 1]×R | 1− ε < r < 1, θ0(t) < θ < a+ θ0(t)}, with

θ0(t)=
{

0 if 06 t < t0,
v(t − t0) if t0 6 t

for some t0 > 0 and v > 0. We set Q =
⋃

t>0 ω(t). In this configuration, at first the domain is still, and
then one lets it move.

Proposition 3.6. If 4π/5< a<π , t0> 2π , then there exists 0< v < 1 such that T0(Q, �) <∞.

Remark 3.7. (1) The important aspect of this result lies in the following facts. First, if at rest, the
observability set does not satisfy the geometric control condition; hence, its motion is crucial for the
t-GCC to hold. Second, the motion is performed at a velocity v that is less than that of the wave speed;
we thus have a physically meaningful example.

(2) The result is not optimal as we do not exploit the thickness ε of the domain ω(t) in the proof.

(3) It would be interesting to further study this “stop-and-go” strategy and see how small the value of
a > 0 can be chosen.

Proof of Proposition 3.6. Let 0< t < t0; then ω(t)= ω(0) is still. First, we consider the ray associated
with 0 6 α < a, or symmetrically 2π − a < α 6 2π . Then the movement of the successive points Pk ,
k ∈ N, is anticlockwise, or clockwise, respectively; see Figure 7. Depending on the case considered
we denote β = α or β = 2π − α. The above condition thus reads better as 0 6 β < a. In both cases,
the (unsigned) angular distance between two points is precisely β. The successive points Pk , k ∈ N,
thus end up meeting ω(0) in finite time. (The case β = 0 coincides with a gliding ray that has angular
speed 1; it thus meets ω(0) in finite time.) Let us consider β 6= 0. The maximal number of steps it
takes for any ray associated with β to enter ω(0) is then b(2π − a/β)c + 1 yielding a maximal time
T0(α) = 2 sin(β/2)(b(2π − a/β)c + 1), as the time lapse between two points Pk is 2 sin(β/2). Here,
the notation b·c stands for the usual floor function. We thus need T0 > max(2π − a, sup0<β<a T0(α)).
The value 2π − a accounts for the gliding rays (β = 0). Here, we give a crude upper bound for T0(α),
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observing that

T0(α)6
sin(β/2)
β/2

(2π − a+β)6 2π − a+β < 2π.

We thus see that if we choose t0 > 2π then all the rays associated with the angle 06 β < a enter ω(0)
for 06 t < t0.

Second, we consider t > t0 and we are left only with the rays that are associated with a 6 α 6 2π − a.
For these rays we consider the two sequences of points (P2k)k and (P2k+1)k . The time lapse for a ray to
go from one point to the consecutive point in these two sequences is 4 sin(α/2) and this is associated
with the (signed) angle 2(α−π). In fact, as a > π/2, if a 6 α 6 π , then both sequences move clockwise
and if π 6 α 6 2π − a, then both sequences move anticlockwise.

If v > 0 is the angular speed of ω(t) for t > t0 then we require 2(α−π) < 4 sin(α/2)v < a+2(α−π),
that is,

α−π

2 sin(α/2)
< v <

a+ 2(α−π)
4 sin(α/2)

for a 6 α 6 2π − a. (23)

Observe that a + 2(α − π) > 0 as a > π/2. The left inequality in (23) is necessary as it implies that
the anticlockwise moving open set ω(t) will be faster than the two sequences given above, a necessary
condition to be able to catch points in those sequences. In particular, this necessary condition is clearly
filled if the sequences move clockwise, that is, if a 6 α 6 π . The right inequality in (23) expresses
that ω(t) will not turn too fast and then miss the discrete sequences of points. In fact, during a time
interval of length 4 sin(α/2) the relative angular displacement of the sequence and the moving set ω(t) is
`= 4 sin(α/2)v− 2(α−π) and with (23) we have 0< ` < a. This expresses that the sequence points
cannot be missed.

As both bounds of (23) are increasing functions for α ∈ (a, 2π − a), we obtain the sufficient condition

π − a
2 sin(a/2)

< v <
3a− 2π

4 sin(a/2)
.

We see that it can be satisfied if a > 4π/5. Observing that

a 7→ h(a)=
3a− 2π

4 sin(a/2)

increases on (0, π] and 0 < h(π) = π/4 < 1 we see that the found admissible velocities are such that
0< v < 1. �

3D. A moving domain in a square. Let M = R2 (Euclidean) and � = (0, 1)2 be the unit square. We
recall that, as discussed in Remark 1.9(2), the statement of Theorem 1.8 is still valid in the square, because
the generalized bicharacteristic flow is well defined.

Let a ∈ (0, 1). We consider the fixed domain ω̃0 = (−a, a)2, a square centered at the origin (0, 0), and
we set ω0 = ω̃0 ∩� (see Figure 11). Since there are periodic rays, bouncing back and forth between
opposite sides of the square, that remain away from ω0, the GCC does not hold true for ω0, and the wave
equation cannot be observed from the domain ω0 in the sense of (5).
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Figure 11. A time-varying domain in the square (0, 1)2.

Now, for a given T > 0, consider a continuous path t ∈ [0, T ] 7→ (x(t), y(t)) in the closed square [0, 1]2,
with (x(0), y(0))= (0, 0). We set

ω̃(t)=
(
x(t)− a, x(t)+ a

)
×
(
y(t)− a, y(t)+ a

)
and ω(t)= ω̃(t)∩�.

To avoid the occurrence of periodic rays, as described above, that never meet ω(t), a necessary condition
for the t-GCC to hold true is

[a, 1− a] ⊂ x([0, T ]) and [a, 1− a] ⊂ y([0, T ]).

Let us assume that the point (x(t), y(t)) moves precisely along the boundary of the square [0, 1]2,
anticlockwise, and with a constant speed v. The path t 7→ (x(t), y(t)) only exhibits singularities when
reaching a corner of the square [0, 1]2, where the direction of the speed is discontinuous (see Figure 11).

We denote by T0(v, a) the control time.

Proposition 3.8. We have the following two results:

(1) Let a ∈
(
0, 1

2

)
be arbitrary. For v > v0 = (2 − a)/a we have T0(v, a) < +∞, and moreover,

T0(v, a)∼max(
√

2(1− 2a), 0) as v→+∞.

(2) If v ∈
⋃
(p,q)∈N

√
p2+ q2Q, there exists a0 > 0 such that T0(v, a)=+∞ if a ∈ (0, a0).

Proof of Proposition 3.8. The argument for the first property is the same as that developed in the other
examples. For v > 0 large, the situation becomes intuitively as if we have a static control domain that
forms a a-thick strip along the boundary of the square. For this case, the geometric control time is
√

2(1− 2a) if a ∈
(
0, 1

2

)
and 0 otherwise. More precisely, if a ray enters this strip, it remains in it at least

for a time 2a. During such time, it travels at most a lateral distance equal to 2a (wave speed is 1). If
during that time the control domain goes all around and travels also the additional 2a distance, we can be
sure that this ray will be “caught” by the moving domain. For v > v0 = (4+ 2a)/2a = (2− a)/a, the
control time can thus be estimated by max(

√
2(1−2a), 0)6 T0(v, a)6max(

√
2(1−2a), 0)+(4+2a)/v.

Hence, the announced asymptotics.
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For the second property, as for the other examples, considering a small at first, and thus the set ω(t) to
be a simple point running along the boundary, greatly helps intuition. We start by considering 2-periodic
rays that bounce back and forth between two opposite sides of the square. They reflect at boundaries at
times tk = t0+ k, k ∈ Z, for some t0 ∈ R. If v = p/q is rational, then the positions of the “moving point”
ω(t) at times tk range over a finite number of points. One can thus easily identify 2-periodic rays that
never meet that moving point. This property remains true if a > 0 is chosen sufficiently small.

Let us consider more general periodic rays. All rays propagating in the square can be described as
follows. Let (x0, y0) ∈ [0, 1]2 be arbitrary. Let us consider a ray t 7→ (x(t), y(t)) starting from (x0, y0)

at time t = t0, with a slope tan(α) ∈ R for some α ∈ (−π, π]. Setting c = cosα and s = sinα, we define
x̃(t)= x0+ (t − t0)c and ỹ(t)= y0+ (t − t0)s. Then, for times t ∈ R such that |t − t0| is small (possibly
only if t 6 t0 or t > t0), the ray is given by t 7→ (x̃(t), ỹ(t)). Introducing x̂(t), ŷ(t) ∈ [0, 2) such that
x̂(t)= x̃(t) mod 2 and ŷ(t)= ỹ(t) mod 2 it can be seen, by “developing the square” by means of plane
symmetries, that the ray is given by

x(t)=
{

x̂(t) if 06 x̂(t)6 1,
2− x̂(t) if 1< x̂(t) < 2,

y(t)=
{

ŷ(t) if 06 ŷ(t)6 1,
2− ŷ(t) if 1< ŷ(t) < 2.

(24)

A ray is periodic if and only if tanα = p/q ∈Q∪ {+∞,−∞}, with p and q relatively prime integers
(including the case q = 0). The period is equal to 2

√
p2+ q2. In this case, we have c = q/

√
p2+ q2

and s = p/
√

p2+ q2. Such a ray reflects from the boundary of the square at times t in the union of the
following (possibly empty) subsets of R:

Ax = t0+{(k− x0)/c | k ∈ Z}, Ay = t0+{(k− y0)/s | k ∈ Z}.

The set M = M(x0, y0, p, q) of associated points where this ray meets the boundary is then finite and
independent of t0.

If now v = r
√

p2+ q2 with r ∈ Q+, at times t ∈ Ax ∪ Ay , the “moving point” ω(t) ranges over a
finite set L = L(x0, y0, t0, p, q, r) of points on the boundary of the square, as the accumulated distance
travelled along the boundary of the square (0, 1)2 is of the form dk = t0v + (k − x0)r(p2

+ q2)/q or
d ′k = t0v+ (k− y0)r(p2

+q2)/p and simply needs to be considered modulo 4. Adjusting the value of the
time t0, we can enforce M∩L =∅. Hence, the associated ray never meets the moving point ω(t). Finally,
as the number of points is finite, this property remains true if a > 0 is chosen sufficiently small. �

Remark 3.9. If tanα ∈ R \ Q, then the set of points at which the corresponding ray reflects at the
boundary ∂� is dense in ∂�. In fact at such a point, using the parametrization given in the proof above,
we have either x̃(t)= x0+(t−t0) cosα ∈Z, or ỹ(t)= y0+(t−t0) sinα ∈Z. For instance, if x̃(t)= 2k ∈Z,
that is, x(t)= 0, meaning that we consider point on the left-hand side of the square, then the corresponding
ỹ(t) satisfies ỹ(t)= (y0−x0 tanα)+2k tanα. Using the fact that the set that {2kβ mod 2 | k ∈Z} is dense
in [0, 2] if and only if β ∈ R \Q, we conclude that ŷ(t)= ỹ(t) mod 2 is dense in [0, 2] and thus y(t) is
dense in [0, 1] considering (24). From this density, we deduce that the analysis in the case tanα ∈ R \Q

may be quite intricate.
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3E. An open question. Let � be a domain of Rd. Let ω0 be a small disk in �, of center x0 ∈� and of
radius ε > 0. Let v > 0 arbitrary. Given a path t 7→ x(t) in �, we define ω(t) = B(x(t), ε) (an open
ball), with x(0)= x0. We say that the path x( · ) is admissible if ω(t)⊂� for every time t . We raise the
following question:

Do there exist T > 0 and an admissible C 1 path t 7→ x(t) in �, with speed less than or
equal to v, such that (Q, T ) satisfies the t-GCC?

(?)

Here, we have set Q = {(t, x) ∈ R × � | t ∈ R, x ∈ ω(t)}. Of course, many variants are possible:
the observation set is not necessarily a ball, its velocity may be constant or not. The examples of
Sections 3A–3D have shown that addressing the question (?) is far from obvious. Assumptions on the
domain � could be made; for instance, one may wonder whether ergodicity of � may help or not.

Note that, above in (?), we restrict the speed of t 7→ x(t). In fact, using arguments as in the beginnings
of the proofs of Propositions 3.4 and 3.8, if t 7→ x(t) is periodic and if

⋃
t∈R B(x(t), ε) satisfies the “static”

geometric control condition, then for a sufficiently large speed of the moving point, the set Q satisfies the
t-GCC. An estimate of the minimal speed can be derived from the inner diameter of

⋃
t∈R B(x(t), ε).

4. Boundary observability and control

In this section, we briefly extend our main results to the case of boundary observability. We consider the
framework of Section 1B, and we assume that ∂� is not empty. We still consider the wave equation (3),
and we restrict ourselves, for simplicity, to Dirichlet conditions along the boundary.

Let R be an open subset of R× ∂�. We set

0(t)= {x ∈ ∂� | (t, x) ∈ R}.

We say that the Dirichlet wave equation is observable on R in time T if there exists C > 0 such that

C
∥∥(u(0, · ), ut(0, · )

)∥∥2
H1

0 (�)×L2(�)
6
∫ T

0

∫
0(t)

∣∣∣∂u
∂n
(t, x)

∣∣∣2 dHn−1 dt (25)

for all solutions of (3) with Dirichlet boundary conditions. Here, Hn−1 is the (n−1)-Hausdorff measure.
In the static case (that is, if 0(t)≡ 0 does not depend on t), the observability property holds true as

soon as (0, T ) satisfies the following GCC (see [Bardos et al. 1992; Burq and Gérard 1997]):

Let T > 0. The open set 0 ⊂ ∂� satisfies the geometric control condition if the projection
onto M of every (compressed) generalized bicharacteristic meets 0 at a time t ∈ (0, T ) at a
nondiffractive point.

Recall the definition of nondiffractive points given in Section 1C. The t-GCC is then defined similarly
to Definition 1.6.

Definition 4.1. Let R be an open subset of R× ∂�, and let T > 0. We say that (R, T ) satisfies the time-
dependent geometric control condition (in short, t-GCC) if every compressed generalized bicharacteristic
bγ : R→ bT ∗Y \ E , s 7→ (t (s), x(s), τ (s), ξ(s)), is such that there exists s ∈ R such that t (s) ∈ (0, T )
and (t (s), x(s)) ∈ R and bγ (s) ∈ H ∪G \Gd (a hyperbolic point or a glancing yet nondiffractive point).
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We say that R satisfies the t-GCC if there exists T > 0 such that (R, T ) satisfies the t-GCC.
The control time T0(R, �) is defined by

T0(R, �)= inf{T > 0 | (R, T ) satisfies the t-GCC},

with the agreement that T0(R, �)=+∞ if R does not satisfy the t-GCC.

Theorem 4.2. Let R be an open subset of R× ∂� that satisfies the t-GCC. Let T > T0(R, �). We
assume moreover that no (compressed) generalized bicharacteristic has a contact of infinite order with
(0, T )× ∂�, that is, G∞ =∅. Then, the observability inequality (25) holds.

Proof. The proof is similar to the proof of Theorem 1.8 done in Section 2A. We just point out that the set
of invisible solutions is defined by

NT =

{
u ∈ H 1((0, T )×�)

∣∣∣ u is a Dirichlet solution of (3) and χR
∂u
∂n
= 0

}
.

If u∈NT and ρ∈T ∗((0, T )×�), we wish to prove that u is smooth at ρ. Let bγ (s)=(x(s), t (s),ξ(s),τ (s))
be the compressed bicharacteristic that originates from ρ (at s = 0). There exists s0 ∈ R such that
t (s0) ∈ (0, T ) and (t0, x0) = (t (s0), x(s0)) ∈ R. To fix ideas, let us assume that s0 > 0 and let us set
bγ0 =

bγ (s) ∈ T ∗∂Y. Because of the t-GCC, we may assume that bγ0 is a nondiffractive point. Note that
the case s0 6 0 can be treated similarly.

Let now V be an open neighborhood of (t0, x0) in R×M such that V∂ = V ∩ (R× ∂�)⊂ R. In V , we
extend the function u(t, x) by zero outside R×� and denote this extension by u. Since u|V∂ = ∂nu|V∂ = 0
we observe that u solves Pu = 0 in V. As γ0 is nondiffractive, the natural bicharacteristic associated
with γ0 has points outside � in any neighborhood of γ0. By propagation of singularities for u we thus
find that u is smooth at γ0. Then, by propagation of singularities along the compressed generalized
bicharacteristic flow (see [Melrose and Sjöstrand 1978; 1982; Hörmander 1985]), we find that u is smooth
at ρ. Having u smooth in (0, T )×�, we see that if u ∈ NT then ∂t u ∈ NT. The rest of the proof follows. �

Remark 4.3. By duality, we have, as well, a boundary controllability result, as in Theorem 1.8′′.

Remark 4.4. It is interesting to analyze, in this context of boundary observability, the examples of the
disk and of the square studied in Section 3.

• For the disk (see Section 3C): we set

0(t)=
{
(r, θ) ∈ [0, 1]×R

∣∣ r=1, vt<θ<vt + a
}
.

This is the limit case of the case of Section 3C, with ε = 0. With respect to Proposition 3.4, it is not true
anymore that T0(v, a) <+∞ if v is chosen sufficiently large.

The other items of Proposition 3.4, providing sufficient conditions such that T (v, a)=+∞, are still
valid.

• For the square (see Section 3D), ω(t) is the translation of the segment (0, 2a) along the boundary,
moving anticlockwise and with constant speed v.

With respect to Proposition 3.8, it is not true anymore that T0(v, a) <+∞ if v is large enough. The
second item of Proposition 3.8, providing a sufficient condition such that T (v, a)=+∞, is still valid.
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We stress that, in Propositions 3.4 and 3.8, the fact that T0 <+∞ for v large enough was due to the
fact that the width of the observation domain is positive. This remark shows that observability is even
more difficult to realize with moving observation domains located at the boundary.

Appendix: A class of test operators near the boundary

We denote by 9m(Y ) the space of operators of the form R = Rint+ Rtan where:

• Rint is a classical pseudodifferential operator of order m with compact support in R×�, that is,
satisfying Rint = ϕRintϕ for some ϕ ∈ C∞c (R×�);

• Rtan is a classical tangential pseudodifferential operator of order m. In the local normal geodesic
coordinates introduced in Section 1C1, such an operator only acts in the y′-variables.

If σ(Rint) and σ(Rtan) denote the homogeneous principal symbols of Rint and Rtan respectively, we
observe that their restriction to CharY (p) ∪ T ∗(R× ∂�) is well defined. Then, by means of the map
j : T ∗Y → bT ∗Y, the function σ(Rint)|CharY (P) + σ(Rtan)|CharY (P)∪T ∗(R×∂�) yields a continuous map
on 6̂ = j (CharY (p)) ∪ E , that we denote by κ(R). Its homogeneity yields a continuous function on
S∗6̂ = 6̂/(0,+∞).

We then have the following proposition (see [Lebeau 1996; Burq and Lebeau 2001]).

Proposition A.1. Let (un)n∈N be a bounded sequence of H 1(R×�) that satisfies (∂2
t −4g)un = 0 and

weakly converges to 0. Then, there exist a subsequence (uϕ(n))n∈N and a positive measure µ on S∗6̂ such
that

(Ruϕ(n), uϕ(n))H1(�)→ 〈µ, κ(R)〉 as n→+∞, where R ∈90(Y ).

This extends results in the interior introduced in the seminal works [Gérard 1991; Tartar 1990].
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