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LOCAL ENERGY DECAY AND SMOOTHING EFFECT
FOR THE DAMPED SCHRÖDINGER EQUATION

MOEZ KHENISSI AND JULIEN ROYER

We prove the local energy decay and the global smoothing effect for the damped Schrödinger equation
on Rd. The self-adjoint part is a Laplacian associated to a long-range perturbation of the flat metric. The
proofs are based on uniform resolvent estimates obtained by the dissipative Mourre method. All the
results depend on the strength of the dissipation that we consider.

1. Introduction

Let d > 3. Our purpose in this paper is to study on Rd the local energy decay and the Kato smoothing
effect for the damped Schrödinger equation�

�i@tuCPu� ia.x/hDi
˛a.x/uD 0;

u.0/D u0:
(1-1)

The operator P is a Laplacian in divergence form associated to a long-range perturbation of the usual flat
metric (see (1-2) below). For the dissipative part we have denoted by h � i the function .1Cj � j2/

1
2 and by

D the square root of the free Laplacian, so that hDi˛ stands for .1��/
˛
2 . The parameter ˛ belongs to

Œ0; 2Œ. The nonnegative-valued function a will be assumed to be of short range (see (1-3)), so that in terms
of spacial decay, we have an absorption index a.x/2 which decays at least like hxi�2�2� for some � > 0.

It is known that the free Schrödinger equation ((1-1) with P D�� and aD 0) preserves the L2-norm
but satisfies the local energy decay: if u0 is supported in the ball B.R/ D fjxj 6 Rg of Rd for some
R > 0 we have

keit�u0kL2.B.R// 6 CRhti�
d
2 ku0kL2.Rd /:

This means that the “mass” of the solution escapes at infinity. On the other hand, the Schrödinger equation
has a regularizing effect: Z

R

k.1��/
1
4 eit�u0k

2
L2.B.R//

dt 6 CRku0k2L2.Rd /:

There are many papers dealing with these properties for more and more general Schrödinger equations.
Concerning the local energy decay for a self-adjoint Schrödinger equation, we only refer to [Rauch
1978] for the Schrödinger operator with an exponentially decaying potential, to [Tsutsumi 1984] for the
free Schrödinger equation on an exterior domain, and to [Bouclet 2011; Bony and Häfner 2012] for a
Laplacian associated to a long-range perturbation of the flat metric. For all these papers, the local energy

MSC2010: 35B40, 35Q41, 35B65, 47A55, 47B44.
Keywords: local energy decay, smoothing effect, damped Schrödinger equation, resolvent estimates.
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decays like t�
d
2 or like t�

d
2
C" under a nontrapping assumption. There is also a huge literature for the

closely related problem of the local energy decay for the wave equation (see [Lax et al. 1963; Ralston
1969; Morawetz et al. 1977; Burq 1998; Tataru 2013; Guillarmou et al. 2013]).

Concerning the smoothing effect we mention [Constantin and Saut 1988; Sjölin 1987] for the Laplacian
on Rd, [Ben-Artzi and Klainerman 1992] for the Schrödinger operator with a potential, [Burq et al. 2004]
for the problem on an exterior domain and [Erdoğan et al. 2009] for the magnetic Schrödinger equation.
We also refer to [Doi 1996; 2000; Burq 2004] for the necessity of the nontrapping condition.

In the dissipative context, the local energy decay for the damped Schrödinger equation in an exterior
domain has been proved in [Aloui and Khenissi 2007]. In this context, the nontrapping condition can be
replaced by the geometric control condition: there can be bounded classical trajectories but they have
to go through the damping region (see [Rauch and Taylor 1974; Bardos et al. 1992] for the original
geometric control condition, and [Aloui and Khenissi 2002] for the exterior geometric condition on
an unbounded domain). Then the local energy decays like t�

d
2 , as in the self-adjoint case under the

nontrapping condition. A similar result has been obtained in [Aloui and Khenissi 2010] on an exterior
domain with dissipation at the boundary, and in [Royer 2015] for the same problem on a wave guide (see
also [D’Ancona and Racke 2012] for the undamped problem on a nonflat wave guide). In the latter case,
the global energy decays exponentially and we have a smoothing effect in the unbounded directions. We
also mention [Bortot and Cavalcanti 2014], where an exponential decay for the global energy is proved
for the solution of the Schrödinger equation with a dissipation effective on a neighborhood of the infinity.

The dissipation by a potential (˛D 0 in our setting) is not strong enough to recover under the damping
condition the same smoothing effect as under the nontrapping condition. However, it is known that this is
the case for the so-called regularized Schrödinger equation (˛ D 1). See [Aloui 2008a; 2008b] for the
problem on a compact manifold and [Aloui et al. 2017] for the problem on an exterior domain. As in
the self-adjoint case (see [Burq 2004]), we can recover a H

1
2
�" smoothing effect if only a few classical

trajectories fail to satisfy the assumption (see [Aloui et al. 2013]).
In these works, the problem is a compact perturbation of the free Schrödinger equation. Our purpose

in this paper is to prove the local energy decay and the Kato smoothing effect for an asymptotically
vanishing perturbation. In a similar context, the local energy decay has been studied for the dissipative
wave equation in [Bouclet and Royer 2014].

We now describe more precisely the setting of our paper. We consider on Rd a long-range perturbation
G.x/ of the identity: for some � > 0 there exist constants Cˇ for ˇ 2 Nd such thatˇ̌

@ˇ .G.x/� Id /
ˇ̌
6 Cˇ hxi���jˇ j: (1-2)

Concerning the dissipative term, a is a smooth and nonnegative-valued function on Rd. As already
mentioned, it is of short range:

j@ˇa.x/j6 Cˇ hxi�1���jˇ j: (1-3)

We will use the notation

B˛ D a.x/hDi
˛a.x/ and H D P � iB˛: (1-4)
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We recall that ˛ 2 Œ0; 2Œ and we set

Q̨ Dmin.1; ˛/ and � D

(
d
2

if d is even;
dC1
2

if d is odd:
(1-5)

Then Q̨ 2 Œ0; 1� and � > 2.
We will see that H is a maximal dissipative operator on L2. In particular, for u0 2 D.H/DH 2 the

problem (1-1) has a unique solution t 7! e�itHu0. The main purpose of this paper is to prove that this
solution satisfies the local energy decay and the Kato smoothing effect as stated in the following two
theorems:

Theorem 1.1 (local energy decay). Let " > 0. Let ı > �C 1
2

, N 2 N and � 2 Œ0; 2�. Assume that

(i) there are no bounded geodesics (see the nontrapping condition (1-8) below) or

(ii) the bounded geodesics go through the damping region (see (1-9)), N Q̨ C � > 2 and ı > N � 1
2

.

Then there exists C > 0 such that for u0 2H�;ı and t > 0 we have

ke�itHu0kL2;�ı 6 Ct�
d
2
C"
ku0kH�;ı :

In this statement L2;�ı denotes the weighted space L2.hxi�2ı dx/, while ku0kH�;ı is the L2-norm
of hxiıhDi�u0.

We remark that we have to take � D 2 in the second case if ˛ D 0. This means that we have a loss of
two derivatives. If ˛ > 0 we can take � D 0 (no loss of derivative) as long as we choose ı large enough�
if ˛ > 1 then we can take N D 2, and in this case the condition ı > N � 1

2
is weaker than ı > �C 1

2

�
.

Under the nontrapping condition we can always take � D 0.
In this setting, we obtain a decay which is almost as good as in the free case. We recall that for such

a P, this is the best decay known even in the particular case aD 0 (see [Bouclet 2011]).

Theorem 1.2 (global smoothing effect). Assume that the damping condition (1-9) holds. Then there exists
C > 0 such that for all u0 2 L2 we haveZ C1

0

khxi�1hDi
Q̨
2 e�itHu0k

2
L2
dt 6 Cku0k2L2 :

Moreover, under the nontrapping condition (1-8), we can replace Q̨ by 1.

The last statement says that, despite the non-self-adjointness of H, we recover the same gain of
regularity as in the self-adjoint case under the nontrapping assumption. However, the main result is that if
the damping is strong enough, we have the same result for a trapping metric under the usual geometric
condition. For a weaker damping we cannot reach the optimal result, but we still have some gain of
regularity. As for the local energy decay above and for the resolvent estimates below, we can consider a
very strong damping (˛ > 1), but this does not improve the results (even if we allow trapped trajectories,
there still are trajectories going to infinity, and their contributions are not controlled by the damping).



1288 MOEZ KHENISSI AND JULIEN ROYER

The proofs of Theorems 1.1 and 1.2 are based on uniform resolvent estimates. According to
Proposition 2.2 below, the operator H is maximal dissipative, so for all z in

CC WD fz 2 C W Im z > 0g

we can consider in L.L2/ (the space of bounded operators on L2) the resolvent

R.z/D .H � z/�1: (1-6)

After a Fourier transform, the solution u of (1-1) can be written as the integral over frequencies Re.z/
of this resolvent when Im.z/ goes to 0 (see Section 6). Thus the problem will be reduced to proving
uniform estimates for R.z/ and its derivatives for Im.z/ small, and then to controlling the dependence of
these estimates with respect to Re.z/. Since the self-adjoint part P of H is a nonnegative operator, the
estimates for Re.z/ < 0 are easy: for n 2 N and z 2 CC with Re.z/6 �c0 < 0 we have

kRnC1.z/kL.L2/ 6
C

jRe.z/jnC1
: (1-7)

Thus we will focus on z 2 CC with Re.z/> �c0, where 0 < c0� 1. As usual, the difficulties will arise
for low frequencies (Re.z/ close to 0) and high frequencies (Re.z/� 1). We first state the uniform
resolvent estimates for intermediate frequencies:

Theorem 1.3 (intermediate-frequency estimates). Let K be a compact subset of C n f0g. Let n 2 N and
ı > nC 1

2
. Then there exists C > 0 such that for all z 2K \CC we have

khxi�ıRnC1.z/hxi�ıkL.L2/ 6 C:

We remark that compared to the resolvent for the dissipative wave equation (see [Bouclet and Royer
2014]), the derivatives of the resolvent correspond to its powers:

R.n/.z/D nŠRnC1.z/:

This will significantly simplify the discussion.
It is known that even for the free Laplacian, the estimates of Theorem 1.3 fail to hold uniformly when

z goes to 0 if n is too large. This explains the restriction in the rate of decay in Theorem 1.1. For low
frequencies we prove the following result:

Theorem 1.4 (low-frequency estimates). Let " > 0. Let n 2 N and let ı be such that

ı >

(
nC 1

2
if 2nC 1> d;

nC 1 if 2nC 1 < d:

Then there exist C > 0 and a neighborhood U of 0 in C such that for all z 2 U \CC we have

khxi�ıRnC1.z/hxi�ıkL.L2/ 6 C.1Cjzj
d
2
�"�1�n/:

In the self-adjoint case we can improve the estimate for a single resolvent. More precisely we can
replace the weight hxi�ı for ı >1 by hxi�1. See [Bouclet and Royer 2015]. This is particularly interesting
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for Theorem 1.2, which does not require estimates for the derivatives of the resolvent. This sharp resolvent
estimate is also valid in our dissipative context:

Theorem 1.5 (sharp low-frequency estimate). There exist C > 0 and a neighborhood U of 0 in C such
that for all z 2 U \CC we have

khxi�1R.z/hxi�1kL.L2/ 6 C:

The high-frequency properties of the problem are closely related to the corresponding classical problem.
Here, the classical flow is the geodesic flow on R2d ' T �Rd for the metric G.x/�1. It is the Hamiltonian
flow corresponding to the symbol

p.x; �/D hG.x/�; �i:

We denote this flow by �t D .X.t/;„.t//. Let

�b D
˚
w 2 p�1.f1g/ W supt2RjX.t; w/j<C1

	
:

The assumptions used in the statements of Theorems 1.1 and 1.2 are the following. We say that the
classical flow is nontrapping if there is no bounded geodesic:

�b D∅: (1-8)

We say that the damping condition on bounded geodesics (or geometric control condition) is satisfied if
every bounded geodesic goes through the damping region fa.x/ > 0g:

8w 2�b; 9T 2 R such that a.X.T;w// > 0: (1-9)

Theorem 1.6 (high-frequency estimates). Let n 2 N and ı > nC 1
2

.

(i) Assume that the nontrapping assumption (1-8) holds. Then there exists C > 0 such that for z 2 CC

with Re.z/> C we have

khxi�ıRnC1.z/hxi�ıkL.L2/ 6 C jzj�
nC1
2 :

(ii) Assume that the damping condition (1-9) holds. Then there exists C > 0 such that for z 2 CC with
Re.z/> C we have

khxi�ıRnC1.z/hxi�ıkL.L2/ 6 C jzj�
.nC1/ Q̨
2

(we recall that Q̨ was defined in (1-5)).

To prove the uniform estimates of Theorems 1.3, 1.4 and 1.6 we use the commutators method of Mourre
[1981] (see also [Amrein et al. 1996] for an overview of the subject). The method has been generalized to
the dissipative setting in [Royer 2010], then in [Bouclet and Royer 2014] for the estimates of the derivatives
of the resolvent and finally in [Royer 2016] for a dissipative perturbation in the sense of forms. Here the
dissipative perturbation B˛ is well defined as an operator on L2 relatively bounded with respect to the
self-adjoint part P. However, for d 2 f3; 4g the rescaled version of the dissipative part which we are going
to use for low frequencies will be uniformly bounded as an operator in L.H 1;H�1/ but not in L.H 2; L2/,
so we will have to see H as a dissipative perturbation of P in the sense of forms. See Remark 4.7.
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Let us come back to the statement of Theorem 1.2. To prove this theorem we will use in particular
the resolvent estimates of Theorem 1.6, which in turn rely on the damping assumption (1-9). These
estimates and hence the smoothing effect we obtain are optimal (in the sense that they are as good as in the
self-adjoint case with the nontrapping condition) when ˛ > 1. However, with a weaker dissipation (˛ < 1)
we can obtain (weaker) resolvent estimates and a (weaker) smoothing effect. Similarly, it is possible
to prove high-frequency resolvent estimates weaker than those of Theorem 1.6 without the damping
condition. We have already mentioned [Burq 2004] in the self-adjoint case and [Aloui et al. 2013] in the
dissipative setting, where only a few hyperbolic classical trajectories deny the assumption

�
in these cases

the high-frequency resolvent estimates are of size lnjzj=
p
jzj, which gives a gain of 1

2
�" derivative

�
. We

do not prove resolvent estimates without damping condition in this paper, but we emphasize this fact with
a more general version of Theorem 1.2 (for self-adjoint operators, we mention the result of [Thomann
2010], which gives a relation between the smoothing effect and the decay of the spectral projections).

Theorem 1.7. Let  2 Œ0; 2�. Assume that there exists C > 0 such that for all z 2 CC we have

khxi�1R.z/hxi�1kL.L2/ 6 C hzi�

2 : (1-10)

Then for all u0 2 L2 we haveZ C1
0

khxi�1hDi

2 e�itHu0k

2
L2
dt 6 Cku0k2L2 :

It is classical in the self-adjoint setting to prove the smoothing effect from resolvent estimates by
means of the theory of relatively smooth operators in the sense of Kato [1966] (see also [Reed and Simon
1978]). Other ideas have been used for dissipative operators (see [Aloui et al. 2013; 2017]). However, the
theory of Kato can also be used in this context (see [Royer 2010; 2015]). We will follow this idea to
prove Theorem 1.7 and hence Theorem 1.2.

This paper is organized as follows. In Section 2 we recall all the abstract properties we need concerning
dissipative operators (including the statement of the Mourre method). In Section 3 we prove Theorem 1.3.
In Section 4 we deal with low frequencies. We first prove Theorem 1.4 for a small perturbation of the free
Laplacian in Section 4A and then in the general setting in Section 4B. Theorem 1.5 is proved in Section 4C.
In Section 5 we prove Theorem 1.6 concerning the high-frequency resolvent estimates. Finally, we turn to
the time-dependent problem: we prove Theorem 1.1 in Section 6 and Theorems 1.7 and 1.2 in Section 7.

2. Abstract properties for dissipative operators

In this section we recall some general properties about dissipative operators. In particular we give the
version of the Mourre’s method that we use in this paper.

Let H be a Hilbert space. An operatorH with domain D.H/ on H is said to be dissipative (respectively
accretive) if

8' 2 D.H/; ImhH'; 'iH 6 0 .respectively RehH'; 'iH > 0/:

MoreoverH is said to be maximal dissipative (respectively maximal accretive) if it has no other dissipative
(respectively accretive) extension than itself. Notice that H is (maximal) dissipative if and only if iH is
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(maximal) accretive. We recall that a dissipative operator H is maximal dissipative if and only if there
exists z 2CC such that the operator .H �z/ has a bounded inverse on H. In this case any z 2CC belongs
to the resolvent set of H and

k.H � z/�1kL.H/ 6
1

Im.z/
: (2-1)

According to the Hille–Yosida theorem this implies in particular that �iH generates a contractions semi-
group, and then for all u0 2D.H/ the function u W t 7! e�itHu0 belongs to C 0.RC;D.H//\C 1.RC;H/
and is the unique solution for the problem(

�i@tuCHuD 0 8t > 0;

u.0/D u0:

Moreover we have
8t > 0; ku.t/kH 6 ku0kH:

Remark 2.1. Assume that H is both dissipative and accretive. Then it is maximal dissipative if and only
if it is maximal accretive. Indeed both properties are equivalent to the fact that .H � .�1C i// has a
bounded inverse on H. Moreover, for z 2 C with Im.z/ > 0 or Re.z/ < 0 we have

k.H � z/�1kL.H/ 6
1

max.Im.z/;�Re.z//
:

Proposition 2.2. The operator H defined by (1-4) is maximal dissipative and maximal accretive on L2.

Proof. The operators P and B˛ are self-adjoint and nonnegative on L2, so H D P � iB˛ is dissipative
and accretive. Let ' 2D.P /DH 2. By interpolation there exists C > 0 (which only depends on a and ˛)
such that for any " > 0

kB˛'kL2 6 Ck'kH˛ 6 Ck'k
˛
2

H2 k'k
1�˛

2

L2
6 1
2
˛"Ck'kH2 CC

�
1� 1

2
˛
�
"�

˛
2�˛ k'kL2 :

With " > 0 small enough we obtain that the dissipative operator �iB˛ is relatively bounded with respect
to P with relative bound less than 1. According to [Royer 2010, Lemma 2.1], this proves that H is
maximal dissipative in L2. By Remark 2.1, H is also maximal accretive. �

According to Proposition 2.2, the estimate of Remark 2.1 holds for H in L.L2/. As already mentioned,
the difficulties in Theorems 1.3, 1.4 and 1.6 come from the behavior of the resolvent R.z/ when the
spectral parameter z 2CC approaches the nonnegative real axis. For this we are going to use a dissipative
version of the Mourre method, which we recall now.

Let q0 be a quadratic form closed, densely defined, symmetric and bounded from below on H. We set
KD D.q0/. Let q‚ be another symmetric form on H, nonnegative and q0-bounded. Let q D q0� iq‚
and let H be the corresponding maximal dissipative operator (see Proposition 2.2 in [Royer 2016]). We
denote by zH W K! K� the operator which satisfies q.';  /D h zH'; iK�;K for all '; 2 K. Similarly,
we denote by zH0 and ‚ the operators in L.K;K�/ which correspond to the forms q0 and q‚, respectively.
By the Lax–Milgram theorem, the operator . zH � z/ has a bounded inverse in L.K�;K/ for all z 2 CC.
Moreover for ' 2H we have .H � z/�1' D . zH � z/�1'.
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Definition 2.3. Let A be a self-adjoint operator on H and N 2N�. We say that A is a conjugate operator
(in the sense of forms) to H on the interval J, up to order N, and with bounds ˛0 2 �0; 1�, ˇ > 0 and
‡N > 0 if the following conditions are satisfied:

(i) The form domain K is left invariant by e�itA for all t 2 R. We denote by E the domain of the
generator of e�itAjK.

(ii) The commutators ƒ0D Œ zH0; iA� and ƒ1D Œ zH; iA�, a priori defined as operators in L.E ; E�/, extend
to operators in L.K;K�/. Then for all n 2 J1;N K the operator Œƒn; iA� defined (inductively) in
L.E ; E�/ extends to an operator in L.K;K�/, which we denote by ƒnC1.

(iii) We have

kƒ1k6
p
˛0‡N ; kƒ1Cˇ‚kkƒ

0
k6 ˛0‡N ; kŒƒ1; A�kCˇkŒ‚;A�k6 ˛0‡N

and
NC1X
nD2

kƒnkL.K;K�/ 6 ˛0‡N ;

where all the norms are in L.K;K�/.

(iv) We have
1J .H0/.ƒ

0
Cˇ‚/1J .H0/> ˛01J .H0/: (2-2)

Theorem 5.5 of [Royer 2016] in the particular case where all the inserted factors are equal to IdH gives
the following abstract resolvent estimates:

Theorem 2.4. Suppose the self-adjoint operator A is conjugate to the maximal dissipative operator H
on J up to order N > 2 with bounds .˛0; ˇ; ‡N /. Let n 2 J1;N K. Let I � VJ be a compact interval.
Let ı > n� 1

2
. Then there exists c > 0 which only depends on J , I , ı, ˇ and ‡N and such that for all

z 2 CI;C we have

khAi�ı.H � z/�nhAi�ıkL.H/ 6
c

˛n0
:

We finish this general section with the so-called quadratic estimates. The following result is a
consequence of Proposition 4.4 in [Royer 2016]:

Proposition 2.5. Let T 2L.K;H/ be such that T �T 6 q‚ in the sense of forms on K. LetQ 2L.H;K�/.
Then for all z 2 CC we have

kT . zH � z/�1QkL.H/ 6 kQ�. zH � z/�1Qk
1
2

L.H/:

Applied with QD T �, this proposition gives the following particular case:

Corollary 2.6. Let T be as in Proposition 2.5. Then for all z 2 CC we have

kT . zH � z/�1T �kL.H/ 6 1:

We are going to use all these results with the forms q0 W ' 7! hP'; 'i and q‚ W ' 7! hB˛'; 'i defined
on KDH 1.Rd /.
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3. Intermediate-frequency estimates

In this section we prove Theorem 1.3. For this, we will apply Theorem 2.4 with the generator of dilations
as the conjugate operator. Let

AD�1
2
i.x � r Cr � x/D�i .x � r/� 1

2
id:

We recall in the following proposition the main properties of A that we are going to use in this paper:

Proposition 3.1. (i) For � 2 R, u 2 S and x 2 Rd we have

.ei�Au/.x/D e
d�
2 u.e�x/:

(ii) For j 2 J1; dK and  2 C1.Rd / we have on S

Œ@j ; iA�D @j and Œ; iA�D�.x � r/:

(iii) For p 2 Œ1;C1�, � 2 R and u 2 S we have

kei�AukLp D e
�.d
2
�d
p
/
kukLp :

Now we give a proof of Theorem 1.3:

Proof of Theorem 1.3. Let E > 0. We check that the generator of dilations A is a conjugate operator
for H on a neighborhood J of E in the sense of Definition 2.3. The form domain of H is the Sobolev
space H 1.Rd /. According to Proposition 3.1, it is left invariant by the dilation e�itA for any t 2 R.
By pseudodifferential calculus we can see that the commutators ŒP; iA�, ŒŒP; iA�; iA�, ŒB˛; iA� and
ŒŒB˛; iA�; iA� define operators in L.H 2; L2/, hence in L.L2;H�2/ by duality, and in L.H 1;H�1/ by
interpolation.1 Finally, we use the usual trick for the main assumption. For � >0we set J�D ŒE��;EC��.
We have

1J� .P /ŒP; iA�1J� .P /D 1J� .P / 2P 1J� .P /CW 1J� .P /

> 2.E � �/1J� .P /CW 1J� .P /;

where

W WD 1J� .P / div
�
.x � r/G.x/

�
r

is a compact operator. Since E > 0 is not an eigenvalue of P (see [Koch and Tataru 2006]) the operator
1J� .P / goes strongly to 0 when � goes to 0. Then for � small enough we have

1J� .P /ŒP; iA�1J� .P />E1J� .P /:

Thus we can apply Theorem 2.4, which gives Theorem 1.3 for Re.z/ 2 J� and with weights hAi�ı.
By compactness of K � C� and the easy estimate of Remark 2.1, we have a uniform estimate for all

1 In fact we can also compute these commutators explicitly with Proposition 3.1, except for the commutators of hDi˛ with A:
for this we can write hDi˛ D .1��/2 � .1��/�2h��i

˛
2 and use the Helffer–Sjöstrand formula for the second factor (see

[Dimassi and Sjöstrand 1999; Davies 1995]).
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z 2 CC\K. It remains to replace hAi�ı by hxi�ı. For this, we use the resolvent identity

R.z/DR.i/C .z� i/R.i/R.z/DR.i/C .z� i/R.z/R.i/:

It gives in particular, for � > 2,

R�.z/DR.i/
�
R�.z/C 2.z� i/R��1.z/C .z� i/2R�.z/

�
R.i/:

With these equalities in hand, we can prove by induction on m 2 N� that RnC1.z/ can be written as a
sum of terms of the form .z� i/ˇRnC1Cˇ .i/ with ˇ 2 N or

.z� i/2m�n�1C�Rm.i/R�.z/Rm.i/;

where max.1; nC 1� 2m/6 � 6 nC 1. For any ˇ 2 N, we know RnC1Cˇ .i/ is uniformly bounded in
L.L2/. On the other hand,hxi�ıRm.i/R�.z/Rm.i/hxi�ı6 hxi�ıRm.i/hAiıhAi�ıR�.z/hAi�ıhAiıRm.i/hxi�ı:
The first and third factors are bounded by pseudodifferential calculus if m is large enough and the second
has been estimated uniformly by the Mourre method. This concludes the proof of Theorem 1.3. �

4. Low-frequency estimates

In this section we prove Theorems 1.4 and 1.5. As in [Bouclet 2011; Bouclet and Royer 2014], the
proof of Theorem 1.4 is based on a scaling argument for a small perturbation of the free Laplacian
(see Section 4A), and then on a perturbation argument to deal with the general case (see Section 4B).
Theorem 1.5 is proved in Section 4C.

Let � 2 C10 .R
d / be equal to 1 on a neighborhood of 0. For � 2 �0; 1� we set �� W x 7! �.�x/. Then

for �1 2 �0; 1� we set G�1.x/D ��1.x/Id C .1���1.x//G.x/,

P�1 D� divG�1.x/r and P�1;c D P �P�1 D� div
�
��1.x/.G.x/� Id /

�
r: (4-1)

For the dissipative part we set

B˛�2 D a.1���2/hDi
˛aC a��2hDi

˛a.1���2/ (4-2)

and

B˛�2;c D B˛ �B
˛
�2
D a��2hDi

˛a��2 ;

where �2 2 �0; 1�. Finally, for the full operator we define

H N� D P�1 � iB
˛
�2

and R N�.z/D .H N� � z/
�1;

where N�D .�1; �2/ 2 �0; 1�2 and z 2 CC. The fact that we can choose �1 ¤ �2 will be important in the
sequel (see Remark 4.11).



LOCAL ENERGY DECAY AND SMOOTHING EFFECT FOR THE DAMPED SCHRÖDINGER EQUATION 1295

4A. Low-frequency estimates for a small perturbation of the Laplacian. In this paragraph we prove
Theorem 1.4 with R.z/ replaced by R N�.z/. Then in Section 4B we will add the contributions of P�1;c
and B˛�2;c .

The proof relies on a scaling argument. To this purpose we use for z 2 C� the operator

‚z D exp
�
1
2
i lnjzjA

�
:

For u 2 S and x 2 Rd we have .‚zu/.x/ D jzj
d
4 u.jzj

1
2x/. According to Proposition 3.1 we have for

p 2 Œ1;C1�

k‚zkL.Lp/ D jzj
d
4
� d
2p: (4-3)

For a function u on Rd and z 2 C� we denote by uz the function

uz W x 7! u

�
xp
jzj

�
:

Compared to the scaling for the wave equation we are using the parameter
p
jzj instead of jzj.

Now we introduce the rescaled versions of our operators:

H N�;z D
1

jzj
‚�1z H N�‚z D P�1;z � iB

˛
�2;z

;

where P�1;z D� divG�1;z.x/r and

B˛�2;z D
1

jzj
..1���2/a/z.1� jzj�/

˛
2 azC

1

jzj
.��2a/z.1� jzj�/

˛
2 ..1���2/a/z :

Then for � 2 CC we set R N�;z.�/D .H N�;z � �/�1, so that with the notation Oz D z=jzj we have for z 2 CC

R N�.z/D
1

jzj
‚zR N�;z. Oz/‚

�1
z :

Our analysis of the rescaled operators is based on the fact that if a function � decays like hxi���
�
2

(recall that � > 0 is fixed by (1-2) and (1-3)) then the multiplication by the rescaled function �� behaves
like a differential operator of order � for low frequencies, in the sense that it is of size �� as an operator
from H s to H s��. Since this observation relies on the Sobolev embeddings, there is however a restriction
on the choices of � and s. For � 2 R, let S�� .Rd / be the set of functions � 2 C1.Rd / such that

j@ˇ�.x/j. hxi���jˇ j:

For � > 0, N 2 N and � 2 S���
�
2 .Rd / we set

k�k�;N D sup
jˇ j6�C1

X
06m6N

sup
x2Rd

ˇ̌
hxi�C

�
2
Cjˇ j.@ˇ .x � r/m�/.x/

ˇ̌
:

We recall that the integer � was defined in (1-5). The following result is Proposition 7.2 in [Bouclet and
Royer 2014]:
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Proposition 4.1. Let � 2
�
0; d
2

�
and s 2

�
�
d
2
; d
2

�
be such that s� � 2

�
�
d
2
; d
2

�
. Then there exists C > 0

such that for � 2 S���
�
2 .Rd /, u 2H s and � > 0 we have

k��uk PH s�� 6 C��k�k�;0 kuk PH s ;

k��ukH s�� 6 C��k�k�;0 kukH s :

The reason for replacing G.x/ by G�1.x/ and a by a.1���2/ in the definition of H N� is that for all
N 2 N we have

N N�;N WD
dX

j;kD1

kG�1;j;k.x/�ıj;kk0;N Ck.1���2/ak1;N
�
kak1;N Ck��2ak1;N

�
D O
N�!0

.j N�j�=2/: (4-4)

Thus this quantity is as small as we wish if we choose �1 and �2 small enough.
Given two operators T and S we set ad0T .S/D S , adT .S/D ad1T .S/D ŒS; T � and then, for m > 2,

admT .S/D Œadm�1T .S/; S�. For �D .�1; : : : ; �d / 2 Nd we set

ad�x WD ad�1x1 � � � ad�dxd :

At the beginning of the section we said that H N� has to be close to the free Laplacian. What we need
precisely is the following result:

Proposition 4.2. Let �2Nd, m2N, "0>0 and s2R. There exists �0 2 �0; 1� such that for N�D .�1; �2/2
�0; �0�

2 the following statements hold:

(i) If s 2
�
�
d
2
; d
2

�
then for z 2 CC with jzj6 1 we have

kad�x admA .P�1;zC/kL.H sC1;H s�1/ 6 "0:

(ii) If s 2
�
�
d
2
C 1; d

2
� 1

�
then we also have

kad�x admAB
˛
�2;z
kL.H sC1;H s�1/ 6 "0:

(iii) For u 2H 2 we have
1
2
kuk PH2 6 kP�1ukL2 6 2kuk PH2 :

Proof. The first statement is the same as for the wave equation. See Proposition 7.6 in [Bouclet and Royer
2014]. In particular with s D 1, jzj D 1 and "0 D 1

2
we obtain the last statement. It remains to prove (ii).

Let Dz D
p
jzjD. We write

..1���2/a/zhDzi
˛az D ..1���2/a/z.�jzj�C 1/hDzi

˛�2az :

Then ad�x admA
�
..1���2/a/zhDzi

˛az
�

can be written as a sum of terms of the form

ad�1x adm1A
�
..1���2/a/z

�
ad�2x adm2A .�jzj�C 1/ ad�3x adm3A .hDzi

˛�2/ ad�4x adm4A .az/;

where �1; �2; �3; �4 2 Nd and m1; m2; m3; m4 2 J0;mK are such that �1C�2C�3C�4 D � and
m1Cm2Cm3Cm4 Dm. Let  2 Œ0; 1�. According to Proposition 4.1 we have for z 2 CC

kad�1x adm1A ..1���2/a/zkL.H s�1C;H s�1/ . �
1C�

2
�

2 jzj

2 (4-5)
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and
kad�4x adm4A azkL.H sC1;H sC1� / . jzj


2 : (4-6)

To estimate ad�3x adm3A .hDzi
˛�2/, we use the Helffer–Sjöstrand formula (see [Dimassi and Sjöstrand

1999; Davies 1995]). We can check that for � 2 C nR we havead�3x adm3A .�jzj�� �/�1

L.H sC1� /

.
h�ij�3jCm3

jIm.�/jj�3jCm3C1
:

Let f W � 7! .� C 1/
˛�2
2 . Let � 2 C10 .R; Œ0; 1�/ be supported in Œ�2; 2� and equal to 1 on Œ�1; 1�. For

M > j�3jCm3C 1 and � D xC iy we set

QfM .�/D �

�
y

hxi

� MX
kD0

f .k/.x/
.iy/k

kŠ
:

We have ˇ̌̌̌
@ QfM

@ N�
.�/

ˇ̌̌̌
6 1fhxi6jyj62hxig.�/hxi

�1C˛�2
2 C1fjyj62hxig.�/jyj

M
hxi�M�1C

˛�2
2 ;

so we can write

.�jzj�C 1/
˛�2
2 D

1

�

Z
�DxCiy2C

@ QfM

@ Nz
.�/.�jzj�� �/�1 dx dy:

Then we can check that
kad�3x adm3A hDzi

˛�2
kL.H sC1� / . 1: (4-7)

It remains to estimate

ad�2x adm2A .hDzi
2/D�jzjad�2x adm2A �C ad�2x adm2A .1/: (4-8)

We have kjzjad�2x adm2A �k. jzj in L.H sC1;H s�1/ so with (4-5), (4-6) and (4-7) applied with  D 0 we
obtain in L.H sC1;H s�1/ad�1x adm1A

�
..1���2/a/z

�
ad�2x adm2A .�jzj�/ ad�3x adm3A .hDzi

˛�2/ ad�4x adm4A .az/
. jzj�1C�22 : (4-9)

If j�2j Dm2 D 0 we also have to consider the second term in (4-8). For this we apply (4-5), (4-6) and
(4-7) with  D 1, which givesad�1x adm1A

�
..1���2/a/z

�
ad�3x adm3A .hDzi

˛�2/ ad�4x adm4A .az/

L.H sC1;H s�1/

. jzj�
�
2

2 :

Thus we have proved that ad�x admA
�
..1���2/a/zhDzi

˛az
�

is of size O.jzj�
�
2

2 / in L.H sC1;H s�1/. We
proceed similarly for ad�x admA

�
.��2a/zhDzi

˛..1���2/a/z
�
, and the statement follows. �

Remark 4.3. If d > 5 we can replace P�1 by H N� in the last statement of Proposition 4.2. This is not
the case for d 2 f3; 4g. This is due to the fact that s D 1 does not belong to

�
�
d
2
C 1; d

2
� 1

�
and hence

B˛�2;z is not small in L. PH 2; L2/ in these cases.
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Proposition 4.4. Let � 2 Nd, m 2 N and s 2
�
�
d
2
C 1; d

2
� 1

�
. There exists �0 2 �0; 1� such that the

operator
ad�x admAR N�;z.�1/

is bounded as an operator fromH s�1 toH sC1 uniformly in z2CC with jzj61 and N�D .�1; �2/2 �0; �0�2.

Proof. The idea of the proof is the same as the proof of Proposition 7.9 in [Bouclet and Royer 2014]. We
only have to be careful with the fact that the dissipative term has to be seen as an operator of order 2.
However, with the smallness assumption on a.1���2/, it is still a small perturbation of ��, and we
can proceed as for the wave resolvent. We also have to be careful with the restriction on s, which is
stronger than for the wave equation. This is due to the analogous restriction in the second statement of
Proposition 4.2. We omit the details. �

Proposition 4.5. (i) Let s2
�
0; d
2

�
, ı >s andm2N be such thatm> s. Then there exist �0 2 �0; 1� and

C > 0 such that for z 2 CC with jzj6 1 and N� 2 �0; �0�2 we have

khxi�ı‚zR
m
N�;z.�1/‚

�1
z hxi

�ı
kL.L2/ 6 C jzjs:

(ii) Let s 2
�
0; d
2

�
, ı > s, and m2N large enough

�
say m> ıC s

2
C 1

�
. Then there exist �0 2 �0; 1� and

C > 0 such that for z 2 CC with jzj6 1 and N� 2 �0; �0�2 we have

khxi�ı‚zR
m
N�;z.�1/hAi

ı
kL.L2/ 6 C jzj

s
2 ;

khAiıRmN�;z.�1/‚
�1
z hxi

�ı
kL.L2/ 6 C jzj

s
2 :

Proof. According to Proposition 4.4 the operator Rm
N�;z.�1/ is bounded in L.H�s;H s/ uniformly in

z 2 CC with jzj 6 1 and N� close to (0,0). On the other hand, according to the Sobolev embedding
H s � Lp for p D 2d

d�2s
, the fact that hxi�ı belongs to L.Lp; L2/ and (4-3) we have

khxi�ı‚zkL.H s;L2/ . k‚zkL.Lp/ . jzj
s
2 :

We similarly have
k‚�1z hxi

�ı
kL.L2;H�s/ . jzj

s
2 ;

and the first statement follows. For the second statement we use the same idea as in the proof of
Proposition 7.11 in [Bouclet and Royer 2014]. We only prove the first estimate. For this we first remark that

khxi�ı‚z.1Cjxj
ı/kL.H s;L2/ 6 khxi�ı‚zkL.H s;L2/C

hxi�ı‚zjxjıL.L2/
. k‚zkL.Lp/Cjzj

ı
2

hxi�ı jxjı‚zL.L2/ . jzj s2 ;
where, again, p stands for 2d

d�2s
. Then it remains to prove that for all ı > 0 (we no longer need the

assumption that ı > s), m> ıC s
2
C 1 and � 2 Nd the operator

hxi�ıad�x
�
RmN�;z.�1/hAi

ı
�

is bounded in L.L2;H s/ uniformly in z 2 CC. With �D 0 this will conclude the proof. By interpolation
it is enough to consider the case where ı is an integer and m> ıC s

2
(we do not mean to be sharp with
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this assumption). We proceed by induction. The statement for ı D 0 is given by Proposition 4.4. Now
let ı 2 N�. We have

RmN�;z.�1/A
ı
D

ıX
kD0

C kı R
m�1
N�;z .�1/Aı�kadkA.R N�;z.�1//:

When k ¤ 0 we can apply the inductive assumption to Rm�1
N�;z .�1/Aı�k. With Proposition 4.4 we obtain

that the contributions of the corresponding terms are uniformly bounded in L.L2;H s/ as expected. It
remains to consider the term corresponding to k D 0. It is enough to consider

Rm�1N�;z .�1/Aı�1xjDjR N�;z.�1/

for some j 2 J1; dK. The operator DjR N�;z.�1/ and its commutators with powers of x are uniformly
bounded operators on L2, and

Rm�1N�;z .�1/Aı�1xj D xjR
m�1
N�;z .�1/Aı�1C adxj

�
Rm�1N�;z .�1/Aı�1

�
:

We conclude with the inductive assumption. �

Proposition 4.6. Let k 2 N and ı > kC 1
2

. Then there exist �0 2 �0; 1� and C > 0 such that for z 2 CC

with jzj6 1 and N�D .�1; �2/ 2 �0; �0�2 we have

khAi�ıRkC1
N�;z . Oz/hAi

�ı
kL.L2/ 6 C:

Proof. The estimate is clear when Oz is outside some neighborhood of 1. For Oz close to 1 we apply
Theorem 2.4 uniformly in z with A as a conjugate operator. We have already said that e�itA leaves
H 1 invariant for all t 2 R. The assumptions (ii) and (iii) of Definition 2.3 with ˛0 D 1

2
and ˇ D 0 are

consequences of Proposition 4.2 applied with s D 0, �D 0 and m 2N�. For m 2 f0; 1g, z 2 CC and
u 2 S we have

ˇ̌˝
admiA.P�1;z/u; u

˛
L2
� 2mh��u; uiL2

ˇ̌
6

dX
j;kD1

ˇ̌˝
.2� x � r/m.G�1;z;j;k � ıj;k/Dju;Dku

˛
L2

ˇ̌
.O.��=21 /kruk2

L2
;

and hence
ŒP�1;z; iA�> .2�O.�

�=2
1 //.��/> .2�O.��=21 //P�1;z :

Let J D
�
1
2
; 3
2

�
. After conjugation by 1J .P�1;z/ we obtain that if �0 is small enough then for all

�1 2 �0; �0� and z 2 CC we have

1J .P�1;z/ŒP�1;z; iA�1J .P�1;z/> 1
2

1J .P�1;z/:

Then Proposition 4.6 follows from Theorem 2.4. �

Remark 4.7. It is important to notice that we have estimated ŒB˛�2 ; iA� and ŒŒB˛�2 ; iA�; iA� in L.H 1;H�1/

and not in L.H 2; L2/. By pseudodifferential calculus, these two commutators define operators in



1300 MOEZ KHENISSI AND JULIEN ROYER

L.H 2; L2/. But in low dimensions (d 2 f3; 4g) they can be estimated uniformly by Proposition 4.2 only
in the sense of forms. This is why we need a form version of the dissipative Mourre method here.

Proposition 4.8. Let " > 0 and n 2 N. Let ı be as in the statement of Theorem 1.4. Then there exist
�0 2 �0; 1�, C > 0 and a neighborhood U of 0 in C such that for N�D .�1; �2/ 2 �0; �0�2 and ˇl ; ˇr 2 RC

with ˇl Cˇr 6 2 we havehxi�ıhDiˇlRnC1
N� .z/hDiˇr hxi�ı


L.L2/ 6 C.1Cjzj

d
2
�"�1�n/:

Remark 4.9. Compared to the analogous result for the wave equation (see Theorem 1.3 in [Bouclet and
Royer 2014]) there is no gain when we add a derivative. This is a consequence of the restriction on the
Sobolev index s in Proposition 4.4, which is stronger than in Proposition 7.9 in [Bouclet and Royer 2014].

Proof of Proposition 4.8. First assume that n> 1. By the resolvent identity we have

hxi�ıhDiˇlRnC1
N� .z/hDiˇr hxi�ı D hxi�ıhDiˇlR N�.�1/hxi

ı

� hxi�ı
�
Rn�1N� .z/C 2.1C z/RnN�.z/C .1C z/

2RnC1.z/
�
hxi�ı

� hxiıR N�.�1/hDi
ˇr hxi�ı:

The first and last factors are bounded on L2 uniformly in N� 2 �0; 1�2 by pseudodifferential calculus, so it
is enough to prove the statement without additional derivatives if n > 1. Since ˇl Cˇr 6 2 we have a
similar argument for nD 0.

We have

hxi�ıRnC1
N� .z/hxi�ı D jzj�.nC1/hxi�ı‚zR

nC1
N�;z . Oz/‚

�1
z hxi

�ı:

As in the proof of Theorem 1.3 in Section 3 we can prove by induction on m 2 N� that RnC1
N�;z . Oz/ can be

written as a sum of terms of the form

.1C Oz/ˇR
nC1Cˇ
N�;z .�1/ or .1C Oz/2m�n�1C�RmN�;z.�1/R

�
N�;z. Oz/R

m
N�;z.�1/; (4-10)

where max.1; nC 1� 2m/ 6 � 6 nC 1 and ˇ 2 N. Let s D min
�
nC 1; d

2
� "
�
. For ˇ 2 N we have

s 2
�
0; d
2

�
, nC1Cˇ> s and ı > s, so according to the first statement of Proposition 4.5 we have

jzj�.nC1/
hxi�ıRnC1Cˇ

N�;z .�1/hxi�ı

L.L2/ . jzj

s�.nC1/ . 1Cjzj
d
2
�"�n�1:

Now we consider the contributions of terms of the second kind in (4-10). We can assume that m is large
enough to apply the second statement of Proposition 4.5. We have ı >�� 1

2
, so with Proposition 4.6 we get

jzj�.nC1/
hxi�ı‚zRmN�;z.�1/R�N�;z. Oz/RmN�;z.�1/‚�1z hxi�ı
6 jzj�.nC1/

hxi�ı‚zRmN�;z.�1/hAiıhAi�ıR�N�;z. Oz/hAi�ıhAiıRmN�;z.�1/‚�1z hxi�ı
. jzjs�.nC1/ . 1Cjzj

d
2
�"�n�1: �
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4B. Low-frequency estimates for a general perturbation of the Laplacian. In this paragraph we use the
estimates on R N�.z/ to prove the same estimates for R.z/. To this purpose we have to add the contribution
of P�1;c in the self-adjoint part and the contribution of B˛�2;c in the dissipative part.

For �0; �2 2 �0; 1� and N�D .�0; �2/ we set, for  2 C10 .R/,

S ; N�.z/D P�0;cR N�.z/ .P /:

From Proposition 4.8 we obtain the following result:

Proposition 4.10. Let " > 0, n 2 N and M 2 R. Let  2 C10 .R/. Let ı be as in the statement of
Theorem 1.4. Let �0 2 �0; 1� be given by Proposition 4.8. Then there exist C > 0 and a neighborhood U
of 0 in C such that for �2 2 �0; �0� and z 2 U \CC we have

khxiMS
.n/
 ; N�.z/hxi

�ı
kL.L2/ 6 C.1Cjzj

d
2
�"�1�n/;

where N�D .�0; �2/.

Proof. The proposition is a consequence of Proposition 4.8, the boundedness of  .P / in L2;ı and the
boundedness of hxiMP�0;c.1��/

�1hxiı. �

Remark 4.11. Until now we had not used the distinction between �1 and �2. However, the size of
hxiMP�1;c depends on �1, so �1 has to be fixed in order to obtain uniform estimates in Proposition 4.10
and in Proposition 4.12 below. On the other hand, we have to keep the possibility to take �2 small.
More precisely, the choice of the cut-off function  in Proposition 4.12 (and hence in the proof of
Proposition 4.13) will depend on �1, and then the choice of �2 will in turn depend on  . This is why we
could not simply take �1 D �2 in the definition of H N�.

Proposition 4.12. Let �0 2 �0; 1� be given by Proposition 4.8. Let "1>0, � >2 and M > 0. Then there
exist a bounded neighborhood U of 0 in C,  2C10 .R/ equal to 1 on a neighborhood of 0 and Q� 2 �0; �0�
such that for �2 2 �0; Q�� and z 2 U \CC we have

khxiMS ; N�.z/hxi
��
kL.L2/ 6 "1;

where N�D .�0; �2/.

Proof. According to the Hardy inequality we have for u 2 S

khxiMP�0;cukL2.
dX

j;kD1

hxiM.Dj .��0Gj;k//DkuL2C dX
j;kD1

hxiM��0.Gj;k�ıj;k/DjDkuL2.kuk PH2 :

According to the third statement of Proposition 4.2 we obtain for � > 0

khxiMP�0;cR N�.i�/ .P /hxi
��ukL2

. kR N�.i�/ .P /hxi��uk PH2

. kP�0R N�.i�/ .P /hxi
��ukL2

. k .P /hxi��ukL2 C�kR N�.i�/ .P /hxi��ukL2 CkB˛�2R N�.i�/ .P /hxi
��uk

. k .P /hxi��ukL2 CO.�
1C�
2 /

hxi�1��.��C 1/R N�.i�/ .P /hxi��uL2 :
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The term with the factor � is estimated by the analog of (2-1) for H N�. For the term involving B˛�2 we
have used the fact that

kB˛�2.��C 1/
�1
hxi1C�kL.L2/ D O

�2!0
.�
1C�
2 /:

Let  1 2 C10 .R/ be equal to 1 on Œ�1; 1�. For  2 C10 .R/ supported in ��1; 1Œ we have  .P /hxi�� D
 .P / 1.P /hxi

��. The operator  1.P /hxi�� is compact. On the other hand, since 0 is not an eigenvalue
of P , the operator  .P / goes weakly to 0 when the support of  shrinks to f0g. Thus we can find  
equal to 1 on a neighborhood of 0 such that for � > 0 and �2 small enough we have

khxiMS ; N�.i�/hxi
��
kL.L2/ 6 1

2
"1:

Now let � 2 R and � > 0. We havehxiMP�0;c�R N�.� C i�/�R N�.i�/� .P /hxi��
6
hxiMP�0;c.��C 1/�1hxi�� Z �

0

hxi�� .��C 1/R2N�.� C i�/hxi�� d�:
The first factor is bounded by pseudodifferential calculus, and the second factor is of size O.j� j/ by
Proposition 4.8. Thus this norm is not greater that 1

2
"1 if � is small enough, and the proposition is

proved. �

For z 2 CC and �2 2 �0; 1� we set

R0.z/D .P � z/
�1 (4-11)

and
zR�2.z/D .P � iB

˛
�2
� z/�1:

In the following proposition we prove the resolvent estimates for zR�2.z/. Then we will add the contribution
of B˛�2;c in the dissipative part to conclude the proof of Theorem 1.4.

Proposition 4.13. Let " > 0 and n 2 N. Let ı be as in Theorem 1.4. Then there exist �2, C > 0 and a
neighborhood U of 0 in C such that for z 2 U \CC and ˇl ; ˇr 2 RC with ˇl Cˇr 6 2 we havehxi�ıhDiˇl zRnC1�2

.z/hDiˇr hxi�ı

L.L2/ 6 C.1Cjzj

d
2
�"�1�n/:

Proof. As for Proposition 4.8 we see that it is enough to consider the case ˇl Dˇr D 0. Let � Dmax.ı; 3/.
Let "1 2

�
0; 1
4

�
and consider  2 C10 .R/ as given by Proposition 4.12 for M D � . We set B .z/ D

R0.z/.1� /.P /. For any  2 R, this operator and its derivatives are uniformly bounded on L2; for
z 2CC close to 0. Let �0 be given by Proposition 4.8. Given �2 2 �0; �0� we write N� for .�0; �2/. We have

zR�2.z/DR N�.z/ .P /�
zR�2.z/S ; N�.z/CB .z/C i zR�2.z/B

˛
�2
B .z/;

and hence for n 2 N

zR.n/�2 .z/DR
.n/
N� .z/ .P /C zR.n/�2 .z/

�
�S ; N�.z/C iB

˛
�2
B .z/

�
CB.n/ .z/

C i

n�1X
jD0

C nj
zR.j /�2 .z/

�
�S

.n�j /
 ; N� .z/C iB˛�2B

.n�j /
 .z/

�
: (4-12)



LOCAL ENERGY DECAY AND SMOOTHING EFFECT FOR THE DAMPED SCHRÖDINGER EQUATION 1303

We prove by induction on n 2 N that

khxi�ı zR.n/�2 .z/hxi
��
k. 1Cjzj

d
2
�"�n�1: (4-13)

According to Propositions 4.8, 4.10 and 4.12, the fact that  .P / is uniformly bounded on L2;� and the
inductive assumption for the sum in (4-12) (it vanishes if nD 0), there exists C > 0 such that for z 2 CC

close to 0 we have

khxi�ı zR.n/�2 .z/hxi
��
k
�
1� "1�khxi

�B˛�2B .z/hxi
��
k
�
6 C.1Cjzj

d
2
�"�n�1/:

By pseudodifferential calculus we see that the norm of hxi�B˛�2B .z/hxi
�� goes to 0 when �2 goes

to 0. Thus if �2 is small enough we have

1� "1�khxi
�B˛�2B .z/hxi

��
k> 1

2
;

which concludes the proof of (4-13). In order to replace � by ı we use (4-12) again and, estimating the
second term with (4-13) and Proposition 4.10 instead of Proposition 4.12 we obtain

khxi�ı zR.n/�2 .z/hxi
�ı
k
�
1�khxiıB˛�2B .z/hxi

�ı
k
�
6 C.1Cjzj

d
2
�"�n�1/;

and we conclude similarly. �

In order to prove Theorem 1.4 it remains to add the dissipative part with compactly supported absorption
index. We begin with a lemma:

Lemma 4.14. Let H be a Hilbert space. Let R0;R1 2 L.H/ and let B be such that

R1 DR0�R0BR1 DR0�R1BR0:

Then for all m 2 N we can write RmC11 as a linear combination of terms of the form

Rm1C10 BRm2C1j2
B � � �BRmkC1jk�1

BRmkC10 ; (4-14)

where k 2 N�, j1; : : : ; jk�1 2 f0; 1g and m1; : : : ; mk 2 N are such that

kX
lD1

ml 6m and ml D 0 if jl D 1:

Proof. Using both of the identities above involving R1 and R0 we obtain

R1.z/DR0.z/�R0.z/BR0.z/CR0.z/BR1.z/BR0.z/:

Then the result is proved by induction on m. �

Now we can finish the proof of Theorem 1.4:

Proof of Theorem 1.4. Let �2 be given by Proposition 4.13. Let T D hDi
˛
2 a��2 2 L.H 1; L2/. We have

T �T D B˛�2;c 6 B˛, so according to Corollary 2.6 we have

kTR.z/T �kL.L2/ 6 1:
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Let M > 0 and TM D hxi�M hDi
˛
2 . We can write B˛�2;c D T

�
MB1T D T �B2TM D T �MB3TM , where B1,

B2 and B3 are bounded on L2. According to Lemma 4.14 applied with

R0 D zR�2.z/; R1 DR.z/ and B D B˛�2;c ;

we can write RmC1.z/ as a sum of terms of the form

T DRm1C10 .z/BRm2C1j2
.z/B � � �BRmkC1jk�1

.z/BRmkC10 .z/; (4-15)

where k 2 N�, j1; : : : ; jk�1 2 f0; 1g and m1; : : : ; mk 2 N are such that
Pk
lD1ml 6 m and ml D 0 if

jl D 1. If k > 3 and M is large enough we obtain for such a term

khxi�ıT hxi�ık

. khxi�ı zRm1C1�2
.z/T �Mk�

k�1Y
lD2
jlD0

kTM zR
mlC1
�2

.z/T �Mk�

k�1Y
lD2
jlD1

kTR.z/T �k� kTM zR
mkC1
�2

.z/hxi�ık

.
kY
lD1

.1Cjzj
d
2
�1�ml�"/. .1Cjzj

d
2
�1�m�"/:

The cases k D 1 and k D 2 are estimated similarly. This concludes the proof of Theorem 1.4. �

4C. Sharp low-frequency resolvent estimate. We finish this section with the proof of Theorem 1.5. The
result follows from the self-adjoint analog by a simple perturbation argument, using the quadratic estimates
and the spatial decay of the dissipative term:

Proof of Theorem 1.5. According to the resolvent identity, Proposition 2.5 and Theorem 1.1 in [Bouclet
and Royer 2015] we havehxi�1R.z/hxi�1D hxi�1R0.z/hxi�1C hxi�1R0.z/pB˛pB˛R.z/hxi�1

. 1C
hxi�1R0.z/pB˛hxi�1R.z/hxi�1 12 :

Moreover,hxi�1R0.z/pB˛6 hxi�1R0.i/pB˛Cjz� i jhxi�1R0.z/hxi�1hxiR0.i/pB˛. 1:
For the norms involving R0.i/ we have used the fact that hxi�R0.i/

p
B˛ extends to a bounded operator

since for � 6 1 and u 2 S we have by pseudodifferential calculus

k
p
B˛R0.i/hxi

�uk2
L2
6
˝
hxi�R0.�i/B˛R0.i/hxi

�u; u
˛
. kuk2

L2
:

This gives

khxi�1R.z/hxi�1k. 1Ckhxi�1R.z/hxi�1k
1
2 ;

from which the conclusion follows. �
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5. High-frequency estimates

In this section we prove Theorem 1.6. To this purpose we use semiclassical analysis (see for instance
[Zworski 2012]). For h > 0 and � 2 CC we set HhD h2H, PhD h2P and Rh.�/D .Hh��/�1. Then
for n 2 N, z 2 CC and hD jzj�

1
2 we have

R.z/nC1 D
1

jzjnC1
RnC1
h

. Oz/D h2.nC1/RnC1
h

. Oz/ (5-1)

(we recall that Oz D z=jzj).
In order to prove uniform estimates for the resolvent Rh.z/ we use again the Mourre method. For high

frequencies and in a dissipative context we follow [Royer 2010; Bouclet and Royer 2014]. Here we have
to be careful with the form of the dissipative part h2B˛.

Let �˛ 2 C10 .R/ be positive in a neighborhood of 1 and such that 06 �˛.r/6 r
˛
2 for all r 2 RC. For

h 2 �0; 1� we set
B˛h D a.x/�˛.�h

2�/a.x/:

Then we have
06 h2�Q̨B˛h 6 h

2�˛B˛h 6 h
2a.x/.��/

˛
2 a.x/6 h2B˛; (5-2)

in the sense that for all ' 2H˛=2.Rd / we have

06 h2�Q̨ hB˛h'; 'iL2.Rd / 6 h
2
hB˛'; 'iL2.Rd /: (5-3)

The operator B˛
h

is a bounded pseudodifferential operator on L2. Its principal symbol is

b.x; �/D a.x/2�˛.j�j
2/:

The damping assumption (1-9) on bounded trajectories is satisfied with b instead of a:

8w 2�b; 9T 2 R such that b.�T .w// > 0:

Set
f0.x; �/D x � �:

As in [Bouclet and Royer 2014] (see Proposition 8.1), we can prove that there exist an open neighborhood zJ
of 1, fc 2 C10 .R

2n;R/, ˇ > 0 and c0 > 0 such that on p�1. zJ / we have

fp; f0CfcgCˇb > 3c0; (5-4)

where fp; qg is the Poisson bracket r�p � rxq�rxp � r�q. The fact that the symbol of the dissipative
part depends on � does not change anything in the proof of this statement. We set

Fh D Opwh .f0Cfc/;

where Opwh is the Weyl quantization:

Opwh .q/u.x/D
1

.2�h/n

Z
Rn

Z
Rn
e
i
h
hx�y;�iq

�
xCy

2
; �

�
u.y/ dy d�:
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Let J be a neighborhood of 1 and a compact subset of zJ. Let � 2 C10 . zJ; Œ0; 1�/ be equal to 1 on a
neighborhood of J. After multiplication by .� ı p/2, the (easy) Gårding inequality (Theorem 4.26 in
[Zworski 2012]) gives for h > 0 small enough

Oph
�
.� ıp/2fp; f0CfcgCˇb.� ıp/

2
C 3c0.1� .� ıp/

2/
�
> 3c0�O.h/> 2c0:

After multiplication by h2�Q̨ we obtain

�.Ph/
�
ŒPh; ih

1�Q̨Fh�Cˇh
2�Q̨B˛h

�
�.Ph/C 3c0.1��

2/.Ph/> 2c0h2�Q̨ �O.h3�Q̨ /:

After conjugation by 1J .Ph/ we obtain for h small enough

1J .Ph/
�
ŒPh; ih

1�Q̨Fh�Cˇh
2�Q̨B˛h

�
1J .Ph/> c0h2�Q̨ 1J .Ph/:

According to (5-2) this finally gives

1J .Ph/
�
ŒPh; ih

1�Q̨Fh�Cˇh
2B˛

�
1J .Ph/> c0h2�Q̨ 1J .Ph/; (5-5)

which is the main assumption of Definition 2.3 with ˇh2 instead of ˇ and ˛ D c0h2�Q̨.
It remains to check the other assumptions of Definition 2.3. The first is proved as in [Bouclet and

Royer 2014] (except that we look at the norm in the form domain H 1 instead of the domain H 2), and
the commutator properties are proved using (standard) pseudodifferential calculus, considering h as a
parameter (for the dissipative part we cannot use h2�˛B˛

h
as above, so we have to control directly the

commutators of h2B˛ with h1�Q̨Fh).
Thus we have proved that for h 2 �0; h0� the operator h1�Q̨Fh is a conjugate operator to Hh on a

neighborhood J of 1 with lower bounds h2�Q̨c0 for some c0 > 0. According to Theorem 2.4 we have
proved the following result with hFhi�ı instead of hxi�ı :

Proposition 5.1. Let n 2 N and ı > nC 1
2

. There exists a neighborhood J of 1, h0 > 0 and C > 0 such
that for all � 2 CC with Re.�/ 2 J we have

khxi�ıRnC1
h

.�/hxi�ıkL.L2/ 6
C

h.2�Q̨/.nC1/
:

In order to have the estimate with hxi�ı we proceed as usual (see the end of Section 3 for intermediate
frequencies or [Royer 2010] in the semiclassical context). With (5-1) and Proposition 5.1 we obtain the
second statement of Theorem 1.6. For the first statement, we observe that under the nontrapping condition
we can proceed as above with ˇ D 0 and with Q̨ replaced by 1 in (5-5).

6. Local energy decay

In this section we use Theorems 1.3, 1.4 and 1.6 to prove Theorem 1.1. Let u0 2 S. We denote by u the
solution of (1-1). Let � > 0. For t 2 R we set

u�.t/D 1RC.t/u.t/e
�t�:
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Then for � 2 R we set

Lu�.�/D

Z
R

eit�u�.t/ dt D

Z C1
0

eit.�Ci�/u.t/ dt; (6-1)

so that for all n 2 N and � 2 R we have

Lu.n/� .�/D

Z
R

.i t/neit�u�.t/ dt: (6-2)

We multiply (1-1) by eit.�Ci�/ and integrate over RC. This yields

.H � .� C i�// Lu�.�/D�iu0

and hence, for all n 2 N

Lu.n/� .�/D�i nŠRnC1.� C i�/u0: (6-3)

Lemma 6.1. For all n 2 N� and � > 0 the map � 7!RnC1.� C i�/u0 belongs to L1.R; L2.Rd //.

Proof. Let �0 2 C10 .R; Œ0; 1�/ be equal to 1 on a neighborhood of 0. According to (1-7) the map
� 7!RnC1.�C i�/u0 is bounded, so it is enough to prove that � 7! .1��0/.�/R

nC1.�C i�/u0 belongs
to L1.R/. Let z 2 CC. Using twice the identity

R.z/D
R.z/.H C 1/� 1

zC 1
;

we get

R.z/u0 D
1

.zC 1/2
R.z/.H C 1/2u0�

1

.zC 1/2
.H C 1/u0�

1

zC 1
u0:

The result follows after at least one differentiation with respect to z. �

This lemma does not provide any uniform estimate, but now we can take the Fourier transform of (6-2).
With (6-3) this gives for all t > 0

.i t/ne�t�u.t/D�
i nŠ

2�

Z
�2R

e�it�RnC1.� C i�/u0 d�: (6-4)

We consider ��; �0; �2C1.R; Œ0; 1�/ such that �� is supported in ��1; 0Œ, �0 is compactly supported
and equal to 1 on a neighborhood of 0, � is compactly supported in �0;C1Œ and

��C�0C
X
j2N�

�j D 1 on R,

where for j 2 N� and � 2 R we have set �j .�/D �.�=2j�1/. We set �C D
P
j2N� �j . Starting from

(6-4) applied with nD � � 1 (� was defined in (1-5)) we can write

u�.t/D�
i nŠ

2�.it/��1

�
v�.t/C v0.t/C vC.t/

�
; (6-5)

where for � 2 f�; 0;Cg we have set

v�.t/D

Z
�2R

��.�/e
�it�R�.� C i�/u0 d�: (6-6)
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To simplify the notation we forget the dependence on �. From now on, all the quantities depend on
� > 0 but the estimates are uniform in �.

Proposition 6.2. Let k 2 N. There exists C > 0 which does not depend on u0 2 S such that for all � > 0
and t > 0 we have

kv�.t/kL2 6 C hti�kku0kL2 :

This implies that the corresponding contribution for u.t/ decays like any power of t in L2.

Proof. After k partial integrations in (6-6) we get

.i t/kv�.t/D

Z
R

e�it�
dk

d�k

�
��.�/R.� C i�/

�
�
u0 d�:

According to Remark 2.1 we have dkd�k ���.�/R.� C i�/��

L.L2/

. h�i�.�Ck/;

and the result follows. �

We now deal with v0. The following result is (a slightly modified version of) Lemma 4.3 in [Bouclet
and Royer 2014]:

Lemma 6.3. Let H be a Hilbert space. Let f 2 C 1.R�;H/ be equal to 0 outside a compact subset of R.
Assume that for some  2 �0; 1Œ and Mf > 0 we have

8� 2 R�; kf .�/kH 6Mf j� j� and kf 0.�/kH 6Mf j� j�1�:

Let ˇ 2 Œ0; 1Œ. Then there exists C > 0 which does not depend on f and such that for all t 2 R we have

k Of .t/kH 6 C Mf htiˇ.�1/:

Proof. Following the proof of [Bouclet and Royer 2014] we set ft .�/D
R 1
�1 �.s/f

�
� � s

t

�
ds, where

� 2 C10 .��1; 1Œ;R/ satisfies
R

R
� D 1 and we write for jt j> 1

j Of .t/j6
Z
j� j6t�ˇ

kf .�/kd�C

Z
j� j>t�ˇ

kf .�/�ft .�/kd�C

Z
j� j>t�ˇ

e�it�ft .�/d�


. jt j�ˇ.1�/Cjt jˇ�1C1

t

�
kft .t

�ˇ /kCkft .�t
�ˇ /kC

Z
j� j>t�ˇ

e�it�f 0t .�/d�

�. jt j�ˇ.1�/:
We omit the details. �

Proposition 6.4. Let " 2
�
0; 1
2

�
and ı > �C 1

2
. Then there exists C > 0 which does not depend on u0 2 S

and such that for all � > 0 and t > 0 we have

kv0.t/kL2;�ı 6 hti��1�
d
2
C"
ku0kL2;ı :
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Proof. According to Theorem 1.4 applied with "
2

instead of " and Theorem 1.3 there exists C > 0 (which
does not depend on u0) such that for � > 0, � 2 R and z D � C i� we have

k�0.�/R
�.z/u0kL2;�ı 6 C jzj

d
2
��� "

2 ku0kL2;ı ; d
d�

�
�0.�/R

�.z/
�
u0


L2;�ı

6 C jzj
d
2
���1� "

2 ku0kL2;ı :

Then the statement follows from Lemma 6.3 applied with ˇ 2 �0; 1Œ so close to 1 that

ˇ
�
� �

d

2
� 1C

"

2

�
6 � � d

2
� 1C ": �

To finish the proof of Theorem 1.1 we have to estimate vC.t/. As for v�.t/ above, k partial integrations
yield

.i t/kvC.t/D

Z
R

e�it�
kX

jD1

C
j

k
�
.j /
C
.�/R�Ck�j .� C i�/u0 d� C

Z
R

e�it��C.�/R
�Ck.� C i�/u0 d�

DW v0
C;k.t/Cwk.t/:

The following proposition proves that the contribution of vC.t/ in (6-5) decays like any power of t .
However, there may be a loss of two derivatives when ˛ D 0 if the nontrapping assumption does not hold.
We apply the following result with k > 1 to conclude the proof of Theorem 1.1.

Proposition 6.5. Let k 2 N� and ı > �C k� 1
2

. Let � 2 Œ0; 2�.

(i) There exists C > 0 which does not depend on u0 and such that for all � > 0 and t > 1 we have

khxi�ıv0
C;k.t/kL2 6 Cku0kL2;ı :

(ii) Assume that the nontrapping assumption (1-8) holds or that we have the damping condition (1-9)
together with .�C k/ Q̨ C � > 2. Then there exists C > 0 which does not depend on u0 such that for
all � > 0 and t > 1 we have

khxi�ıwk.t/kL2 6 Cku0kH�;ı :

Proof. Statement (i) follows from Theorem 1.3 and the fact that �.j /
C

is compactly supported in �0;C1Œ
for all j > 1. We turn to the proof of (ii).

� For j 2 N� we set

wk;j .t/D

Z
�2R

�j .�/e
�it�R�Ck.� C i�/u0 d�:

Let Q� 2 C10 .R
�
C
; Œ0; 1�/ be equal to 1 on a neighborhood of supp�. For � 2 R and j 2 N� we set

Q�j .�/D Q�.�=2
j�1/. Let

Ik;j .t/D

Z
�2R

�j .�/e
�it�
hxi�ıR�Ck.� C i�/hxi�ı d� 2 L.L2/:

We have
hxi�ıwk;j .t/D w

1
k;j .t/Cw

2
k;j .t/Cw

3
k;j .t/;
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where
w1k;j .t/D Q�j .P /Ik;j .t/ Q�j .P /hxi

ıu0;

w2k;j .t/D .1� Q�j /.P /Ik;j .t/ Q�j .P /hxi
ıu0;

w3k;j .t/D Ik;j .t/.1� Q�j /.P /hxi
ıu0:

� By almost orthogonality, Theorem 1.6 and almost orthogonality again we haveX
j2N�

w1k;j .t/

2.X
j2N�

kw1k;j .t/k
2

. sup
j2N�

�Z
�2R

�j .�/
hxi�ıR�Ck.�Ci�/hxi�ıd��2�X

j2N�

 Q�j .P /hP i��2 hP i�2 hxiıu02
. sup
j2N�

22j 2�j.�Ck/˛2�j�khP i
�
2 hxiıu0k

2

. ku0k2H�;ı :

It remains to prove that

kw2k;j .t/kCkw
3
k;j .t/k. 2

�j
ku0kL2;ı : (6-7)

� For the contribution of w2
k;j
.t/ we prove that there exists C > 0 such that for j 2N� and � 2 supp.�j /

we have .1� Q�j /.P /hxi�ıR�Ck.� C i�/hxi�ıL.L2/ 6 C2�2j: (6-8)

For this, we prove by induction on m 2N� and then on ` 2N that for ı >m� 1
2

and � 2C10 .R
�
C
; Œ0; 1�/

equal to 1 on a neighborhood of supp.�/ there exists C > 0 such that for all j 2 N�, z D � C i� with
� 2 supp.�/ and � > 0hxi�ı.1��j /.P /Rm.z/hxi�ı6 C2�j min .m;`.1�˛

2
//; (6-9)

where for j 2 N� we have set �j D �. � =2j�1/. Let m 2 N�. If m > 2, we assume that the estimate is
proved up to order m� 1 (for all ` 2 N). Note that we will not use any inductive assumption on m for
mD 1. Then we prove the estimate by induction on ` 2 N. For `D 0 it follows from Theorem 1.6 and
the boundedness of .1��j /.P / in weighted spaces. Assume that (6-9) is proved up to order `� 1 for
some ` 2 N�. Let Q� 2 C10 .R

�
C
/ be equal to 1 on a neighborhood of supp.�/ and such that � D 1 on a

neighborhood of supp. Q�/. For j 2 N� we set Q�j D Q�. � =2j�1/. We recall that for z 2 CC we have set
R0.z/D .P � z/

�1. By the resolvent identity we have

Rm.z/DR0.z/R
m�1.z/C iR0.z/B˛R

m.z/: (6-10)

If mD 1, the first term is just R0.z/ and we havehxi�ı.1��j /.P /R0.z/hxi�ı. 2�j:
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If m> 2, the contribution of the first term is estimated as follows:hxi�ı.1��j /.P /R0.z/Rm�1.z/hxi�ı
6
hxi�ı.1��j /.P /R0.z/ Q�j .P /hxiıhxi�ıRm�1.z/hxi�ı
6
hxi�ı.1��j /.P /R0.z/hxiıhxi�ı.1� Q�j .P //Rm�1.z/hxi�ı:

Using Theorem 8.7 in [Dimassi and Sjöstrand 1999] about functions of a self-adjoint semiclassical
pseudodifferential operator (with hD 2�

j�1
2 ) we see that for any M > 0 we havehxi�ı.1��j /.P /R0.z/hxiı Q�j .P /L.L2/ . 2�jM:

We also have hxi�ı.1��j /.P /R0.z/hxiı. 2�j:
With Theorem 1.6 and the inductive assumption (for Q� instead of �) we obtain (6-9) with Rm.z/ replaced
by R0.z/Rm�1.z/. For the contribution of the second term in (6-10) we similarly writehxi�ı.1��j /.P /R0.z/B˛Rm.z/hxi�ı

6
hxi�ı.1��j /.P /R0.z/B˛ Q�j .P /hxiıhxi�ıRm.z/hxi�ı
6
hxi�ı.1��j /.P /R0.z/B˛hxiıhxi�ı.1� Q�j .P //Rm.z/hxi�ı:

Here we only have hxi�ı.1��j /.P /R0.z/B˛hxiı. 2�j.1�˛2 /;
but with the inductive assumption (on `), we still can conclude. Thus, (6-9) is proved for all m; ` 2 N.
With m D � C k and ` large enough (we recall that ˛ < 2), this gives (6-8). After integration over
� 2 supp.�j /, this gives (6-7) for w2

k;j
.t/. The contribution of w3

k;j
.t/ is estimated similarly, and the

proof is complete. �

7. Smoothing effect

In this section we prove Theorem 1.7. With Theorems 1.3, 1.5 and 1.6 it implies Theorem 1.2. For this
we use a dissipative version of the theory of relatively smooth operators in the sense of Kato.

Proposition 7.1. Under the assumption of Theorem 1.7 there exists C > 0 such that for all z 2 CC we
have

khxi�1hP i

4R.z/hP i


4 hxi�1kL.L2/ 6 C:

Proof. � Let K be a compact subset of C. Using the resolvent identity

R.z/DR.i/C .z� i/R.i/2C .z� i/2R.i/R.z/R.i/;

we obtain for z 2 CC\Khxi�1hP i4R.z/hP i4 hxi�1. 1C hxi�1hP i4R.i/hxihxi�1R.z/hxi�1hxiR.i/hP i4 hxi�1:
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By pseudodifferential calculus the operators hP i

4R.i/ and R.i/hP i


4 are bounded on L2;�1 and L2;1,

respectively. For the second factor on the right-hand side we use (1-10), and the conclusion follows for
z 2 CC\K.

� It remains to prove the result for jzj � 1. Let � 2 C10 .R; Œ0; 1�/ be supported on Œ�3; 3� and equal to 1
on Œ�2; 2�. For z 2CC we define �z W� 7!�.�=jzj/. The operator "


4 hP i


4 h"P i�


4 is a pseudodifferential

operator whose symbol has bounded derivatives uniformly in " 2 �0; 1�, so the operator

jzj�

4 hxi�1hP i


4

�
P

jzj

��
4

hxi (7-1)

extends to a bounded operator on L2 uniformly in z with jzj> 1. The operator

hxi�1
�
P

jzj

�
4

�

�
P

jzj

�
hxi (7-2)

is also bounded on L2 uniformly in z with jzj> 1, and we have similar estimates for the adjoint operators
of (7-1) and (7-2). Thushxi�1hP i4 �z.P/R.z/�z.P/hP i4 hxi�1. jzj2 hxi�1hjzj�1P i4 �z.P/R.z/�z.P/hjzj�1P i4 hxi�1

. jzj

2 khxi�1R.z/hxi�1k. 1:

� With R0.z/D .P � z/�1 we have the resolvent identity

R.z/DR0.z/C iR.z/B˛R0.z/:

We havehxi�1hP i4 �z.P/R0.z/.1��z/.P/hP i4 hxi�16 hxi�1hP i4 �z.P/R0.z/.1��z/.P/hP i4 hxi�1
. hzi


4 hzi


4
�1. 1:

We have estimated the first factor as above and the second by the spectral theorem. On the other hand,
since the operator

p
B˛hP i

� 1
2 is bounded we also have by Proposition 2.5hxi�1hP i4 �z.P /R.z/B˛R0.z/.1��z/.P /hP i4 hxi�1

6
hxi�1hP i4 �z.P /hxihxi�1R.z/pB˛hP i 12R0.z/.1��z/.P /hP i4 
. hzi


4 hzi�


4 hzi

1
2
C

4
�1 . 1:

This proves that hxi�1hP i4 �z.P /R.z/.1��z/.P /hP i4 hxi�1. 1:
� The operator

hxi�1hP i

4 .1��z/.P /R.z/�z.P /hP i


4 hxi�1

is estimated similarly. Finally for

hxi�1hP i

4 .1��z/.P /R.z/.1��z/.P /hP i


4 hxi�1
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we only have to use twice the resolvent identity

R.z/DR0.z/C iR0.z/B˛R0.z/�R0.z/B˛R.z/B˛R0.z/:

Then we apply the same idea as above, using Corollary 2.6 to estimate
p
B˛R.z/

p
B˛. �

Taking the adjoint in the estimate of Proposition 7.1 we obtain the same estimate with R.z/ replaced by
R.z/� D .P C iB˛ � Nz/

�1 (the same is true for the estimates of Theorems 1.3, 1.5 and 1.6). In particular
we obtain the following result:

Corollary 7.2. Then there exists C > 0 such that for all z 2 CC and ' 2 S we haveˇ̌˝�
.H � z/�1� .H�� Nz/�1

�
hP i


4 hxi�1'; hP i


4 hxi�1'

˛
L2

ˇ̌
6 Ck'k2

L2
:

It is known that such an estimate on the resolvent implies Theorem 1.7. This comes from the dissipative
version of the theory of relatively smooth operators. The self-adjoint theory can be found in [Reed and
Simon 1978, §XIII.7]. The dissipative version uses the theory of self-adjoint dilations for a dissipative
operator described in [Sz.-Nagy et al. 2010]. All this has been combined in Proposition 6.2 in [Royer
2016], from which Theorem 1.7 follows.
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A CLASS OF UNSTABLE FREE BOUNDARY PROBLEMS

SERENA DIPIERRO, ARAM KARAKHANYAN AND ENRICO VALDINOCI

We consider the free boundary problem arising from an energy functional which is the sum of a Dirichlet
energy and a nonlinear function of either the classical or the fractional perimeter.

The main difference with the existing literature is that the total energy is here a nonlinear superposition
of the either local or nonlocal surface tension effect with the elastic energy.

In sharp contrast with the linear case, the problem considered in this paper is unstable; namely a
minimizer in a given domain is not necessarily a minimizer in a smaller domain.

We provide an explicit example for this instability. We also give a free boundary condition, which
emphasizes the role played by the domain in the geometry of the free boundary. In addition, we provide
density estimates for the free boundary and regularity results for the minimal solution.

As far as we know, this is the first case in which a nonlinear function of the perimeter is studied in
this type of problem. Also, the results obtained in this nonlinear setting are new even in the case of the
local perimeter, and indeed the instability feature is not a consequence of the possible nonlocality of the
problem, but it is due to the nonlinear character of the energy functional.

1. Introduction

In this paper we consider a free boundary problem given by the superposition of a Dirichlet energy and an
either classical or nonlocal perimeter functional. Differently from the existing literature, here we take into
account the possibility that this energy superposition occurs in a nonlinear way; that is, the total energy
functional is the sum of the Dirichlet energy plus a nonlinear function of the either local or nonlocal
perimeter of the interface.

Unlike the cases already present in the literature, the nonlinear problem that we study may present
a structural instability induced by the domain; namely a minimizer in a large domain may fail to be
a minimizer in a small domain. This fact prevents the use of scaling arguments, which are frequently
exploited in classical free boundary problems.

In this paper, after providing an explicit example of this type of structural instability, we describe
the free boundary equation, which also underlines the striking role played by the total (either local or
nonlocal) perimeter of the minimizing set in the domain, as modulated by the nonlinearity, in the local
geometry of the interface. Then, we will present results concerning the Hölder regularity of the minimal
solutions and the density of the interfaces in the one-phase problem.

MSC2010: 35R35.
Keywords: free boundary problems, regularity, nonlinear phenomena.
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The mathematical setting in which we work is the following. Given an (open, Lipschitz and bounded)
domain � ⊂ Rn and σ ∈ (0, 1], we use the notation Perσ (E, �) for the classical perimeter of E in �
when σ = 1 (which will be often denoted as Per(E, �), see, e.g., [Ambrosio et al. 2000; Maggi 2012])
and the fractional perimeter of E in � when σ ∈ (0, 1) (see [Caffarelli et al. 2010]). More explicitly,
if σ ∈ (0, 1), we have

Perσ (E, �) := L(E ∩�, Ec)+ L(Ec
∩�, E ∩�c), (1-1)

where, for any measurable subsets A, B ⊆ Rn with A∩ B of measure zero, we set

L(A, B) :=
∫∫

A×B

dx dy
|x − y|n+σ

.

As customary, we are using here the superscript c for complementary set; i.e., Ec
:= Rn

\ E .
The notation used for Perσ when σ = 1 is inspired by the fact that Perσ , suitably rescaled, approaches

the classical perimeter as s↗ 1; see, e.g., [Bourgain et al. 2001; Dávila 2002; Caffarelli and Valdinoci
2011; Ambrosio et al. 2011].

In our framework, the role played by the fractional perimeter is to allow long-range interaction to
contribute to the energy arising from surface tension and phase segregation.

As a matter of fact, the fractional perimeter Perσ naturally arises when one considers phase transition
models with long-range particle interactions (see, e.g., [Savin and Valdinoci 2014]): roughly speaking, in
this type of model, the remote interactions of the particles are sufficiently strong to persist even at a large
scale, by possibly modifying the behavior of the phase separation.

The fractional perimeter Perσ has also natural applications in motion by nonlocal mean curvatures,
which in turn arises naturally in the study of cellular automata and in image digitization procedures (see,
e.g., [Imbert 2009]).

It is also convenient1 to fix ϒ ∈
(
0, 1

100

]
and set

�ϒ :=
⋃
p∈�

Bϒ(p) and Per?σ (E, �)=
{

Per(E, �ϒ) if σ = 1,
Perσ (E, �) if σ ∈ (0, 1).

(1-2)

We consider a monotone nondecreasing and lower semicontinuous function8 : [0,+∞)→[0,+∞), with

lim
t→+∞

8(t)=+∞. (1-3)

1The explicit value of ϒ plays no major role, since it can be fixed by an “initial scaling” of the problem, but we decided to
require it to be less than 1

100 to emphasize, from the psychological point of view, that �ϒ can be thought as a small enlargement
of �.

The reason we introduced such an ϒ is that, in the classical case, the interfaces inside � do not see the contributions that
may come along ∂�, since � is taken to be open (conversely, in the nonlocal case, these contributions are always counted). By
enlarging the domain � by a small quantity ϒ, we are able to count also the contributions on ∂� and this, roughly speaking,
boils down to computing the classical perimeter in the closure of �.
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For any measurable function u : Rn
→ R such that |∇u| ∈ L2(�) and any measurable subset E ⊆ Rn

such that u > 0 a.e. in E and u 6 0 a.e. in Ec, we consider the energy functional

E�(u, E) :=
∫
�

|∇u(x)|2 dx +8(Per?σ (E, �)). (1-4)

As usual, the notation ∇u stands for the distributional gradient.
When 8 is the identity, the functional in (1-4) provides a typical problem for (either local or nonlocal)

free boundary problems; see [Athanasopoulos et al. 2001; Caffarelli et al. 2015].
The goal of this paper is to study the minimizers of the functional in (1-4). For this, we say that (u, E)

is an admissible pair if

• u : Rn
→ R is a measurable function such that u ∈ H 1(�),

• E ⊆ Rn is a measurable set with Per?σ (E, �) <+∞, and

• u > 0 a.e. in E and u 6 0 a.e. in Ec.

Then, we say that (u, E) is a minimal pair in � if

• (u, E) is an admissible pair,

• E�(u, E) <+∞, and

• for any admissible pair (v, F) such that v− u ∈ H 1
0 (�) and F \�= E \� up to sets of measure

zero, we have
E�(u, E)6 E�(v, F).

The existence2 of minimal pairs for fixed domains and fixed conditions outside the domain follows from
the direct methods in the calculus of variations (see Lemma 2.3 below for details).

A natural question in this framework is whether or not this minimization procedure is “stable” with
respect to the choice of the domain, i.e., whether or not a minimal pair in a domain� is also a minimal pair
in any subdomain �′ ⊂�. This stability property is indeed typical for “linear” free boundary problems,
i.e., when 8 is the identity, see [Athanasopoulos et al. 2001; Caffarelli et al. 2015], and it often plays a
crucial role in many arguments based on scaling and blow-up analysis.

In the “nonlinear” case, i.e., when 8 is not the identity, this stability property is lost, and we will
provide a concrete example for that. In further detail, we consider the planar case of R2, we take
coordinates X := (x, y) ∈ R2 and we set

ũ(x, y) := xy (1-5)

and
Ẽ := {(x, y) ∈ R2

: xy > 0}

= {(x, y) ∈ R2
: x > 0 and y > 0} ∪ {(x, y) ∈ R2

: x < 0 and y < 0}. (1-6)

2As a technical remark, we point out that the definition in (1-2) is useful to make sense of nontrivial versions of this
minimization problem when σ =1 and u>0. Indeed, in this case, the setting in (1-2) “forces” the sets to interact with the boundary
data. This expedient is not necessary when σ = 0 since, in this case, the nonlocal effect produces the nontrivial interactions.
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In this setting, we show that:

Theorem 1.1 (an explicit counterexample). There exists Ko > 2 such that the following statement is true.
Let n = 2. Assume

8(t)= tγ for any t ∈ [0, 1]

for some

γ ∈
(

0, 4
2−σ

)
,

and
8(t)= 1 for any t ∈ [2, Ko]. (1-7)

Then, there exist Ro > ro > 0 such that (ũ, Ẽ) is a minimal pair in BRo and is not a minimal pair in Br for
any r ∈ (0, ro].

The heuristic idea underlying Theorem 1.1 is, roughly speaking, that the nonlinear energy term 8

weights differently the fractional perimeter with respect to the Dirichlet energy in different energy regimes,
so it may favor a minimal pair (u, E) to be either “close to a harmonic function” in the u or “close to a
fractional minimal surface” in the E , depending on the minimal energy level reached in a given domain.

It is worth stressing that, in other circumstances, rather surprising instability features in interface
problems arise as a consequence of the fractional behavior of the energy; see, for instance, [Dipierro et al.
2017]. Differently from these cases, the unstable free boundaries presented in Theorem 1.1 are not caused
by the existence of possibly nonlocal features, and indeed Theorem 1.1 holds true (and is new) even in
the case of the local perimeter.

The instability phenomenon pointed out by Theorem 1.1 in a concrete case is also quite general, as it can
be understood also in the light of the associated equation on the free boundary. Indeed, the free boundary
equation takes into account a “global” term of the type 8′(Per?σ (E, �)), which varies in dependence of
the domain �. To clarify this point, we denote by H E

σ the (either classical or fractional) mean curvature
of ∂E (see [Caffarelli et al. 2010; Abatangelo and Valdinoci 2014] for the case σ ∈ (0, 1)). Namely,
if σ = 1 the above notation stands for the classical mean curvature, while for σ ∈ (0, 1), if x ∈ ∂E , we set

H E
σ (x) := lim sup

δ→0

∫
Rn\Bδ(x)

χEc(y)−χE(y)
|x − y|n+σ

dy.

In this setting, we have:

Theorem 1.2 (free boundary equation). Let 8 ∈ C1,α(0,+∞) for some α ∈ (0, 1). Assume (u, E) is a
minimal pair in �. Assume

(∂E)∩� is of class C1,τ with τ ∈ (σ, 1) when σ ∈ (0, 1) and of class C2 when σ = 1. (1-8)

Suppose also
u > 0 in the interior of E ∩�, u < 0 in the interior of Ec

∩�, (1-9)

and
u ∈ C1({u > 0} ∩�)∩C1({u < 0} ∩�). (1-10)
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Let also ν be the exterior normal of E , and for any x ∈ (∂E)∩� let

∂+ν u(x) := lim
t→0

u(x − tν)− u(x)
t

and ∂−ν u(x) := lim
t→0

u(x + tν)− u(x)
t

. (1-11)

Then, for any x ∈ (∂E)∩�, we have

(∂+ν u(x))2− (∂−ν u(x))2 = H E
σ (x)8

′(Per?σ (E, �)). (1-12)

We remark that (1-12) has a simple geometric consequence when8′> 0 and we consider the one-phase
problem in which u > 0: indeed, in this case, we have ∂−ν u = 0 and therefore formula (1-12) reduces to

(∂+ν u(x))2 = H E
σ (x)8

′(Per?σ (E, �)).

In particular, we get that H E
σ > 0; namely, in this case, the (either classical or fractional) mean curvature

of the free boundary is nonnegative.

In order to better understand the structure of the solution and of the free boundary points, we now
focus, for the sake of simplicity, on the one-phase case; i.e., we suppose that u > 0 to start with. In this
setting, we investigate the Hölder regularity of the function u by obtaining uniform bounds and uniform
growth conditions from the free boundary. For this, it is also convenient to introduce the auxiliary set

U0 :=
{

x ∈� : there exists a sequence xk ∈� : xk→ x with u(xk)→ 0 as k→+∞
}
. (1-13)

Notice that {u = 0} lies in U0 (just taking a constant sequence in the definition above). Also, if u > 0,
then ∂E lies in U0 (since in this case u must vanish in the complement of E).

Of course, when u is continuous, such a set lies in the zero level set of u, but since we do not have this
information a priori, it is useful to consider explicitly this set, and prove the following result:

Theorem 1.3 (growth from the free boundary). Let Ro, Q > 0. Assume

8 is Lipschitz continuous in [0, Q], with Lipschitz constant bounded by L Q . (1-14)

Assume (u, E) is a minimal pair in �, with BRo b�,

0 ∈ U0 (1-15)

and u > 0 in Rn
\�. Suppose R ∈ (0, Ro] and

Per?σ (E, �)+ Rn−σ Perσ (B1,Rn)6 Q. (1-16)

Then, there exists C > 0, possibly depending on Ro, n and σ such that, for any x ∈ BR/2,

u(x)6 C
√

L Q |x |1−σ/2.

We observe that condition (1-14) is always satisfied if 8 is globally Lipschitz, but the statement
of Theorem 1.3 is more general, since it may take into account a locally Lipschitz 8, provided that
the domain is small enough to satisfy (1-16) (indeed, small domains satisfy this condition for locally
Lipschitz 8, as remarked in the forthcoming Lemma 2.8).
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We also point out that (1-16) may be equivalently written

Per?σ (E, �)+Perσ (BR,Rn)6 Q. (1-17)

One natural way to interpret (1-16), or (1-17), is that once Per?σ (E, �) is strictly less than Q (i.e., strictly
less than the size of the interval in which 8 is Lipschitz), then (1-16), and thus (1-17), holds true as long
as R is sufficiently small.

The growth result in Theorem 1.3 implies, as a byproduct, an interior Hölder regularity result:

Corollary 1.4. Let Q > 0 and assume 8 is Lipschitz continuous in [0, Q], with Lipschitz constant
bounded by L Q .

Assume (u, E) is a minimal pair in �, with BR b� and u > 0 in Rn
\�.

Suppose that Per?σ (E, �)+ Rn−σ Perσ (B1,Rn)6 Q and that u 6 M on ∂�.
Then u ∈ C1−σ/2(BR/4), with

‖u‖C1−σ/2(BR/4) 6 C
(
√

L Q +
M

R1−σ/2

)
,

for some C > 0, possibly depending on n and σ .

When 8 is linear, the result in Corollary 1.4 was obtained in Theorem 3.1 of [Athanasopoulos et al.
2001] if σ = 1 and in Theorem 1.1 of [Caffarelli et al. 2015] if σ ∈ (0, 1). Differently than in our
framework, in both papers mentioned above, scaling arguments are available, since scaling is compatible
with the minimization procedure.

Now we investigate the structure of the free boundary points in terms of local densities of the phases.
Indeed, we show that the free boundary points always have uniform density from outside E , according to
the following result:

Theorem 1.5 (density estimate from the null side). Assume (u, E) is a minimal pair in �, with BR ⊆�,
0 ∈ ∂E and u > 0 in Rn

\�. Set

P = P(E, �, R) := Per?σ (E, �)+ Rn−σ Perσ (B1,Rn) (1-18)

and assume

8 is strictly increasing in the interval (0, P). (1-19)

Then there exists δ > 0, possibly depending on n and σ such that, for any r ∈
(
0, 1

2 R
)
,

|Br \ E |> δrn.

We point out that condition (1-19) is always satisfied if8 is strictly increasing in the whole of [0,+∞),
but Theorem 1.5 is also general enough to take into consideration the case in which8 is strictly increasing
only in a subinterval, provided that the energy domain is sufficiently small to make the perimeter values lie
in the strict monotonicity interval of 8 (as a matter of fact, the perimeter contributions in small domains
are small, as we will point out in the forthcoming Lemma 2.8).
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The investigation of the density properties of the free boundary is also completed by the following
counterpart of Theorem 1.5, which proves the positive density of the set E :

Theorem 1.6 (density estimate from the positive side). Let Q > 0 and assume

8 is Lipschitz continuous in [0, Q], with Lipschitz constant bounded by L Q , (1-20)

and
8′ > co a.e. in [0, Q] (1-21)

for some co > 0.
Assume (u, E) is a minimal pair in �, with BR b�, 0 ∈ ∂E and u > 0 in Rn

\�. Suppose

Per?σ (E, �)+ Rn−σ Perσ (B1,Rn)6 Q. (1-22)

Then there exists δ∗ > 0, possibly depending on n, σ , co and L Q , such that, for any r ∈
(
0, 1

2 R
)
,

|Br ∩ E |> δ∗rn.

More explicitly, such δ∗ can be taken to be of the form

δ∗ := δo min
{

1,
(

co

L Q

)n/σ}
(1-23)

for some δo > 0, possibly depending on n and σ .

We remark that the results obtained in this paper are new even in the local case in which σ = 1.
Also, we think it is an interesting point of this paper that all the cases σ ∈ (0, 1) and σ = 1 are treated
simultaneously in a unified fashion. The methods presented are also general enough to treat the case σ = 0,
which would correspond to a volume term (see, e.g., [Maz’ya and Shaposhnikova 2002; Dipierro et al.
2013]). This case is in fact rich in results and so we will discuss it in detail in a forthcoming paper.

The rest of the paper is organized as follows. In Section 2 we show some preliminary properties of the
minimal pair, such as existence, harmonicity and subharmonicity properties, and a comparison principle.
We also prove a “locality” property for the (either classical or fractional) perimeter and provide a uniform
bound on the (classical or fractional) perimeter of the set in the minimal pair.

Section 3 is devoted to the construction of the counterexample in Theorem 1.1. In Section 4 we provide
the free boundary equation and prove Theorem 1.2.

Then we deal with the regularity of the function u in the minimal pair in the one-phase case, and
we prove Theorem 1.3 and Corollary 1.4 in Sections 5 and 6, respectively. Finally, Sections 7 and 8
are devoted to the proofs of the density estimates from both sides provided by Theorems 1.5 and 1.6,
respectively.

Since we hope that the paper may be of interest for different communities (such as scientists working
in free boundary problems, variational methods, partial differential equations, geometric measure theory
and fractional problems), we made an effort to give the details of the arguments involved in the proofs in
a clear and widely accessible way.
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2. Preliminaries

We start with a useful observation about the positivity sets of sequences of admissible pairs:

Lemma 2.1. Let (u j , E j ) be a sequence of admissible pairs. Assume u j → u a.e. in Rn and χE j → χE

a.e. in Rn for some u and E. Then u > 0 a.e. in E and u 6 0 a.e. in Ec.

Proof. We show that u > 0 a.e. in E (the other claim being analogous). For this, we write Rn
= X ∪ Z ,

with |Z | = 0 and such that for any x ∈ X we have

lim
j→+∞

u j (x)= u(x) and lim
j→+∞

χE j (x)= χE(x).

Let now x ∈ E ∩ X . Then
lim

j→+∞
χE j (x)= χE(x)= 1,

and so there exists jx ∈ N such that χE j (x) >
1
2 for any j > jx . Since the image of a characteristic

function lies in {0, 1}, this implies χE j (x) = 1 for any j > jx , and therefore u j (x) > 0 for any j > jx .
Taking the limit, we obtain u(x)> 0. Since this is valid for any x ∈ E ∩ X and E ∩ X c

⊆ Z , which has
null measure, we have obtained the desired result. �

Now we recall a useful auxiliary identity for the (classical or fractional) perimeter:

Lemma 2.2 (“clean cut” lemma). Let �′ b �. Assume Perσ (E, �) < +∞ and Perσ (F, �) < +∞.
Suppose also that

E \�′ = F \�′. (2-1)

Then
Perσ (E, �)−Perσ (F, �)= Perσ (E, �′)−Perσ (F, �′). (2-2)

If in addition Per?σ (E, �) <+∞ and Per?σ (F, �) <+∞, then

Per?σ (E, �)−Per?σ (F, �)= Perσ (E, �′)−Perσ (F, �′). (2-3)

Proof. For completeness, we distinguish the cases σ = 1 and σ ∈ (0, 1). If σ = 1, we write the perimeter
of E in term of the Gauss–Green measure µE (see Remark 12.2 in [Maggi 2012]); namely

Per(E, �)= |µE |(�).

So we define
U :=� \�′. (2-4)

We remark that U is open and �=�′ ∪U, with disjoint union. Thus we obtain

Per(E, �)−Per(F, �)−Per(E, �′)+Per(F, �′)

= |µE |(�)− |µF |(�)− |µE |(�
′)+ |µF |(�

′)

= |µE |(�
′
∪U )− |µF |(�

′
∪U )− |µE |(�

′)+ |µF |(�
′)

= |µE |(�
′)+ |µE |(U )− |µF |(�

′)− |µF |(U )− |µE |(�
′)+ |µF |(�

′)

= |µE |(U )− |µF |(U )= Per(E,U )−Per(F,U ). (2-5)
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Now we observe that

E ∩U = E ∩ (� \�′)= E ∩�∩ (�′)c = (E \�′)∩�,

and a similar set identity holds for F. Thus, by (2-1), it follows that E ∩U = F ∩U. Therefore, by the
locality of the classical perimeter (see, e.g., Proposition 3.38(c) in [Ambrosio et al. 2000]), we obtain

Per(E,U )= Per(F,U ).

If one inserts this into (2-5), then one obtains (2-2) when σ = 1.
Now we deal with the case σ ∈ (0, 1). For this we use (1-1) and (2-4) and we get

Perσ (E, �)−Perσ (E, �′)= L(E ∩�, Ec)+ L(Ec
∩�, E \�)− L(E ∩�′, Ec)− L(Ec

∩�′, E \�′)

= L(E ∩�′, Ec)+ L(E ∩U, Ec)+ L(Ec
∩�′, E \�)+ L(Ec

∩U, E \�)
− L(E ∩�′, Ec)− L(Ec

∩�′, E \�)− L(Ec
∩�′, E ∩U )

= L(E ∩U, Ec)+ L(Ec
∩U, E \�)− L(Ec

∩�′, E ∩U )

= L(E ∩U, Ec
\�′)+ L(Ec

∩U, E \�),

and a similar formula holds for F replacing E . Now, from (2-1), we see that

E ∩U = F ∩U, Ec
∩U = Fc

∩U, Ec
\�′ = Fc

\�′ and E \�= F \�;

thus we obtain (2-2) when σ ∈ (0, 1).
Now, to prove (2-3), we can focus on the case σ = 1 (since Per?σ = Perσ when σ ∈ (0, 1), in this

case we return simply to (2-2)). To this end, we observe that �′ b�ϒ (recall formula (1-2)), so we can
apply (2-2) to the sets �′ and �ϒ and obtain, when σ = 1,

Per?σ (E, �)−Per?σ (F, �)= Per(E, �ϒ)−Per(F, �ϒ)= Per(E, �′)−Per(F, �′).

This completes the proof of (2-3). �

Now we state the basic existence result for the minimizers of the functional in (1-4):

Lemma 2.3 (existence of minimal pairs). Fix an admissible pair (uo, Eo) such that E�(uo, Eo) <+∞.
Then there exists a minimal pair (u, E) in � such that u− uo ∈ H 1

0 (�) and E \� coincides with Eo \�

up to sets of measure zero.

Proof. Let (u j , E j ) be a minimizing sequence, namely

lim
j→+∞

E�(u j , E j )= inf
X�(uo,Eo)

E�, (2-6)

where X�(uo, Eo) denotes the family of all admissible pairs (v, F) in � such that v − uo ∈ H 1
0 (�)

and F \� coincides with Eo \� up to sets of measure zero.
We stress that

sup
j∈N

8(Per?σ (E j , �)) <+∞,
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thanks to (2-6). By this and (1-3), we obtain

sup
j∈N

Perσ (E j , �) <+∞.

Using this and (2-6), by compactness (see, e.g., Corollary 3.49 in [Ambrosio et al. 2000] for the case σ = 1
or Theorem 7.1 in [Di Nezza et al. 2012] for the case σ ∈ (0, 1)), we obtain that, up to subsequences, u j

converges to some u weakly in H 1(�) and strongly in L2(�), and χE j converges to some χE strongly
in L1(�) as j→+∞. By Lemma 2.1, we have that (u, E) is an admissible pair, and so by construction

(u, E) ∈ X�(uo, Eo). (2-7)

Also, by the lower semicontinuity (or Fatou’s lemma; see, e.g., Proposition 3.38(b) in [Ambrosio et al.
2000] for the case σ = 1) we have

lim inf
j→+∞

∫
�

|∇u j (x)|2 dx >
∫
�

|∇u(x)|2 dx and lim inf
j→+∞

Per?σ (E j , �)> Per?σ (E, �),

and so, using also the monotonicity and the lower semicontinuity of 8,

lim inf
j→+∞

8(Per?σ (E j , �))>8
(
lim inf
j→+∞

Per?σ (E j , �)
)
>8(Per?σ (E, �)).

These inequalities and (2-6) give that

E�(u, E)6 inf
X�(uo,Eo)

E�,

and then equality holds in the formula above, thanks to (2-7). �

As it often happens in free boundary problems (see, e.g., [Alt and Caffarelli 1981; Athanasopoulos
et al. 2001; Caffarelli et al. 2015]), the solutions are harmonic in the positivity or negativity sets. This
happens also in our case, as clarified by the following observation:

Lemma 2.4. Let (u, E) be a minimal pair in �. Let U be an open set. Assume that either infU u > 0
or supU u < 0. Then u is harmonic in U.

Proof. The proof is standard, but we give the details to assist the reader. We suppose

inf
U

u > 0, (2-8)

the other case being similar. Let xo ∈ U. Since U is open, there exists r > 0 such that Br (xo) ⊂ U.
Let ψ ∈ C∞0 (Br/2(xo)). Let also uε := u+ εψ and

m := inf
Br/2(xo)

u.

By (2-8), we know m>0. Thus, if ε∈R, with |ε|<(1+‖ψ‖L∞(Rn))
−1m, we have uε>u−ε‖ψ‖L∞(Rn)>0

in Br/2(xo). This and the fact that ψ vanishes outside Br/2(xo) give that (uε, E) is an admissible pair.
Thus, the minimality of (u, E) gives

06 E�(uε, E)− E�(u, E)=
∫
�

(
|∇u(x)+ ε∇ψ(x)|2− |∇u(x)|2

)
dx,

from which the desired result easily follows. �
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As often happens in free boundary problems, the minimizers satisfy the following subharmonicity
property:

Lemma 2.5. Let (u, E) be a minimal pair in � and u+ :=max{u, 0} and u− := u+− u =−min{u, 0}.
Then both u+ and u− are subharmonic in � in the sense that∫

�

∇u±(x) · ∇ψ(x) dx 6 0

for any ψ ∈ H 1
0 (�), with ψ > 0 a.e. in �.

Proof. The proof is a modification of the one in Lemma 2.7 in [Athanasopoulos et al. 2001], where
this result was proved for the case in which 8 is the identity and σ = 1. We give the details to assist
the reader. We argue for u+, since a similar reasoning works for u−. We define v? to be the harmonic
replacement of u+ in � which vanishes in Ec, that is, the minimizer of the Dirichlet energy in � among
all the functions v in H 1(�) such that v− u+ ∈ H 1

0 (�) and v = 0 a.e. in Ec. For the existence and the
uniqueness of the harmonic replacement, see, e.g., Section 2 in [Athanasopoulos et al. 2001] or Lemma 2.1
in [Dipierro and Valdinoci 2015]. In particular, the uniqueness result gives that

if v in H 1(�) is such that v− u+ ∈ H 1
0 (�), v = 0 a.e. in Ec

and
∫
�

|∇v(x)|2 dx 6
∫
�

|∇v?(x)|2 dx, then v = v? a.e. in Rn. (2-9)

Moreover, by Lemma 2.3 in [Athanasopoulos et al. 2001], we have

v? is subharmonic. (2-10)

We also notice that v? > 0 by the classical maximum principle and therefore (v?, E) is an admissible pair.
Then, the minimality of (u, E) implies

0> E�(u, E)− E�(v?, E)=
∫
�

|∇u(x)|2 dx −
∫
�

|∇v?(x)|2 dx >
∫
�

|∇u+(x)|2 dx −
∫
�

|∇v?(x)|2 dx .

This implies that u+ coincides with v?, thanks to (2-9), and so it is subharmonic, in light of (2-10). �

Remark 2.6. In light of Lemma 2.5, we have (see, e.g., Proposition 2.2 in [Giaquinta 1983]) that the map

R→
1
|BR|

∫
BR(p)

u+(x) dx

is monotone nondecreasing; therefore, up to changing u+ in a set of measure zero, we can (and implicitly
do from now on) suppose

u(p)= lim
ε↘0

1
|Bε |

∫
Bε(p)

u+(x) dx .

Another simple and interesting property of the solution is given by the following maximum principle:

Lemma 2.7. Assume
8(0) < 8(t) for any t > 0. (2-11)

Let (u, E) be a minimal pair in � and let a ∈ R. If u 6 a in �c, then u 6 a in the whole of Rn.
Similarly, if u > a in �c, then u > a in the whole of Rn.
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Proof. We suppose
u > a in �c, (2-12)

the other case being analogous.
We need to distinguish the cases a 6 0 and a > 0.
If a 6 0, we take u? :=max{u, a}. Notice that (u?, E) is an admissible pair: indeed, a.e. in E we have

0 6 u 6 u?, while a.e. in Ec we have u 6 0 and so u? 6 0. Also, by (2-12), we have u > a in �c, and
so u? = u in �c. As a consequence, the minimality of (u, E) gives

06 E�(u?, E)− E�(u, E)=
∫
�

(
|∇u?(x)|2− |∇u(x)|2

)
dx =−

∫
�∩{u<a}

|∇u(x)|2 dx,

which implies u > a, as desired.
Now suppose a > 0. We take u] to be the minimizer of the Dirichlet energy in � with trace datum u

along ∂� (and thus we set u] := u outside �); then we have

0 :=

∫
�

|∇u(x)|2 dx −
∫
�

|∇u](x)|2 dx > 0. (2-13)

Moreover, by (2-12) and the classical maximum principle, we know

u] > a in the whole of Rn. (2-14)

Thus, u] > 0 and so (u],Rn) is an admissible pair. Accordingly, the minimality of (u, E) and (2-13) give

06 E�(u],Rn)− E�(u, E)

=

∫
�

|∇u](x)|2 dx +8(0)−
∫
�

|∇u(x)|2 dx −8(Per?σ (E, �))

=−0+8(0)−8(Per?σ (E, �)). (2-15)

As a consequence,
8(Per?σ (E, �))6−0+8(0)68(0);

hence, exploiting (2-11), we see that Per?σ (E, �)= 0. Plugging this information into (2-15), we obtain
that 06−0 and thus, recalling (2-13), we conclude that 0= 0. By the uniqueness of the minimizer of the
Dirichlet energy, this implies that u] coincides with u. In light of this and of (2-14), we have u = u] > a,
as desired. �

Now we give a uniform bound on the (classical or fractional) perimeter of the sets in the minimal pairs:

Lemma 2.8. Suppose � is strictly star-shaped, i.e., t�⊆� for any t ∈ (0, 1), and that

8 is strictly monotone. (2-16)

Let (u, E) be a minimal pair in �. Assume u > 0. Then, for any �′ ⊆ �, with �′ open, Lipschitz and
bounded, we have

Perσ (E, �′)6 2 Perσ (�′,Rn). (2-17)



A CLASS OF UNSTABLE FREE BOUNDARY PROBLEMS 1329

In particular, if �⊇ BR , then, for any r ∈ (0, R],

Perσ (E, Br )6 Crn−σ (2-18)

for some C > 0 possibly depending on n and σ .

Proof. We observe that (2-18) follows from (2-17) by taking �′ := Br , so we focus on the proof of (2-17).
For this, first we suppose that �′ b� (the general case in which �′ ⊆� will be considered at the end of
the proof, by a limit procedure). Let F := E ∪�′. Notice that F \�′ = E ∪�′ ∩ (�′)c = E \�′. Thus,
by formula (2-3) in Lemma 2.2, we get

Per?σ (E, �)−Per?σ (F, �)= Perσ (E, �′)−Perσ (F, �′). (2-19)

Now, let v be the minimizer of the Dirichlet energy in �′ with trace datum u along ∂�′ (then take v := u
outside�′). Since u> 0, so is v. Hence, the pair (v, F) is admissible. Therefore, the minimality of (u, E)
implies

06 E�(v, F)− E�(u, E)

=

∫
�′
|∇v(x)|2 dx −

∫
�′
|∇u(x)|2 dx +8(Per?σ (F, �))−8(Per?σ (E, �))

6 0+8(Per?σ (F, �))−8(Per?σ (E, �)).

Hence, by (2-16), we have Per?σ (E, �)6 Per?σ (F, �) and so, by (2-19),

Perσ (E, �′)−Perσ (F, �′)= Per?σ (E, �)−Per?σ (F, �)6 0. (2-20)

In addition, we have
Perσ (F, �′)= Perσ (E ∪�′, �′)6 2 Perσ (�′,Rn),

where the last formula follows using (1-1) if σ ∈ (0, 1) and, for instance, formula (16.12) in [Maggi 2012]
when σ = 1.

The latter inequality and (2-20) give

Perσ (E, �′)6 Perσ (E, �′)6 Perσ (F, �′)6 2 Perσ (�′,Rn).

This proves the desired result when �′ b �. Let us now deal with the case �′ ⊆ �. For this, we
set �′ε := (1− ε)�

′. Since � is strictly star-shaped, we have �′ε = (1− ε)�
′
⊆ (1− ε)� ⊆ � for

any ε ∈ (0, 1), so we can use the result already proved and we get

Perσ (E, �′ε)6 2 Perσ (�′ε,Rn). (2-21)

Moreover,
Perσ (�′ε,Rn)= (1− ε)n−σ Perσ (�′,Rn). (2-22)

Also, we claim that
lim
ε↘0

Perσ (E, �′ε)= Perσ (E, �′). (2-23)

To prove it, we distinguish the cases σ = 1 and σ ∈ (0, 1). If σ = 1, we use the representation of the
perimeter of E in term of the Gauss–Green measure µE (see Remark 12.2 in [Maggi 2012]) and the
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monotone convergence theorem (applied to the monotone sequence of sets �′ε , see, e.g., Theorem 1.26(a)
in [Yeh 2006]): in this way, we have

lim
ε↘0

Per(E, �′ε)= lim
ε↘0
|µE |(�

′

ε)= |µE |(�
′)= Per(E, �′).

This proves (2-23) when σ = 1. If instead σ ∈ (0, 1), we first observe that Perσ (E, �′ε)6 Perσ (E, �′)
and then

lim sup
ε↘0

Perσ (E, �′ε)6 Perσ (E, �′). (2-24)

Conversely, we use (1-1) to write

Perσ (E, �′ε)= L(E ∩�′ε, Ec)+ L(Ec
∩�′ε, E ∩ (�′ε)

c)

> L(E ∩�′ε, Ec)+ L(Ec
∩�′ε, E ∩ (�′)c).

Consequently, by taking the limit of the inequality above and using Fatou’s lemma,

lim inf
ε↘0

Perσ (E, �′ε)> L(E ∩�′, Ec)+ L(Ec
∩�′, E ∩ (�′)c)= Perσ (E, �′).

This, together with (2-24), establishes (2-23).
Now, combining (2-21)–(2-23), we obtain (2-17) by taking a limit in ε. �

3. Proof of Theorem 1.1

Now we prove Theorem 1.1. The idea of the proof is that, on the one hand, for large balls, we obtain
a large contribution of the perimeter, which makes the energy functional simply the Dirichlet energy
plus a constant, due to the special form of 8. On the other hand, for small balls, both the Dirichlet
energy and the perimeter give a small contribution, and in this range the contribution of the perimeter
becomes predominant. This dichotomy of the energy behavior makes the minimal pair change accordingly;
namely, in large balls, harmonic functions are favored, somehow independently of their level sets, while,
conversely, for small balls the sets which minimize the perimeter are favored, somehow independently on
the Dirichlet energy of the function that they support. That is, in the end, the core of the counterexample
is, roughly speaking, that being a minimal surface is something rather different than being the level set of
a harmonic function.

Of course, some computations are needed to justify the above heuristic arguments and we present now
all the details of the proof.

Estimates on Perσ (E, BR) from below. Here we obtain bounds from below for the (either classical or
fractional) perimeter of a set E in BR , once E is “suitably fixed” outside3 the ball BR ⊂ R2. For this
scope, we recall the notation in (1-5) and (1-6), and we have:

3For simplicity, we state and prove all the results of this part only in R2, though some of the arguments would also be valid in
higher dimensions.
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Lemma 3.1. Let co > 0. Let (u, E) be an admissible pair in R2. Assume u− ũ ∈ H 1
0 (B1) and∫

B1

|∇u(X)|2 d X 6 co.

Then there exists c > 0, possibly depending on co, such that

Perσ (E, B1)> c. (3-1)

Proof. We argue by contradiction. If the thesis in (3-1) were false, there would exist a sequence of
admissible pairs (u j , E j ) such that u j − ũ ∈ H 1

0 (B1),∫
B1

|∇u j (X)|2 d X 6 co

and
Perσ (E j , B1)6

1
j
. (3-2)

Thus, by compactness, (see, e.g., Corollary 3.49 in [Ambrosio et al. 2000] for the case σ =1 or Theorem 7.1
in [Di Nezza et al. 2012] for the case σ ∈ (0, 1)), we conclude that, up to subsequences, u j converges to
some u∞ weakly in H 1(B1) and strongly in L2(B1), with

u∞− ũ ∈ H 1
0 (B1), (3-3)

and χE j converges to some χE∞ strongly in L1(B1) as j→+∞. Accordingly, by the lower semicontinuity
of the (either classical or fractional) perimeter (or by Fatou’s lemma; see, e.g., Proposition 3.38(b) in
[Ambrosio et al. 2000] for the case σ = 1) we deduce from (3-2) that

Perσ (E∞, B1)= 0.

Hence, from the relative isoperimetric inequality (see, e.g., Lemma 2.5 in [Di Castro et al. 2015]
when σ ∈ (0, 1) and formula (12.46) in [Maggi 2012] when σ = 1),

min
{
|B1 ∩ E∞|(2−σ)/2, |B1 \ E∞|(2−σ)/2

}
6 Ĉ Perσ (E∞, B1)= 0

for some Ĉ > 0. Thus, we can suppose

|B1 ∩ E∞| = 0, (3-4)

the case |B1\E∞|=0 being similar. Also, by virtue of Lemma 2.1, we have u∞>0 a.e. in E∞ and u∞60
a.e. in Ec

∞
. Thus, by (3-4), we obtain that u∞ 6 0 a.e. in B1. Looking at a neighborhood of ∂B1 in the

first quadrant, we obtain that this is in contradiction with (3-3), thus proving the desired result. �

By scaling Lemma 3.1, we obtain:

Lemma 3.2. Let co > 0 and R > 0. Let (u, E) be an admissible pair in R2. Assume u− ũ ∈ H 1
0 (BR) and∫

BR

|∇u(X)|2 d X 6 co R4. (3-5)

Then there exists c > 0, possibly depending on co, such that

Perσ (E, BR)> cR2−σ.
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Proof. We set

u∗(X) := R−2 u(R X) and E∗ :=
E
R
:=

{
X
R
: X ∈ E

}
.

Notice that R−2 ũ(R X) = R−2(Rx)(Ry) = ũ(X); therefore u∗ − ũ ∈ H 1
0 (B1). Also, (u∗, E∗) is an

admissible pair. In addition,∫
B1

|∇u∗(X)|2 d X = R−2
∫

B1

|∇u(R X)|2 d X = R−4
∫

BR

|∇u(Y )|2 dY 6 co,

thanks to (3-5). As a consequence, we are in a position to apply Lemma 3.1 to the pair (u∗, E∗) and thus
we obtain

c 6 Perσ (E∗, B1)= Perσ

(
E
R
,

BR

R

)
=

1
R2−σ Perσ (E, BR),

as desired. �

Analysis of minimizers in large balls. Now we give a concrete example of a minimizer in BR ⊂ R2

for R large enough. To this end, we consider a monotone nondecreasing and lower semicontinuous
function 8̃ : [0,+∞)→ [0,+∞), with

8̃(t)= 1 for any t ∈ [2,+∞). (3-6)

We let
Ẽ�(u, E) :=

∫
�

|∇u(X)|2 d X + 8̃(Per?σ (E, �)).

We remark that, in principle, the minimization procedure in Lemma 2.3 fails for this functional, since the
coercivity assumption (1-3) is not satisfied by 8̃. Nevertheless, we will be able to construct explicitly a
minimizer for large balls of Ẽ . Then, we will modify 8̃ at infinity and we will obtain from it a minimizer
for a functional of the type in (1-4), with a coercive 8. The details are as follows.

Proposition 3.3. Let n = 2. Let ũ and Ẽ be as in (1-5) and (1-6).
Then, there exists Ro > 0, only depending on n and σ , such that if R > Ro then

Ẽ BR (ũ, Ẽ)6 Ẽ BR (v, F) (3-7)

for any admissible pair (v, F) such that v− ũ ∈ H 1
0 (BR) and F \ BR = Ẽ \ BR , up to sets of measure zero.

Proof. We observe that ∇ũ(x, y)= (y, x), and so∫
BR

|∇ũ(X)|2 d X =
∫

BR

|X |2 d X 6 C1 R4 (3-8)

for some C1 > 0. Moreover, since Ẽ is a cone, we have Ẽ = RẼ ; thus

Perσ (Ẽ, BR)= Perσ (RẼ, RB1)= C2 R2−σ

for some C2 > 0. In particular, if R > (2/C2)
1/(2−σ), we have

Per?σ (Ẽ, BR)> Perσ (Ẽ, BR)> 2,
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and then, by (3-6),

8̃(Per?σ (Ẽ, BR))= 1. (3-9)

This and (3-8) imply that

Ẽ BR (ũ, Ẽ)6 C1 R4
+ 16 2C1 R4 (3-10)

if R is large enough.
Now suppose, by contradiction, that (3-7) is violated, i.e.,

Ẽ BR (ũ, Ẽ) > Ẽ BR (v, F) (3-11)

for some competitor (v, F). In particular, by (3-10),∫
BR

|∇v(X)|2 d X 6 Ẽ BR (v, F)6 Ẽ BR (ũ, Ẽ)6 2C1 R4. (3-12)

This says that formula (3-5) is satisfied by the pair (v, F) with co := 2C1, and so Lemma 3.2 gives

Per?σ (F, BR)> Perσ (F, BR)> cR2−σ

for some c > 0. In particular, for large R, we have

8̃(Per?σ (F, BR))= 1

and therefore

Ẽ BR (v, F)=
∫

BR

|∇v(X)|2 d X + 1. (3-13)

On the other hand, since ũ is harmonic,∫
BR

|∇v(X)|2 d X >
∫

BR

|∇ũ(X)|2 d X;

hence (3-13) and (3-9) give

Ẽ BR (v, F)>
∫

BR

|∇ũ(X)|2 d X + 1= Ẽ BR (ũ, Ẽ).

This is in contradiction with (3-11) and so the desired result is established. �

Corollary 3.4. Let n = 2. Let ũ and Ẽ be as in (1-5) and (1-6). There exists Ko > 2 such that the
following statement is true. Assume

8(t)= 1 for any t ∈ [2, Ko]. (3-14)

Then, there exists Ro > 0 such that (ũ, Ẽ) is a minimal pair in BRo .

Proof. We define

8̃(t) :=
{
8(t) if t ∈ [0, 2],
1 if t ∈ (2,+∞).
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Then we are in the setting of Proposition 3.3 and we obtain that there exists Ro > 0, only depending on n
and σ , such that (ũ, Ẽ) is a minimal pair for Ẽ BRo

. So we define

Ko := Per?σ (Ẽ, BRo)+ 3.

Notice that Ko only depends on n and σ , since does Ro also, and ũ and Ẽ are fixed.
To complete the proof of the desired claim, we need to show that (ũ, Ẽ) is a minimal pair for EBRo

,
as long as (3-14) is satisfied. For this, we remark that, since 8 is monotone, we have 8(t)>8(2)= 1
for any t > 2. As a consequence, we get 8(t)> 8̃(t) for any t > 0. Therefore, if (v, F) is a competitor
for (ũ, Ẽ), we deduce from (3-7) that

Ẽ BRo
(ũ, Ẽ)6 Ẽ BRo

(v, F)6 EBRo
(v, F). (3-15)

On the other hand,

Per?σ (Ẽ, BRo)6 Ko. (3-16)

Moreover, we have 8̃(t)= 1=8(t) if t ∈ (2, Ko]. Therefore, we get 8̃=8 in [0, Ko] and thus, by (3-16),

8̃(Per?σ (Ẽ, BRo))=8(Per?σ (Ẽ, BRo)).

By plugging this into (3-15), we conclude that

EBRo
(ũ, Ẽ)= Ẽ BRo

(ũ, Ẽ)6 EBRo
(v, F),

as desired. �

Estimates in small balls. Here, we show that the minimal pair constructed in Corollary 3.4 in large balls
does not remain minimal in small balls.

Proposition 3.5. Let n = 2. Assume

8(t)= tγ for any t ∈ [0, 1] (3-17)

for some

γ ∈
(

0, 4
2−σ

)
. (3-18)

Let ũ and Ẽ be as in (1-5) and (1-6).
Then there exists ro > 0 such that if r ∈ (0, ro] then the pair (ũ, Ẽ) is not minimal in Br .

Proof. We suppose, by contradiction, that (ũ, Ẽ) is minimal in Br , with r sufficiently small.
We observe that Ẽ is not a minimizer of the perimeter in B1/2 (see [Savin and Valdinoci 2013] for the

case σ ∈ (0, 1)). Therefore there exists a perturbation E] of Ẽ inside B1/2 for which

Perσ (E], B1/2)6 Perσ (Ẽ, B1/2)− a

for some (small, but fixed) a > 0. As a consequence, recalling Lemma 2.2,

Perσ (E], B1)−Perσ (Ẽ, B1)= Perσ (E], B1/2)−Perσ (Ẽ, B1/2)6−a. (3-19)



A CLASS OF UNSTABLE FREE BOUNDARY PROBLEMS 1335

Now we take ψ ∈ C∞(R2, [0, 1]) such that ψ(X)= 0 for any X ∈ B3/4 and ψ(X)= 1 for any X ∈ Bc
9/10.

We define
u](X)= u](x, y) := ũ(X)ψ(X)= xy ψ(x, y).

We claim that
u] > 0 a.e. in E] and u] 6 0 a.e. in Ec

]. (3-20)

To check this, we observe that u] = 0 in B3/4, so it is enough to prove (3-20) for points outside B3/4.
Then, we also remark that E] \ B3/4 = Ẽ \ B3/4, and, as a consequence, we get that ũ > 0 a.e. in E] \ B3/4

and ũ 6 0 a.e. in Ec
] \ B3/4. Hence, since ψ > 0, we obtain that u] > 0 a.e. in E] \ B3/4 and u] 6 0 a.e.

in Ec
] \ B3/4. These observations complete the proof of (3-20).

Now we define
ur (X) := r2u]

( X
r

)
= xy ψ

( X
r

)
= ũ(X) ψ

( X
r

)
and

Er := r E].

From (3-20), we obtain that ur > 0 a.e. in Er and ur 6 0 a.e. in Ec
r, and thus (ur , Er ) is an admissible pair.

Now we check that the data of (ur , Er ) coincide with (ũ, Ẽ) outside Br . First of all, we have that ψ = 1
in Bc

9/10; thus, if X ∈ Bc
9r/10 we have ur (X)= ũ(X). This shows that

ur − ũ ∈ H 1
0 (Br ). (3-21)

Moreover,

Er \ Br = {X∈Bc
r : r

−1 X∈E]} = {X=rY : Y ∈E] \ B1} = {X=rY : Y ∈ Ẽ \ B1}.

Now, since Ẽ is a cone, we have Y ∈ Ẽ if and only if rY ∈ Ẽ , and so, as a consequence,

Er \ Br = {X=rY ∈ Ẽ : Y ∈Bc
1} = Ẽ \ Br .

Using this and (3-21), we obtain that, if (ũ, Ẽ) is minimal in Br , then

EBr (ũ, Ẽ)6 EBr (ur , Er ). (3-22)

Now we remark that, since Ẽ is a cone,

Perσ (Ẽ, Br )= Perσ (r Ẽ, r B1)= r2−σ Perσ (Ẽ, B1). (3-23)

Now we define

ϑ :=

{
4ϒ if σ = 1,
0 if σ ∈ (0, 1),

and we claim that
Per?σ (Ẽ, Br )= r2−σ Perσ (Ẽ, B1)+ϑ. (3-24)

Indeed, if σ ∈ (0, 1), then (3-24) boils down to (3-23). If instead σ = 1, we use (3-23) in the following
computation:

Per?σ (Ẽ, Br )= Per(Ẽ, Br+ϒ)= Per(Ẽ, Br )+Per(Ẽ, Br+ϒ \ Br )= r2−σ Perσ (Ẽ, B1)+ 4ϒ.

This proves (3-24).



1336 SERENA DIPIERRO, ARAM KARAKHANYAN AND ENRICO VALDINOCI

From (3-24) we obtain that

EBr (ũ, Ẽ)>8
(
r2−σ Perσ (Ẽ, B1)+ϑ

)
. (3-25)

On the other hand, recalling (3-19), we have

Perσ (Er , Br )= Perσ (r E], Br )= r2−σ Perσ (E], B1)6 r2−σ (Perσ (Ẽ, B1)− a). (3-26)

Now we claim that
Per?σ (Er , Br )6 r2−σ (Perσ (Ẽ, B1)− a)+ϑ. (3-27)

Indeed, if σ ∈ (0, 1) then (3-27) reduces to (3-26). If instead σ = 1, we use the fact that Er coincides
with Ẽ outside Br and (3-26) to see that

Per?σ (Er , Br )= Per(Er , Br+ϒ)= Per(Er , Br )+Per(Er , Br+ϒ \ Br )6 r2−σ (Perσ (Ẽ, B1)− a)+ 4ϒ.

This establishes (3-27).
Then, the monotonicity of 8 and (3-27) give

8(Per?σ (Er , Br ))68
(
r2−σ (Perσ (Ẽ, B1)− a)+ϑ

)
(3-28)

Now we remark that

|∇ur (X)|6 |∇ũ(X) ψ(X/r)| + r−1
|ũ(X)∇ψ(X/r)|6 |X | +Cr−1

|X |2,

for some C > 0. As a consequence of this, and possibly renaming C > 0, we obtain∫
Br

|∇ur (X)|2 d X 6 C
∫

Br

(
|X |2+ r−2

|X |4
)

d X 6 Cr4.

This and (3-28) give

EBr (ur , Er )6 Cr4
+8

(
r2−σ (Perσ (Ẽ, B1)− a)+ϑ

)
.

Putting together this, (3-22) and (3-25), we conclude that

8
(
r2−σ Perσ (Ẽ, B1)+ϑ

)
6 Cr4

+8
(
r2−σ (Perσ (Ẽ, B1)− a)+ϑ

)
.

Thus, if r2−σ Perσ (Ẽ, B1)6
1
2 , and so Perσ (Ẽ, B1)+ϑ 6 1, we can use (3-17) and obtain[

r2−σ Perσ (Ẽ, B1)+ϑ
]γ
6 Cr4

+
[
r2−σ (Perσ (Ẽ, B1)− a)+ϑ

]γ
. (3-29)

Now we distinguish the cases σ ∈ (0, 1) and σ = 1. When σ ∈ (0, 1), we have ϑ = 0 and so (3-29) becomes

r (2−σ)γ (Perσ (Ẽ, B1))
γ 6 Cr4

+ r (2−σ)γ (Perσ (Ẽ, B1)− a)γ.

So we multiply by r (σ−2)γ and we get

a∗ := (Perσ (Ẽ, B1))
γ
− (Perσ (Ẽ, B1)− a)γ 6 Cr4+(σ−2)γ.

Notice that a∗ > 0 since a > 0, and therefore the latter inequality gives a contradiction if r is small
enough, thanks to (3-18). This concludes the case in which σ ∈ (0, 1).

If instead σ = 1, then we have ϑ > 0 and so, for small t , we have

(t +ϑ)γ = ϑγ + γϑγ−1t + O(t2).

Therefore, we infer from (3-29) that

ϑγ + γϑγ−1r2−σ Perσ (Ẽ, B1)6 ϑ
γ
+ γϑγ−1r2−σ (Perσ (Ẽ, B1)− a)+ O(r4−2σ ).
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Hence we simplify some terms and we divide by r2−σ to obtain

a 6 O(r2−σ ),

which gives a contradiction for small r > 0. This completes the case σ = 1. �

Completion of the proof of Theorem 1.1. The claim in Theorem 1.1 now follows plainly by combining
Corollary 3.4 and Proposition 3.5.

4. Proof of Theorem 1.2

The argument is a combination of a classical domain variation (see, e.g., [Alt and Caffarelli 1981]) with
an expansion of the (classical or fractional) perimeter. Some similar perturbative methods appear, in
the classical case, for instance, in [Garofalo and Lin 1986; Caffarelli et al. 2009]. Since the arguments
involved here use both standard and nonstandard observations, we give all the details to assist the reader.
First, we observe that

the function 4 := (∂+ν u(x))2− (∂−ν u(x))2− H E
σ (x)8

′(Per?σ (E, �)) belongs to C(∂E ∩�), (4-1)

thanks to (1-8), (1-10) and Proposition 6.3 in [Figalli et al. 2015] (to be used when σ ∈ (0, 1)).
Also, given a vector field V ∈ C∞(Rn,Rn) such that

V (x)= 0 for any x ∈�c, (4-2)

for small t ∈ R we consider the ODE flow y = y(t; x) given by the Cauchy problem{
∂t y(t; x)= V (y(t; x)),
y(0; x)= x .

(4-3)

We remark that, for small t ∈ R,

y(t; x)= x + tV (y(t; x))+ o(t)= x + tV (x)+ o(t). (4-4)

Accordingly,
Dx y(t; x)= I + t DV (x)+ o(t)= I + t DV (y(t; x))+ o(t), (4-5)

where I denotes the n-dimensional identity matrix.
Also, the map Rn

3 x 7→ y(t; x) is invertible for small t ; i.e., we can consider the inverse diffeomor-
phism x(t; y). In this way,

x(t; y(t; x))= x and y(t; x(t; x))= y. (4-6)

By (4-4), we know

x(t; y)= y(t; x(t; y))− tV (y(t; x(t; y)))+ o(t)= y− tV (y)+ o(t), (4-7)

and therefore
Dy x(t; y)= I − t DV (y)+ o(t).
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In particular,
det Dy x(t; y)= 1− t div V (y)+ o(t). (4-8)

Now, given a minimal pair (u, E) as in the statement of Theorem 1.2, we define

ut(y) := u(x(t; y)).

We remark that the subscript t above does not represent a time derivative. By (4-6), we can write u(x)=
ut(y(t; x)) and thus, recalling (4-5),

∇u(x)= Dx y(t; x)∇ut(y(t; x))=∇ut(y(t; x))+ t DV (y(t; x))∇ut(y(t; x))+ o(t). (4-9)

Also, we consider the image of the set E under the diffeomorphism y(t; · ); i.e., we define

Et := y(t; E).

We claim that
the pair (ut , Et) is admissible. (4-10)

To check this, let y ∈ Et (resp., y ∈ Ec
t ). Then there exists

x ∈ E (resp. x ∈ Ec) (4-11)

such that y = y(t; x). Then, by (4-6), we have

x(t; y)= x(t; y(t; x))= x .

This identity and (4-11) imply

06 u(x)= u(x(t; y))= ut(y) (resp. 0> ut(y)).

From this, we obtain (4-10).
In addition, we recall that

y(t; x)= x for any x ∈�c, (4-12)

thanks to (4-2) and (4-3). Therefore, we have

y(t;�)=�. (4-13)

Moreover, as a consequence of (4-12) and of (4-10), and using the minimality of (u, E), we have

06 E�(ut , Et)− E�(u, E). (4-14)

Now we compute the first order in t of the right-hand side of (4-14). For this scope, using, for instance,
formula (6.3) (when σ = 1) or formula (6.12) (when σ ∈ (0, 1)) in [Figalli et al. 2015], and recalling
that V vanishes outside �, one obtains that

Per?σ (Et , �)= Per?σ (E, �)+ t
∫
(∂E)∩�

H E
σ (x) V (x) · ν(x) dHn−1(x)+ o(t). (4-15)

Above, we denote by ν the exterior normal of E and by Hn−1 the (n−1)-dimensional Hausdorff measure.
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From (4-15), we obtain that

8(Per?σ (Et ,�))=8

(
Per?σ (E,�)+t

∫
(∂E)∩�

H E
σ (x)V (x)·ν(x)dHn−1(x)+o(t)

)
=8(Per?σ (E,�))+t8′(Per?σ (E,�))

∫
(∂E)∩�

H E
σ (x)V (x)·ν(x)dHn−1(x)+o(t). (4-16)

Moreover, by (4-9),

|∇u(x)|2 = |∇ut(y(t; x))|2+ 2t ∇ut(y(t; x)) ·
(
DV (y(t; x))∇ut(y(t; x))

)
+ o(t).

Now we integrate this equation in x over � and we use the change of variable y := y(t; x). In this way,
recalling (4-8) and (4-13), we see that∫

�

|∇u(x)|2 dx =
∫
�

[
|∇ut(y(t; x))|2+ 2t ∇ut(y(t; x)) ·

(
DV (y(t; x))∇ut(y(t; x))

)]
dx + o(t)

=

∫
�

[
|∇ut(y)|2+ 2t ∇ut(y) · (DV (y)∇ut(y))

]
| det Dy x(t; y)| dy+ o(t)

=

∫
�

[
|∇ut(y)|2+ 2t ∇ut(y) · (DV (y)∇ut(y))

]
[1− t div V (y)] dy+ o(t)

=

∫
�

[
|∇ut(y)|2+ 2t ∇ut(y) · (DV (y)∇ut(y))− t |∇ut(y)|2 div V (y)

]
dy+ o(t).

We write this formula as∫
�

|∇ut(y)|2 dy

=

∫
�

|∇u(x)|2 dx + t
∫
�

[
|∇ut(y)|2 div V (y)− 2∇ut(y) · (DV (y)∇ut(y))

]
dy+ o(t). (4-17)

Also, by (4-9),
∇u(x)=∇ut(y(t; x))+ O(t),

and so, evaluating this expression at x := x(t; y) and using (4-7), we get

∇ut(y)=∇ut(y(t; x(t; y)))=∇u(x(t; y))+ O(t)=∇u(y)+ O(t).

We can substitute this into (4-17), thus obtaining∫
�

|∇ut(y)|2 dy

=

∫
�

|∇u(x)|2 dx + t
∫
�

[
|∇u(y)|2 div V (y)− 2∇u(y) · (DV (y)∇u(y))

]
dy+ o(t). (4-18)

Now we define �1 :=�∩ {u > 0} and �2 :=�∩ {u < 0}. Notice that 1u = 0 in �1 and in �2, thanks
to Lemma 2.4. Accordingly, in both �1 and �2 we have

div(|∇u|2 V )= |∇u|2 div V + 2V · (D2u ∇u) (4-19)
and

div((V · ∇u)∇u)=∇(V · ∇u) · ∇u =∇u · (DV∇u)+ V · (D2u ∇u). (4-20)



1340 SERENA DIPIERRO, ARAM KARAKHANYAN AND ENRICO VALDINOCI

So, we take the quantity in (4-19) and we subtract twice the quantity in (4-20); in this way we see that, in
both �1 and �2,

div(|∇u|2 V )− 2 div((V · ∇u)∇u)= |∇u|2 div V + 2V · (D2u ∇u)− 2
[
∇u · (DV∇u)+ V · (D2u ∇u)

]
= |∇u|2 div V − 2∇u · (DV∇u).

We remark that the last expression is exactly the quantity appearing in one integrand of (4-18); therefore
we can write (4-18) as∫
�

|∇ut(y)|2 dy

=

∫
�

|∇u(x)|2 dx+t
∑

i∈{1,2}

∫
�i

[
div
(
|∇u(y)|2 V (y)

)
−2div

(
(V (y)·∇u(y))∇u(y)

)]
dy+o(t). (4-21)

Now we recall (1-9) and we notice that the exterior normal ν1 of �1 coincides with ν, while the exterior
normal ν2 of �2 coincides with −ν. Furthermore, by (1-11), we see that ν1 =−∇u/|∇u| = −∇u/|∂+ν u|
coming from�1 and ν2=∇u/|∇u|=∇u/|∂−ν u| coming from�2. Accordingly, coming from�1, we have

∂ν1u = ν1 · ∇u =−
∇u
|∇u|
· ∇u =−|∂+ν u|.

Similarly, coming from �2,

∂ν2u = ν2 · ∇u =
∇u
|∇u|
· ∇u = |∂−ν u|.

Therefore, coming from �1,

∇u ∂ν1u =−|∇u| ∂ν1u ν1 = |∂
+

ν u|2 ν,

and coming from �2,

∇u ∂ν2u = |∇u| ∂ν2u ν2 =−|∂
−

ν u|2 ν.

Consequently, coming from �1 we have

|∇u|2 V · ν1− 2(V · ∇u)∂ν1u = |∂+ν u|2V · ν− 2(V · ν) |∂+ν u|2 =−|∂+ν u|2V · ν,

while, coming from �2,

|∇u|2 V · ν2− 2(V · ∇u)∂ν2u =−|∂−ν u|2V · ν+ 2(V · ν) |∂−ν u|2 = |∂−ν u|2V · ν.

Hence, if we apply the divergence theorem in (4-21), we obtain∫
�

|∇ut(y)|2 dy−
∫
�

|∇u(x)|2 dx

= t
∑

i∈{1,2}

∫
∂�i

[
|∇u(y)|2 V (y)·νi (y)−2(V (y)·∇u(y))∂νi u(y)

]
dHn−1(y)+o(t)

=−t
∫
(∂E)∩�

|∂+ν u(y)|2 V (y)·ν(y)dHn−1(y)+t
∫
(∂E)∩�

|∂−ν u(y)|2 V (y)·ν(y)dHn−1(y)+o(t). (4-22)
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Using this and (4-16), and also recalling the definition in (4-1), we conclude that

E�(ut , Et)− E�(u, E)=
∫
�

|∇ut(y)|2 dy−
∫
�

|∇u(x)|2 dx +8(Per?σ (Et , �))−8(Per?σ (E, �))

= t
∫
(∂E)∩�

(
|∂−ν u(y)|2− |∂+ν u(y)|2

)
V (y) · ν(y) dHn−1(y)

+ t8′(Per?σ (E, �))
∫
(∂E)∩�

H E
σ (x)V (x) · ν(x) dHn−1(x)+ o(t)

=−t
∫
(∂E)∩�

4(x)V (x) · ν(x) dHn−1(x)+ o(t).

This and (4-14) imply ∫
(∂E)∩�

4(x)V (x) · ν(x) dHn−1(x)= 0.

Since V is arbitrary, the latter identity and (4-1) imply that 4 vanishes in the whole of ∂E ∩�, which
completes the proof of Theorem 1.2.

5. Proof of Theorem 1.3

Energy of the harmonic replacement of a minimal solution. We start with a computation on the har-
monic replacement:

Lemma 5.1. Assume that (1-14) holds true. Let (u, E) be a minimal pair in �, with u > 0 a.e. in �c

and BRo b�. Let R ∈ (0, Ro] and u R be the function minimizing the Dirichlet energy in BR among all
the functions v such that v− u ∈ H 1

0 (BR). Then∫
BR

|∇u(x)−∇u R(x)|2 dx 6 C L Q Rn−σ

for some C > 0, possibly depending on Ro, n and σ , and L Q is the one introduced in (1-14).

Proof. We observe that u > 0 a.e. in Rn, thanks to Lemma 2.7. Hence u R > 0 a.e., by the classical
maximum principle, and therefore, taking u R := u in Bc

R , we see that (u R, E ∪ BR) is an admissible pair,
and an admissible competitor against (u, E). Therefore, by the minimality of (u, E),

06 E�(u R, E ∪ BR)− E�(u, E)

=

∫
BR

(
|∇u R(x)|2− |∇u(x)|2

)
dx +8(Per?σ (E ∪ BR, �))−8(Per?σ (E, �)). (5-1)

Now we use the subadditivity of the (either classical or fractional) perimeter (see, e.g., Proposition 3.38(d)
in [Ambrosio et al. 2000] when σ = 1 and formula (3.1) in [Dipierro et al. 2013] when σ ∈ (0, 1)) and
we remark that

Per?σ (E ∪ BR, �)6 Per?σ (E, �)+Per?σ (BR, �)6 Per?σ (E, �)+Perσ (BR,Rn)

= Per?σ (E, �)+ Rn−σ Perσ (B1,Rn)6 Q, (5-2)

in light of (1-16).



1342 SERENA DIPIERRO, ARAM KARAKHANYAN AND ENRICO VALDINOCI

Now we claim that

8(Per?σ (E ∪ BR, �))−8(Per?σ (E, �))6 C L Q Rn−σ. (5-3)

To prove it, we observe that if Per?σ (E ∪ BR, �) 6 Per?σ (E, �) then, by the monotonicity of 8 it
follows that 8(Per?σ (E ∪ BR, �)) 6 8(Per?σ (E, �)), which implies (5-3). Therefore, we can assume
that Per?σ (E ∪ BR, �) > Per?σ (E, �). Then, by (1-14), which can be utilized here in view of (5-2), and
using again the subadditivity of the (either classical or fractional) perimeter,

8(Per?σ (E ∪ BR, �))−8(Per?σ (E, �))6 L Q
∣∣Per?σ (E ∪ BR, �)−Per?σ (E, �)

∣∣
6 L Q Per?σ (BR, �)6 L Q Perσ (BR,Rn)6 C L Q Rn−σ.

This proves (5-3).
By (5-3) and (5-1) we obtain

C L Q Rn−σ >
∫

BR

(
|∇u(x)|2− |∇u R(x)|2

)
dx

=

∫
BR

(∇u(x)+∇u R(x)) · (∇u(x)−∇u R(x)) dx

=

∫
BR

(
∇u(x)−∇u R(x)+ 2∇u R(x)

)
· (∇u(x)−∇u R(x)) dx

=

∫
BR

|∇u(x)−∇u R(x)|2 dx + 2
∫

BR

∇u R(x) · (∇u(x)−∇u R(x)) dx

=

∫
BR

|∇u(x)−∇u R(x)|2 dx,

where the last equality follows from the fact that u R is harmonic in BR . The desired result is thus
established. �

Remark 5.2. From Lemma 5.1 it follows that the gradient of the minimizers locally belongs to the
Campanato space Lp,λ, with p := 2 and λ := n− σ , and thus to the Morrey space L2,n−σ. This and the
Poincaré inequality would give that the minimizers belong to the Campanato space L2,n+2−σ, and thus to
the Hölder space of continuous functions with exponents 1

2((n+ 2− σ)− n)= 1− 1
2σ . In any case, in

the forthcoming Section 6 we will provide an alternate approach to continuity results.

Estimate on the average of minimal solutions. Now we estimate the average in balls for minimal
solutions:

Lemma 5.3. Assume that (1-14) holds true. Let (u, E) be a minimal pair in �, with u > 0 a.e. in �c

and BRo(p)b�. Assume R ∈ (0, Ro] and p ∈ U0. Then

1
|BR(p)|

∫
BR(p)

u(x) dx 6 C
√

L Q R1−σ/2

for some C > 0, possibly depending on Ro, n and σ , and L Q is the one introduced in (1-14).
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Proof. By (1-13), we can take a sequence pk with

lim
k→+∞

u(pk)= 0. (5-4)

For any r ∈ (0, R] and for any k ∈ N, we define

ψ(r) := r−n
∫

Br (p)
u(x) dx and ψk(r) := r−n

∫
Br (pk)

u(x) dx .

We observe that
lim

k→+∞
ψk(r)= ψ(r). (5-5)

To check this, we let R > Ro, with BR(p) b � and we consider a continuous approximation of u
in L1(BR(p)). That is, we take continuous functions uε such that

lim
ε↘0

∫
BR(p)
|u(x)− uε(x)| dx = 0. (5-6)

For large k, we have Br (pk)⊆ BR(p), and so

rn
|ψk(r)−ψ(r)| =

∣∣∣∣∫
Br (pk)

u(x) dx −
∫

Br (p)
u(x) dx

∣∣∣∣
6

∣∣∣∣∫
Br (pk)

uε(x) dx −
∫

Br (p)
uε(x) dx

∣∣∣∣+ 2
∫

BR(p)
|u(x)− uε(x)| dx

=

∣∣∣∣∫
Br

(
uε(x + pk)− uε(x + p)

)
dx
∣∣∣∣+ 2

∫
BR(p)
|u(x)− uε(x)| dx .

Hence, taking the limit in k and using the dominated convergence theorem, we get

lim
k→+∞

rn
|ψk(r)−ψ(r)|6 2

∫
BR(p)
|u(x)− uε(x)| dx .

Then, we take the limit in ε and we obtain (5-5) from (5-6), as desired.
Now, we recall that u > 0 a.e. in Rn, thanks to Lemma 2.7. Thus, by Remark 2.6,

ψk(0) := lim
r↘0

ψk(r)= u(pk). (5-7)

Furthermore, using polar coordinates,

ψ ′k(r)=
d
dr

∫
B1

u(pk + r y) dy =
∫

B1

∇u(pk + r y) · y dy

=

∫ 1

0

[
tn
∫

Sn−1
∇u(pk + r tω) ·ω dHn−1(ω)

]
dt =

∫ 1

0

[
tn
∫
∂B1

∂νu(pk + r tω) dHn−1(ω)

]
dt,

(5-8)
where ν is the exterior normal of B1.

Now, for a fixed k∈N, we use the notation of Lemma 5.1 for the harmonic replacement ur in Br (pk)b�.
For ρ ∈ (0, r ], we define vr (x) := ur (pk + ρx) and we observe that, for any x ∈ B1, we have 1vr (x)=
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ρ21ur (pk + ρx)= 0, and so

0=
∫

B1

1vr (x) dx =
∫
∂B1

∂νvr (ω) dHn−1(ω)= ρ

∫
∂B1

∂νur (pk + ρω) dHn−1(ω).

We take ρ := r t and we insert this into (5-8). In this way, we obtain

ψ ′k(r)=
∫ 1

0

[
tn
∫
∂B1

(
∂νu(pk + r tω)− ∂νur (pk + r tω)

)
dHn−1(ω)

]
dt.

That is, switching from polar to Cartesian coordinates and making the change of variable y := pk + r x ,

ψ ′k(r)=
∫

B1

x ·
(
∇u(pk + r x)−∇ur (pk + r x)

)
dx = r−(n+1)

∫
Br (pk)

(y− pk) · (∇u(y)−∇ur (y)) dy.

Hence, using the Hölder inequality and Lemma 5.1,

ψ ′k(r)6 r−n
∫

Br (pk)

|∇u(y)−∇ur (y)| dy 6 C r−n/2
(∫

Br (pk)

|∇u(y)−∇ur (y)|2 dy
)1/2

6 C
√

L Q r−σ/2

for some C > 0. This and (5-7) give

ψk(R)− u(pk)= ψk(R)−ψk(0)=
∫ R

0
ψ ′k(r) dr 6 C

√
L Q

∫ R

0
r−σ/2 6 C

√
L Q R1−σ/2,

up to renaming constants. Hence, making use of (5-4) and (5-5), we find that

ψ(R)6 C
√

L Q R1−σ/2,

which is the desired claim. �

Completion of the proof of Theorem 1.3. We recall that u > 0 a.e. in Rn, thanks to Lemma 2.7. In
particular, u is subharmonic, thanks to Lemma 2.5, and thus

1
|Bρ |

∫
Bρ(x)

u(y) dy > u(x) (5-9)

for small ρ > 0. Now we take x ∈�, with |x | suitably small, and we define R := |x |. Notice that BR(x)⊆
B2R and therefore, since u > 0, ∫

BR(x)
u(y) dy 6

∫
B2R

u(y) dy. (5-10)

In addition, by applying Lemma 5.3 in B2R , we find that

1
Rn

∫
B2R

u(y) dy 6 C
√

L Q R1−σ/2.

As a result, exploiting (5-9) and (5-10),

u(x)6
C
Rn

∫
BR(x)

u(y) dy 6
C
Rn

∫
B2R

u(y) dy 6 C
√

L Q R1−σ/2
= C
√

L Q |x |1−σ/2,

up to renaming constants. This proves Theorem 1.3.
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6. Proof of Corollary 1.4

To prove Corollary 1.4, it is useful to point out a strengthening of Lemma 2.4 in which one replaces the
condition on the infimum with a pointwise condition (this refinement is possible by virtue of Theorem 1.3):

Lemma 6.1. Let the assumptions of Corollary 1.4 hold true. Let (u, E) be a minimal pair in�, with u> 0.
Let U b� be an open set with u > 0 in U. Then u is harmonic in U.

Proof. Let U ′ bU be open. The claim is proved if we show that u is harmonic in U ′. To this aim, we
claim that

inf
U ′

u > 0. (6-1)

We argue for a contradiction, assuming that this infimum is equal to 0. Then, recalling (1-13), we have
that there exists x? ∈U ′ ∩U0. In particular, since x? ∈U ′ ⊂U, we know that

u(x?) > 0. (6-2)

On the other hand, by Theorem 1.3, for small y,

u(x?+ y)6 C
√

L Q |y|1−σ/2.

As a result, recalling Remark 2.6,

u(x?)= u+(x?)= lim
ε↘0

1
|Bε |

∫
Bε

u+(x?+ y) dy 6 C
√

L Q lim
ε↘0

1
|Bε |

∫
Bε
|y|1−σ/2 dy = 0.

This is in contradiction with (6-2) and so we have proved (6-1).
Then, in light of (6-1), we fall under the assumptions of Lemma 2.4, which in turn implies the desired

claim. �

First we recall that u > 0 a.e. in Rn, thanks to Lemma 2.7. Also we know that u is subharmonic in �
(recall Lemma 2.5) and therefore, by the classical maximum principle,

u(x)6 M (6-3)

for any x ∈�. Also, we may suppose that

there exists qo ∈ B3R/10 such that u(qo)= 0. (6-4)

Indeed, if this does not hold, then u is harmonic in B3R/10, due to Lemma 6.1, and thus

sup
BR/4

|∇u|6
C
R

sup
B3R/10

u 6
C M

R

for some C > 0, where we also used (6-3) in the latter inequality. This implies

|u(x)− u(y)|6
C M

R
|x − y|6

C M
R1−σ/2 |x − y|1−σ/2,

which gives the desired result in this case.
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Hence, from now on, we can suppose that (6-4) holds true. We fix x 6= y ∈ BR/4 and we define d(x)
to be the distance from x to the set {u = 0}; we define d(y) analogously. By (6-4), we know that d(x),
d(y) ∈

[
0, 3

5 R
]
. We distinguish two cases:

Case 1: |x − y|> 1
2 max{d(x), d(y)}.

Case 2: |x − y|< 1
2 max{d(x), d(y)}.

First, we deal with Case 1. In this case, we use Theorem 1.3 and we have

|u(x)|6 C
√

L Q (d(x))1−σ/2 and |u(y)|6 C
√

L Q (d(y))1−σ/2.

As a consequence,

|u(x)− u(y)|6 |u(x)| + |u(y)|6 C
√

L Q
(
(d(x))1−σ/2+ (d(y))1−σ/2

)
.

Then, the assumption of Case 1 implies

|u(x)− u(y)|6 C
√

L Q |x − y|1−σ/2,

up to renaming constants, which gives the desired result in this case.
Now we consider Case 2. In this case, up to exchanging x and y, we have

06 2|x − y|< d(x)=max{d(x), d(y)} (6-5)

and u > 0 in Bd(x)(x). Then, by Lemma 6.1, we know that u is harmonic in Bd(x)(x) and thus

sup
B9d(x)/10(x)

|∇u|6
C

d(x)
sup

Bd(x)(x)
u (6-6)

for some C > 0.
Now, we prove

sup
Bd(x)(x)

u 6 C
√

L Q (d(x))1−σ/2 (6-7)

for some C > 0. For this, take η ∈ Bd(x)(x). By construction, there exists ζ ∈ Bd(x)(x) such that u(ζ )= 0.
Accordingly, we have |η− ζ |6 |η− x | + |x − ζ |6 2d(x), and then, by Theorem 1.3,

u(η)6 C
√

L Q |η− ζ |
1−σ/2 6 C

√
L Q (d(x))1−σ/2,

up to renaming C > 0, and this establishes (6-7).
Thus, exploiting (6-6) and (6-7), and possibly renaming constants, we obtain that

sup
B9d(x)/10(x)

|∇u|6 C
√

L Q (d(x))−σ/2.

Notice now that y ∈ Bd(x)/2(x)⊂ B9d(x)/10(x), thanks to (6-5); therefore

|u(x)− u(y)|6 C
√

L Q (d(x))−σ/2 |x − y|6 C
√

L Q |x − y|1−σ/2,

up to renaming constants. This establishes the desired result also in Case 2 and so the proof of Corollary 1.4
is now completed.
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7. Proof of Theorem 1.5

The proof is based on a measure theoretic argument that was used, in different forms, in [Caffarelli et al.
2015; Dipierro and Valdinoci 2016], but unlike the proof in the existing literature, we cannot use here the
scaling properties of the functional: namely, the existing proofs can always reduce to the unit ball, since
the rescaled minimal pair is a minimal pair for the rescaled functional, whereas this procedure fails in our
case (as stressed for instance by Theorem 1.1). For this reason, we need to perform a measure-theoretic
argument which works at every scale. To this end, for any r ∈ (0, R) we define

V (r) := |Br \ E | and a(r) :=Hn−1((∂Br ) \ E)
and we observe that

V (r)=
∫ r

0
a(t) dt; (7-1)

see, e.g., formula (13.3) in [Maggi 2012].
The proof of Theorem 1.5 is by contradiction: we suppose that, for some ro ∈

(
0, 1

2 R
)
, we have

V (ro)= |Bro \ E |6 δrn
o (7-2)

and we derive a contradiction if δ > 0 is sufficiently small. We recall that u > 0 a.e. in Rn, due to
Lemma 2.7, and we define

A := Br \ E .

We observe that (u, E ∪ A) is admissible, since (E ∪ A)c = Ec
∩ Ac

⊆ Ec. Then, by the minimality
of (u, E), we obtain

06 E�(u, E ∪ A)− E�(u, E)=8(Per?σ (E ∪ A, �))−8(Per?σ (E, �)). (7-3)

Now, by the subadditivity of the (either classical or fractional) perimeter (see, e.g., Proposition 3.38(d) in
[Ambrosio et al. 2000] when σ = 1 and formula (3.1) in [Dipierro et al. 2013] when σ ∈ (0, 1)), we have

Per?σ (E ∪ A, �)= Per?σ (E ∪ Br , �)6 Per?σ (E, �)+Per?σ (Br , �)

6 Per?σ (E, �)+Perσ (Br ,Rn)6 Per?σ (E, �)+ Rn−σ Perσ (B1,Rn).

Then, both Per?σ (E, �) and Per?σ (E ∪ A, �) are bounded by P, as defined in (1-18), and so they lie in the
invertibility range of 8, as prescribed by (1-19). This observation and (7-3) imply

Per?σ (E, �)6 Per?σ (E ∪ A, �). (7-4)
Now we claim that

Perσ (E, �)6 Perσ (E ∪ A, �). (7-5)

Indeed, if σ ∈ (0, 1), then (7-5) is simply (7-4). If instead σ = 1, we notice that E \ Br = (E ∪ A) \ Br

and so we use (2-2), (2-3) and (7-4) to obtain

06 Per?σ (E ∪ A, �)−Per?σ (E, �)

= Perσ (E ∪ A, Br )−Perσ (E, Br )= Perσ (E ∪ A, �)−Perσ (E, �),

which establishes (7-5).
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Now we use the (either classical or fractional) isoperimetric inequality in the whole of Rn (see, e.g.,
Theorem 3.46 in [Ambrosio et al. 2000] when σ = 1, and [Frank et al. 2008], or Corollary 25 in [Caffarelli
and Valdinoci 2011] when σ ∈ (0, 1)); in this way, we have

(V (r))(n−σ)/n
= |Br \ E |(n−σ)/n

= |A|(n−σ)/n 6 C Perσ (A,Rn) (7-6)

for some C > 0.
Now we claim that, for a.e. r ∈ (0, R),

Perσ (A,Rn)6

{
C a(r) if σ = 1,
C
∫ r

0 a(ρ)(r − ρ)−σ dρ if σ ∈ (0, 1)
(7-7)

for some C > 0 (up to renaming C). First we prove (7-7) when σ = 1. For this, we write the perimeter
of E in term of the Gauss–Green measure µE (see Remark 12.2 in [Maggi 2012]), we use the additivity
of the measures on disjoint sets and we obtain

Per(E, Br )+Per(E, � \ Br )= |µE |(Br )+ |µE |(� \ Br )

6 |µE |(Br )+ |µE |(� \ Br )= |µE |(�)= Per(E, �). (7-8)

Now we prove that, for a.e. r ∈ (0, R), we have

Hn−1((∂Br ) \ E)= Per(Br \ E, �)−Per(E, Br ). (7-9)

For this scope, we make use of the property of the Gauss–Green measure with respect to the intersection
with balls (see formula (15.14) in Lemma 15.12 of [Maggi 2012], applied here to the complement of E).
In this way, we see

Hn−1((∂Br ) \ E)=Hn−1((∂Br )∩ Ec
∩�)=Hn−1∣∣

Ec∩(∂Br )
(�)

= |µEc∩Br |(�)− |µEc |
∣∣

Br
(�)

= Per(Ec
∩ Br , �)− |µEc |(Br ∩�)

= Per(Ec
∩ Br , �)− |µEc |(Br )

= Per(Ec
∩ Br , �)−Per(Ec, Br ).

From this and the fact that Per(Ec, Br )= Per(E, Br ) (see, for instance, Proposition 3.38(d) in [Ambrosio
et al. 2000]), we obtain that (7-9) holds true.

Now we claim that, for a.e. r ∈ (0, R), we have

Per(E ∪ Br , Br )=Hn−1((∂Br ) \ E). (7-10)

Since it is not easy to find a complete reference for such formula in the literature, we try to give here an
exhaustive proof. To this end, given a set F and t ∈ [0, 1], we denote by F (t) the set of points of density t
of F (see, e.g., Example 5.17 in [Maggi 2012]), that is,

F (t) :=
{

x ∈ Rn
: lim

r→0

|F ∩ Br (x)|
|Br |

= t
}
.
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With this notation, we observe that B(0)r = Rn
\ Br , and thus

B(0)r ∩ Br =∅. (7-11)

We denote by ∂∗ the reduced boundary of a set of locally finite perimeter (see, e.g., formula (15.1) in
[Maggi 2012]); we recall that for any x ∈ ∂∗E one can define the measure-theoretic outer unit normal to E ,
which we denote by νE . We also recall that, by De Giorgi’s structure theorem (see, e.g., formula (15.10)
in [Maggi 2012]),

|µE | =Hn−1∣∣
∂∗E . (7-12)

We also set

Nr := {x ∈ (∂∗E)∩ (∂Br ) : νE = νBr }.

We claim that, for a.e. r ∈ (0, R),

Hn−1(Nr )= 0. (7-13)

To check this, for any k ∈ N we define

βk :=

{
r ∈ (0, R) :Hn−1(Nr )>

1
k

}
.

Then, if r ∈ βk , by (7-12) we have

|µE |(∂Br )=Hn−1∣∣
∂∗E(∂Br )=Hn−1((∂∗E)∩ (∂Br ))>Hn−1(Nr )>

1
k
.

As a consequence, if r1, . . . , rj ∈ βk and r ∈ (0, R), we obtain

Per(E, BR)= |µE |(BR)> |µE |

( j⋃
i=1

(∂Bri )

)
=

j∑
i=1

|µE |(∂Bri )>
j
k
,

that is, j 6 k Per(E, BR).
This says that βk has a finite (indeed less than k Per(E, BR)) number of elements. Thus the following

set is countable (and so is of measure zero):

+∞⋃
k=1

βk = {r ∈ (0, R) :Hn−1(Nr ) > 0} = {r ∈ (0, R) : (7-13) does not hold}.

This proves (7-13).
Now we use the known formula about the perimeter of the union. For instance, exploiting for-

mula (16.12) of [Maggi 2012] (used here with F = Br and G := Br ) we have

Per(E ∪ Br , Br )= Per(E, B(0)r ∩ Br )+Per(Br , E (0) ∩ Br )+Hn−1(Nr ∩ Br ).

In particular, using (7-11) and (7-13), we obtain

Per(E ∪ Br , Br )= Per(Br , E (0) ∩ Br ) (7-14)
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for a.e. r ∈ (0, R). On the other hand, Br is a smooth set and so (see, e.g., Example 12.6 in [Maggi 2012])
we have

Per(Br , E (0) ∩ Br )=Hn−1(E (0) ∩ Br ∩ (∂Br ))=Hn−1(E (0) ∩ (∂Br )),

and so (7-14) becomes
Per(E ∪ Br , Br )=Hn−1(E (0) ∩ (∂Br )). (7-15)

Now we set
S := (E (0) \ Ec)∪ (Ec

\ E (0))

and we remark that |S| = 0 (see, e.g., formula (5.19) in [Maggi 2012]). Then, also |S∩ Br | = 0. Therefore
(see, e.g., Remark 12.4 in [Maggi 2012]) we get that Per(S,Rn) = 0 = Per(S ∩ Br ,Rn) and then (see,
e.g., formula (15.15) in [Maggi 2012]) for a.e. r ∈ (0, R) we obtain

Hn−1(S ∩ (∂Br ))= Per(S ∩ Br ,Rn)−Per(S, Br )= 0,

and so, as a consequence,
Hn−1(E (0) ∩ (∂Br ))=Hn−1(Ec

∩ (∂Br )).

Now we combine this and (7-15) and we finally complete the proof of (7-10).
Now we show that, for a.e. r ∈ (0, R),

Per(E ∪ Br , �)−Per(E, � \ Br )= Per(Br \ E, �)−Per(E, Br ). (7-16)

To prove this, we notice that (E ∪ Br ) \ Br = E \ Br , and so we use Lemma 2.2 to see

Per(E ∪ Br , �)−Per(E, �)= Per(E ∪ Br , Br )−Per(E, Br ).

As a consequence,

Per(E ∪ Br , �)−Per(E, � \ Br )= Per(E ∪ Br , Br )−Per(E, Br )+Per(E, �)−Per(E, � \ Br )

= Per(E ∪ Br , Br )− |µE |(Br )+ |µE |(�)− |µE |(� \ Br )

= Per(E ∪ Br , Br ),

thanks to the additivity of the Gauss–Green measure µE . Then, we use (7-10) and we obtain

Per(E ∪ Br , �)−Per(E, � \ Br )=Hn−1((∂Br ) \ E).

Then, we exploit (7-9) and we complete the proof of (7-16).
Now we observe that, using (7-9) and (7-16), we obtain, for a.e. r ∈ (0, R),

Per(E ∪ Br , �)= Per(E, � \ Br )+Hn−1((∂Br ) \ E). (7-17)

Now, putting together (7-8) and (7-17), and noticing that E ∪ Br = E ∪ A, we have

Per(E, Br )6 Per(E, �)−Per(E, � \ Br )

= Per(E, �)−Per(E ∪ Br , �)+Hn−1((∂Br ) \ E)

= Per(E, �)−Per(E ∪ A, �)+Hn−1((∂Br ) \ E).
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Therefore, recalling (7-5) (used here with σ = 1), we conclude that

Per(E, Br )6Hn−1((∂Br ) \ E). (7-18)

Now we take r ′ ∈ (r, R) and we observe that Br b Br ′ b �. Also, we see that A \ Br ′ = ∅; thus, by
Lemma 2.2 (applied here with F :=∅),

Per(A,Rn)= Per(A, Br ′)6 Per(A, �)= Per(Br \ E, �).

As a consequence of this and of (7-16), we obtain

Per(A,Rn)6 Per(E ∪ Br , �)−Per(E, � \ Br )+Per(E, Br ).

Hence, in light of (7-17) and (7-18),

Per(A,Rn)6 2Hn−1((∂Br ) \ E)= 2a(r).

This completes the proof of (7-7) when σ = 1.
When σ ∈ (0, 1), to prove (7-7) we use a modification of the argument contained in formulas (5.8)–(5.12)

in [Dipierro and Valdinoci 2016]. We first observe that

Perσ (E, �)−Perσ (E ∪ A, �)= L(A, E)− L(A, (E ∪ A)c).

As a consequence,

Perσ (A,Rn)= L(A, Ac)= L(A, E)+ L(A, (E ∪ A)c)

= 2L(A, (E ∪ A)c)+Perσ (E, �)−Perσ (E ∪ A, �).

This and (7-5) give
Perσ (A,Rn)6 2L(A, (E ∪ A)c)6 2L(A, Bc

r ). (7-19)

Now we recall that A ⊆ Br and so, using the change of coordinates ζ := x − y, we obtain

L(A, Bc
r )=

∫
A×Bc

r

dx dy
|x − y|n+σ

6
∫
{(x,ζ )∈A×Rn :|ζ |>r−|x |}

dx dζ
|ζ |n+σ

6 C
∫

A

[∫
+∞

r−|x |

ρn−1 dρ
ρn+σ

]
dx 6 C

∫
A

dx
(r − |x |)σ

. (7-20)

Now we use the coarea formula (see, e.g., Theorem 2 on page 117 of [Evans and Gariepy 1992], applied
here in codimension 1 to the functions f (x)= |x | and g(x) := χA(x)/(r − |x |)σ ), and we deduce that∫

A

dx
(r − |x |)σ

=

∫
R

[∫
∂Bt

χA(x)
(r − |x |)σ

dHn−1(x)
]

dt

=

∫ r

0

[∫
∂Bt

χEc(x)
(r − t)σ

dHn−1(x)
]

dt =
∫ r

0

Hn−1(Ec
∩ (∂Bt))

(r − t)σ
dt =

∫ r

0

a(t)
(r − t)σ

dt.

This and (7-20) imply

L(A, Bc
r )6 C

∫ r

0

a(t)
(r − t)σ

dt.
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Inserting this into (7-19) we get

Perσ (A,Rn)6 C
∫ r

0

a(t)
(r − t)σ

dt,

which gives the desired claim in (7-7) when σ ∈ (0, 1).
Using (7-6) and (7-7), and possibly renaming constants, we conclude that, for a.e. r ∈ (0, R),

(V (r))(n−σ)/n 6

{
C a(r) if σ = 1,
C
∫ r

0 a(ρ)(r − ρ)−σ dρ if σ ∈ (0, 1).
(7-21)

Our next goal is to show that, for any t ∈
[ 1

4 ,
1
2

]
, we have∫ tro

ro/4
(V (r))(n−σ)/n dr 6 Ct1−σ r1−σ

o V (tro) (7-22)

for some C > 0. To prove this, we integrate (7-21) in r ∈
[ 1

4ro, tro
]
. Then, when σ = 1, we obtain (7-22)

directly from (7-1). If instead σ ∈ (0, 1), we obtain∫ tro

ro/4
(V (r))(n−σ)/n dr 6 C

∫ tro

ro/4

[∫ r

0
a(ρ)(r − ρ)−σ dρ

]
dr

6 C
∫ tro

0

[∫ tro

ρ

a(ρ)(r − ρ)−σ dr
]

dρ =
C

1− σ

∫ tro

0
a(ρ)(tro− ρ)

1−σ dρ

6
C

1− σ

∫ tro

0
a(ρ)(tro)

1−σ dρ =
C (tro)

1−σ

1− σ
V (tro),

where we used (7-1) in the last identity. This completes the proof of (7-22), up to renaming the constants.
Now we define tk := 1

4 +
1
2k for any k > 2. Let also wk := r−n

o V (tkro). Notice that tk+1 >
1
4 . Then we

use (7-22) with t := tk and we obtain

Ct1−σ
k r1−σ

o V (tkro)>
∫ tkro

ro/4
(V (r))(n−σ)/n dr >

∫ tkro

tk+1ro

(V (r))(n−σ)/n dr.

Thus, since V ( · ) is monotone,

Ct1−σ
k r1−σ

o V (tkro)> (tkro− tk+1ro)(V (tk+1ro))
(n−σ)/n

=
ro

2k+1 (V (tk+1ro))
(n−σ)/n.

This can be written as

w
(n−σ)/n
k+1 = rσ−n

o (V (tk+1ro))
(n−σ)/n 6 2k+1 C t1−σ

k r−n
o V (tkro)= 2k+1 C t1−σ

k wk .

Consequently, using that tk 6 1 and possibly renaming C > 0, we obtain

w
(n−σ)/n
k+1 6 Ckwk . (7-23)

Also, we have t2 = 1
2 and thus

w2 = r−n
o V

( 1
2ro
)
6 r−n

o V (ro)6 δ,
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in view of (7-2). Then, if δ > 0 is sufficiently small, we have wk→ 0 as k→+∞ (see, e.g., formula (8.18)
in [Dipierro et al. 2014] for explicit bounds). This and the fact that tk > 1

4 say that

0= lim
k→+∞

r−n
o V (tkro)= lim

k→+∞
r−n

o |Btkro \ E |> r−n
o |Bro/4 \ E |.

Hence, we have |Bro/4\E | = 0, in contradiction with the assumption that 0∈ ∂E (in the measure-theoretic
sense). The proof of Theorem 1.5 is thus complete.

8. Proof of Theorem 1.6

By Lemma 2.7, we have

u > 0 a.e. in Rn. (8-1)

For any r ∈ (0, R) we define

V (r) := |Br ∩ E | and a(r) :=Hn−1((∂Br )∩ E),

and we observe that

V (r)=
∫ r

0
a(t) dt; (8-2)

see, e.g., formula (13.3) in [Maggi 2012].
The proof of Theorem 1.6 is obtained by a contradiction argument. Namely, we suppose that, for

some ro ∈
(
0, 1

2 R
)

we have

V (ro)= |Bro ∩ E |6 δ∗rn
o , (8-3)

and we derive a contradiction if δ∗ > 0 is sufficiently small.
We let A := Br ∩ E . Let also ṽ be the minimizer of the Dirichlet energy in Bro among all the possible

candidates v : Rn
→ R such that v = u outside Bro , v− u ∈ H 1

0 (Bro) and v = 0 a.e. in Ec
∪ A (for the

existence and the uniqueness of such harmonic replacement see, e.g., page 481 in [Athanasopoulos et al.
2001]). By (8-1) and Lemma 2.3 in [Athanasopoulos et al. 2001] we have

ṽ > 0 a.e. in Rn. (8-4)

Now we set F := E \ A. We observe that ṽ = 0 a.e. in Fc
= Ec

∪ A by construction. This and (8-4) give
that (ṽ, F) is an admissible pair, and recall also that ṽ− u ∈ H 1

0 (Bro)⊆ H 1
0 (�). Hence, the minimality

of (u, E) gives

06 E�(ṽ, F)− E�(u, E)=
∫
�

|∇ṽ(x)|2 dx −
∫
�

|∇u(x)|2 dx +8(Per?σ (F, �))−8(Per?σ (E, �)).

Using this and the fact that ṽ and u coincide outside Bro , we obtain

8(Per?σ (E, �))−8(Per?σ (F, �))6
∫

Bro

|∇ṽ(x)|2 dx −
∫

Bro

|∇u(x)|2 dx . (8-5)
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Now we take w̃ to be the minimizer of the Dirichlet energy in Bro among all the functions w : Rn
→ R

such that w = u outside Bro , w− u ∈ H 1
0 (Bro) and w = 0 a.e. in Ec. We remark that u is a competitor

with such w̃ and therefore ∫
Bro

|∇w̃(x)|2 dx 6
∫

Bro

|∇u(x)|2 dx .

Plugging this into (8-5), we deduce that

8(Per?σ (E, �))−8(Per?σ (F, �))6
∫

Bro

|∇ṽ(x)|2 dx −
∫

Bro

|∇w̃(x)|2 dx .

This and Lemma 2.3 in [Caffarelli et al. 2015] imply

8(Per?σ (E, �))−8(Per?σ (F, �))6 C ro
−2
|A|‖w̃‖2L∞(Bro )

. (8-6)

Since, by Lemma 2.3 in [Athanasopoulos et al. 2001], we know that w̃ > 0 a.e. in Rn and is subharmonic,
we have that w in Bro takes its maximum along ∂Bro , where it coincides with u. Hence

‖w̃‖L∞(Bro )
6 sup
∂Bro

u. (8-7)

Now we observe that condition (1-20) allows us to use Theorem 1.3, which gives

sup
∂Bro

u 6 C
√

L Q r1−σ/2
o

for some C > 0. Hence (8-7) gives

‖w̃‖L∞(Bro )
6 C
√

L Q ro
1−σ/2.

Thus, recalling (8-6), and possibly renaming constants, we conclude that

8(Per?σ (E, �))−8(Per?σ (F, �))6 C ro
−σ
|A|L Q . (8-8)

Now we claim that

Perσ (E, �)−Perσ (F, �)6 C c−1
o ro

−σ
|A|L Q, (8-9)

where co > 0 is the one introduced in (1-21). To check this, we may suppose that λ1 := Perσ (E, �) >
Perσ (F, �)=: λ2, otherwise we are done. Then, by (1-22), both λ1 and λ2 belong to [0, Q]; therefore we
can make use of (1-21) and obtain

8(Per?σ (E, �))−8(Per?σ (F, �))=8(λ1)−8(λ2)

=

∫ λ1

λ2

8′(t) dt > co(λ1− λ2)= co
(
Per?σ (E, �)−Per?σ (F, �)

)
,

and then it follows from (8-8) that

Per?σ (E, �)−Per?σ (F, �)6 C c−1
o ro

−σ
|A|L Q . (8-10)
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Now we observe that E \ Br = F \ Br ; therefore, using (2-2) and (2-3), we see that

Per?σ (E, �)−Per?σ (F, �)= Perσ (E, Br )−Perσ (F, Br )= Perσ (E, �)−Perσ (F, �).

Putting together this and (8-10) we obtain (8-9).
Now we show that, for a.e. r ∈ (0, ro),

Perσ (A,Rn)6

{
C
(
a(r)+ c−1

o ro
−σ
|A|L Q

)
if σ = 1,

C
(∫ r

0 a(ρ)(r − ρ)−σ dρ+ c−1
o ro

−σ
|A|L Q

)
if σ ∈ (0, 1).

(8-11)

To prove (8-11) we distinguish the cases σ = 1 and σ ∈ (0, 1). If σ = 1, we notice that A \ Br =

(Br ∩ E) \ Br =∅; hence, by Lemma 2.2, we have

Per(A,Rn)= Per(A, Br )= Per(E ∩ Br , Br ).

Hence we use the formula for the perimeter associated with the intersection with balls (see, e.g., (15.14)
in Lemma 15.12 of [Maggi 2012]) and we obtain

Per(A,Rn)= |µE∩Br |(Br )=Hn−1∣∣
E∩(∂Br )

(Br )+ |µE |
∣∣

Br
(Br )

=Hn−1(E ∩ (∂Br )∩ Br )+Per(E, Br ∩ Br )

=Hn−1(E ∩ (∂Br ))+Per(E, Br ). (8-12)

On the other hand, we have (E \ Br )
c
= Ec

∪ Br ; hence (see, e.g., formula (16.11) in [Maggi 2012]) we
obtain that Per(E \ Br , Br )= Per(Ec

∪ Br , Br ) for a.e. r ∈ (0, ro). Hence, by Lemma 2.2,

Per(E, �)−Per(F, �)= Per(E, Br )−Per(F, Br )

= Per(E, Br )−Per(E \ Br , Br )= Per(E, Br )−Per(Ec
∪ Br , Br ) (8-13)

for a.e. r ∈ (0, ro). Moreover (see, e.g., formula (7-10), applied here to the complementary set), we have

Per(Ec
∪ Br , Br )=Hn−1((∂Br )∩ E),

so we can write (8-13) as

Per(E, �)−Per(F, �)= Per(E, Br )−Hn−1((∂Br )∩ E).

In particular

Per(E, Br )6 Per(E, Br )= Per(E, �)−Per(F, �)+Hn−1((∂Br )∩ E).

Then we insert this information into (8-12) and we obtain

Per(A,Rn)6 2Hn−1(E ∩ (∂Br ))+Per(E, �)−Per(F, �).

Now we recall (8-9), which completes the proof of (8-11) when σ = 1, and focus on the case σ ∈ (0, 1).
For this, we use (1-1) and we see that

Perσ (E, �)−Perσ (F, �)= Perσ (E, �)−Perσ (E \ A, �)= L(A, Ec)− L(A, E \ A).
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Therefore

Perσ (A,Rn)= L(A, Ac)= L(A,Ec)+L(A,E\A)=Perσ (E,�)−Perσ (F,�)+2L(A,E\A). (8-14)

Now we use the fact that A ⊆ Br and the change of coordinates ζ := x − y to write

L(A, E \ A)6 L(A, Bc
r )=

∫
A×Bc

r

dx dy
|x − y|n+σ

6
∫
{(x,ζ )∈A×Rn :|ζ |>r−|x |}

dx dζ
|ζ |n+σ

6 C
∫

A

[∫
+∞

r−|x |

ρn−1 dρ
ρn+σ

]
dx 6 C

∫
A

dx
(r − |x |)σ

. (8-15)

Now we observe that, by the coarea formula (see, e.g., Theorem 2 on page 117 of [Evans and Gariepy
1992], applied here in codimension 1 to the functions f (x)= |x | and g(x) := χA(x)/(r − |x |)σ ),∫

A

dx
(r − |x |)σ

=

∫
R

[∫
∂Bt

χA(x)
(r − |x |)σ

dHn−1(x)
]

dt

=

∫ r

0

[∫
∂Bt

χE(x)
(r − t)σ

dHn−1(x)
]

dt =
∫ r

0

Hn−1(E ∩ (∂Bt))

(r − t)σ
dt =

∫ r

0

a(t)
(r − t)σ

dt.

This and (8-15) give

L(A, E \ A)6 C
∫ r

0

a(t)
(r − t)σ

dt.

So we substitute this and (8-9) into (8-14) and we complete the proof of (8-11) when σ ∈ (0, 1).
Now we recall that |A| = V (r) and we use the (either classical or fractional) isoperimetric inequality in

the whole of Rn (see, e.g., Theorem 3.46 in [Ambrosio et al. 2000] when σ = 1, and [Frank et al. 2008],
or Corollary 25 in [Caffarelli and Valdinoci 2011] when σ ∈ (0, 1)) and we deduce from (8-11) that, for
a.e. r ∈ (0, ro),

(V (r))(n−σ)/n
= |A|(n−σ)/n 6

{
C
(
a(r)+ c−1

o ro
−σ V (r)L Q

)
if σ = 1,

C
(∫ r

0 a(ρ)(r − ρ)−σ dρ+ c−1
o ro

−σ V (r)L Q
)

if σ ∈ (0, 1),
(8-16)

up to renaming C > 0. Now we recall (8-3) and we notice that, if r ∈ (0, ro),

c−1
o ro

−σ V (r)L Q 6 c−1
o ro

−σ (V (r))(n−σ)/n (V (ro))
σ/n L Q 6 δ

σ/n
∗

c−1
o (V (r))(n−σ)/n L Q .

This means that, if δ∗ > 0 is small enough, or more precisely if

δσ/n
∗

c−1
o L Q 6

1
2C
, (8-17)

we can reabsorb4 one term in the left-hand side of (8-16): in this way, possibly renaming constants, we
obtain that, for a.e. r ∈ (0, ro),

(V (r))(n−σ)/n 6

{
C a(r) if σ = 1,
C
∫ r

0 a(ρ)(r − ρ)−σ dρ if σ ∈ (0, 1).

4It is interesting to point out that the possibility of absorbing the term C c−1
o ro

−σ V (r)L Q into the left-hand side of (8-16)
crucially depends on the fact that the power produced by the (either classical or fractional) isoperimetric inequality and the one
given by the growth result in Theorem 1.3 match together in the appropriate way.
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This implies that, for any t ∈
[1

4 ,
1
2

]
, we have∫ tro

ro/4
(V (r))(n−σ)/n dr 6 Ct1−σ r1−σ

o V (tro) (8-18)

for some C>0. Indeed, the proof of (8-18) is obtained in the same way as that of (7-22) (the only difference
is that here one has to use (8-2) in lieu of (7-1)). Then, one defines tk := 1

4 +
1
2k and wk := r−n

o V (tkro)

and observes that
w
(n−σ)/n
k+1 6 Ckwk . (8-19)

Indeed, (8-19) can be obtained as in the proof of (7-23) (but using here (8-18) instead of (7-22)).
Furthermore

w2 = r−n
o V

( 1
2ro
)
6 δ∗,

thanks to (8-3). This says that

if δ∗ > 0 is sufficiently small (with respect to a universal constant), (8-20)

then wk→ 0 as k→+∞ (see formula (8.18) in [Dipierro et al. 2014] for explicit bounds). Thus

0= lim
k→+∞

r−n
o V (tkro)= lim

k→+∞
r−n

o |Btkro ∩ E |> r−n
o |Bro/4 ∩ E |.

This is in contradiction with the assumption that 0 ∈ ∂E (in the measure-theoretic sense) and so the proof
of Theorem 1.6 is finished. We stress that the explicit condition in (1-23) comes from (8-17) and (8-20).
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GLOBAL WELL-POSEDNESS OF THE MHD EQUATIONS
IN A HOMOGENEOUS MAGNETIC FIELD

DONGYI WEI AND ZHIFEI ZHANG

We study the MHD equations with small viscosity and resistivity coefficients, which may be different.
This is a typical setting in high temperature plasmas. It was proved that the MHD equations are globally
well-posed if the initial velocity is close to 0 and the initial magnetic field is close to a homogeneous
magnetic field in the weighted Hölder spaces. The main novelty is that the closeness is independent of the
dissipation coefficients.

1. Introduction

We consider the incompressible magnetohydrodynamics (MHD) equations in Œ0; T /��, with �� Rd,8<:
@tv� � �vC v � rvCrp D b � rb;

@tb���bC v � rb D b � rv;

div v D div b D 0;
(1-1)

where v denotes the velocity field and b denotes the magnetic field, � � 0 is the viscosity coefficient, and
�� 0 is the resistivity coefficient. If � D �D 0, (1-1) consists of the so-called ideal MHD equations; if
� > 0 and b D 0, (1-1) is reduced to the Navier–Stokes equations. We refer to [Sermange and Temam
1983] for a mathematical introduction to the MHD equations.

It is well known that the 2-dimensional MHD equations with full viscosities (i.e., � > 0 and � > 0)
have a global smooth solution. In the general case, the question of whether a smooth solution of the MHD
equations develops a singularity in finite time is basically open [Sermange and Temam 1983; Cordoba
and Fefferman 2001]. Recently, Cao and Wu [2011] studied the global regularity of the 2-dimensional
MHD equations with partial dissipation and magnetic diffusion. We refer to [Cao et al. 2013; Chemin
et al. 2016; Fefferman et al. 2014; He et al. 2014; Jiu et al. 2015; Lei 2015] for more relevant results.

In this paper, we are concerned with the global well-posedness of the MHD equations in a homogeneous
magnetic field B0. Recently, there have been a lot of works [Abidi and Zhang 2016; Lin et al. 2015; Ren
et al. 2014; 2016; Zhang 2014] devoted to the case without resistivity (i.e, � > 0 and �D 0). Roughly
speaking, it was proved that the MHD equations are globally well-posed and the solution decays in time if
the initial velocity field is close to 0 and the initial magnetic field is close to B0. These results especially
justify the numerical observation [Califano and Chiuderi 1999]: the energy of the MHD equations is
dissipated at a rate independent of the ohmic resistivity.

MSC2010: 76W05.
Keywords: MHD equations, global well-posedness, Hölder spaces.
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In high temperature plasmas, both the viscosity coefficient � and resistivity coefficient � are usually
very small [Califano and Chiuderi 1999]. Up to now, the heating mechanism of the solar corona is still
an unsolved problem in physics [Priest et al. 1998], so it is very interesting to investigate the long-time
dynamics of the MHD equations in the case when the dissipation coefficients are very small.

For simplicity, let us first look at the case �D �. Following [Bardos et al. 1988], we rewrite the system
(1-1) in terms of the Elsässer variables

ZC D vC b; Z� D v� b:

Then the ideal MHD equations (1-1) can be written as8<:
@tZCCZ� � rZC D � �ZC�rp;

@tZ�CZC � rZ� D � �Z��rp;

divZC D divZ� D 0:
(1-2)

We introduce the fluctuations

zC DZC�B0; z� DZ�CB0:

Then the system (1-2) can be reformulated as8<:
@tzCCZ� � rzC D � �zC�rp;

@tz�CZC � rz� D � �z��rp;

div zC D div z� D 0:
(1-3)

In the case of �D Rd and � D 0, Bardos, Sulem and Sulem [Bardos et al. 1988] proved that for large
time, the solution z˙ of (1-3) tends to linear Alfvén waves:

@tw˙�B0 � rw˙ D 0:

Cai and Lei [2016] and He, Xu and Yu [He et al. 2016] studied the global well-posedness of (1-1) for any
� � 0 and�DR3. The result in [Cai and Lei 2016] also includes the case�DR2. These works are based
on an important observation: the nonlinear terms z� �rzC and zC �rz� can be essentially neglected after
a long time since z˙ are transported along the opposite direction. To justify this observation, the key
point is to make weighted estimates for the fluctuations z˙. Due to the nonlocal pressure, the choice of
weight function is very delicate. On the other hand, the viscosity gives rise to more technical troubles
compared with the ideal case.

From the physical point of view, it is more natural to consider the MHD equations in a domain
with boundary. One frequently used domain in physics is a slab bounded by two hyperplanes, i.e.,
�D Rd�1 � Œ0; 1�. More importantly, although both � and � are very small, they should be different in
the real case. However, the proof in [Cai and Lei 2016; He et al. 2016] strongly relies on the facts that �
is a whole space and � D �. In particular, the formulation (1-3) plays a crucial role.

The main goal of this paper is to prove the global well-posedness of (1-1) in the physical case when �
is a slab and � ¤ �. In this case, we need to impose suitable boundary conditions on z˙. Let z˙ be a
function of .t; x; y/; .x; y/ 2�. In the case when � D �D 0, we impose the nonpenetrating boundary
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condition
zd˙ D 0 on y D 0; 1: (1-4)

In the case when � > 0 and � > 0, we impose the Navier-slip boundary condition

zd˙ D 0; @dz
i
˙ D 0; i D 1; : : : ; d � 1; on y D 0; 1: (1-5)

To deal with the boundary case, our idea is to use the symmetric extension and solve the MHD equations
in the framework of Hölder spaces C 1;˛ for 0 < ˛ < 1. In the ideal case, we give a representation formula
of the pressure by using the symmetric extension. Although the extended solution does not have the
same regularity as the original one under the nonpenetrating boundary condition, we have the important
observation that rp still lies in C 1;˛ based on the representation formula. In the viscous case, we can
reduce the slab domain to�DRd�1�T by using the symmetric extension, because the extended solution
still keeps the C 1;˛ regularity under the Navier-slip boundary condition.

The most challenging task comes from the case � ¤�. To handle this case, we need to introduce some
new ideas. First of all, we introduce a key decomposition: let �1 D 1

2
.�C�/, �2 D 1

2
.� ��/, and we

have the decompositions zC D z
.1/
C
C z

.2/
C

and z� D z.1/� C z
.2/
� such that8̂̂̂̂

<̂
ˆ̂̂:
@tz

.1/
C
CZ� � rz

.1/
C
D �1�z

.1/
C
�rp

.1/
C
;

@tz
.1/
� CZC � rz

.1/
� D �1�z

.1/
� �rp

.1/
� ;

@tz
.2/
C
CZ� � rz

.2/
C
D �1�z

.2/
C
C�2�z��rp

.2/
C
;

@tz
.2/
� CZC � rz

.2/
� D �1�z

.2/
� C�2�zC�rp

.2/
� :

The next task is to establish a closed uniform estimate for the fluctuations z.1/
˙

and z.2/
˙

with respect to
�1 and t . For this, we need the following key ingredients:

� The construction of the weighted Hölder spaces for the solution. Due to the appearance of the
extra problematic terms �z˙, we have to work in spaces with different regularity and weight for
the solution z.1/

˙
, z.2/
˙

. Such inconsistencies give rise to the essential difficulties. In particular, the
choice of the weight is very delicate. In [Bardos et al. 1988; Cai and Lei 2016; He et al. 2016], the
weight has decay in all directions. For the slap domain, the weight is only allowed to decay in partial
directions. Again, the weight has to be compatible with the estimate of the nonlocal pressure.

� Uniform estimates of the transport equation in the weighted Hölder spaces, which are very crucial to
control the growth of the Lagrangian map.

� Uniform estimates for the parabolic equation with variable coefficients in the suitable weighted
Hölder spaces. This is the most important step.

� Boundedness of the Riesz transform and its commutator in the weighted Hölder spaces, which is
essentially used to handle the nonlocal pressure. To our knowledge, these results are new and may
be independent of interest. The proof is highly nontrivial.

In this work, we require that �2=�1 is small. However, this cannot be handled as a perturbation of
the case �2 D 0 except when j�2j � �˛1 for some ˛ > 1. In this case, the smallness of z.2/

˙
is not easily
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observed. If we directly use the energy method, we can only prove that kz.2/
˙
.t/kL2 DO.j�2j=�1/ for

fixed z˙.0/. However, we can show that jz.2/
˙
.t/j0;˛ DO.�1/ for t � 1=�1 and fixed z˙.0/.

In this paper, we consider the MHD equations in a homogeneous magnetic field. In the real case (for
example, solar corona), it is more natural to consider the MHD equations in an inhomogeneous magnetic
field. An important question is to consider the decay of Alfvén waves in an inhomogeneous magnetic
field B0.y/D .b1.y/; b2.y/; 0/. This is similar to the situation of Landau damping.

2. The weighted Hölder spaces and symmetric extension

Weighted Hölder spaces. Let �� Rd be a domain and ˛ 2 .0; 1�. We denote by C k;˛.�/; .k D 0; 1/
the Hölder space equipped with the norm

juj0;˛I� WD juj0I�C Œu�˛I�; juj1;˛I� WD juj0I�Cjruj0;˛I�;

where

juj0I� D sup
X2�

ju.X/j; Œu�˛I� D sup
X;Y2�

ju.X/�u.Y /j

jX �Y j˛
:

Let h.X/ 2 C.Rd / be a positive bounded function. We introduce the weighted C k;˛ norms

juj0;˛Ih;� WD juj0Ih;�C Œu�˛Ih;�; juj1;˛Ih;� WD juj0Ih;�Cjruj0;˛Ih;�;

where

juj0Ih;� D

ˇ̌̌̌
u

h

ˇ̌̌̌
0I�

; Œu�˛Ih;� D sup
X;Y2�

ju.X/�u.Y /j

.h.X/C h.Y //jX �Y j˛
:

We say that u 2 C k;˛
h
.�/ if jujk;˛Ih;� <C1. We also introduce

jujk;˛Ih;�;T WD sup
0�t�T

ju.t/jk;˛Ih.t/;�:

When �D Rd, we will omit the subscript � in the norm of Hölder spaces.

The following two lemmas can be proved by using the definition of Hölder norm.

Lemma 2.1. Let h; h1; h2 be the weight functions such that there exists a constant c0 such that

0 < c0h.X/� h.Y / for any X; Y 2 Rd; jX �Y j � 2: (2-1)

Then there exists a constant C depending only on c0 such that, for k D 0; 1,

juj0;˛Ih;� � C
�
juj0Ih;�Cjruj0Ih;�

�
;

juwjk;˛Ih1h2;� � C jujk;˛Ih1;�jwjk;˛Ih2;�;ˇ̌̌̌Z s

t

u.r/ dr

ˇ̌̌̌
k;˛I

R s
t h.r/ dr;�

� sup
t�r�s

ju.r/jk;˛Ih.r/;�:
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Lemma 2.2. Let ˆ be a map from � to � with rˆ 2 C 0;˛.�/. It holds that

ju ıˆj0;˛Ihıˆ;� � juj0;˛Ih;� max.jrˆj˛0I�; 1/;

ju ıˆj1;˛Ihıˆ;� � juj1;˛Ih;� max.jrˆj˛0I�; 1/max.jrˆj0;˛I�; 1/:

Here and in what follows, jrˆj denotes the matrix norm defined by

jAj WD sup
jX jD1

jAX j: (2-2)

To deal with the viscous case, we introduce the following scaled weighted Hölder space. Let ˛ 2 .0; 1/,
R � 0 and define

juj0;˛Ih;R WD juj0IhCR
˛Œu�˛Ih;

juj1;˛Ih;R WD juj0;˛IhCmax.R;R1�˛/jruj0;˛Ih;R:

For these kinds of weighted spaces, we have analogues of Lemmas 2.1 and 2.2. For example, if h.X/
satisfies

0 < c0h.X/� h.Y / for any X; Y 2 Rd; jX �Y j � 2R; (2-3)

then for R � 1, we have

juj0IhCRjruj0;˛Ih;R � juj1;˛Ih;R � juj0;˛Ih;RCRjruj0;˛Ih;R � C
�
juj0IhCRjruj0;˛Ih;R

�
:

Here C is a constant depending only on c0. In the following, we will fix ˛ 2 .0; 1/.

Lemma 2.3. Let  > 0 and h.X/ > 0. Then there exists a constant C independent of h,  , t such thatˇ̌̌̌Z t

0

u.s/ ds

ˇ̌̌̌
1;˛Ih;

p
kCt

� C�1 sup
0<s<t

�
.s/

1
2 ..t � s//

1
2 ju.s/j0;˛IhC'˛.

p
kC s/..t � s//1�

˛
2 jru.s/j0Ih

C'˛.
p
kC s/..t � s//

3�˛
2 Œru.s/�1Ih

�
;

where '˛.R/Dmax.R;R1C˛/.

Proof. We denote by C�1A the right-hand side of the inequality. Then we haveˇ̌̌̌Z t

0

u.s/ ds

ˇ̌̌̌
0;˛Ih

�

Z t

0

ju.s/j0;˛Ih ds �

Z t

0

.s/�
1
2 ..t � s//�

1
2 dsA� C�1A;ˇ̌̌̌

r

Z t

0

u.s/ ds

ˇ̌̌̌
0Ih

�

Z t

0

jru.s/j0Ih ds �

Z t

0

'˛.
p
kC s/�1..t � s//�1C

˛
2 dsA

� C�1 min
�
.kC  t/�

1
2 ; .kC  t/�

1�˛
2

�
A:

For any X; Y 2 Rd, we have

jru.s;X/�ru.s; Y /j � jX �Y j.h.X/C h.Y //Œru.s/�1Ih;

jru.s;X/�ru.s; Y /j � jru.s;X/jC jru.s; Y /j � .h.X/C h.Y //jru.s/j0Ih:
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This gives

jru.s;X/�ru.s; Y /j �min
�
..t�s//

1
2 ; jX�Y j

�
.h.X/Ch.Y //

�
Œru.s/�1IhC..t�s//

� 1
2 jru.s/j0Ih

�
�min

�
..t�s//

1
2 ; jX�Y j

�
.h.X/Ch.Y //'˛.

p
kCs/�1..t�s//�

3�˛
2 A:

Therefore,ˇ̌̌̌
r

Z t

0

u.s/ ds.X/�r

Z t

0

u.s/ ds.Y /

ˇ̌̌̌
�

Z t

0

jru.s;X/�ru.s; Y /j ds

�

Z t

0

min
�
..t�s//

1
2 ; jX�Y j

�
.h.X/Ch.Y //'˛.

p
kCs/�1..t�s//�

3�˛
2 Ads

� C.h.X/Ch.Y //A

�
min

�
. t/

1
2 ; jX�Y j

� Z t
2

0

'˛.
p
kCs/�1 ds. t/�

3�˛
2

C

Z t

t
2

min
�
..t�s//

1
2 ; jX�Y j

�
..t�s//�

3�˛
2 ds'˛.

p
kC t/�1

�
� C.h.X/Ch.Y //A

�
. t/

1�˛
2 jX�Y j˛t'˛.

p
kC t/�1. t/�

3�˛
2 C�1jX�Y j˛'˛.

p
kC t/�1

�
� C�1.h.X/Ch.Y //AjX�Y j˛'˛.

p
kC t/�1:

Hence, we deduce our result. �

Lemma 2.4. Let ˆ be a map from Rd to Rd with rˆ 2 C 0;˛.Rd /. It holds that

ju ıˆj0;˛Ihıˆ;R � juj0;˛Ih;R max.jrˆj˛0 ; 1/;

ju ıˆj1;˛Ihıˆ;R � juj1;˛Ih;R max.jrˆj˛0 ; 1/max.jrˆj0;˛I1;R; 1/:

Symmetric extension. Let �D Rd�1� Œ0; 1� be a strip and X D .x; y/, x 2 Rd�1, y 2 Œ0; 1� be a point
in �.

Let Te be an even extension from C.�/ to C.Rd / defined by

Tef .x; 2nCy/D Tef .x; 2n�y/D f .x; y/

for x 2 Rd�1, y 2 Œ0; 1�, n 2 Z. Let To be an odd extension from C0.�/D fu 2 C.�/ W uD0 on @�g to
C.Rd / defined by

Tof .x; 2n�y/D�f .x; y/; Tof .x; 2nCy/D f .x; y/

for x 2 Rd�1, y 2 Œ0; 1�, n 2 Z.

Lemma 2.5. It holds that

jTef j0;˛ D jf j0;˛;�; jf j0;˛I� � jTof j0;˛ � 2jf j0;˛I�:

The same result holds for the weighted Hölder norm j � j0;˛Ih if the weight function h.X/ depends only
on x.
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Proof. First of all, it is obvious that

jf j0;˛I� � jTef j0;˛; jf j0;˛I� � jTof j0;˛;

and the same is true for the weighted Hölder norm j � j0;˛Ih. We define

�0.y/D inf
n2Z
jy � 2nj 2 Œ0; 1� for y 2 R;

�.X/D .x; �0.y// 2� for X D .x; y/ 2 Rd;

and let

�C D
[
n2Z

Rd�1 � Œ2n; 2nC 1�; �� D
[
n2Z

Rd�1 � Œ2n� 1; 2n�:

Then it is easy to see that

Tef D f ı �;

Tof D f ı � in �C; Tof D�f ı � in ��;

j�0.y/� �0.y
0/j � jy �y0j; j�.X/� �.Y /j � jX �Y j;

from which, it follows that

jTef j0;˛ � jf j0;˛I�; jTef j0;˛Ih � jf j0;˛Ih;�;

jTof j0 � jf j0I�; jTof j0Ih � jf j0Ih;�:

Given X D .x; y/, Y D .x0; y0/ 2 Rd with y � y0, if X; Y 2�C or X; Y 2��, then

jTof .X/�Tof .Y /j D jf ı �.X/�f ı �.Y /j

� jf j0;˛Ih;�
�
h ı �.X/C h ı �.Y /

�
j�.X/� �.Y /j˛

� jf j0;˛Ih;�.h.X/C h.Y //jX �Y j
˛:

Here we used hı�.X/Dh.X/. Otherwise, there exists y1; y22Z so that y1�1�y�y1�y2�y0�y2C1.
Let X 0 D .x; y1/, Y 0 D .x0; y2/. Then for f 2 C0.�/, we have

jTof .X/j D jf ı �.X/j D jf ı �.X/�f ı �.X
0/j

� jf j0;˛Ih;�
�
h ı �.X/C h ı �.X 0/

�
j�.X/� �.X 0/j˛

� 2jf j0;˛Ih;�h.X/jX �X
0
j
˛:

Similarly, we have

jTof .Y /j � 2jf j0;˛Ih;�h.Y /jY �Y
0
j
˛:

Then, using jX �X 0jC jY �Y 0j � jX �Y j, we get

jTof .X/�Tof .Y /j � 2jf j0;˛Ih;�.h.X/C h.Y //jX �Y j
˛:

This shows ŒTof �˛Ih � 2Œf �˛Ih;�. Similarly, ŒTof �˛ � 2Œf �˛I�. �
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3. Global well-posedness for the ideal MHD equations

This section is devoted to the proof of the global well-posedness of the ideal MHD equations in Rd�1�Œ0; 1�

with the boundary condition (1-4). Recall that in terms of the Elsässer variables z˙DZ˙˙B0, the ideal
MHD equations take 8̂̂̂<̂

ˆ̂:
@tzCCZ� � rzC D�rp;

@tz�CZC � rz� D�rp;

div zC D div z� D 0;
zd
˙
.t; x; y/D 0 on y D 0; 1:

(3-1)

Without loss of generality, we take the background magnetic field B0 D .1; 0; : : : ; 0/.

Main result. Let f .x; y/ D f0.x1/, where f0 2 C 1.R/ is chosen so that jf 00j < f0 < 1 and for some
C �1 > 0,

ı.T /, sup
Y2Rd

Z T

�T

f .Y C 2B0t / dt � C
�
1 for any T > 0;Z

Rd

f .Y /

1CjX �Y jdC1
dY � C �1 f .X/ for any X 2 Rd;

f .X/� 2f .Y / for any jX �Y j � 2:

(3-2)

In fact, f0.r/D .C0C r2/�
ıC1
2 satisfies the above conditions for some C0 > 1 and 0 < ı < 1.

Now we introduce the weight function f˙.t; X/ given by

f˙.t; X/, f .X ˙B0t /;

which satisfies (2-1) with a uniform constant c0 independent of t . Let

M˙.t/, sup
jsj�t

jz˙.s/j1;˛If˙.s/;�:

The main result of this section is stated as follows.

Theorem 3.1. Let ˛ 2 .0; 1/. There exists " > 0 such that if M˙.0/� ", then there exists a global in time
unique solution .zC; z�/ 2 L1

�
0;C1IC 1;˛.�/

�
, with the pressure p determined by (3-10), to the ideal

MHD equations (3-1), which satisfies

M˙.t/� C" for any t 2 Œ0;C1/:

Remark 3.2. Since M˙.0/ � jz˙.0/hx1i1Cı j1;˛I� if f0.r/ D .C0C r2/�
ıC1
2 , the initial data decays

at infinity only in one direction. This is very crucial for the global well-posedness in the slap domain,
especially in R� Œ0; 1�.

We conclude this subsection by introducing some properties of weighted functions. Let

g.t; X/,
Z

Rd

f .Y CB0t /f .Y �B0t /

1CjX �Y jdC1
dY:

We have the following important facts.
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Lemma 3.3. There exists a constant C > 0 such that for any X 2 Rd, t 2 R,

f .X CB0t /f .X �B0t /� Cg.t; X/;

g.t; X/� C
�
1CjX �Y j

�dC1
g.t; Y /;Z T

�T

g.t; X ˙B0t / dt � Cı.T /f .X/:

Proof. Thanks to f .Y /� f .X/=2 for jX �Y j< 2, we get

g.t; X/�

Z
B.X;2/

f .Y CB0t /f .Y �B0t /

1CjX �Y jdC1
dY �

1

4

Z
B.X;2/

f .X CB0t /f .X �B0t /

1CjX �Y jdC1
dY

� C�1f .X CB0t /f .X �B0t /;

which gives the first inequality.
Using the inequality

1

1CjX �ZjdC1
� C

1CjX �Y jdC1

1CjY �ZjdC1
;

we infer

g.t; X/D

Z
Rd

f .ZCB0t /f .Z �B0t /

1CjX �ZjdC1
dZ � C

Z
Rd

f .ZCB0t /f .Z �B0t /

1CjY �ZjdC1
.1CjX �Y jdC1/ dY

D C
�
1CjX �Y jdC1

�
g.t; Y /;

which gives the second inequality.
Make a change of variable

g.t; X CB0t /D

Z
Rd

f .Y CB0t /f .Y �B0t /

1CjX CB0t �Y jdC1
dY D

Z
Rd

f .Y C 2B0t /f .Y /

1CjX �Y jdC1
dY;

which along with (3-2) givesZ T

�T

g.t; XCB0t /D

Z
Rd

R T
�T f .Y C 2B0t /f .Y / dt

1CjX �Y jdC1
dY � C

Z
Rd

ı.T /f .Y /

1CjX �Y jdC1
dY � Cı.T /f .X/:

Similarly, we have Z T

�T

g.t; X �B0t /� Cı.T /f .X/: �

Weighted C 1;˛ estimate for the transport equation. Let Z 2 C 1
�
Œ0; T � ��

�
be a vector field with

Zd D 0 on @�. We introduce the characteristic associated with Z:

d

dt
ˆ.s; t; X/DZ.t;ˆ.s; t; X//; ˆ.s; s; X/DX: (3-3)

Then ˆ.s; t; X/ 2 C 1
�
Œ0; T �� Œ0; T ���

�
is a diffeomorphism from � to � and @� to @� having the

property
ˆ.r; t/ ıˆ.s; r/Dˆ.s; t/; ˆ.s; s/D Id:
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Lemma 3.4. If Z.t; X/ satisfies the extra condition

jrZj0;˛Ih;�;T

Z T

t0

h.t; ˆ.T; t; X// dt � A0 for any X 2�; (3-4)

then it holds that for 0� t0 � t � s < T ,

jrˆ.s; t/� Idj0I� � eA0 � 1;

jrˆ.s; t/j0I� � e
A0;

Œrˆ.s; t/�˛I� � 2A0e
.2C˛/A0:

Proof. Thanks to the definition of ˆ.s; t/, we have

@trˆ.s; t/Drˆ.s; t/
�
.rZ.t// ıˆ.s; t/

�
;

ˆ.s; s/D Id; rˆ.s; s/D Id;

jrˆ.s; t/j � jrˆ.s; t/� IdjC 1:

Here jrˆ.s; t/j is the matrix norm defined by (2-2). Therefore,ˇ̌
rˆ.s; t/� Id

ˇ̌
�

Z s

t

j@rrˆ.s; r/j dr

�

Z s

t

jrˆ.s; r/j
ˇ̌
.rZ.r// ıˆ.s; r/

ˇ̌
dr

�

Z s

t

ˇ̌
.rZ.r// ıˆ.s; r/

ˇ̌
dr C

Z s

t

ˇ̌
rˆ.s; r/� Id

ˇ̌ ˇ̌
.rZ.r// ıˆ.s; r/

ˇ̌
dr;

which implies ˇ̌
rˆ.s; t/� Id

ˇ̌
� exp

�Z s

t

ˇ̌
.rZ.r// ıˆ.s; r/

ˇ̌
dr

�
� 1:

Thanks to ˇ̌
.rZ.r// ıˆ.s; r/

ˇ̌
� jrZj0;˛Ih;�;T h.r/ ıˆ.s; r/;

we get by (3-4) thatZ s

t

ˇ̌
.rZ.r// ıˆ.s; r/.X/

ˇ̌
dr � jrZj0;˛Ih;�;T

Z s

t

h.r/ ıˆ.s; r/.X/ dr

D jrZj0;˛Ih;�;T

Z s

t

h
�
r;ˆ.T; r;ˆ.s; T /.X//

�
dr � A0:

Thus, we conclude that

jrˆ.s; t/� Idj0I� � eA0 � 1;

jrˆ.s; t/j0I� � e
A0;

jˆ.s; t; X/�ˆ.s; t; Y /j � jrˆ.s; t/j0I�jX �Y j � e
A0 jX �Y j:
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Notice thatˇ̌
rˆ.s; t; X/�rˆ.s; t; Y /

ˇ̌
�

Z s

t

ˇ̌
rˆ.s; r; X/�rˆ.s; r; Y /

ˇ̌ ˇ̌
.rZ.r// ıˆ.s; r; X/

ˇ̌
dr

C

Z s

t

ˇ̌
rˆ.s; r; Y /

ˇ̌ ˇ̌
.rZ.r// ıˆ.s; r; X/� .rZ.r// ıˆ.s; r; Y /

ˇ̌
dr:

From this and Gronwall’s inequality, we inferˇ̌
rˆ.s; t;X/�rˆ.s; t;Y /

ˇ̌
�

Z s

t

ˇ̌
rˆ.s;r;Y /

ˇ̌ ˇ̌
.rZ.r//ıˆ.s;r;X/�.rZ.r//ıˆ.s;r;Y /

ˇ̌
dr exp

�Z s

t

ˇ̌
.rZ.r//ıˆ.s;r;X/

ˇ̌
dr

�
�

Z s

t

ˇ̌
rˆ.s;r;Y /

ˇ̌
jrZj0;˛Ih;�;T

�
h.r;ˆ.s;r;X//Ch.r;ˆ.s;r;Y //

�ˇ̌
ˆ.s;r;X/�ˆ.s;r;Y /

ˇ̌˛
dreA0

�

Z s

t

eA0 jrZj0;˛Ih;�;T
�
h.r;ˆ.s;r;X//Ch.r;ˆ.s;r;Y //

�
e˛A0 jX�Y j˛ dreA0

D e.2C˛/A0 jX�Y j˛ jrZj0;˛Ih;�;T

Z s

t

�
h.r;ˆ.s;r;X//Ch.r;ˆ.s;r;Y //

�
dr

� 2A0e
.2C˛/A0 jX�Y j˛;

which shows the last inequality of the lemma. �

Next we consider the transport equation

@tuCZ � ruD F; u.0;X/D u0.X/: (3-5)

Using the characteristic, the solution u.t; X/ is given by

u.t; X/D u0.ˆ.t; 0; X//C

Z t

0

F.s;ˆ.t; s; X// ds: (3-6)

Lemma 3.5. If Z satisfies (3-4), then we have

ju.t/j0;˛I� � e
˛A0

�
ju0j0;˛I�C

Z t

0

jF.s/j0;˛I� ds

�
;

jdiv u.t/j0I� � jdiv u0j0I�C
Z t

0

ˇ̌�
tr.rZ ru/� divF

�
.s/
ˇ̌
0I�

ds:

Proof. Using (3-6) and Lemmas 2.2 and 3.4, we get

ju.t/j0;˛I� � ju0 ıˆ.t; 0/j0;˛I�C

Z t

0

jF.s/ ıˆ.t; s/j0;˛I� ds

� ju0j0;˛I� max
�
jrˆ.t; 0/j˛0I�; 1

�
C

Z t

0

jF.s/j0;˛I� max
�
jrˆ.t; s/j˛0I�; 1

�
ds

� e˛A0
�
ju0j0;˛I�C

Z t

0

jF.s/j0;˛I� ds

�
:
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Taking the divergence of (3-5), we obtain

@t divuCZ � r divuC tr.rZ ru/D divF; u.0;X/D u0.X/:

So, we have

divu.t/D divu0 ıˆ.t; 0/C
Z t

0

�
divF � tr.rZ ru/

�
.s/ ıˆ.t; s/ ds;

and then the second inequality follows easily. �

Proposition 3.6. If jZCB0j1;˛If�;�;T ı.T / < 1, then we have

juj1;˛IfC;�;T � C
�
ju0j1;˛If;�C ı.T /jF j1;˛Ig;�;T

�
:

If jZ �B0j1;˛IfC;�;T ı.T / < 1, then we have

juj1;˛If�;�;T � C
�
ju0j1;˛If;�C ı.T /jF j1;˛Ig;�;T

�
:

Here C is a constant independent of T.

Proof. We only prove the first inequality; the proof of the second one is similar. Let us claimˇ̌
ˆ.s; t; X/CB0.t � s/�X

ˇ̌
< 2 for 0� t � s � T: (3-7)

Otherwise, there exists t 2 Œ0; s� such that
ˇ̌
ˆ.s; t;X/CB0.t�s/�X

ˇ̌
D2 and

ˇ̌
ˆ.s;r;X/CB0.r�s/�X

ˇ̌
�2

for r 2 Œt; s�. Thus,ˇ̌
ˆ.s; t; X/CB0.t � s/�X

ˇ̌
�

Z s

t

j@rˆ.s; r; X/CB0j dr

D

Z s

t

jZ.r;ˆ.s; r; X//CB0j dr

�

Z s

t

jZCB0j1;˛If�;�;T f�.r; ˆ.s; r; X// dr

D jZCB0j1;˛If�;�;T

Z s

t

f .ˆ.s; r; X/�B0r/ dr;

while, by (3-2),Z s

t

f .ˆ.s; r; X/�B0r/ dr � 2

Z s

t

f .X �B0.r � s/�B0r/ dr � 2ı.T /:

This shows ˇ̌
ˆ.s; t; X/CB0.t � s/�X

ˇ̌
� 2jZCB0j1;˛If�;�;T ı.T / < 2;

which is a contradiction; hence (3-7) is true.
Now we verify (3-4) for hD f� and A0 D 2. Indeed, by (3-2) and (3-7),Z T

0

f�.t; ˆ.T; t; X// dt D

Z T

0

f .ˆ.T; t; X/�B0t / dt � 2

Z T

0

f .X �B0.t �T /�B0t / dt � 2ı.T /;
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which implies (3-4). Then we infer from Lemma 3.4 that

jrˆ.t; s/j0;˛I� � C: (3-8)

It follows from Lemma 3.3 and (3-7) thatZ t

0

g.r;ˆ.t; r; X// dr � C

Z t

0

g.r; X �B0.r � t // dr � Cı.T /f .X CB0t /;

which implies

ju.t/j1;˛IfC.t/;� � ju0 ıˆ.t; 0/j1;˛IfC.t/;�CCı.T / sup
0�s�t

jF.s/ ıˆ.t; s/j0;˛Ig.s/ıˆ.t;s/;�:

Using the fact f .ˆ.t; 0; X//� 2f .X �B0.0� t //D 2fC.t; X/, we get

ju0 ıˆ.t; 0/j1;˛IfC.t/;� � 2ju0 ıˆ.t; 0/j1;˛If ıˆ.t;0/;�:

Then by Lemma 2.2 and (3-8), we obtain

ju.t/j1;˛IfC.t/;�

� C
�
ju0ıˆ.t;0/j1;˛If;�Cı.T / sup

0�s�t

jF.s/j1;˛Ig.s/;�
�

max
�
jrˆ.t;s/j˛0I�;1

�
max

�
jrˆ.t;s/j0;˛I�;1

�
� C ju0j1;˛If;�CCı.T / sup

0�s�t

jF.s/j1;˛Ig.s/;�:

This shows the first inequality of the lemma. �

Representation formula of the pressure. In this subsection, we give a representation formula of the
pressure by using the symmetric extension.

Let .v; b; p/ be a smooth solution of (1-1) in Œ0; T ��� with the boundary condition (1-4). We make
the following symmetric extension for the solution:

Nv D T v WD
�
Tev

1; : : : ; Tev
d�1; Tov

d
�
; Nb D T b; Np D Tep:

Then . Nv; Nb; Np/ satisfies (1-1) in Œ0; T ��Rd in the weak sense. Although the solution after the symmetric
extension does not have the same smoothness as the original one, we have the following important
observation.

Lemma 3.7. Let h be a weight satisfying (2-1). Let u D .u1; : : : ; ud /; w D .w1; : : : ; wd / 2 C 1;˛
h
.�/

be two vector fields with ud D wd D 0 on @�. Let Nu D T u and Nw D Tw. Then it holds that for
i; j D 1; : : : ; d ,

j@i Nu
j @j Nw

i
j0;˛IhCj@i Nu

i @j Nw
j
j0;˛Ih � C jruj0;˛Ih;�jrwj0;˛Ih;�;

j Nuj @j Nw
i
j0;˛IhCj Nu

i @j Nw
j
j0;˛Ih � C juj0;˛Ih;�jrwj0;˛Ih;�:



1374 DONGYI WEI AND ZHIFEI ZHANG

Proof. It is easy to verify that

@i Nu
j @j Nw

i
D Te.@iu

j @jw
i /; @i Nu

i @j Nw
j
D Te.@iu

i @jw
j /;

Nuj @j Nw
i
D Te.u

j @jw
i /; Nui @j Nw

j
D Te.u

i @jw
j / for i D 1; : : : ; d � 1;

Nuj @j Nw
d
D To.u

j @jw
d /; Nud @j Nw

j
D T0.u

d @jw
j /:

Then the lemma follows easily from Lemma 2.5. �

Taking the divergence of the first equation of (1-1), we get

�� Np D @i . Nv
j @j Nv

i
� Nbj @j Nb

i /:

Formally, we have

r Np.t; X/Dr

Z
Rd
N.X �Y /@i . Nv

j @j Nv
i
� Nbj @j Nb

i /.t; Y / dY;

where N.X/ is the Newton potential. In terms of the Elsässer variables Nz˙.t; X/, we have

r Np.t; X/Dr

Z
Rd
N.X �Y / @i . Nz

j
C
@j Nz

i
�/.t; Y / dY:

However, this integral does not make sense for @i . Nz
j
C
@j Nz

i
�/2C

0;˛. To overcome this trouble, we introduce
a smooth cut-off function �.r/ such that

�.r/D

�
1 for jr j � 1;
0 for jr j � 2:

(3-9)

Integrating by parts, we can split r Np.t; X/ as

�r Np.t; X/D

Z
Rd
rN.X �Y /.@i Nz

j
C
@j Nz

i
�/.t; Y / dY

C

Z
Rd
@i@j

�
rN.X �Y /.1� �.jX �Y j//

�
. Nz
j
C
Nzi�/.t; Y / dY: (3-10)

It is easy to check that this representation makes sense for Nz˙ 2W 1;1.Rd /.
We define

T1u,
Z

Rd
rN.X �Y /�.jX �Y j/u.Y / dY;

Tijw ,
Z

Rd
@i@j

�
rN.X �Y /.1� �.jX �Y j//

�
w.Y / dY:

(3-11)

Let u;w 2 C 1;˛.�/ be two vector fields with ud D wd D 0 on @�. Let NuD T u and Nw D Tw be the
symmetric extension. We define

I.u;w/, T1.@i Nuj @j Nwi � @j Nuj @i Nwi /CTij . Nui Nwj /: (3-12)

Here and in what follows, the repeated index denotes the summation. Thanks to

@i Nu
j @j Nw

i
� @j Nu

j @i Nw
i
D @i . Nu

j @j Nw
i
� Nui@j Nw

j /; (3-13)
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we infer from Lemmas A.1 and 3.7 that

jI.u;w/j0;˛I� � C juj0;˛I�jwj1;˛I�: (3-14)

Using Lemma A.2 and (3-13), we calculate

div I.u;w/C .@iuj @jwi � @iui @jwj /

D

Z
Rd
rN.X �Y / � r�.jX �Y j/.@i Nu

j @j Nw
i
� @i Nu

i @j Nw
j /.Y / dY

�

Z
Rd
@i@j

�
rN.X �Y / � r�.jX �Y j/

�
. Nuj Nwi /.Y / dY

D

Z
Rd
@i
�
rN.X �Y / � r�.jX �Y j/

��
�Nuj @j Nw

i
C Nui @j Nw

j
C @j . Nu

j
Nwi /
�
.Y / dY

D

Z
Rd
@i
�
rN.X �Y / � r�.jX �Y j/

�
. Nui div NwC Nwi div Nu/.Y / dY;

which impliesˇ̌
div I.u;w/� .@iuj @jwi � @iui @jwj /

ˇ̌
0I�
� C

�
juj0I�jdivwj0I�Cjwj0;�jdivuj0I�

�
: (3-15)

In the case of Rd, the pressure p.t; X/ can also be expressed as

�rp.t; X/D I.zC; z�/; (3-16)

where

I.u;w/,
Z

Rd
rN.X �Y /�.jX �Y j/.@iu

j @j v
i /.Y / dY

C

Z
Rd
@i@j

�
rN.X �Y /.1� �.jX �Y j//

�
.uj vi /.Y / dY: (3-17)

Notice that the representation formula (3-16) is independent of the choice of � in I.u;w/.

Proof of Theorem 3.1. Since we cannot find a well-posedness theory for the ideal MHD equations in
the weighted Hölder spaces, we will present a complete proof of Theorem 3.1. In fact, we find that the
proof of the existence part is very nontrivial.

Using the representation of the pressure (3-10), we rewrite the system (3-1) as8<:
@tzCCZ� � rzC D�I.zC; z�/;

@tz�CZC � rz� D�I.zC; z�/;

zC.0; X/D zC0.X/; z�.0; X/D z�0.X/:

(3-18)

Let T > 0 be determined later and

A1 D jzC0j1;˛If;�Cjz�0j1;˛If;�:

When A1 is sufficiently small, T can be taken to be C1. The system (3-18) is solved by the following
iteration scheme:

z
.0/
C
D z.0/� D 0; Z

.n/
C
D z

.n/
C
CB0; Z.n/� D z

.n/
� �B0:
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Let us inductively assume that z.n/
˙

satisfies

jz
.n/
C
j1;˛IfC;�;T � 2C1A1; jz

.n/
� j1;˛If�;�;T � 2C1A1;

where C1 is the constant in Proposition 3.6.
Take T > 0 so that 4C1A1ı.T / < 1. Then we have

jz
.n/
C
j1;˛IfC;�;T ı.T / <

1
2
; jz.n/� j1;˛If�;�;T ı.T / <

1
2
: (3-19)

Now, the solution z.nC1/
C

, z.nC1/� is determined by8̂̂<̂
:̂
@tz

.nC1/
C

CZ.n/� � rz
.nC1/
C

D�I.z
.n/
C
; z.n/� /;

@tz
.nC1/
� CZ

.n/
C
� rz.nC1/� D�I.z

.n/
C
; z.n/� /;

z
.nC1/
C

.0; X/D zC0.X/; z.nC1/� .0; X/D z�0.X/:

It follows from Proposition 3.6 that

jz
.nC1/
C

j1;˛IfC;�;T � C1
�
jzC0j1;˛If;�C ı.T /jz

.n/
C
j1;˛IfC;�;T jz

.n/
� j1;˛If�;�;T

�
;

jz.nC1/� j1;˛If�;�;T � C1
�
jz�0j1;˛If;�C ı.T /jz

.n/
C
j1;˛IfC;�;T jz

.n/
� j1;˛If�;�;T

�
:

Here we used

jI.u;w/j1;˛Ig;� � C j@i Nu
j @j Nw

i
� @j Nu

j @i Nw
i
j0;˛IhCC j Nu Nwj0Ih � C juj1;˛Ih;�jwj1;˛Ih;�;

which follows from Lemma A.1 with h.t; X/D fCf�.t; X/ and Lemma 3.7.
Due to (3-19), we obtain

jz
.nC1/
C

j1;˛IfC;�;T � 2C1A1; jz
.nC1/
� j1;˛If�;�;T � 2C1A1:

In particular, we show that for any n,

jz
.n/
C
j1;˛IfC;�;T � C; jz

.n/
� j1;˛If�;�;T � C:

Next, we show that fz.n/
˙
gn�0 are Cauchy sequences in C 0;˛.�/. Indeed, we have

@t .z
.nC1/
C

� z
.n/
C
/CZ.n/� � r.z

.nC1/
C

� z
.n/
C
/C .z.n/� � z

.n�1/
� / � rz

.n/
C

C I.z
.n/
C
� z

.n�1/
C

; z.n/� /C I.z
.n�1/
C

; z.n/� � z
.n�1/
� /D 0;

@t .z
.nC1/
� � z.n/� /CZ

.n/
C
� r.z.nC1/� � z.n/� /C .z

.n/
C
� z

.n�1/
C

/ � rz.n/�

C I.z
.n/
C
� z

.n�1/
C

; z.n/� /C I.z
.n�1/
C

; z.n/� � z
.n�1/
� /D 0;

.z
.nC1/
C

� z
.n/
C
/.0; X/D 0; .z.nC1/� � z.n/� /.0; X/D 0:
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Then it follows from Lemma 3.5 and (3-14) thatˇ̌
.z
.nC1/
C

� z
.n/
C
/.t/

ˇ̌
0;˛I�

� C

Z t

0

ˇ̌
.z.n/� � z

.n�1/
� /.s/

ˇ̌
0;˛I�

jrz
.n/
C
.s/j0;˛I� ds

CC

Z t

0

ˇ̌
.z
.n/
C
� z

.n�1/
C

/.s/
ˇ̌
0;˛I�

jz.n/� .s/j1;˛I� ds

CC

Z t

0

ˇ̌
.z.n/� � z

.n�1/
� /.s/

ˇ̌
0;˛I�

jz
.n�1/
C

.s/j1;˛I� ds

� C2

Z t

0

�ˇ̌
.z
.n/
C
� z

.n�1/
C

/.s/
ˇ̌
0;˛I�

C
ˇ̌
.z.n/� � z

.n�1/
� /.s/

ˇ̌
0;˛I�

�
ds:

Similarly, we haveˇ̌
.z.nC1/� � z.n/� /.t/

ˇ̌
0;˛I�

� C2

Z t

0

�ˇ̌
.z
.n/
C
� z

.n�1/
C

/.s/
ˇ̌
0;˛I�

C
ˇ̌
.z.n/� � z

.n�1/
� /.s/

ˇ̌
0;˛I�

�
ds:

This implies thatˇ̌
.z
.nC1/
C

� z
.n/
C
/.t/

ˇ̌
0;˛I�

C
ˇ̌
.z.nC1/� � z.n/� /.t/

ˇ̌
0;˛I�

� C.2C2t /
n=nŠ:

Therefore, z.n/
C

, z.n/� converge to some zC, z� uniformly in Œ0; t ��� for any 0<t <T . As z.n/
C

, z.n/� are uni-
formly bounded in C 1;˛, we have zC; z� 2 C 1;˛. Then rz.n/

C
, rz.n/� converge to rzC, rz� uniformly in

Œ0; t ��� for any 0<t <T. Using the equations of z.nC1/
C

, z.nC1/� , we have @tz
.n/
C

, @tz.n/� also converge uni-
formly in Œ0; t ��� for any 0<t <T . Thus, zC; z�2C 1.Œ0; t ���/ satisfies (3-18) and zd

C
Dzd�D0 on @�.

Finally, it remains to prove that if div zC0 D div z�0 D 0, then div zC D div z� D 0. It follows from
Lemma 3.5 and (3-15) that

jdiv zC.t/j0I�

�

Z t

0

ˇ̌�
@iz

j
C
@j z

i
�� div I.zC; z�/

�
.s/
ˇ̌
0I�

ds

� C

Z t

0

�
jdiv zC.s/j0I� jdiv z�.s/j0I�CjzC.s/j0I� jdiv z�.s/j0I�Cjdiv zC.s/j0I� jz�.s/j0I�

�
ds

� C

Z t

0

�
jdiv zC.s/j0I�Cjdiv z�.s/j0I�

�
ds:

Similarly,

jdiv z�.t/j0I� � C
Z t

0

�
jdiv zC.s/j0I�Cjdiv z�.s/j0I�

�
ds:

This implies that div zC D div z� D 0.
Let us remark that I.zC; z�/ can be expressed as rp. Indeed, we can find �1; �2 2 C1.0;C1/ such

that � 01.r/D��.r/N.r/ and � 02.r/D .�.r/� 1/N.r/. Let �ij .X/D @i@j �2.jX j/ and

I�.u;w/.x/

D

Z
Rd
�1.jX �Y j/.@iu

j @jw
i
� @ju

j @iw
i /.Y / dY C

Z
Rd

�
�ij .X �Y /� �i;j .�Y /

�
.ujwi /.Y / dY:
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Then we have rI�.u; v/ D I.u; v/. Therefore, we can take p D I�. NzC; Nz�/, which satisfies jpj �
C ln.2Cjxj/. This completes the proof of Theorem 3.1.

4. Global well-posedness for the viscous MHD equations

In this section, we study the global well-posedness for the viscous MHD equations in the slab domain
� D Rd�1 � Œ0; 1� with the Navier-slip boundary condition. Because we can reduce the slab domain
�DRd�1� Œ0; 1� to Rd�1�T by using the symmetric extension, we will consider more general domain
�D Rk �Td�k for 2� k � d . The case k D 1 is more difficult and will be dealt in the future work.

In fact, � D Rk �Td�k is a special case of Rd periodic in d�k directions e1; : : : ; ed�k . We will
assume that e1; : : : ; ed�k; B0 are linearly independent.

New formulation. Let �1D 1
2
.�C�/ and �2D 1

2
.���/. In terms of the Elsässer variables Z˙D v˙b,

the MHD equations (1-1) read8<:
@tzCCZ� � rzC D �1�zCC�2�z��rp;

@tz�CZC � rz� D �1�z�C�2�zC�rp;

div zC D div z� D 0;
(4-1)

where z˙ DZC˙B0. In the case of � D � (thus, �2 D 0), the formulation (4-1) plays a crucial role in
the proof of [Cai and Lei 2016; He et al. 2016]. To deal with the case of � ¤ �, we need to introduce the
key decomposition

zC D z
.1/
C
C z

.2/
C
; z� D z

.1/
� C z

.2/
� ;

where z.1/
˙

and z.2/
˙

are determined by8̂̂̂̂
<̂
ˆ̂̂:
@tz

.1/
C
CZ� � rz

.1/
C
D �1�z

.1/
C
�rp

.1/
C
;

@tz
.1/
� CZC � rz

.1/
� D �1�z

.1/
� �rp

.1/
� ;

div z.1/
C
D div z.1/� D 0;

z
.1/
C
.0/D zC.0/; z

.1/
� .0/D z�.0/;

(4-2)

and 8̂̂̂̂
<̂
ˆ̂̂:
@tz

.2/
C
CZ� � rz

.2/
C
D �1�z

.2/
C
C�2�z��rp

.2/
C
;

@tz
.2/
� CZC � rz

.2/
� D �1�z

.2/
� C�2�zC�rp

.2/
� ;

div z.2/
C
D div z.2/� D 0;

z
.2/
C
.0/D z.2/� .0/D 0:

(4-3)

To estimate z.1/
˙

, we rewrite (4-2) as(
@tz

.1/
C
CZ.1/� � rz

.1/
C
D �1�z

.1/
C
� z.2/� � rz

.1/
C
� I.z.2/� ; z

.1/
C
/� I.z.1/� ; z

.1/
C
/;

@tz
.1/
� CZ

.1/
C
� rz.1/� D �1�z

.1/
� � z

.2/
C
� rz.1/� � I.z

.2/
C
; z.1/� /� I.z

.1/
C
; z.1/� /;

(4-4)
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where I.u;w/ is defined by (3-17). We also need to use the equation of J .1/
˙
D curl z.1/

˙
, which is given by(

@tJ
.1/
C
CZ.1/� � rJ

.1/
C
Crz.1/� ^rz

.1/
C
C curl.z.2/� � rz

.1/
C
/D ��J

.1/
C
;

@tJ
.1/
� CZ

.1/
C
� rJ .1/� Crz

.1/
C
^rz.1/� C curl.z.2/

C
� rz.1/� /D ��J .1/� :

(4-5)

Here A^B D .AB/� .AB/T is understood as matrix multiplication.
To estimate z.2/

˙
, we need to introduce another formulation in terms of the stream function  .2/

˙
D

��1 curl z.2/
˙

, which satisfies(
@t 

.2/
C
C��1 curl.Z� � rz

.2/
C
/D �1� 

.2/
C
C�2J�;

@t 
.2/
� C�

�1 curl.ZC � rz.2/� /D �1� 
.2/
� C�2JC;

where

J˙ D curl z˙ D J
.1/
˙
C curl z.2/

˙
: (4-6)

We introduce
II1.u;w/,��1 curl div.u˝w/;

II2.u;w/,��1 curl.u � rw/�u � r��1 curlw:

So, we get

��1 curl.Z� � rz
.2/
C
/DZ.1/� � r 

.2/
C
C II1.z.2/� ; z

.2/
C
/C II2.z.1/� ; z

.2/
C
/:

Then we deduce that(
@t 

.2/
C
CZ.1/� � r 

.2/
C
C II2.z.1/� ; z

.2/
C
/C II1.z.2/� ; z

.2/
C
/D �1� 

.2/
C
C�2J�;

@t 
.2/
� CZ

.1/
C
� r .2/� C II2.z

.1/
C
; z.2/� /C II1.z

.2/
C
; z.2/� /D �1� 

.2/
� C�2JC:

(4-7)

A direct calculation shows

�
�
��1 curl.u � rw/

�jk
D��1

�
@k@i .u

iwj /� @j @i .u
iwk/

�
D�RkRi .u

iwj /CRjRi .u
iwk/;

�
�
u � r.��1 curlw/

�jk
D ui @i�

�1.@kw
j
� @jw

k/D ui .�RiRkw
j
CRiRjw

k/;

where Ri is the Riesz transform defined by Ri D @i .��/�
1
2 . This gives

II2.u;w/jk D Œui ; RiRj �wk � Œui ; RiRk�w
j: (4-8)

Weighted C 1;˛ estimates for the parabolic equation. We consider the parabolic equation with variable
coefficients

@tu�  @i .aij @ju/CF1CF2C @iG
i
D 0; (4-9)

where  > 0 and the coefficients aij .t; X/ satisfy

sup
t2Œ0;T �

�
jaij .t/� ıij j0C .1C  t/

˛
2 Œaij .t/�˛

�
� "0 (4-10)

for some ˛ 2 .0; 1/, "0 > 0 and T > 0.
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Let f .t; X/ and h.t; X/ be two weight functions satisfying (2-1) with a uniform constant c0 independent
of t andZ t

0

H.2.t � s//h.s; X/ ds � c�10 f .t; X/; H.2.t � s//f .s; X/� c�10 f .t; X/ (4-11)

for all 0� s < t � T , X 2 Rd, where

H.t/'.X/D
1

.4�t/d=2

Z
Rd
e�
jX�Y j2

4t '.Y / dY:

Let ı > 0. We introduce

ƒ1.T; F1; F2; G; f; h/, sup
0<t�T

�
jF1.t/j1;˛Ih.t/;.1Ct/1=2 C 

�1.. t/
1
2 C . t/1C

ı
2 /jF2.t/j0;˛If .t/

C �1.1C  t/
1
2 jG.t/j0;˛If .t/;.1Ct/1=2

�
;

and

ƒ0.T; F1; F2; G; f; h/, sup
0<t�T

�
jF1.t/j1;˛Ih.t/;.t/1=2 C 

�1.. t/1�
˛
2 C . t/1C

ı
2 /jF2.t/j0;˛If .t/

C �1.. t/
1
2 C . t/

1�˛
2 /jG.t/j0;˛If .t/;.t/1=2

�
:

Proposition 4.1. There exist "0 > 0 and C > 0 independent of  and T such that

sup
0<t�T

ju.t/j1;˛If .t/;.1Ct/1=2 � C
�
ju.0/j1;˛If .0/;1Cƒ1.T; F1; F2; G; f; h/

�
;

sup
0<t�T

ju.t/j1;˛If .t/;.t/1=2 � C
�
ju.0/j0;˛If .0/Cƒ0.T; F1; F2; G; f; h/

�
:

Proof. Let us first consider the case aij D ıij . Then we get

u.t/DH.t/u.0/C

Z t

0

�
H..t � s//.F1.s/CF2.s//C @iH..t � s//G

i .s/
�
ds:

Using H.2t/f .0/� c�10 f .0;X/, we get by Lemma A.4 that

jH.t/u.0/j1;˛If .t/;.1Ct/1=2 � C jH.t/u.0/j1;˛IH.2t/f .0/;.1Ct/1=2 � C ju.0/j1;˛If .0/;1;

jH.t/u.0/j1;˛If .t/;.t/1=2 � C jH.t/u.0/j1;˛IH.2t/f .0/;.t/1=2 � C ju.0/j0;˛If .0/:

By (4-11) and Lemma A.4, we haveˇ̌̌̌Z t

0

H..t�s//F1.s/ds

ˇ̌̌̌
1;˛If .t/;.kCt/1=2

�C sup
0<s<t

jH..t�s//F1.s/j1;˛IH.2.t�s//h.s/;.kCt/1=2

DC sup
0<s<t

jH..t�s//F1.s/j1;˛IH.2.t�s//h.s/;.kCsC.t�s//1=2

�C sup
0<s<t

jF1.s/j1;˛Ih.s/;.kCs/1=2 ;
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and by Lemma A.4,ˇ̌̌̌Z t

0

H..t � s//F2.s/ ds

ˇ̌̌̌
1;˛If .t/;.kCt/1=2

� C

Z t

0

jH..t � s//F2.s/j1;˛IH.2.t�s//f .s/;.kCt/1=2 ds

� C

Z t

0

'˛.
p
kC  t/

'˛.
p
.t � s//

jF2.s/j0;˛If .s/ ds

for k D 0; 1. Recall that '˛.R/Dmax.R;R1C˛/ for k D 0; 1,Z t

0

'˛.
p
.t � s//�1 min

�
.s/�1C

˛Ck.1�˛/
2 ; .s/�1�

ı
2

�
ds �

Z t

0

..t � s//�
1
2 .s/�1C

˛Ck.1�˛/
2 ds

� C�1. t/�
.1�k/.1�˛/

2 ;

andZ t

0

'˛.
p
.t � s//�1 min

�
.s/�1C

˛Ck.1�˛/
2 ; .s/�1�

ı
2

�
ds

�

Z t

0

..t � s//�
1C˛
2 min

�
.s/�1C

˛Ck.1�˛/
2 ; .s/�1�

ı
2

�
ds

� C

Z t
2

0

. t/�
1C˛
2 min

�
.s/�1C

˛Ck.1�˛/
2 ; .s/�1�

ı
2

�
dsC

Z t

t
2

..t � s//�
1C˛
2 . t/�1 ds

� C�1. t/�
1C˛
2 :

Thus, we haveZ t

0

'˛.
p
kC  t/

'˛.
p
.t � s//

min
�
.s/�1C

˛Ck.1�˛/
2 ; .s/�1�

ı
2

�
ds

� C�1 max
�
.kC  t/

1
2 ; .kC  t/

1C˛
2

�
min

�
. t/�

.1�k/.1�˛/
2 ; . t/�

1C˛
2

�
� C�1:

Therefore, we deduce that for k D 0; 1 and j D 1; 2,ˇ̌̌̌Z t

0

H..t � s//Fj .s/ ds

ˇ̌̌̌
1;˛If .t/;.kCt/1=2

� Cƒk.T; F1; F2; G; f; h/:

It follows from Lemmas 2.3 and A.3 that for k D 0; 1,ˇ̌̌̌Z t

0

@iH..t � s//G
i .s// ds

ˇ̌̌̌
1;˛If .t/;.kCt/1=2

� C�1 sup
0<s<t

�
.s/

1
2 ..t � s//

1
2

ˇ̌
@iH..t � s//G

i .s/
ˇ̌
0;˛If .t/

C'˛.
p
kC s/..t � s//1�

˛
2

ˇ̌
r@iH..t � s//G

i .s/
ˇ̌
0If .t/

C'˛.
p
kC s/..t � s//

3�˛
2 Œr@iH..t � s//G

i .s/�1If .t/

�
� C�1 sup

0<s<t

�
.s/

1
2 jG.s/j0;˛If .s/C'˛.

p
kC s/ŒG.s/�˛If .s/

�
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� C�1 sup
0<s<t

�
.kC s/

1
2 C .kC s/

1�˛
2

�
jG.s/j0;˛If .s/;.kCs/1=2

� Cƒk.T; F1; F2; G; f; h/:

Summing up, we conclude the proof for the case aij D ıij .
To deal with the general case, we rewrite (4-9) as

@tu�  �uCF1CF2C @ibGi D 0;
where bGi DGi � .aij � ıij / @ju. Thus, we have

sup
0<t�T

ju.t/j1;˛If .t/;.kCt/1=2 � C
�
ju.0/j1;˛If .0/;kCƒk.T; F1; F2;bG; f; h/�

for k D 0; 1, where

ƒk.T; F1; F2;bG; f; h/
�ƒk.T; F1; F2; G; f; h/C sup

0�t�T

sup
i

�
.kC  t/

1
2 C . t/

1�˛
2

�ˇ̌
.aij � ıij / @ju.t/

ˇ̌
0;˛If .t/;.kCt/1=2

;

and by (4-10),ˇ̌
.aij � ıij / @ju.t/

ˇ̌
0;˛If .t/;.kCt/1=2

� C jaij .t/� ıij j0;˛I1;.kCt/1=2 j@ju.t/j0;˛If .t/;.kCt/1=2

� C"0jru.t/j0;˛If .t/;.kCt/1=2

� C"0 min
�
.kC  t/�

1
2 ; .kC  t/�

1�˛
2

�
ju.t/j1;˛If .t/;.kCt/1=2 :

This shows that

sup
0<t�T

ju.t/j1;˛If .t/;.kCt/1=2

� C
�
ju.0/j1;˛If .0/Cƒk.T; F1; F2; G; f; h/C "0 sup

0�t�T

ju.t/j1;˛If .t/;.kCt/1=2
�
;

which gives the desired result by taking "0 such that C"0 � 1
2

. �

Weighted C 1;˛ estimates for the transport-diffusion equation. We consider the transport-diffusion equa-
tion with general form

@tuCZ � ru�  �uCF1CF2C @iG
i
D 0; u.0;X/D u0.X/: (4-12)

Given the divergence-free vector field Z.t; X/ 2 C 1.Œ0; T ��Rd / and s 2 Œ0; T �, we define

d

dt
ˆ.s; t; X/DZ.t;ˆ.s; t; X//; ˆ.s; s; X/DX:

We denote by Dˆ and rˆ the matrix with the convention

.Dˆ/ij D @jˆ
i; .rˆ/ij D @iˆ

j:

That is, .Dˆ/D .rˆ/T. We introduce

b D .Dˆ/�1; aD .Dˆ/�1.rˆ/�1; aij D bikbkj :
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For v.t; X/ defined in Œ0; T ��Rd, we define

v�.t; X/, v.t; ˆ.s; t; X//:

Using the formulas

.divG/ ıˆD div
�
.Dˆ/�1G ıˆ

�
; .�u/ ıˆD div

�
.Dˆ/�1.rˆ/�1 ru ıˆ

�
;

we can transform (4-12) into the form

@tu
�.t/� @i .aij @ju

�.t//CF �1 CF
�
2 C @iG

i
� D 0; (4-13)

where Gi� D bij .G
�/j.

We introduce the weight functions f .t; X/, Of .t; X/, h.t; X/, which satisfy (2-1) with a uniform
constant c0 andZ t

0

H.2.t � s//h˙.s; X/ ds � c
�1
0
Of .t; X/ for all 0� t � T; X 2 Rd;Z T

0

f˙.t; X ˙B0t / dt D

Z T

0

f .t; X ˙ 2B0t / dt � c
�1
0 ;

H.2.t � s// Of .s; X/� c�10
Of .t; X/ for all 0� s � t � T; X 2 Rd;

(4-14)

where we set

f˙.t; X/D U.˙t /f .t; X/; U.t/f .s; X/D f .s; X CB0t /:

Proposition 4.2. There exist "1 > 0 and C > 0 independent of  and T such that if

jZ.t/CB0j1;˛If�.t/;.1Ct/1=2 < "1

and (4-14) holds for the minus sign, then it holds that for k D 0; 1,

sup
0�t�T

ju.t/j
1;˛I OfC.t/;.kCt/1=2

� C
�
ju0j1;˛I Of .0/;kCƒk.T; F1; F2; G;

OfC; h/
�
:

Similarly, if

jZ.t/�B0j1;˛IfC.t/;.1Ct/1=2 < "1;

and (4-14) holds for the plus sign, then it holds that for k D 0; 1,

sup
0�t�T

ju.t/j
1;˛I Of�.t/;.kCt/1=2

� C
�
ju0j1;˛I Of .0/;kCƒk.T; F1; F2; G;

Of�; h/
�
:

Proof. We only consider the case jZ.t/CB0j1;˛If�.t/;.1Ct/1=2 < "1. In this case, similar to (3-7), we
have

jˆ.s; t; X/CB0.t � s/�X j< 2 for 0� t � s � T:
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Then we get by (2-1) and (4-14) that

sup
t�s�T

jrZ.s/j0;˛If�.s/

Z T

0

f�
�
s;ˆ.T; s; X/

�
ds

� "1.1C  t/
� 1
2 c�10

Z T

0

f�
�
s; X �B0.s�T /

�
ds � "1.1C  t/

� 1
2 c�10 ; (4-15)

and by (2-1),

U.s� t /h.t/D h.t; X CB0.s� t //� c0h.t/ ıˆ.s; t/; (4-16)

U.s/ Of .t/D U.s� t / OfC.t/� c0 OfC.t/ ıˆ.s; t/: (4-17)

Now we fix s � 0 and assume 0� t � s � T. With (4-15), we infer from Lemma 3.4 that

jrˆ.s; t/� Idj0;˛ � C"1.1C  t/�
1
2: (4-18)

This implies that

jaij .t/� ıij j0;˛ � C"1.1C  t/
� 1
2; jbij .t/j0;˛I1;.1Ct/1=2 � C:

Using (4-14), it is easy to verify that

H.2.t � �//U.s/ Of .�;X/D U.s/H.2.t � �// Of .�;X/� c�10 U.s/ Of .t/;

and Z t

0

H.2.t � �//U.s� �/h.�; X/ d� D

Z t

0

H.2.t � �//U.s/h�.�; X/ d� � c
�1
0 U.s/ Of .t/:

Therefore, if we take "1 > 0 so that C"1 � "0, then we can apply Proposition 4.1 to obtain

sup
0<t�s

ju�.t/j
1;˛IU.s/ Of .t/;.kCt/1=2

� C
�
ju0 ıˆ.s; 0/j1;˛IU.s/ Of .0/;kCƒk.s; F

�
1 ; F

�
2 ; G�; U.s/

Of ; U.s� � /h/
�
:

Thanks to (4-18), we get by Lemma 2.4, (4-16) and (4-17) that

ju0 ıˆ.s; 0/j1;˛IU.s/ Of .0/;k � C ju0 ıˆ.s; 0/j1;˛I Of .0/ıˆ.s;0/;k � C ju0j1;˛I Of .0/;k;

jF �2 .t/j0;˛IU.s/ Of .t/ � C jF
�
2 .t/j0;˛I OfC.t/ıˆ.s;t/

� C jF2.t/j0;˛I OfC.t/
;

jF �1 .t/j1;˛IU.s�t/h.t/;.kCt/1=2 � C jF
�
1 .t/j1;˛Ih.t/ıˆ.s;t/;.kCt/1=2 � C jF1.t/j1;˛Ih.t/;.kCt/1=2 ;

and

jG�.t/j0;˛IU.s/ Of .t/;.kCt/1=2 � C jG�.t/j0;˛I OfC.t/ıˆ.s;t/;.kCt/1=2

� C jb.t/j0;˛I1;.1Ct/1=2 jG.t/ ıˆ.s; t/j0;˛I OfC.t/ıˆ.s;t/;.kCt/1=2

� C jG.t/j
0;˛I OfC.t/;.kCt/1=2

:

This proves
ƒk
�
s; F �1 ; F

�
2 ; G�; U.s/

Of ; U.s� t /h
�
� Cƒk.s; F1; F2; G; OfC; h/:
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Therefore, we conclude

sup
0<t�s

ju�.t/j
1;˛IU.s/ Of .t/;.kCt/1=2

� C
�
ju0j1;˛I Of .0/;kCƒk.s; F1; F2; G;

OfC; h/
�
:

Thanks to u�.s/D u.s/ and U.s/ Of .s/D OfC.s/, we have

ju.s/j
1;˛I OfC.s/;.kCs/1=2

� C
�
ju0j1;˛I Of .0/;kCƒk.s; F1; F2; G;

OfC; h/
�

for all 0 < s � T. The case s D 0 is trivial. �

Main result. Let us first introduce the weight functions

f .t/DH.1C 2�1t /'1; f1.t/DH.1C 2�1t /'0;

where if B0 D .1; 0; : : : ; 0/, we may take

'1.X/D jx
2
1 C x

2
2 j
�
1Cı
2 ; '0.X/D jx2j

�ı (4-19)

for some 0 < ı < 1
2

. Let

g.t; X/,
Z

Rd

fC.t; Y /f�.t; Y /

1CjX �Y jdC1
dY:

We introduce

M˙.t/, sup
0���t

�
jz
.1/
˙
.�/j1;˛If˙.�/;.1C�1�/1=2CjJ

.1/
˙
.�/j1;˛If˙.�/;.�1�/1=2C�

�1
1 j 

.2/
˙
.�/j1;˛If1.�/;.�1�/1=2

�
:

The main result of this section is stated as follows.

Theorem 4.3. Let ˛ 2 .0; 1/. There exists "2 > 0 such that if M˙.0/C j�2j=�1 � " � "2, then there
exists a global in time unique solution .zC; z�/ 2 L1..0;C1/��/, with the pressure p determined by
(3-16), to the viscous MHD equations (4-1) satisfying

M˙.t/� C" for any t 2 Œ0;C1/:

Remark 4.4. Since M˙.0/ � jz˙.0/h.x1; x2/i1Cı j1;˛, the initial data decays at infinity only in two
directions. This is crucial for the global well-posedness in domains like R2 and R2 � Œ0; 1�.

Remark 4.5. The condition j�2j � "�1 is crucial to our proof. Although �2=�1 is small, the smallness
is independent of �1. It remains open whether one can prove a similar result for any � > 0, � > 0.

Remark 4.6. In numerical simulation, �2 is usually taken to be zero, although it is unreasonable in
physics. However, our result provides a theoretical base for the validity of such a choice, because our
result shows that a small discrepancy between the dissipation coefficients does not change the dynamics
of the system.

To proceed, we need to verify that the weight functions introduced here satisfy some key properties,
(2-3) and (4-14).
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With the choice of (4-19), it is easy to check that for k D 0; 1,

C�1Rd min.'k.X/;R
�k�ı/�

Z
B.X;R/

'k.Y / dY � CR
d min.'k.X/;R

�k�ı/;Z
R

'1.X CB0t / dt � C'0.X/;

which imply

C�1 min
�
'1.X/; .1C�1t /

�
1Cı
2

�
� f .t; X/� C min

�
'1.X/; .1C�1t /

�
1Cı
2

�
; (4-20)

C�1 min
�
'0.X/; .1C�1t /

� ı
2

�
� f1.t; X/� C min

�
'0.X/; .1C�1t /

� ı
2

�
; (4-21)Z

R

f .t; X CB0s/ ds � Cf1.t; X/: (4-22)

Therefore, Z
B.X;R/

f1.t; Y / dY � CR
d min

�
R�ı; .1C�1t /

�
1Cı
2

�
(4-23)

and Z
B.X;R/

h.Y / dY � Ch.X/; (4-24)

which is true for hD 1; f .t/; f1.t/, and f˙.t/ by translation. Thus,Z
Rd

f˙.t; Y / dY

RdC1CjX �Y jdC1
� CR�1f˙.t; X/: (4-25)

Lemma 4.7. (1) The weight functions f .t; X/, f1.t; X/, g.t; X/ satisfy (2-3) with RD .1C�1t /
1
2 and

a uniform constant c0 independent of t .

(2) Property (4-14) with  D �1 holds true for . Of ; h/D .f; g/ and . Of ; h/D .f1; f�/ for the minus sign
or . Of ; h/D .f1; fC/ for the plus sign.

Proof. We deduce from (4-20) and (4-21) that f .t/ and f1.t/ satisfy (2-3) with RD .1C�1t /
1
2 . So do

f˙.t/ and fC.t/f�.t/, and thus g.t/. This also implies

g.t; X/� C�1fC.t; X/f�.t; X/:

By definition, we have

H.2�1.t � s//f .s; X/D f .t; X/; H.2�1.t � s//f1.s; X/D f1.t; X/;

which give the third inequality of (4-14).
By Z T

0

f˙.t; X ˙B0t / dt D

Z T

0

f .t; X ˙ 2B0t / dt � Cf1.t; X/� C;

we get the second inequality of (4-14).
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Thanks to Z t

0

H.2�1.t � s//f�.s; X/ ds D

Z t

0

H.2�1.t � s//U.�2s/f .s; X/ ds

D

Z t

0

f .t; X � 2B0s/ ds � Cf1.t; X/;

we get the first inequality of (4-14) with minus sign for . Of ; h/D .f1; f�/. Similarly, the first inequality
of (4-14) with plus sign for . Of ; h/D .f1; fC/ is true.

Notice that

H.2�1.t � s//g˙.s; X/D

Z
Rd

H.2�1.t � s//.fC.s/f�.s//.Y ˙B0s/

1CjX �Y jdC1
dY

D

Z
Rd

H.2�1.t � s//
�
f .s/U.˙2s/f .s/

�
.Y /

1CjX �Y jdC1
dY:

By (4-20), we have

f .t; X/� C

�
1C

jY �X j
p
1C�1t

�1Cı
f .t; Y /;

which gives

f .s/U.˙2s/f .s/.X/� C

�
1C

jY �X j
p
1C�1s

�2C2ı
f .s/U.˙2s/f .s/.Y /:

Therefore, for t=2� s < t ,

H.2�1.t � s//
�
f .s/U.˙2s/f .s/

�
.Y /

D

Z
Rd
K
�
2�1.t � s/; X �Y

��
f .s/U.˙2s/f .s/

�
.X/ dX

� C

Z
Rd
K
�
2�1.t � s/; X �Y

��
1C

jY �X j
p
1C�1s

�2C2ı
f .s/U.˙2s/f .s/.Y / dX

� Cf .s/U.˙2s/f .s//.Y /� Cf .t/U.˙2s/f .0//.Y /;

and for 0� s � t=2,

H.2�1.t � s//
�
f .s/U.˙2s/f .s/

�
� CH.2�1t /

�
f .s/U.˙2s/f .s/

�
� CH.2�1t /

�
f .0/U.˙2s/f .0/

�
:

Therefore,Z t

0

H.2�1.t � s//
�
f .s/U.˙2s/f .s/

�
ds

� C

Z t
2

0

H.2�1t /
�
f .0/U.˙2s/f .0/

�
dsCC

Z t

t
2

�
f .t/U.˙2s/f .0/

�
ds

� CH.2�1t /.f .0/f1.0//CCf .t/f1.0/� Cf .t/:
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This shows thatZ t

0

H.2�1.t � s//g˙.s; X/ ds � C

Z
Rd

f .t; Y /

1CjX �Y jdC1
dY � Cf .t; X/;

which gives the first inequality of (4-14) for . Of ; h/D .f; g/. �

Proof of Theorem 4.3. The following lemma gives the relation between the Hölder norms of z.i/
˙
.t/,

i D 1; 2, and M˙.t/.

Lemma 4.8. It holds that

jz
.2/
˙
.t/j0;˛If1.t/;.�1t/1=2 � C�1 min

�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
M˙.t/;

jz
.2/
˙
.t/j0;˛I1;.1C�1t/1=2 � C�1 min

�
.�1t /

� 1
2 ; .�1t /

�
1Cı
2

�
M˙.t/;

jrz
.1/
˙
j1;˛If˙.t/;.�1t/

1=2 � CM˙.t/:

Proof. As z.2/
˙
D div .2/

˙
, we have

jz
.2/
˙
.t/j0;˛If1.t/;.�1t/1=2 � C jr 

.2/
˙
.t/j0;˛If1.t/;.�1t/1=2

� C j 
.2/
˙
.t/j1;˛If1.t/;.�1t/1=2 min

�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
� C�1 min

�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
M˙.t/;

which along with (4-21) gives

jz
.2/
˙
.t/j0;˛I1;.1C�1t/1=2 � jz

.2/
˙
.t/j0;˛If1.t/;.�1t/1=2

�
1C

1

�1t

�˛
2
jf1.t/j0

� C�1 min
�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
M˙.t/

�
1C

1

�1t

�˛
2
.1C�1t /

� ı
2

� C�1 min
�
.�1t /

� 1
2 ; .�1t /

�
1Cı
2

�
M˙.t/:

Obviously, we have

jrz
.1/
˙
j0;˛If˙.t/

� jz
.1/
˙
j1;˛If˙.t/;.1C�1t/

1=2 �M˙.s/:

Thanks to �z.1/
˙
D divJ .1/

˙
, we have

j�z
.1/
˙
j0;˛If˙.t/;.�1t/

1=2 � C jJ
.1/
˙
j1;˛If˙.t/;.�1t/

1=2 min
�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
� CM˙.s/min

�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
:

Notice that by Lemma 4.7,

f˙.t; X/� Cf˙.t; Y / if jX �Y j � .1C�1t /
1
2 :

Then we infer from Lemma A.10 that

jr
2z
.1/
˙
j0;˛If˙.t/;.�1t/

1=2 � C
�
jrz

.1/
˙
j0;˛If˙.t/

min
�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
Cj�z

.1/
˙
j0;˛If˙.t/;.�1t/

1=2

�
� CM˙.s/min

�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
:

This proves the third inequality. �
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Proof of Theorem 4.3. For fixed � > 0 and � > 0, the local well-posedness of the MHD equations in
the weighted Hölder spaces can be proved by using the semigroup method and the estimates of the heat
operator in the weighted Hölder spaces (see the subsection on page 1394). Here we omit the details. The
local well-posedness of the linear equations (4-2)–(4-7) in the weighted Hölder spaces is also true.

The proof of global well-posedness is based on a continuity argument. Let us first assume

M˙.s/ < "1 (4-26)

for "1 > 0 given by Proposition 4.2. This in particular gives

jZ
.1/
˙
.t/˙B0j1;˛If�.t/;.1C�1t/1=2 < "1:

Our next goal is to show that

MC.s/� C
�
MC.0/C .MC.s/Cj�2j=�1/M�.s/

�
; (4-27)

M�.s/� C
�
M�.0/C .M�.s/Cj�2j=�1/MC.s/

�
: (4-28)

With the above estimates, we can deduce our result if "2 is taken small enough that

CM˙.0/� C"2 <
1
2
"1; C 2"2 <

1
2
:

This condition on "2 implies that if M˙.s/ < "1 then M˙.s/� 2CM˙.0/ < "1.

The proof of (4-27) and (4-28) is split into three steps.

Step 1: C 1;˛ estimate for z.1/
˙

. For the system (4-4), we apply Proposition 4.2 to obtain

sup
0�t�s

jz
.1/
C
.t/j1;˛IfC.t/;.1C�1t/1=2

� C
�
jzC.0/j1;˛If .0/;1Cƒ1

�
s; I.z.1/� ; z

.1/
C
/; z.2/� � rz

.1/
C
C I.z.2/� ; z

.1/
C
/; 0; fC; g

��
:

By (A-5), we haveˇ̌
I.z.1/� .t/; z

.1/
C
.t//

ˇ̌
1;˛Ig.t/;.1C�1t/1=2

� C jz.1/� .t/j1;˛If�.t/;.1C�1t/1=2 jz
.1/
C
.t/j1;˛IfC.t/;.1C�1t/1=2

� CMC.s/M�.s/:

By (A-6) and Lemma 4.8,ˇ̌
z.2/� � rz

.1/
C
.t/C I.z.2/� .t/; z

.1/
C
.t//

ˇ̌
0;˛IfC.t/

� C jz.2/� .t/j0;˛I1;.1C�1t/1=2 jz
.1/
C
.t/j1;˛IfC.t/;.1C�1t/1=2.1C�1t /

� 1
2

� C�1M�.s/min
�
.�1t /

� 1
2 ; .�1t /

�
1Cı
2

�
MC.s/.1C�1t /

� 1
2

� C�1MC.s/M�.s/min
�
.�1t /

� 1
2 ; .�1t /

�1� ı
2

�
;

and obviously,

jzC.0/j1;˛If .0/;1 �MC.0/:
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Therefore, we obtain

sup
0�t�s

jz
.1/
C
.t/j1;˛IfC.t/;.1C�1t/1=2 � C

�
MC.0/CMC.s/M�.s/

�
:

Similarly, we have

sup
0�t�s

jz.1/� .t/j1;˛If�.t/;.1C�1t/1=2 � C
�
M�.0/CMC.s/M�.s/

�
:

Step 2: C 1;˛ estimate for J .1/
˙

. For the system (4-5), we apply Proposition 4.2 to obtain

sup
0�t�s

jJ
.1/
C
.t/j1;˛IfC.t/;.�1t/1=2 � C

�
jJC.0/j0;˛I Of .0/Cƒ0

�
s;rz.1/� ^rz

.1/
C
; 0; z.2/� � rz

.1/
C
; fC; g

��
:

Thanks to the choice of weight functions, we have

f�.t; X/fC.t; X/� Cg.t; X/:

Then by Lemma 4.8 and the analogue of Lemma 2.1, we haveˇ̌
rz.1/� ^rz

.1/
C
.t/
ˇ̌
1;˛Ig.t/;.�1t/1=2

� C jrz.1/� j1;˛If�.t/;.�1t/1=2 jrz
.1/
C
.t/j1;˛IfC.t/;.�1t/1=2

� CMC.s/M�.s/;ˇ̌
z.2/� � rz

.1/
C
.t/
ˇ̌
0;˛IfC.t/;.�1t/1=2

� C jz.2/� .t/j0;˛I1;.�1t/1=2 jrz
.1/
C
.t/j0;˛IfC.t/;.�1t/1=2

� C�1 min
�
.�1t /

� 1�˛
2 ; .�1t /

� 1
2

�
M�.s/MC.s/;

and jJC.0/j0;˛If .0/ �MC.0/. Therefore, we obtain

sup
0�t�s

jJ
.1/
C
.t/j1;˛IfC.t/;.�1t/1=2 � C

�
MC.0/CMC.s/M�.s/

�
:

Similarly, we have

sup
0�t�s

jJ .1/� .t/j1;˛If�.t/;.�1t/1=2 � C
�
M�.0/CMC.s/M�.s/

�
:

Step 3: C 1;˛ estimate for  .2/
˙

. For the system (4-7), we apply Proposition 4.2 to obtain

sup
0�t�s

j 
.2/
C
.t/j1;˛If1.t/;.�1t/1=2 � Cƒ0

�
s; II2.z.1/� ; z

.2/
C
/��2J

.1/
� ; II1.z.2/� ; z

.2/
C
/; �2z

.2/
� ; f1; f�

�
;

where we used the facts that  .2/
˙
.0/D 0 and f1˙ D f1, and the decomposition of J˙ in (4-6). We get

by Proposition A.6 and Lemma 4.8 thatˇ̌
II2.z.1/� .t/; z

.2/
C
.t//��2J

.1/
� .t/

ˇ̌
1;˛If�.t/;.�1t/1=2

� C jz.1/� .t/j1;˛If�.t/;.�1t/1=2 jr 
.2/
C
.t/j1;˛If1.t/;.�1t/1=2 Cj�2jjJ

.1/
� .t/j1;˛If .t/;.�1t/1=2

� C�1MC.s/M�.s/Cj�2jM�.s/;
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andˇ̌
II1.z.2/� .t/; z

.2/
C
.t//

ˇ̌
0;˛If1.t/

� C jz.2/� .t/j0;˛If1.t/;.�1t/1=2 jz
.2/
� .t/j0;˛If1.t/;.�1t/1=2.1C�1t /

� ı
2 .1C .�1t /

�˛
2 /

� C�21 min
�
.�1t /

�1C˛
2 ; .�1t /

�1� ı
2

�
M�.s/MC.s/;

and

j�2z
.2/
� .t/j0;˛If1.t/;.t/1=2 � C�1j�2jmin

�
.�1t /

� 1
2 ; .�1t /

� 1�˛
2

�
M�.s/:

This shows that

sup
0�t�s

j 
.2/
C
.t/j1;˛If1.t/;.�1t/1=2 � C

�
�1MC.s/Cj�2j

�
M�.s/:

Similarly, we have

sup
0�t�s

j .2/� .t/j1;˛If1.t/;.�1t/1=2 � C
�
�1M�.s/Cj�2j

�
MC.s/:

Summing up the estimates in Steps 1–3, we conclude (4-27) and (4-28). �

Appendix

Weighted C 1;˛ estimate for the integral operator. Recall that

T1u,
Z

Rd
rN.X�Y /�.jX�Y j/u.Y / dY; Tijw,

Z
Rd
@i@j

�
rN.X�Y /.1��.jX�Y j//

�
w.Y / dY;

where the cut-off function � is given by (3-9).

Lemma A.1. Let u;w 2C 0;˛
h
.Rd /, with the weight h satisfying (2-1). Then there exists a constant C > 0

depending only on c0 such that

jT1uj1;˛Ih � C juj0;˛Ih; jTijwj1;˛Ig � C jwj0Ih;

where

g.X/D

Z
Rd

h.Y /

1CjX �Y jdC1
dy:

In particular, we have

jT1uCTijwj1;˛Ig � C
�
juj0;˛IhCjwj0;h

�
:

Proof. Thanks toˇ̌
r
k@i@j

�
rN.X �Y / � .1� �.jx�yj//

�ˇ̌
�

C

1Cjx�yjdC1
; k D 0; 1; 2;

and h.X/� Cg.X/, we get

jr
kTijw.X/j � Cg.X/

ˇ̌̌̌
w

h

ˇ̌̌̌
0

;



1392 DONGYI WEI AND ZHIFEI ZHANG

which in particular implies

jTijwj1;˛Ig � C

ˇ̌̌̌
w

h

ˇ̌̌̌
0

: (A-1)

To deal with T1u, we decompose it as

T1uD

C1X
kD0

Bk.u/;

where

Bk.u/D

Z
Rd
'k.X �Y /u.Y / dY; 'k.X/DrN.X/ �

�
�.2kjX j/� �.2kC1jX j/

�
:

To proceed, we need to use the simple factsZ
Rd
j'k.X/j dX � C2

�k;

Z
Rd
jr'k.X/jjX j

˛ dX � C2�k˛;

Z
Rd
jr
2'k.X/jjX j

˛ dX � C2k.1�˛/;

'k.X/D 0 for jX j> 2; k � 0:
Then we have

jBk.u/.X/j �

Z
Rd
j'k.X �Y /jjh.Y /j dY

ˇ̌̌̌
u

h

ˇ̌̌̌
0

� C2�kh.X/

ˇ̌̌̌
u

h

ˇ̌̌̌
0

: (A-2)

Notice that
rBk.u/.X/D

Z
Rd
r'k.X �Y /.u.Y /�u.X// dY;

from which, we deduce

jrBk.u/.X/j �

Z
Rd
jr'k.X �Y /jjX �Y j

˛.h.X/Ch.Y // dY juj0;˛Ih � C2
�k˛h.X/juj0;˛Ih: (A-3)

Similarly, we have
jr
2Bk.u/.X/j � C2

k.1�˛/h.X/juj0;˛Ih: (A-4)

It follows from (A-2) and (A-3) that
C1X
kD0

jBk.u/.X/j �

C1X
kD0

C2�kh.X/

ˇ̌̌̌
u

h

ˇ̌̌̌
0

� Ch.X/

ˇ̌̌̌
u

h

ˇ̌̌̌
0

;

C1X
kD0

jrBk.u/.X/j �

C1X
kD0

C2�k˛h.X/juj0;˛ � Ch.X/juj0;˛Ih:

It follows from (A-3) and (A-4) thatˇ̌
rBk.u/.X/�rBk.u/.Y /

ˇ̌
� C2�k˛.h.X/C h.Y //juj0;˛Ih min.1; 2kjX �Y j/;

which givesˇ̌̌̌C1X
kD0

r
�
Bk.u/.X/�Bk.u/.Y /

�ˇ̌̌̌
� C.h.X/C h.Y //juj0;˛Ih

C1X
kD0

2�k˛ min.1; 2kjX �Y j/

� C
�
h.X/C h.Y /

�
juj0;˛IhjX �Y j

˛:
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Now we can conclude that

jT1uj1;˛Ih �

ˇ̌̌̌C1X
kD0

Bk.u/

ˇ̌̌̌
1;˛Ih

� C juj0;˛Ih: �

Lemma A.2. It holds that

div .T1uCTijwij /Cu

D

Z
Rd
rN.X �Y / � r�.jX �Y j/u.Y / dY �

Z
Rd
@i@j

�
rN.X �Y / � r�.jX �Y j/

�
wij .Y / dY:

Proof. With the notations in Lemma A.1, a direct calculation gives

div Tij .wij /D�
Z

Rd
@i@j

�
rN.X �Y / � r�.jX �Y j/

�
wij .Y / dY;

divBk.u/D
Z

Rd
div'k.X �Y /u.Y / dY;

where
div'k.X/DrN.X/ � r

�
�.2kjX j/� �.2kC1jX j/

�
D '�k .X/�'

�
kC1.X/;

'�k .X/DrN.X/ � r�.2
k
jX j/D�cd

2k� 0.2kjX j/

jX jd�1
� 0:

Therefore,

div
NX
kD0

Bk.u/CuD

Z
Rd

�
'�0 .X�Y /�'

�
NC1.X�Y /

�
u.Y / dYCu.X/

D

Z
Rd
'�0 .jX�Y j/u.Y / dY�

Z
Rd
'�NC1.X�Y /.u.Y /�u.X// dY , I

�
0 �I

�
NC1;

where we used
R

Rd
'�
k
.X/ dX D 1. Now,

jI�NC1j � Œu�˛

Z
Rd
'�NC1.X �Y /jX �Y j

˛ dY D C Œu�˛2
�N˛
! 0

as N !C1. This proves the lemma. �

We also introduce

T1.u;R/,
Z

Rd
rN.X �Y /�.jX �Y j=R/u.Y / dY;

Tij .w;R/,
Z

Rd
@i@j

�
rN.X �Y /.1� �.jX �Y j=R//

�
w.Y / dY;

where N.X/ is the Newton potential. Let R � 1. If h.X/ � C0h.Y / for jX � Y j � 2R, then we can
deduce by following the proof of Lemma A.1 that

jT1.u;R/j1;˛Ig;RCjTij .w;R/j1;˛Ig;R � C
�
R2juj0;˛Ih;RCjwj0Ih

�
;
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where

g.X/D

Z
Rd

h.Y /

RdC1CjX �Y jdC1
dy:

Due to (4-25), we also have

R�1jT1.u;R/j1;˛If˙.t/;RCjTij .w;R/j0;˛If˙.t/;R � C
�
juj0;˛If˙.t/;RCR

�1
jwj0If˙.t/

�
for RD

p
1C�1t .

In particular, we have

jI.u;w/j1;˛Ig.t/;.1C�1t/1=2

� C
�
.1C�1t /jruj0;˛IfC.t/;.1C�1t/1=2 jrwj0;˛If�.t/;.1C�1t/1=2 Cjuj0IfC.t/jwj0If�.t/

�
� C juj1;˛IfC.t/;.1C�1t/1=2 jwj1;˛If�.t/;.1C�1t/1=2 ;

(A-5)
where g; f˙ are defined as in the subsection on page 1385.

For divuD divw D 0, we have

I.u;w/, T1.@iuj @jwi; R/CTij .uiwj; R/D @iT1.uj @jwi; R/CTij .uiwj; R/:

Therefore, we deduce

jI.u;w/j0;˛If˙.t/ � C juj0;˛I1;.1Ct/1=2 jwj1;˛If˙.t/;.1Ct/1=2.1C  t/
� 1
2 : (A-6)

Weighted Hölder estimates for the heat operator. Let H.t/ be the heat operator given by

H.t/f .X/ WD
1

.4�t/d=2

Z
Rd
e�
jX�Y j2

4t f .Y / dY D

Z
Rd
K.t;X �Y /f .Y / dY;

where K.t;X/D .4�t/�
d
2 e�

jXj2

4t . Let ˛ � 0 and k 2 N. It is easy to verify the properties

jr
kK.t;X/j � Ct�

k
2K.2t; X/;

jr
kK.t;X/jjX 0j˛ � Ct�

k�˛
2 K.2t; X/;

jr
kK.t;X/�rkK.t; Y /j � Ct�

kC1
2 K.2t; X/jX �Y j;

jr
kK.t;X/�rkK.t; Y /jjX 0j˛ � Ct�

kC1�˛
2 K.2t; X/jX �Y j

(A-7)

for any X 0; Y 2 B.X;
p
t /. Here C is a constant independent of t .

We introduce the seminorm

Œu�1Ih WD sup
X;Y2Rd

ju.X/�u.Y /j

.h.X/C h.Y //jX �Y j
:

Then it is easy to check that

Œu�˛Ih � Œu�
˛
1Ihjuj

1�˛
0Ih ; jruj0Ih � 2Œu�1Ih: (A-8)
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Lemma A.3. Let u 2 C 0;˛
h
.Rd /, with 0 < h < C0 and ˛ 2 .0; 1/. Then there exists a constant C > 0

depending only on d , ˛, k such that, for k 2 N,

jr
kH.t/uj0IH.2t/h � Ct

�k
2 juj0Ih; ŒrkH.t/u�1IH.2t/h � Ct�

kC1
2 juj0Ih;

ŒrkH.t/u�˛IH.2t/h � Ct
�k
2 Œu�˛Ih; ŒrkH.t/u�1IH.2t/h� Ct

�
kC1�˛
2 Œu�˛Ih:

Proof. Thanks to (A-7), we have

jr
kH.t/u.X/j D

ˇ̌̌̌Z
Rd
r
kK.t;X �Y /u.Y / dY

ˇ̌̌̌
�

Z
Rd
jr
kK.t;X �Y /jju.Y /j dY

� Ct�
k
2

Z
Rd
K.2t; X �Y /h.Y / dY juj0Ih

� Ct�
k
2H.2t/h.X/juj0Ih;

which gives the first inequality.
If jX �Y j<

p
t , then we get by (A-7) thatˇ̌

r
kH.t/u.X/�rkH.t/u.Y /

ˇ̌
D

ˇ̌̌̌Z
Rd
.rkK.t;X �X 0/�rkK.t; Y �X 0//u.X 0/ dX 0

ˇ̌̌̌
�

Z
Rd

ˇ̌
r
kK.t;X �X 0/�rkK.t; Y �X 0/

ˇ̌
ju.X 0/j dX 0

� Ct�
kC1
2 jX �Y j

Z
Rd
K.2t; X �X 0/h.X 0/ dX 0juj0Ih

� Ct�
kC1
2 jX �Y jH.2t/h.X/juj0Ih;

and if jX �Y j �
p
t , thenˇ̌

r
kH.t/u.X/�rkH.t/u.Y /

ˇ̌
� jr

kH.t/u.X/jC jrkH.t/u.Y /j

� Ct�
k
2H.2t/h.X/juj0IhCCt

�k
2H.2t/h.Y /juj0Ih

� Ct�
kC1
2 jX �Y j

�
H.2t/h.X/CH.2t/h.Y /

�
juj0Ih;

which imply the second inequality.
For any X; Y 2 Rd, we haveˇ̌
r
kH.t/u.X/�rkH.t/u.Y /

ˇ̌
D

ˇ̌̌̌Z
Rd
r
kK.t;X 0/u.X �X 0/ dX 0�

Z
Rd
r
kK.t;X 0/u.Y �X 0/ dX 0

ˇ̌̌̌
�

Z
Rd
jr
kK.t;X 0/j

ˇ̌
u.X �X 0/�u.Y �X 0/

ˇ̌
dX 0

� Ct�
k
2

Z
Rd
K.2t; X 0/

�
h.X �X 0/C h.Y �X 0/

�
dX 0jX �Y j˛Œu�˛Ih

� Ct�
k
2

�
H.2t/h.X/CH.2t/h.Y /

�
jX �Y j˛Œu�˛Ih;

which gives the third inequality.
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For any X; Y 2 Rd, if jX �Y j<
p
t , we take Y 0 2 B.X;

p
t / so that

h.Y 0/

Z
B.X;

p
t/

K.2t; X �X 0/ dX 0 �

Z
B.X;

p
t/

K.2t; X �X 0/h.X 0/ dX 0 �H.2t/h.X/;

which gives h.Y 0/� CH.2t/h.X/. Then we deduce, for jX �Y j<
p
t ,

jr
kH.t/u.X/�rkH.t/u.Y /j

D

ˇ̌̌̌Z
Rd

�
r
kK.t;X �X 0/�rkK.t; Y �X 0/

��
u.X 0/�u.Y 0/

�
dX 0

ˇ̌̌̌
�

Z
Rd

ˇ̌
r
kK.t;X �X 0/�rkK.t; Y �X 0/

ˇ̌ ˇ̌
u.X 0/�u.Y 0/

ˇ̌
dX 0

�

Z
Rd

ˇ̌
r
kK.t;X �X 0/�rkK.t; Y �X 0/

ˇ̌
jX 0�Y 0j˛

�
h.X 0/C h.Y 0/

�
dX 0Œu�˛Ih

� Ct�
kC1�˛
2 jX �Y j

Z
Rd
K.2t; X �X 0/

�
h.X 0/C h.Y 0/

�
dX 0Œu�˛Ih

� Ct�
kC1�˛
2 jX �Y j

�
H.2t/h.X/C h.Y 0/

�
Œu�˛Ih

� Ct�
kC1�˛
2 jX �Y jH.2t/h.X/Œu�˛Ih:

While, if jX �Y j �
p
t , thenˇ̌

r
kH.t/u.X/�rkH.t/u.Y /

ˇ̌
� Ct�

k
2

�
H.2t/h.X/CH.2t/h.Y /

�
jX �Y j˛Œu�˛Ih

� Ct�
kC1�˛
2

�
H.2t/h.X/CH.2t/h.Y /

�
jX �Y jŒu�˛Ih:

This proves the fourth inequality. �

Lemma A.4. Let  > 0, k � 0, and u 2 C 0;˛
h
.Rd /, with 0 < h < C0. Let R �

p
t > 0. Then there exists

a constant C > 0 depending only on d , ˛ such that

jH.t/uj
1;˛IH.2t/h;

p
kCt
� C juj

1;˛Ih;
p
k
; jH.t/uj1;˛IH.2t/h;R � C

'˛.R/

'˛.
p
t /
juj0;˛Ih;

where '˛.R/Dmax.R;R1C˛/.

Proof. By Lemma A.3 and (A-8), we have

jH.t/uj0IH.2t/h � C juj0Ih; ŒH.t/u�˛IH.2t/h � C Œu�˛Ih; jH.t/uj0;˛IH.2t/h � C juj0;˛Ih;

jrH.t/uj0IH.2t/h �min
�
Ct�

1
2 juj0Ih; C t

� 1�˛
2 Œu�˛Ih

�
� C min.t�

1
2 ; t�

1�˛
2 /juj0;˛Ih;

ŒrH.t/u�˛IH.2t/h �min
�
Ct�

1C˛
2 juj0Ih; C t

� 1
2 Œu�˛Ih

�
� C min.t�

1C˛
2 ; t�

1
2 /juj0;˛Ih:

Due to rH.t/uDH.t/ru, we have

jrH.t/uj0IH.2t/h � C jruj0Ih; ŒrH.t/u�˛IH.2t/h � C Œru�˛Ih:
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Therefore,

jH.t/uj
1;˛IH.2t/h;

p
kCt
D jH.t/uj0;˛IH.2t/hCmax..kC t /

1�˛
2 ; .kC t /

1
2 /jrH.t/uj0IH.2t/h

Cmax..kC t /
1
2 ; .kC t /

1C˛
2 /ŒrH.t/u�˛IH.2t/h

� C juj0;˛IhCmax.k
1�˛
2 ; k

1
2 /jrH.t/uj0IH.2t/h

Cmax.t
1�˛
2 ; t

1
2 /jrH.t/uj0IH.2t/hCmax.k

1
2 ; k

1C˛
2 /ŒrH.t/u�˛IH.2t/h

Cmax.t
1
2 ; t

1C˛
2 /ŒrH.t/u�˛IH.2t/h

� C juj0;˛IhCC max.k
1�˛
2 ; k

1
2 /jruj0IhCC juj0;˛Ih

CC max.k
1
2 ; k

1C˛
2 /Œru�˛IhCC juj0;˛Ih

� C juj
1;˛Ih;

p
k
;

which gives the first inequality. Also,

jH.t/uj1;˛IH.2t/h;R D jH.t/uj0;˛IH.2t/hCmax.R1�˛; R/
�
jrH.t/uj0IH.2t/hCR

˛ŒrH.t/u�˛IH.2t/h
�

� C juj0;˛IhCmax.R;R1C˛/
�
t�

˛
2 jrH.t/uj0IH.2t/hCŒrH.t/u�˛IH.2t/h

�
� C juj0;˛IhCC'˛.R/min.t�

1C˛
2 ; t�

1
2 /juj0;˛Ih

� C
'˛.R/

'˛.
p
t /
juj0;˛Ih;

which gives the second inequality. �

Riesz transform in the weighted Hölder spaces. Throughout this subsection, we take f , f1, f˙ to be
as in the subsection on page 1385. We need the following property for the weight functions.

Lemma A.5. For hD 1; f1.t/; f .t/, and f˙.t/, we have

R�d
Z
B.X;R/

h.Y /f1.t; Y / dY � Ch.X/min.R�ı ; .1C�1t /�
ı
2 /: (A-9)

Proof. The case of hD 1 follows from (4-23). We define

�1.X/D jx2j; �2.X/D j.x1; x2/j for X D .x1; : : : ; xd / 2 Rd:

Then by (4-21), for hD f1.t/ if �1.X/� 2R or �1.X/� 2
p
1C�1t ; we have

h.Y /� Ch.X/ for jY �X j �R;

which gives,

R�d
Z
B.X;R/

h.Y /f1.t; Y / dY � CR
�d

Z
B.X;R/

h.X/f1.t; Y / dY � Ch.X/min.R�ı; .1C�1t /�
ı
2 /:

Using (4-20), the above inequality holds for hD f .t/ if �2.X/� 2R or �2.X/� 2
p
1C�1t .

For the case hD f1.t/, if 2
p
1C�1t � �1.X/� 2R, then by (4-21),

h.X/� C�1'1.X/� C
�1R�ı; h.Y /f1.t; Y /� C'1.Y /

2
D C�1.Y /

�2ı;
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which imply

R�d
Z
B.X;R/

h.Y /f1.t; Y / dY � CR
�d

Z
B.X;R/

�1.Y /
�2ı dY � CR�2ı � Ch.X/R�ı:

For the case hD f .t/, if 2
p
1C�1t � �2.X/� 2R, then by (4-20),

h.X/� C�1'2.X/� C
�1R�1�ı; h.Y /f1.t; Y /� C'1.Y /'2.Y /D C jy1j

� 1
2
�ı
jy2j
� 1
2
�ı;

which imply

R�d
Z
B.X;R/

h.Y /f1.t; Y / dY � CR
�1�2ı

� Ch.X/R�ı :

Thus (A-9) is true for hDf1.t/;f .t/. The case hDf˙.t/ follows from the case hDf .t/ by translation. �

Proposition A.6. It holds thatˇ̌
Œu; RiRj � @kw

ˇ̌
1;˛If˙.t/;.�1t/

1=2 � C juj1;˛If˙.t/;.1C�1t/1=2 jwj1;˛If1.t/;.�1t/1=2 ;

jRiRj .uw/j0;˛If1.t/ � C.1C�1t /
� ı
2 .1C .�1t /

�˛
2 /juj0;˛If1.t/;.�1t/1=2 jwj0;˛If1.t/;.�1t/1=2 :

The proof of the proposition is very complicated. Let us begin with some reductions. For fixed i; j ,

RiRjw.X/C
ıij

d
w.X/D�p.v.

Z
Rd
@i@jN.X �Y /w.Y / dY ,

1X
nD�1

Rnij .w/;

where
Rnij .u/D�

Z
Rd
'n.X �Y /u.Y / dY;

with 'n.X/D @i@jN.X/
�
�.2njX j/� �.2nC1jX j/

�
. Therefore,

Œu; RiRj � @kw D

1X
nD�1

Œu; Rnij � @kw: (A-10)

Lemma A.7. For hD 1; f1.t/; f .t/ and f˙.t/, it holds that

jRiRj .u/j0;˛Ih;.1C�1t/1=2 � C.1C�1t /
� ı
2 juj0;˛Ihf1.t/;.1C�1t/1=2 :

Proof. Notice thatZ
Rd
'n.X/ dX D 0; supp'n � B.0; 21�n/ nB.0; 2�1�n/; jrl'nj � C2n.dCl/; l D 0; 1; 2:

We deduce from Lemma A.5 that

jRnij .u/.X/j �

Z
Rd
j'n.X �Y /jh.Y /f1.t; Y / dY juj0Ihf1.t/

� C2nd
Z
B.X;21�n/

h.Y /f1.t; Y / dY juj0Ihf1.t/ � C2
nıh.X/juj0Ihf1.t/:

For X 2 Rd,

Rnij .u/.X/D�

Z
Rd
'n.X �Y /.u.Y /�u.X// dY;
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which along with (4-24) gives

jRnij .u/.X/j �

Z
Rd
j'n.X �Y /j.h.X/C h.Y //jX �Y j

˛ dY Œu�˛Ih

� C2n.d�˛/
Z
B.X;21�n/

.h.X/C h.Y // dY Œu�˛Ih � C2
�n˛h.X/Œu�˛Ih:

By (4-21), we have

Œu�˛Ih � C.1C�1t /
� ı
2 Œu�˛Ihf1.t/ � C.1C�1t /

�
˛Cı
2 juj0;˛Ihf1.t/;.1C�1t/1=2 :

Thus, we can conclude

jRiRj .u/.X/j �

1X
nD�1

jRnij .u/.X/j

�

1X
nD�1

C min
�
2nı; 2�n˛.1C�1t /

�
˛Cı
2

�
h.X/juj0;˛Ihf1.t/;.1C�1t/1=2

� C.1C�1t /
� ı
2h.X/juj0;˛Ihf1.t/;.1C�1t/1=2 :

For any X;X 0 2 Rd, with jX �X 0j � 2�n,ˇ̌
Rnij .u/.X/�R

n
ij .u/.X

0/
ˇ̌
�

Z
Rd

ˇ̌
'n.X �Y /�'n.X

0
�Y /

ˇ̌
.h.X/C h.Y //jX �Y j˛ dY Œu�˛Ih

� C2n.dC1�˛/jX �X 0j

Z
B.X;21�n/

.h.X/C h.Y // dY Œu�˛Ih

� C2n.1�˛/jX �X 0jh.X/Œu�˛Ih;

which gives, for any X;X 0 2 Rd,ˇ̌
Rnij .u/.X/�R

n
ij .u/.X

0/
ˇ̌
� C2�n˛ min.1; 2njX �X 0j/.h.X/C h.X 0//Œu�˛Ih:

Then we haveˇ̌
RiRj .u/.X/�RiRj .u/.X

0/
ˇ̌
�

1X
nD�1

ˇ̌
Rnij .u/.X/�R

n
ij .u/.X

0/
ˇ̌

�

1X
nD�1

C2�n˛ min.1; 2njX �X 0j/.h.X/C h.X 0//Œu�˛Ih

� C jX �X 0j˛.h.X/C h.X 0//Œu�˛Ih;

which implies ŒRiRju�˛Ih � C Œu�˛Ih. Thus,

jRiRj .u/j0;˛Ih;.1C�1t/1=2 D jRiRj .u/j0IhC .1C�1t /
˛
2 ŒRiRju�˛Ih

� C.1C�1t /
� ı
2 juj0;˛Ihf1.t/;.1C�1t/1=2 C .1C�1t /

˛
2 Œu�˛Ih

� C.1C�1t /
� ı
2 juj0;˛Ihf1.t/;.1C�1t/1=2 ;

which gives our result. �
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Lemma A.8. For l D 0; 1, it holds thatˇ̌
r
l Œu; Rnij � @kw.X/

ˇ̌
� C2n.l�˛/jruj0IB.X;21�n/Œw�˛:

Proof. Thanks to

Œu;Rnij �@kw.X/D

Z
Rd
'n.X�Y /.u.Y /�u.X//@kw.Y /dY

D

Z
Rd
@k'n.X�Y /.u.Y /�u.X//w.Y /dY�

Z
Rd
'n.X�Y /@ku.Y /w.Y /dY; (A-11)

we deduce thatˇ̌
Œu; Rnij � @kw.X/

ˇ̌
�

Z
Rd
j@k'n.X �Y /jjX �Y j dY jruj0IB.X;21�n/jwj0IB.X;21�n/

C

Z
Rd
j'n.X �Y /j dY jruj0IB.X;21�n/jwj0IB.X;21�n/

� C jruj0IB.X;21�n/jwj0IB.X;21�n/;

Thanks to

rŒu;Rnij �@kw.X/D

Z
Rd
r@k'n.X�Y /.u.Y /�u.X//w.Y /dY

�ru.X/

Z
Rd
@k'n.X�Y /w.Y /dY�

Z
Rd
r'n.X�Y /@ku.Y /w.Y /dY; (A-12)

we can similarly deduce thatˇ̌
rŒu; Rnij � @kw.X/

ˇ̌
� C2njruj0IB.X;21�n/jwj0IB.X;21�n/:

As Œu; Rnij � @kw D Œu; R
n
ij � @k.w�w.X//; we have, for l D 0; 1,ˇ̌

r
l Œu; Rnij � @kw.X/

ˇ̌
� C2nl jruj0IB.X;21�n/jw�w.X/j0IB.X;21�n/ � C2

n.l�˛/
jruj0IB.X;21�n/Œw�˛:

�

Lemma A.9. If juj1;˛Ih;.1C�1t/1=2 D jwj1;˛If1.t/;.�1t/1=2 D 1 for hD 1; f1.t/; f .t/ and f˙.t/, then we
have ˇ̌

Œu; Rnij � @kw.X/
ˇ̌
� Ch.X/min

�
2nı.1C�1t /

� 1
2 ; 2�n˛.1C�1t /

�
1CıC˛
2

�
;ˇ̌

@l Œu; R
n
ij � @kw.X/

ˇ̌
� Ch.X/.1C�1t /

�
1CıC˛
2 min

�
2n.1�˛/; 2�n˛.�1t /

� 1
2

�
:

Proof. As juj1;˛Ih;.1C�1t/1=2 D jwj1;˛If1.t/;.�1t/1=2 D 1, we have

ju.X/j � h.X/; jru.X/j � h.X/.1C�1t /
� 1
2 ; jw.X/j � f1.t; X/:

Using f1.t; X/� C.1C�1t /�
ı
2 , we also have

jwj0 � C.1C�1t /
� ı
2 ; Œw�˛ � C.1C�1t /

� ı
2 ; jrwj0 � C.1C�1t /

� ı
2 .�1t /

� 1
2 ;

Œrw�˛ � C.1C�1t /
� ı
2 min

�
.�1t /

� 1
2 ; .�1t /

�
1C˛
2

�
� C.1C�1t /

�
ıC˛
2 .�1t /

� 1
2 ;



GLOBAL WELL-POSEDNESS OF THE MHD EQUATIONS IN A HOMOGENEOUS MAGNETIC FIELD 1401

and

Œw�˛ � C jwj
1�˛
0 jrwj˛0 � C.1C�1t /

� ı
2 .�1t /

�˛
2 :

Therefore

Œw�˛ � C.1C�1t /
� ı
2 min.1; .�1t /�

˛
2 /� C.1C�1t /

�
ıC˛
2 :

Then we deduce from (A-11) and Lemma A.5 that, for 2�n �
p
1C�1t ,ˇ̌

Œu; Rnij � @kw.X/
ˇ̌

�

Z
Rd
j@k'n.X�Y /j.h.X/Ch.Y //f1.t; Y / dY C.1C�1t /

� 1
2

Z
Rd
j'n.X�Y /jh.Y /f1.t; Y / dY

� C2n.dC1/
Z
B.X;21�n/

.h.X/Ch.Y //f1.t; Y / dY CC.1C�1t /
� 1
2 2nd

Z
B.X;21�n/

h.Y /f1.t; Y / dY

� C2n.1Cı/h.X/CC.1C�1t /
� 1
2 2nıh.X/

� C.1C�1t /
� 1
2 2nıh.X/:

For 2�n �
p
1C�1t , we have

jruj0IB.X;21�n/ � jruj0Ih;B.X;21�n/jhj0IB.X;21�n/ � Ch.X/.1C�1t /
� 1
2 ;

where we used the fact that h satisfies (2-3) with RD
p
1C�1t . Similarly, we have

Œru�˛IB.X;21�n/ � Œru�˛Ih;B.X;21�n/jhj0IB.X;21�n/ � Ch.X/.1C�1t /
�
1C˛
2 :

Then we get by Lemma A.8 thatˇ̌
Œu; Rnij � @kw.X/

ˇ̌
� C2n˛h.X/jruj0IB.X;21�n/Œw�˛ � C2

n˛h.X/.1C�1t /
�
1CıC˛
2 ;

which gives the first inequality of the lemma.
Similarly, by (A-12) and Lemmas A.5 and A.8, we can deduce

j@l Œu; R
n
ij � @kw.X/j � Ch.X/2

n min
�
2nı.1C�1t /

� 1
2 ; 2�n˛.1C�1t /

�
1CıC˛
2

�
� Ch.X/2n.1�˛/.1C�1t /

�
1CıC˛
2 :

On the other hand,

@l Œu;R
n
ij �@kw.X/D

Z
Rd
@l'n.X�Y /.u.Y /�u.X//@kw.Y /dY�@lu.X/

Z
Rd
'n.X�Y /@kw.Y /dY

, Œu;@lRnij �@kw.X/C@lu.X/R
n
ij @kw.X/:

From the proof of Lemma A.7, we can see that

jRnij @kw.X/j � C2
�n˛Œ@kw�˛ � C2

�n˛.1C�1t /
�
ıC˛
2 .�1t /

� 1
2 :
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By (4-24), we deduce that, for 2�n �
p
1C�1t ,ˇ̌

Œu; @lR
n
ij � @kw.X/

ˇ̌
�

Z
Rd
j@l'n.X �Y /j

�
ju.Y /jC ju.X/j

�
j@kw.Y /j dY

� C2n.dC1/.1C�1t /
� ı
2 .�1t /

� 1
2

Z
B.X;21�n/

.h.Y /C h.X// dY

� C2n.1C�1t /
� ı
2 .�1t /

� 1
2h.X/

� C2�n˛.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2h.X/:

For 2�n �
p
1C�1t , using the formula

Œu; @lR
n
ij � @kw.X/D

Z
Rd
@l'n.X �Y /.u.Y /�u.X//.@kw.Y /� @kw.X// dY

C@kw.X/

Z
Rd
'n.X �Y /.@lu.Y /� @lu.X// dY;

we deduce thatˇ̌
Œu; @lR

n
ij � @kw.X/

ˇ̌
�

Z
Rd
j@l'n.X �Y /jjX �Y j

1C˛ dY jruj0IB.X;21�n/Œ@kw�˛

Cj@kwj0

Z
Rd
'n.X �Y /jX �Y j

˛ dY Œru�˛IB.X;21�n/

� C2�n˛h.X/.1C�1t /
� 1
2 .1C�1t /

�
ıC˛
2 .�1t /

� 1
2

CC.1C�1t /
� ı
2 .�1t /

� 1
2 2�n˛h.X/.1C�1t /

�
1C˛
2

� C2�n˛h.X/.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2 :

This shows thatˇ̌
@l Œu; R

n
ij � @kw.X/

ˇ̌
�
ˇ̌
Œu; @lR

n
ij � @kw.X/

ˇ̌
C
ˇ̌
@lu.X/R

n
ij @kw.X/

ˇ̌
� C2�n˛h.X/.1C�1t /

�
1CıC˛
2 .�1t /

� 1
2 CCh.X/.1C�1t /

� 1
2 2�n˛.1C�1t /

�
ıC˛
2 .�1t /

� 1
2

� C2�n˛h.X/.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2 ;

which gives the second inequality of the lemma. �

Using the formula

@mŒu; @lR
n
ij � @kw.X/

D

Z
Rd
@m@l'n.X �Y /.u.Y /�u.X// @kw.Y / dY � @mu.X/

Z
Rd
@l'n.X �Y / @kw.Y / dY;

we can also deduce thatˇ̌
@mŒu; @lR

n
ij � @kw.X/

ˇ̌
� C2n.1�˛/h.X/.1C�1t /

�
1CıC˛
2 .�1t /

� 1
2 : (A-13)

Now we are in position to prove Proposition A.6.
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Proof. We get by Lemma A.7 with hD f1.t/ that

jRiRj .uw/j0;˛If1.t/ � C.1C�1t /
� ı
2 juwj0;˛If1.t/2;.1C�1t/1=2

� C.1C�1t /
� ı
2 .1C .�1t /

�˛
2 /juwj0;˛If1.t/2;.�1t/1=2

� C.1C�1t /
� ı
2 .1C .�1t /

�˛
2 /juj0;˛If1.t/;.�1t/1=2 jwj0;˛If1.t/;.�1t/1=2 ;

which gives the second inequality of the proposition.
For the first inequality, without loss of generality, we can assume

juj1;˛Ih;.1C�1t/1=2 D jwj1;˛If1.t/;.�1t/1=2 D 1;

where hD f˙.t/.
First of all, by Lemma A.9, we haveˇ̌

Œu;RiRj �@kw.X/
ˇ̌
�

1X
nD�1

ˇ̌
Œu;Rnij �@kw.X/

ˇ̌
�C

1X
nD�1

h.X/min
�
2nı.1C�1t /

� 1
2;2�n˛.1C�1t /

�
1CıC˛
2

�
�Ch.X/.1C�1t /

�
1Cı
2 ;

and ˇ̌
@l Œu; RiRj � @kw.X/

ˇ̌
�

1X
nD�1

ˇ̌
@l Œu; R

n
ij � @kw.X/

ˇ̌
� C

1X
nD�1

h.X/.1C�1t /
�
1CıC˛
2 min

�
2n.1�˛/; 2�n˛.�1t /

� 1
2

�
� Ch.X/.1C�1t /

�
1CıC˛
2 .�1t /

� 1�˛
2 :

Now we consider X; Y 2 Rd, with jX �Y j �
p
1C�1t . It follows from Lemma A.9 thatˇ̌

Œu; Rnij � @kw.X/� Œu; R
n
ij � @kw.Y /

ˇ̌
� Ch.X/2�n˛.1C�1t /

�
1CıC˛
2 min.1; 2njX �Y j/;

where we used the fact that h satisfies (2-3) with RD
p
1C�1t . Therefore,ˇ̌

Œu; RiRj � @kw.X/� Œu; RiRj � @kw.Y /
ˇ̌
�

1X
nD�1

ˇ̌
Œu; Rnij � @kw.X/� Œu; R

n
ij � @kw.Y /

ˇ̌
� C

1X
nD�1

h.X/2�n˛.1C�1t /
�
1CıC˛
2 min.1; 2njX �Y j/

� Ch.X/.1C�1t /
�
1CıC˛
2 jX �Y j˛:

We write
@l Œu; RiRj � @kw D Œu; @lRiRj � @kwC @luRiRj @kw;

where

Œu; @lRiRj � @kw D

1X
nD�1

Œu; @lR
n
ij � @kw:

We get by Lemma A.9 and (A-13) thatˇ̌
Œu; @lR

n
ij � @kw.X/� Œu; @lR

n
ij � @kw.Y /

ˇ̌
� Ch.X/2�n˛.1C�1t /

�
1CıC˛
2 .�1t /

� 1
2 min.1; 2njX �Y j/;
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which givesˇ̌
Œu; @lRiRj � @kw.X/� Œu; @lRiRj � @kw.Y /

ˇ̌
�

1X
nD�1

ˇ̌
Œu; @lR

n
ij � @kw.X/� Œu; @lR

n
ij � @kw.Y /

ˇ̌
� C

1X
nD�1

h.X/2�n˛.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2 min.1; 2njX �Y j/

� Ch.X/.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2 jX �Y j˛:

By

j@kwj0;˛If1.t/;.1C�1t/1=2 � .1C .�1t /
�˛
2 /j@kwj0;˛If1.t/;.�1t/1=2

� .1C .�1t /
�˛
2 /min

�
.�1t /

� 1�˛
2 ; .�1t /

� 1
2

�
� 2.�1t /

� 1
2 ;

we infer from Lemma A.7 that
j@lu RiRj @kwj0;˛Ih;.1C�1t/1=2 � C j@luj0;˛Ih;.1C�1t/1=2 jRiRj @kwj0;˛I1;.1C�1t/1=2

� C.1C�1t /
� 1
2 .1C�1t /

� ı
2 j@kwj0;˛Ih;.1C�1t/1=2

� C.1C�1t /
�
1Cı
2 .�1t /

� 1
2 ;

and

Œ@lu RiRj @kw�˛Ih � C.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2 :

This shows thatˇ̌
@l Œu; RiRj � @kw.X/� @l Œu; RiRj � @kw.Y /

ˇ̌
� Ch.X/.1C�1t /

�
1CıC˛
2 .�1t /

� 1
2 jX �Y j˛:

For the case X; Y 2 Rd, with jX �Y j �
p
1C�1t , we haveˇ̌

Œu; RiRj � @kw.X/� Œu; RiRj � @kw.Y /
ˇ̌
� C.h.X/C h.Y //.1C�1t /

�
1Cı
2

� C.h.X/C h.Y //.1C�1t /
�
1CıC˛
2 jX �Y j˛;

andˇ̌
@l Œu; RiRj � @kw.X/� @l Œu; RiRj � @kw.Y /

ˇ̌
� C.h.X/C h.Y //.1C�1t /

�
1CıC˛
2 .�1t /

� 1�˛
2

� C.h.X/C h.Y //.1C�1t /
�
1CıC˛
2 .�1t /

� 1
2 jX �Y j˛:

In summary, we concludeˇ̌
Œu;RiRj �@kw

ˇ̌
1;˛Ih;.�1t/1=2

D
ˇ̌
Œu;RiRj �@kw

ˇ̌
0Ih
C
�
Œu;RiRj �@kw

�
˛Ih

Cmax..�1t /
1�˛
2 ; .�1t /

1
2 /
�ˇ̌
rŒu;RiRj �@kw

ˇ̌
0Ih
C.�1t /

˛
2

�
rŒu;RiRj �@kw

�
˛Ih

�
�C.1C�1t /

�
1Cı
2 CC.1C�1t /

�
1CıC˛
2

CC max
�
.�1t /

1�˛
2 ; .�1t /

1
2

��
.1C�1t /

�
1CıC˛
2 .�1t /

� 1�˛
2 C.�1t /

˛
2 .1C�1t /

�
1CıC˛
2 .�1t /

� 1
2

�
�C;

which gives the first inequality of the proposition. �
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Weighted Schauder estimate. Let h.X/ be a positive bounded weight satisfying

h.X/� C0h.Y / for jX �Y j � 2R; R > 0:

Lemma A.10. Let u 2 C 2;˛
h
.Rd /. Then we have

jr
2uj0;˛Ih;R � C

�
jruj0;˛Ih min.R�1C˛; R�1/Cj�uj0;˛Ih;R

�
:

Here C is a constant depending only on C0.

Proof. Fix X 2 Rd and consider the function w.Y /D u.Y /�u.X/� .Y �X/ � ru.X/. So,

r
2w Dr2u; �w D�u; j�uj0;˛IB.X;2R/;R � 2C0h.X/j�uj0;˛Ih;R;

where

juj0;˛IB.X;2R/;R , juj0IB.X;2R/CR˛Œu�˛IB.X;2R/:

As rw.Y /Dru.Y /�ru.X/, we have for jX �Y j � 2R,

jrw.Y /j D jru.Y /�ru.X/j � .h.X/C h.Y //jX �Y j˛jruj0;˛Ih � 4C0h.X/R
˛
jruj0;˛Ih;

jrw.Y /j � jru.Y /jC jru.X/j � .h.X/C h.Y //jruj0;˛Ih � 2C0h.X/jruj0;˛Ih:

This shows that

jrwj0IB.X;2R/ � 4C0h.X/min.R˛; 1/jruj0;˛Ih;

from which and w.X/D 0, we infer

jwj0IB.X;2R/ � 2Rjrwj0IB.X;2R/ � 8C0h.X/min.R1C˛; R/jruj0;˛Ih:

Then by the (scaled) Schauder estimate, we obtain

jr
2wj0;˛IB.X;R/;R � C

�
R�2jwj0IB.X;2R/Cj�wj0;˛IB.X;2R/;R

�
� Ch.X/

�
min.R�1C˛; R�1/jruj0;˛IhCj�uj0;˛Ih;R

�
, Ch.X/A;

which in particular shows

jr
2u.X/j D jr2w.X/j � jr2wj0;˛IB.X;R/;R � Ch.X/A:

On the other hand, if jY �X j<R, thenˇ̌
r
2u.X/�r2u.Y /

ˇ̌
� jX �Y j˛R�˛ jr2wj0;˛IB.X;R/;R � Ch.X/AjX �Y j

˛R�˛;

and if jY �X j �R, thenˇ̌
r
2u.X/�r2u.Y /

ˇ̌
�jr

2u.X/jCjr2u.Y /j�Ch.X/ACCh.Y /A�C.h.X/Ch.Y //AjX�Y j˛R�˛:

This gives

jr
2uj0;˛Ih;R D jr

2uj0IhCR
˛Œr2u�˛Ih � CA: �
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NONNEGATIVE KERNELS AND 1-RECTIFIABILITY
IN THE HEISENBERG GROUP

VASILEIOS CHOUSIONIS AND SEAN LI

Let E be a 1-regular subset of the Heisenberg group H. We prove that there exists a −1-homogeneous
kernel K1 such that if E is contained in a 1-regular curve, the corresponding singular integral is bounded
in L2(E). Conversely, we prove that there exists another −1-homogeneous kernel K2 such that the
L2(E)-boundedness of its corresponding singular integral implies that E is contained in a 1-regular curve.
These are the first non-Euclidean examples of kernels with such properties. Both K1 and K2 are weighted
versions of the Riesz kernel corresponding to the vertical component of H. Unlike the Euclidean case,
where all known kernels related to rectifiability are antisymmetric, the kernels K1 and K2 are even and
nonnegative.

1. Introduction

One of the standard topics in classical harmonic analysis is the study of singular integral operators (SIOs)
of the form

T f (x)=
∫
�(x − y)
|x − y|n

f (y) dLn(y),

where � is a 0-homogeneous function and Ln is the Lebesgue measure in Rn; see, e.g., [Stein 1993]. A
considerable amount of research has been devoted to such SIOs, and nowadays they are well understood.
On the other hand if the singular integral is defined on lower-dimensional measures, the situation is much
more complicated even when one considers the simplest of kernels.

As an example the reader should think of the Cauchy transform

CE f (z)=
∫

E

f (w)
z−w

dH1(w), E ⊂ C,

where H1 denotes the 1-dimensional Hausdorff measure in the complex plane. Two questions arise
naturally. For which sets E is CE bounded in L2(E)? And, if CE is bounded in L2(E), what does this
imply about E? Here L2(E)-boundedness means that there exists a constant C > 0 such that the truncated
operator

Cε
E f (z)=

∫
E\B(z,ε)

f (w)
z−w

dH1(w)

Chousionis was supported by the Academy of Finland through the grant Geometric harmonic analysis, grant number 267047. Li
is supported by NSF grant DMS-1600804.
MSC2010: primary 28A75; secondary 28C10, 35R03.
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satisfies ‖Cε
E f ‖L2(H1|E ) ≤ C‖ f ‖L2(H1|E ) for all f ∈ L2(H1

|E). It turns out that the L2(E)-boundedness
of the Cauchy transform depends crucially on the geometric structure of E .

The problem of exploring this relation has a long history and it is deeply related to rectifiability and
analytic capacity; we refer to the recent book of Tolsa [2014] for an extensive treatment. One of the
landmarks in the field was the characterization of the 1-regular sets E on which the Cauchy transform is
bounded in L2(E). Recall that an H1-measurable set E is 1-Ahlfors-regular, if there exists a constant
1≤ C <∞ such that

C−1r ≤H1(B(x, r)∩ E)≤ Cr

for all x ∈ E , and 0< r ≤ diam E . It turns out that if E is 1-regular, the Cauchy transform CE is bounded
in L2(E) if and only if E is contained in a 1-regular curve. The sufficient condition is due to David
[1988] and it even holds for more general smooth antisymmetric kernels. The necessary condition is due
to Mattila, Melnikov and Verdera [Mattila et al. 1996]. It is a remarkable fact that their proof depends
crucially on a special subtle positivity property of the Cauchy kernel related to an old notion of curvature
named after Menger; see, e.g., [Melnikov and Verdera 1995; Mattila et al. 1996]. We also note that the
above characterization also holds for the SIOs associated to the coordinate parts of the Cauchy kernel.

Very few things are known for the action of SIOs associated with other−1-homogeneous, 1-dimensional
Calderón–Zygmund kernels (see Section 2 for the exact definition) on 1-regular sets in the complex plane.
Call a kernel “good” if its associated SIO is bounded on L2(E) if and only if E is contained in a 1-regular
curve. It is noteworthy that all known good or bad kernels are related to the kernels

kn(z)=
x2n−1

|z|2n , z = (x, y) ∈ C \ {0}, n ∈ N.

Observe that k1 is a good kernel as it is the x-coordinate of the Cauchy kernel; see [Mattila et al. 1996].
It was shown in [Chousionis et al. 2012] that the kernels kn , n > 1, are good as well, and these were the
first nontrivial examples of good kernels not directly related to the Cauchy kernel. Now let

κt(z)= k2(z)+ t · k1(z), t ∈ R.

It follows by [Chousionis et al. 2012] and [Mattila et al. 1996] that κt is good for t > 0. Recently
Chunaev [2016] showed that κt is good for t ≤ −2 and Chunaev, Mateu and Tolsa [Chunaev et al.
2016] proved that κt is good for t ∈ (−2,−

√
2). For t =−1 and t =− 3

4 there exist intricate examples
of sets E , due to Huovinen [2001] and Jaye and Nazarov [2013] respectively, which show that the
L2(E)-boundedness of the SIO associated to κ−1 and κ−3/4 does not imply rectifiability for E . Therefore
the kernels κ−1(z)= xy2/|z|4 and κ−3/4(x, y)= (x3

− 3xy2)/|z|4 are bad kernels.
Notice that all the kernels mentioned so far are odd and this is very reasonable. Consider, for example,

a 1-dimensional Calderón–Zygmund kernel k :R×R\{x= y}→R+ which is not locally integrable along
the diagonal. Take, for example, k(x, y)= |x− y|−1. Then

∫
I k(x, y) dy=∞ for all open intervals I ⊂R.

It becomes evident that defining a SIO which makes sense on lines and other “nice” 1-dimensional objects
depends crucially on the cancellation properties of the kernel. Surprisingly in the Heisenberg group H the
situation is very different.
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The Heisenberg group H is R3 endowed with the group law

p · q =
(
x + x ′, y+ y′, z+ z′+ 1

2(xy′− yx ′)
)

(1-1)

for p=(x, y, t), q=(x ′, y′, t ′) ∈ R3. We use the following metric on H:

dH : H×H→ [0,∞), dH(p, q) := N (q−1
· p),

where N : H→ [0,∞) is the Korányi norm in H,

N (x, y, z) := ((x2
+ y2)2+ z2)1/4.

We also let
NH(x, y, z)= |z|1/2,

where NH stands for nonhorizontal. Note that

dH(x, y)= (|π(x)−π(y)|4+NH(x−1 y)4)1/4.

We also remark that the metric dH is homogeneous with respect to the dilations

δr : H→ H, δr ((x, y, z))= (r x, r y, r2z), (r > 0).

Finally let � : H \ {0} → [0,∞),

�(p)=
NH(p)
N (p)

(1-2)

and notice that � is 0-homogeneous, as �(δr (p))=�(p) for all r > 0. One can also define the dilations
for r < 0 for which the metric is still 1-homogeneous (although with absolute value).

In our first main theorem we prove that, in contrast to the Euclidean case, there exists a nonnegative,
−1 homogeneous, Calderón–Zygmund kernel which is bounded in L2(E) for every 1-regular set E which
is contained in a 1-regular curve. We warn the reader that from now on H1 will denote the 1-dimensional
Hausdorff measure in (H, dH).

Theorem 1.1. Let K1 : H \ {0} → [0,∞) be defined by

K1(p)=
�(p)8

N (p)
,

and let E be a 1-regular set which is contained in a 1-regular curve. Then the corresponding truncated
singular integrals

T ε
1 f (p)=

∫
E\BH(p,ε)

K1(q−1
· p) f (q) dH1(q)

are uniformly bounded in L2(E).

There are abundant examples of 1-regular sets in H which are not contained in 1-regular curves. For
example, one can consider suitable 1-dimensional Cantor sets in the vertical axis, T = {(0, 0, z) : z ∈ R},
which is 2-dimensional.
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We define the principal value of f at p to be

p.v. T1 f (p)= lim
ε→0

T ε
1 ( f )(p),

when the limit exists. Because the kernel is positive, we will be able to use Theorem 1.1 to easily show
that the principal value operator is bounded in L2.

Corollary 1.2. If f ∈ L2(E), then p.v. T1 f (x) exists almost everywhere and is in L2(E). Moreover, we
have that there exists a constant C > 0 such that

‖p.v. T1 f ‖L2(E) ≤ C‖ f ‖L2(E) ∀ f ∈ L2(E).

Let us quickly give an intuition behind why one would expect a positive kernel like NH(x)m/N (x)m+1

to be bounded on Lipschitz curves. Rademacher’s theorem says that Lipschitz curves in Rn infinitesimally
resemble affine lines, and antisymmetric kernels cancel on affine lines. This is essentially what controls
the singularity. In the Heisenberg setting, a Rademacher-type theorem by Pansu [1989] says that Lipschitz
curves infinitesimally resemble horizontal lines and NH is 0 on horizontal lines. Thus, we again have
control over the singularity.

Some heuristic motivation comes from the fact that the positive Riesz kernel |z|/(x2
+ y2
+ z2)3/2

defines a SIO which is trivially bounded in R3 for curves in the xy-plane. In this case, however, the
boundedness of this SIO tells us nothing about the regularity of the xy-curve. An analogous concern in
the Heisenberg group would be whether the boundedness of kernels of the form NH(z)p/N (z)p+1 implies
anything about the regularity of the sets if the vertical direction is “orthogonal” to Lipschitz curves. While
we do not know if the boundedness of the kernel of Theorem 1.1 says anything about regularity, our next
result shows that there exists some p for which these vertical Riesz kernels do:

Theorem 1.3. Let K2 : H \ {0} → [0,∞) be defined by

K2(p)=
�(p)2

N (p)
,

and let E be a 1-regular set. If the corresponding truncated singular integrals

T ε
2 f (p)=

∫
E\BH(p,ε)

K2(q−1
· p) f (q) dH1(q)

are uniformly bounded in L2(E) then E is contained in a 1-regular curve.

One can interpret this statement as saying that the vertical fluctuations of a 1-regular set E ⊂H (that
is, Ki (p−1

· q) when p, q ∈ E) contain enough information to determine that it lies on a 1-regular curve.
The following question arises naturally from Theorems 1.1 and 1.3. Does there exist some m ∈N such

that any 1-regular set E is contained in some 1-regular curve if and only if the operators

T ε f (p)=
∫

E

�(q−1
· p)m

N (q−1 · p)
f (q) dH1(q)
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are uniformly bounded in L2(E)? The methods developed in this paper do not allow us to answer this
question, partly because our proof for Theorem 1.1 seems to require a large power for �(p). This is
essential because we are using a positive kernel and so are not able to use antisymmetry to gain additional
control from the bilinearity, as is commonly used in these types of arguments; for example, see Section 6.2
of [Tolsa 2009]. The proof of Theorem 1.3 uses delicate estimates regarding the Korányi norm and is
also not likely to be improved without a major change in the proof structure.

A motivation for the geometric study of SIOs in Rn is their significance in PDE and potential theory.
In particular the d-dimensional Riesz transforms (the SIOs associated to the kernels x/|x |d+1) for d = 1
and d = n − 1 play a crucial role in the geometric characterization of removable sets for bounded
analytic functions and Lipschitz harmonic functions. Landmark contributions by David [1998], David
and Mattila [2000], and Nazarov, Tolsa and Volberg [Nazarov et al. 2014a; 2014b] established that these
removable sets coincide with the purely (n−1)-unrectifiable sets in Rn , i.e., the sets which intersect every
(n−1)-dimensional Lipschitz graph in a set of vanishing (n−1)-dimensional Hausdorff measure. For an
excellent review of the topic and its connections to nonhomogeneous harmonic analysis, we refer the
reader to the survey [Volberg and Èiderman 2013].

The same motivation exists in several noncommutative Lie groups as well. For example, the problem
of characterizing removable sets for Lipschitz harmonic functions has a natural analogue in Carnot groups.
In that case the harmonic functions are, by definition, the solutions to the sub-Laplacian equation. It was
shown in [Chousionis and Mattila 2014] that in the case of the Heisenberg group, the dimension threshold
for such removable sets is dim H− 1= 3, where dim H denotes the Hausdorff dimension of H. See also
[Chousionis et al. 2015] for an extension of the previous result to all Carnot groups. As in the Euclidean
case, one has to handle a SIO whose kernel is the horizontal gradient of the fundamental solution of the
sub-Laplacian. For example, in H, such a kernel can be explicitly written as

K (p) :=
(

x(x2
+ y2)+ yz

((x2+ y2)2+ z2)3/2
,

y(x2
+ y2)− xz

((x2+ y2)2+ z2)3/2

)
for p = (x, y, z) ∈ H. Currently we know very little about the action of this kernel on 3-dimensional
subsets of H. Nevertheless it has motivated research on SIOs on lower-dimensional subsets of H, e.g.,
[Chousionis and Mattila 2011] and the present paper, as well as the very recent study of quantitative
rectifiability in H; see [Chousionis et al. 2016].

2. Preliminaries

Although we have already defined a metric on H, we will also need the fact that there exists a natural path
metric on H. Notice that the Heisenberg group is a Lie group with respect to the group operation defined
in (1-1), and the Lie algebra of the left invariant vector fields in H is generated by the vector fields

X := ∂x + y∂z, Y := ∂y − x∂z, T := ∂z.

The vector fields X and Y define the horizontal subbundle HH of the tangent vector bundle of R3. For
every point p ∈H we will denote the horizontal fiber by HpH. Every such horizontal fiber is endowed
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with the left invariant scalar product 〈 · , · 〉p and the corresponding norm | · |p that make the vector fields
X , Y , T orthonormal.

Definition 2.1. An absolutely continuous curve γ : [a, b] →H will be called horizontal with respect to
the vector fields X , Y if

γ̇ (t) ∈ Hγ (t)H for a.e. t ∈ [a, b].

Definition 2.2. The Carnot–Carathéodory distance of p, q ∈ H is

dcc(p, q)= inf
∫ b

a
|γ̇ (t)|γ (t) dt,

where the infimum is taken over all horizontal curves γ : [a, b] → H such that γ (a)= p and γ (b)= q.

By Chow’s theorem, the above set of curves joining p and q is not empty and hence dcc defines a
metric on H. Furthermore the infimum in the definition can be replaced by a minimum. See [Bonfiglioli
et al. 2007] for more details.

Remark 2.3. It follows by results of Pansu [1982a; 1982b] that any 1-regular curve is horizontal; hence
the reader should keep in mind that our two main theorems (Theorems 1.1 and 1.3) essentially involve
subsets of horizontal curves.

A point p ∈H is called horizontal if p lies on the xy-plane. We can now define an important family of
curves in the Heisenberg group.

Definition 2.4. Let p, q ∈ H such that q is horizontal. The subsets of the form

{p · δr (q) : r ∈ R}

are called horizontal lines.

Observe that horizontal lines are horizontal curves with constant tangent vector. Thus, in the horizontal
line above, the element q can be thought of as defining a “horizontal direction” for the line.

Note also that the horizontal lines going through a specified point in H span only two dimensions
instead of three as in R3. This is a significant difference between Heisenberg and Euclidean geometry.

It is easy to see that the homomorphic projection π : H→ R2 defined by

π(x, y, z)= (x, y)

is 1-Lipshitz. We will also use the map π̃ : H→ H defined by

π̃(x, y, z)= (x, y, 0).

We stress that π̃ is not a homomorphism.

Definition 2.5 (horizontal interpolation). For p, q ∈ H,

pq = {p · δr π̃(p−1
· q) : r ∈ [0, 1]}.

Note that pq is a horizontal segment starting from p traveling in the horizontal direction of p−1
· q .
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Definition 2.6. Let (X, d) be a metric space. We say that

k( · , · ) : X × X \ {x= y} → R

is an n-dimensional Calderón–Zygmund (CZ)-kernel if there exist constants c > 0 and η, with 0< η ≤ 1,
such that for all x, y ∈ X , with x 6= y,

(1) |k(x, y)| ≤ c/d(x, y)n,

(2) |k(x, y)− k(x ′, y)| + |k(y, x)− k(y, x ′)| ≤ cd(x, x ′)η/d(x, y)n+η if d(x, x ′)≤ d(x, y)/2.

For the next lemma, recall the definition (1-2) of the functions �.

Lemma 2.7. Fix m ∈ N, and let k : H×H \ {x= y} → R be defined as

k(p, q)=
�(q−1

· p)m

N (q−1 · p)
.

Then k is a 1-dimensional CZ-kernel.

Proof. We need to verify (1) and (2) from Definition 2.6. Notice that (1) is immediate because by the
definition of the Korányi norm, NH(p)≤ N (p) for all p ∈H. For (2) we will use the fact that the function

f (p)=
�(p)m

N (p)
, p ∈ H \ {0},

is C1 away from the origin and it is also −1-homogeneous, that is,

f (δr (p))=
1
r

f (p)

for all r > 0 and p ∈ H \ {0}. Hence by [Folland and Stein 1982, Proposition 1.7] there exists some
constant C > 0 such that for all P, Q ∈ H with N (Q)≤ N (P)/2,

| f (P · Q)− f (P)| ≤ C
N (Q)
N (P)2

.

Hence if p, p′, q ∈ H such that dH(p, p′)≤ dH(p, q)/2,

|k(p, q)− k(p′, q)| = | f (q−1
· p)− f (q−1

· p′)|

= | f (q−1
· p)− f (q−1

· p · p−1
· p′)| ≤ C

N (p′−1
· p)

N (q−1 · p)2
= C

dH(p′, p)
dH(p, q)2

. (2-1)

Since k is symmetric, from (2-1) we deduce that k also satisfies (2) of Definition 2.6. �

In the sequel, we will use the notation a . b or a & b to mean that there exists a universal constant C
so that a ≤ Cb or a ≥ Cb. This universal constant can change from instance to instance. We let a � b
mean both a . b and b . a. Given another fixed quantity α, we let a .α b and b .α a mean that the
quantity C can depend only on α.
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3. Necessary conditions

In order to simplify notation, in the two following sections we will denote d := dH, B(p, r) := BH(p, r)
and ab := a · b for a, b ∈ H.

Let E ⊂ H such that µ=H1
|E satisfies the 1-regularity condition

ξr ≤ µ(B(x, r))≤ ξ−1r ∀x ∈ E, r > 0,

for some ξ < 1. We now recall the construction of David cubes [1991]. David cubes can be constructed
on any regular set of a geometrically doubling metric space. In particular, for the set E , we obtain a
constant c > 0 and a family of partitions 1j of E , j ∈ Z, with the following properties:

(D1) If k ≤ j , Q ∈1j and Q′ ∈1k , then either Q ∩ Q′ =∅ or Q ⊂ Q′.

(D2) If Q ∈1j , then diam Q ≤ 2− j.

(D3) Every set Q ∈1j contains a set of the form B(pQ, c2− j )∩ E for some pQ ∈ Q.

The sets in 1 :=
⋃
1j are called David cubes, or dyadic cubes, of E . Notice that diam Q � 2− j if

Q ∈1j . For a cube S ∈1, we define

1(S) := {Q ∈1 : Q ⊆ S}.

Given a cube Q ∈1 and λ≥ 1, we define

λQ := {x ∈ E : d(x, Q)≤ (λ− 1) diam Q}.

It follows from (D1), (D2), and the 1-regularity of E that µ(Q)∼ 2− j for Q ∈1j .
Define the positive symmetric −1-homogeneous kernel K by

K (p)=
�8(p)
N (p)

=
NH(p)8

N (p)9
.

For any ε > 0, we can define the truncated operator as before:

T ε
1 f (x)=

∫
d(y,x)>ε

K (y−1x) f (x) dµ(y).

Proof of Theorem 1.1. Our goal is to show that when E lies on a rectifiable curve, there exists a uniform
bound C <∞ that can depend on ξ such that

‖T ε
1 χS‖

2
L2(S) ≤ Cµ(S) ∀S ∈1, ∀ε > 0. (3-1)

We then apply the T (1) theorem for homogeneous spaces — see, e.g., [Deng and Han 2009; David 1991] —
to deduce the uniform L2-boundedness of T ε

1 for all ε > 0. We may suppose E is a 1-regular rectifiable
curve, as taking a subset can only decrease the L2-bound of T ε

1 χS .
From now on we assume the 1-regular set E actually lies on a rectifiable curve. For x ∈ E and r > 0,

we define

βE(x, r)= inf
L

sup
z∈E∩B(x,r)

d(z, L)
r

,

where the infimum is taken over all horizontal lines.
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Proposition 3.1. There exists a constant C ≥ 1 depending only ξ so that for any S ∈1, we have∑
Q∈1(S)

β(10Q)4µ(Q)≤ Cµ(S). (3-2)

Proof. This essentially follows from Theorem I of [Li and Schul 2016b], which says that there exists
some universal constant C > 0 such that∫

H

∫
∞

0
βE(B(x, t))4

dt
t4 dH4(x)≤ CH1(E)

when E is simply a horizontal curve. When E is in addition 1-regular, it is a standard argument to use the
Ahlfors regularity to bound this integral from below by a constant multiple — which can depend on ξ —
of the left-hand side of (3-2) (after intersecting E with S). In fact, one can easily show that the integral
and sum are comparable up to multiplicative constants.

One then gets ∑
Q∈1(S)

β(10Q)4µ(Q)≤ CH1(E ∩ S).ξ µ(S),

where we again used 1-regularity of E in the final inequality. �

We now fix S ∈1 a cube.
Now define a positive, even Lipschitz function ψ :R→R such that χB(0,1/2) ≤ψ ≤ χB(0,2). We define

ψj : H→ R, z 7→ ψ(2 j N (z)),

and φj := ψj −ψ j+1. Thus, φj is supported on the annulus B(0, 21− j )\B(0, 2−2− j ) in H and we have

χH\B(0,2−n+1) ≤

∑
n≤N

φn ≤ χH\B(0,2−n−2). (3-3)

For each j ∈ Z, we can define K( j) = φj · K and also

T( j)χS(x)=
∫

S
K( j)(y−1x) dµ(y).

Define SN =
∑

n≤N T(n). As the kernel K is positive, we can easily get the following pointwise estimates
for any positive function f from (3-3):

0≤ T ε
1 f ≤ Sn+1 f ∀ε ≥ 2−n.

Thus, to show uniform bound (3-1), it suffices to show that there exists C <∞ depending possibly on ξ
such that

‖SnχS‖
2
L2(S) ≤ Cµ(S) ∀S ∈1, ∀n ∈ Z.

We now fix S ∈1`.
We will need the following lemma.

Lemma 3.2 [Li and Schul 2016a, Lemma 3.3]. For every a, b ∈ H and horizontal line L ⊂ H, we have

max{d(a, L), d(b, L)} ≥
1
16

NH(a−1b)2

d(a, b)
. (3-4)

Lemma 3.3. For any j ∈ Z and x ∈ E , we have

T( j)1(x).ξ βE(x, 21− j )4. (3-5)
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Proof. Define the annulus A = E ∩ A(x, 2−2− j, 21− j ). Then

T( j)1(x)≤
∫

E
φj (y−1x)K (y−1x) dµ(y)≤ 2 j+2

∫
A

NH(y−1x)8

N (y−1x)8
dµ(y).ξ sup

y∈A

NH(y−1x)8

d(x, y)8
.

It suffices to show
NH(y−1x)8

d(x, y)8
≤ 84βE(B(x, 21− j ))4

when y ∈ A. This follows easily from (3-4). Indeed, as y ∈ A, we have d(x, y) ≥ 2− j−2. We can then
find a horizontal line so that

β{x,y}(B(x, 21− j ))=
max{d(x, L), d(y, L)}

21− j ≥
max{d(x, L), d(y, L)}

8d(x, y)

(3-4)
≥

NH(x−1 y)2

128d(x, y)2
.

The statement now follows as βE(B(x, 21− j ))≥ β{x,y}(B(x, 21− j )). �

We now have the following easy corollary.

Corollary 3.4. Let R ∈1j . Then for any α > 0, we have∫
R

T( j)1(x)α dµ(x).ξ βE(10R)4αµ(R). (3-6)

Remark 3.5. We may replace the constant 1 function in (3-5) and (3-6) with any positive function f ≤ 1
(such as f = χS for some S ∈1). This is again because the kernel of Tj is positive and so respects the
partial ordering of positive functions.

For any Q ∈1, we can also define

TQχS := χQ T( j (Q))χS.

Thus, we have

SnχS =
∑
j≤n

T( j)χS =
∑
j≤n

∑
Q∈1j

TQχS.

and so

‖SnχS‖
2
L2(S) =

∑
j≤n

‖T( j)χS‖
2
L2(S)+ 2

∑
j<k≤n

〈T( j)χS, T(k)χS〉, (3-7)

where the inner product 〈 · , · 〉 is integration on S. We will bound the two terms on the right-hand side
separately.

Let S∗ ∈1`−2 be such that S ⊂ S∗. It follows from (D1) that S∗ is unique for S. It follows from the
φj factor and the fact that cubes of 1` have diameter at most 2−` that T( j)χS(x) = 0 for x ∈ S ∈ 1`
whenever j < `− 2. Thus, as S ∈1`, we have∑

j≤n

‖T( j)χS‖
2
L2(S) ≤

∑
`−2≤ j≤n

∑
Q∈1j ,Q⊆S

∫
Q

T( j)χS(x)2 dµ(x)
(3-6)
.ξ

∑
Q∈1(S∗)

β(10Q)8µ(Q). (3-8)
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We now have to bound the off-diagonal terms of (3-7). We have∑
j≥`−2

∑
j<k≤n

∫
S

T( j)χS(x) · T(k)(x)χS dµ(x)
(3-5)
.ξ

∑
j≥`−2

∑
Q∈1j (S)

β(10Q)4
∑
k> j

∫
Q

T(k)χS dµ(x)

(3-6)
.ξ

∑
Q∈1(S∗)

β(10Q)4
∑

R∈1(Q)

β(10R)4µ(R)

(3-2)
.ξ C

∑
Q∈1(S∗)

β(10Q)4µ(Q). (3-9)

Note that the constants hidden in the . of (3-8) and (3-9) do not depend on S or n.
Altogether, we have

‖SnχS‖
2
L2(S)

(3-7)–(3-9)
.ξ

∑
Q∈1(S∗)

β(10Q)4µ(Q)
(3-2)
.ξ µ(S∗).ξ,c µ(S),

where we used properties (D2), (D3), and 1-regularity of E in the last inequality. �

We now demonstrate how using a positive kernel leads to an easy proof of Corollary 1.2.

Proof of Corollary 1.2. First suppose that f ∈ L2(E) is a nonnegative function. Then as the kernel K1 is
positive, we have for fixed p ∈ E that T ε

1 f (p) is a monotonically increasing sequence as ε→ 0 and so

p.v. T1 f (p) := lim
ε→0

T ε
1 f (p)

is a well-defined function, although it be infinity. By Theorem 1.1, we get that there exists some C > 0
such that

sup
ε>0

∫
(T ε

1 f )2 dµ≤ C
∫

f 2 dµ.

Thus, by Fatou’s lemma, we get∫
(p.v. T1 f )2 dµ≤ lim inf

ε→0

∫
(T ε

1 f )2 ≤ C
∫

f 2 dµ.

This then proves the corollary for nonnegative functions.
Now let f ∈ L2(E) be a real-valued function. We have the decomposition f = f + − f −, where

f + =max{ f, 0} and f − =max{− f, 0}. Then

max(‖ f +‖L2(E), ‖ f −‖L2(E))≤ ‖ f ‖L2(E)

and so we get that the principal values of f + and f − under T1 are controlled by C‖ f ‖L2(E). Thus, the
principal values have to be finite almost everywhere and so we get p.v. T1 f = p.v. T1 f +− p.v. T1 f − as
L2(E) functions. Additionally, we get

‖p.v. T1 f ‖L2(E) ≤ ‖p.v. T1 f +‖L2(E)+‖p.v. T1 f −‖L2(E) ≤ 2C‖ f ‖L2(E).

This proves the entire corollary. �
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4. Sufficient conditions

We will need the following “triangle inequality” for this section.

Lemma 4.1 (NH2 triangle inequality). Let a, b, c ∈ H and let A be the (unsigned) area of the triangle
in R2 with vertices π(a), π(b), π(c). For the four quantities

A, NH(a−1b)2, NH(b−1c)2, NH(c−1a)2,

any one of these numbers is less than the sum of the other three.

Proof. Let us first show A is less than the sum of the other three quantities. Since everything is
invariant under left translation, we may suppose c = (0, 0, 0), a = (x, y, t), and b = (x ′, y′, t ′). Then
NH(c−1a)2 = |t | and NH(b−1c)2 = |t ′| and we have

A = 1
2 |x
′y− xy′| ≤

∣∣ 1
2 x ′y− xy′− t + t ′

∣∣+ |t ′| + |t | ≤ NH(a−1b)2+NH(b−1c)2+NH(c−1a)2.

We now show that NH(a−1b)2 is less than the sum of the other three quantities. We will keep the same
normalization as the last case:

NH(a−1b)2 =
∣∣ 1

2 x ′y− xy′− t + t ′
∣∣≤ 1

2 |x
′y− xy′| + |t ′| + |t | ≤ A+NH(b−1c)2+NH(c−1a)2. �

For r < R and x ∈ H, we can define the annulus

A(x, r, R) := {y ∈ H : d(x, y) ∈ (r, R)}.

For three points p1, p2, p3 in H, we define

∂(p1, p2, p3)= min
σ∈S3

{
d(pσ(1), pσ(2))+ d(pσ(2), pσ(3))− d(pσ(1), pσ(3))

}
.

For α ∈ (0, 1), r > 0, and a metric space X , we let 6X (α, r) denote the triples of points (p1, p2, p3) ∈ X
such that

αr ≤ d(pi , pj )≤ r ∀i 6= j.

We also let 6X (α)=
⋃

r>06X (α, r). For notational convenience, we will drop the X subscript when we
want X = E , where E is the 1-regular set of the hypothesis of Theorem 1.3.

Lemma 4.2. Let (p1, p2, p3) ∈6(α, r). If for some ε ∈ (0, 1/2) we have

NH(p−1
i pj )≤ εd(pi , pj ), (4-1)

then the point π(pi ) ∈ R2 is contained in the strip around the line π(pi+1), π(pi+2) of width 16α−1ε2r .

Proof. We will view π(p2), π(p3) as the base of a triangle with top vertex π(p1). It suffices to bound the
height. We let A denote the area of the triangle.

Suppose A ≥ 4ε2r2. We have by the NH2 triangle inequality that

NH(p−1
2 p3)

2
≥ A−NH(p−1

1 p2)
2
−NH(p−1

1 p3)
2 (4-1)
≥ 2ε2r2.

This is a contradiction of (4-1).
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Thus, we may assume A ≤ 4ε2r2. But if NH(p−1
2 p3) ≤ d(p2, p3)/2, then |π(p2) − π(p3)| ≥

d(p2, p3)/2≥ αr/2. Thus, the height of the triangle is less than

2A
|π(p2)−π(p3)|

≤
16
α
ε2r. �

Given u, v, w ∈ H, we denote the largest and second largest quantities of{
NH(u−1v)

d(u, v)
,

NH(v−1w)

d(v,w)
,

NH(u−1w)

d(u, w)

}
by γ1(u, v, w) and γ2(u, v, w), respectively.

Lemma 4.3. For all α > 0, there exists a constant c1 > 0 such that if (p1, p2, p3) ∈6(α, r), then

∂(p1, p2, p3)≤ c1γ1(p1, p2, p3)
4r.

Proof. Let γ = γ1(p1, p2, p3), and we may suppose without loss of generality that

∂(p1, p2, p3)= d(p1, p2)+ d(p2, p3)− d(p1, p3).

Suppose first that γ < c for some c > 0 to be determined soon. Then

NH(p−1
i pj )≤ γ d(pi , pj ) < cd(pi , pj ) ∀i 6= j, (4-2)

and so

|π(pi )−π(pj )| =
(
d(pi , pj )

4
−NH(p−1

i pj )
4)1/4
≥ (1− c4)1/4d(pi , pj ).

By taking c small enough, we get that (π(p1), π(p2), π(p3)) ∈6R2(α/2) and, by Taylor expansion of
the Korányi norm, that

d(pi , pj )≤ |π(pi )−π(pj )| +
NH(p−1

i pj )
4

|π(pi )−π(pj )|3
≤ |π(pi )−π(pj )| + (1− c4)−3/4γ 4r,

and so

∂(p1, p2, p3)≤ |π(p1)−π(p2)| + |π(p2)−π(p3)| − |π(p1)−π(p3)| + 2(1− c4)−3/4γ 4r. (4-3)

As (π(p1), π(p2), π(p3)) ∈6R2(α/2), we get by a Taylor approximation of the Euclidean metric that

|π(p1)−π(p2)| + |π(p2)−π(p3)| − |π(p1)−π(p3)|.α
h2

r
, (4-4)

where h is the height of the triangle in R2 defined by π(pi ) with base π(p1), π(p3). From (4-1) and
(4-2), we have

h ≤ 16α−1γ 2r. (4-5)

The result now follows from (4-3)–(4-5).
Now suppose γ ≥ c. As ∂(p1, p2, p3)≤ 3r , the lemma trivially follows. �
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We let E ⊂ H be a set with µ=H1
|E satisfying the estimate

ξr ≤ µ(B(x, r))≤ ξ−1r ∀x ∈ E, r > 0,

where ξ ≤ 1.

Lemma 4.4. Let E ⊂H be a 1-regular set and α ∈ (0, 1). There exists c2 ≥ 1 depending on α and ξ such
that if (p1, p2, p3) ∈6(α, r), then one of the following is true:

(1) γ1(p1, p2, p3)≤ c2γ2(p1, p2, p3).

(2) After a possible reindexing of pi , there exists a set V ⊆ E ∩ B(p1, αr/10) with µ(V ) ≥ r/c2 such
that for every x ∈ V we have

γ1(p1, p2, p3)≤ c2γ2(x, p2, p3)

and (x, p2, p3) ∈6(c−1
2 ).

(3) After a possible reindexing of pi , there exist sets W1,W2 ⊆ E ∩ B(p1, αr/5) with µ(W1), µ(W2)≥

r/c2 such that for all (x, y) ∈W1×W2 we have

γ1(p1, p2, p3)≤ c2γ2(p1, x, y)

and (p1, x, y) ∈6(c−1
2 , r).

Proof. Throughout this proof, we will give a finite series of lower bounds for c2. The final c2 will then
just be the maximum of these lower bounds. For simplicity of notation, let γi = γi (p1, p2, p3). We
may of course suppose that γ2 ≤ cγ1 for some small c > 0 depending on α and ξ to be determined,
as otherwise condition (1) would be satisfied. Without loss of generality, we can assume that γ1 =

NH(p−1
2 p3)/d(p2, p3). Let A denote the area of the triangle in R2 with vertices π(pi ). Then we have

from the NH2 triangle inequality that

NH(p−1
2 p3)

2
≤ NH(p−1

1 p2)
2
+NH(p−1

1 p3)
2
+ A,

and so if we set c < α/2 (while still allowing ourselves to take c smaller) then

A ≥ 1
2α

2γ 2
1 r2. (4-6)

Fix λ ∈ (0, 1) depending only ξ so that

µ(A(x, λ`, `))≥ 1
2ξ` ∀x ∈ E, ` > 0.

Suppose now A(p1, λαr/10, αr/10) contains a subset S of µ-measure at least ξαr/40 so that

NH(x−1 p1)

d(x, p1)
< cγ1 ∀x ∈ S. (4-7)

If there is a further subset V ⊆ S with µ(V )≥ ξαr/80 such that NH(x−1 p2)≥ cγ1d(x, p2) for each x ∈ V,
then we are done as we’ve satisfied condition (2) for large enough c2 if we keep p2, p3 and draw x from V.

Thus, suppose there is a subset V ⊆ S with µ(V )≥ ξαr/80 and

NH(x−1 p2)

d(x, p2)
< cγ1 ∀x ∈ V . (4-8)
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b

b b

b

π(p3)

π(p1) π(p2)π(x)

h ≥ α2γ21r

d(π(p1), π(2)) ≤ r

w = 640
αλ c

2γ21r

A1 ≥ λα3

60 γ
2
1r

2

A ≥ α2

2 γ
2
1r

2

Figure 1. A denotes the area of the triangle determined by π(pi ), i = 1, 2, 3, and A1

denotes the area of the triangle determined by π(p1), π(p3) and π(x).

Recalling

d(x, p1) ∈
[ 1

10λαr, 1
10αr

]
, d(x, p2) ∈

[1
2r, 2r

]
, ∀x ∈ V ⊆ A

(
p1,

1
10λαr, 1

10αr
)
, (4-9)

from (4-7), (4-8), and Lemma 4.2, for every x ∈ V we get that π(x) lies in the strip around π(p1), π(p2)

of width

w =
640
λα

c2γ 2
1 r. (4-10)

As NH(x−1 p1) < cγ1d(x, p1), we easily get (supposing c is small enough) that

|π(x)−π(p1)| ≥
1
2 d(x, p1)

(4-9)
≥

1
20λαr. (4-11)

As d(p1, p2) ≤ r , we get that the height of the triangle given by π(pi ) with base π(p1), π(p2) is then
at least

h ≥
2A

d(p1, p2)

(4-6)
≥ α2γ 2

1 r.

Let A1 denote the area of the triangle determined by π(p1), π(x), π(p3). By (4-10), we have that w
is at most some constant multiple (depending on α and λ) of c2h. Thus, if we choose c small enough
to get π(x) sufficiently close to the line π(p1), π(p2) compared to h, we get

A1 ≥
1
3 h|π(p1)−π(x)|

(4-11)
≥

1
60λα

3γ 2
1 r2.

See Figure 1 for an illustration of these triangles.
Now using the NH2 triangle inequality, we get

1
60α

3λγ 2
1 r2
≤ A1 ≤ NH(x−1 p1)

2
+NH(p−1

1 p3)
2
+NH(x−1 p3)

2 (4-7),(4-9)
≤ 2c2γ 2

1 r2
+NH(x−1 p3)

2.

Thus, if we choose c small enough compared to α and λ once and for all, we get

NH(x−1 p3)≥
1
10

√
α3λγ1r ≥ 1

20

√
α3λγ1d(x, p3).

Now we can satisfy condition (2) for sufficiently large c2 by keeping p2, p3 and drawing x from V.
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Thus, we may suppose that E ∩ A(p1, λαr/10, αr/10) contains a subset S so that µ(S)≥ ξαr/40 and

NH(z−1 p1)≥ cγ1d(z, p1) ∀z ∈ S.

Using the 1-regularity of E , an elementary, although tedious, packing argument shows that there exist
η, τ < λα/100 depending only on α and ξ and points x ′, y′ ∈ E ∩ A(p1, λαr/10, αr/10) such that
d(x ′, y′)≥ 10τr and

min
{
µ(S ∩ B(x ′, τr)), µ(S ∩ B(y′, τr))

}
≥ ηr.

Note by the triangle inequality that we get

B(x ′, τr), B(y′, τr)⊆ A
(

p1,
1

20λαr, 1
5αr

)
.

Thus, after setting c2 large enough, we’ve satisfied condition (3) with W1 = S ∩ B(x ′, τr) and W2 =

S ∩ B(y′, τr), which would completely finish the proof of the lemma. We will present a quick sketch
of the packing argument and leave the details to the reader.

Find a maximal τr-separated net N of E ∩ B(p1, αr) for τ > 0 to be determined. By 1-regularity,
we have #N & α/τ . First use the 1-regularity of E to find M ≥ 1 such that any subset S ⊆N for which
#S ≥ M must contain x ′, y′ ∈ S so that d(x ′, y′) ≥ 10τr . Now {B(x, τr) : x ∈ N } is a covering of
B(p1, αr/10). Define B= {B(x, τr) : x ∈N , µ(S∩ B(x, r))≥ ηr}. By choosing η small enough relative
to ατ , we can use the 1-regularity of E and the fact that µ(S)& αr to get that #B & αN & α2/τ (with
no dependence on η). Now simply choose τ small enough so that #B ≥ M . One then finds two balls
B(x ′, τr), B(y′, τr) ∈ B such that d(x ′, y′)≥ 10τr , which finishes the sketch. �

For x, y ∈ E , we let

6(α, r; x) := {(y, z) ∈ E2
: (x, y, z) ∈6(α, r)}, 6(α; x, y) := {z ∈ E : (x, y, z) ∈6(α)}.

One easily has that there exists some constant c3 ≥ 1 depending on ξ such that
1
c3

r2
≤ µ×µ(6(α, r; x))≤ c3r2,

1
c3

d(x, y)≤ µ(6(α; x, y))≤ c3d(x, y).

For simplicity, we will adopt the convention that the integral
∫

A f (x) dx means
∫

A f (x) dµ(x) when
A⊆ E . Recall that for three points p1, p2, p3 in a metric space X , the Menger curvature c(p1, p2, p3)∈R

is defined as
c(p1, p2, p3)=

1
R
,

where R is the radius of the circle in R2 passing through a triangle defined by the vertices p′1, p′2, p′3 ∈R2,
where d(pi , pj )= |p′i − p′j |.

Proposition 4.5. For any α > 0, there exists c4 ≥ 1 such that∫∫∫
6(α)

c(x, y, z)2 dx dy dz ≤ c4

∫∫∫
6(c−1

4 )

γ1(x, y, z)2 γ2(x, y, z)2

diam({x, y, z})2
dx dy dz. (4-12)

Proof. We have by [Hahlomaa 2005] that there exists some τ > 0 depending on α such that if (x, y, z) ∈
6(α), then

c(x, y, z)2 ≤ τ diam({x, y, z})−3∂(x, y, z). (4-13)
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By Lemma 4.3, we have that there exists c1 > 0 such that∫∫∫
6(α)

diam({x, y, z})−3∂(x, y, z) dx dy dz ≤ c1

∫∫∫
6(α)

γ1(x, y, z)4

diam({x, y, z})2
dx dy dz. (4-14)

We now decompose 6(α) into three pieces. For i = 1, 2, 3, let Si ⊆6(α) denote the triples of points for
which condition (i) of Lemma 4.4 holds for some r > 0 (that can depend on the triple of points). Note
6(α)⊆ S1 ∪ S2 ∪ S3, but this decomposition need not be disjoint.

It will be convenient to define the functions

f (x, y, z) :=
γ1(x, y, z)4

diam({x, y, z})2
, g(x, y, z) :=

γ1(x, y, z)2 γ2(x, y, z)2

diam({x, y, z})2
.

We trivially have that ∫∫∫
S1

f (x, y, z) dx dy dz ≤ c2
2

∫∫∫
S1

g(x, y, z) dx dy dz. (4-15)

When we write a triple of points (x, y, z) ∈ S2, we will always assume y, z play the role of p2, p3 in
condition (2). Now let (x, y, z) ∈ S2 ∩6(α). We then have that there exists a subset with µ(V )≥ r/c2,

f (x, y, z)≤ c2g(u, y, z) ∀u ∈ V .

We then have

f (x, y, z)≤ c2
1

µ(V )

∫
V

g(u, y, z) du.

We also have (u, y, z) ∈6(c−1
2 ) for all u ∈ V and so∫

6(α;y,z)
f (x, y, z) dx ≤ c2

µ(6(α; y, z))
µ(V )

∫
V

g(u, y, z) du ≤ c2
2c3

∫
6(c−1

2 ;y,z)
g(u, y, z) du.

Now we have ∫∫∫
S2

f (x, y, z) dx dy dz =
∫∫∫

6(α)

1S2 f (x, y, z) dx dy dz

≤

∫
E

∫
E

∫
6(α;y,z)

1S2 f (x, y, z) dx dy dz

≤ c2
2c3

∫
E

∫
E

∫
6(c−1

2 ;y,z)
g(x, y, z) dx dy dz

≤ 6c2
2c3

∫∫∫
6(c−1

2 )

g(x, y, z) dx dy dz. (4-16)

For S3, we will write the points (x, y, z)with the understanding that z plays the role of p1 in condition (3).
Now let (x, y, z) ∈ S3 ∩6(α/2, r). In a way similar to that above, we can use the properties of the
conclusion of property (3) to get that

f (x, y, z)≤ c2
2c3

∫∫
6(c−1

2 ,r;z)
g(u, v, z) du dv.
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It is elementary to see that if (x, y, z) ∈6(α), then∫
∞

0
1{r :(x,y)∈6(α/2,r;z)}

dr
r
�α 1.

Here, we need the extra factor of 1
2 in case (x, y, z) achieves tightness in the 6(α) condition. We can

now decompose the integral:∫∫∫
S3

f (x, y, z) dx dy dz .α

∫∫∫
S3

f (x, y, z)
∫
∞

0
1{r :(x,y)∈6(α/2,r;z)}

dr
r

dx dy dz

≤

∫
E

∫
∞

0

∫∫
{(x,y)∈6(α/2,r;z):(x,y,z)∈S3}

f (x, y, z) dx dy dr
r

dz

≤ c2
2c3

∫
E

∫
∞

0

∫∫
6(c−1

2 ,r;z)
g(u, v, z) du dvdr

r
dz

.α

∫
6(c−1

2 )

g(x, y, z)
∫
∞

0
1
{r :(u,v)∈6(c−1

2 ,r;z)}
dr
r

du dv dz

.
∫∫∫

6(c−1
2 )

g(x, y, z) dx dy dz. (4-17)

In the second and penultimate inequalities, we used Fubini. We then get the conclusion from (4-13)–(4-16)
and (4-17). �

Proof of Theorem 1.3. By a result of Hahlomaa [2007, p. 123], it suffices to show that for some α > 0,∫∫∫
6(α)∩B(p,R)3

c2(y1, y2, y3) dy1 dy2 dy3 . R ∀p ∈ E, R > 0. (4-18)

Hence by (4-12), it is enough to prove that for some α > 0,∫∫∫
6(α)∩B(p,R)3

γ1(y1, y2, y3)
2γ2(y1, y2, y3)

2

diam({y1, y2, y3})2
dy1 dy2 dy3 . R ∀p ∈ E, R > 0. (4-19)

By our assumption, for all ε > 0 and every f ∈ L2(E),

‖T ε
2 f ‖L2(E) . ‖ f ‖L2(E). (4-20)

Let p ∈ E and R > 0. Applying (4-20) to f = χB(p,R), we get that there exists some C ≥ 0 such that for
every ε > 0,∫

E∩B(p,R)

∫
E∩B(p,r)∩B(y1,ε)c

NH(y−1
1 y2)

2

d(y1, y2)3
dy2

∫
E∩B(p,r)∩B(y1,ε)c

NH(y−1
1 y3)

2

d(y1, y3)3
dy3 dy1 ≤ C R,

Uε =
{
(y1, y2, y3) ∈6(α)∩ B(p, R)3 : d(y1, y2) > ε, d(y1, y3) > ε

}
,

Vε =
{
(y1, y2, y3) ∈6(α)∩ B(p, R)3 : d(y1, y2) > ε, d(y1, y3) > ε, d(y2, y3) > ε

}
.
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It then easily follows from Fubini (remember that all the terms in the integrand are positive) that∫∫∫
Uε

NH(y−1
1 y2)

2 NH(y−1
1 y3)

2

diam({y1, y2, y3})6
dy1 dy2 dy3 ≤ C R. (4-21)

Therefore,

C R ≥
∫∫∫

Vε

NH(y−1
1 y2)

2 NH(y−1
1 y3)

2

diam({y1, y2, y3})6
dy1 dy2 dy3+

∫∫∫
Uε\Vε

NH(y−1
1 y2)

2 NH(y−1
1 y3)

2

diam({y1, y2, y3})6
dy1 dy2 dy3.

(4-22)
Using the upper regularity of µ, it is not difficult to show that∫∫∫

Uε\Vε

NH(y−1
1 y2)

2 NH(y−1
1 y3)

2

diam({y1, y2, y3})6
dy1 dy2 dy3 .ξ R. (4-23)

Using (4-21)–(4-23) and letting ε→ 0 we deduce that∫∫∫
6(α)∩B(p,R)3

NH(y−1
1 y2)

2 NH(y−1
1 y3)

2

diam({y1, y2, y3})6
dy1 dy2 dy3 ≤ C R.

By permuting variables, we get∫∫∫
6(α)∩B(p,R)3

∑
σ∈S3

NH(y−1
σ(1)yσ(2))

2 NH(y−1
σ(1)yσ(3))

2

diam({y1, y, y3})6
dy1 dy2 dy3 ≤ 6C R. (4-24)

If (y1, y2, y3) ∈6(α), then it follows easily that

γ1(y1, y2, y3)
2 γ2(y1, y2, y3)

2

diam({y1, y2, y3})2
.max

σ∈S3

NH(y−1
σ(1)yσ(2))

2 NH(y−1
σ(1)yσ(3))

2

diam({y1, y2, y3})6

≤

∑
σ∈S3

NH(y−1
σ(1)yσ(2))

2 NH(y−1
σ(1)yσ(3))

2

diam({y1, y2, y3})6
, (4-25)

where the constant multiple implicit in the first inequality depends on α. We then get (4-19) from (4-24)
and (4-25). �

5. Norm independence

In this short section we will show that Theorems 1.1 and 1.3 do not depend on the Korányi metric.
Let ‖ · ‖1 and ‖ · ‖2 be two homogeneous norms on H and denote by

di (p, q)= ‖q−1
· p‖i

the induced metrics for i = 1, 2. We will also denote by Bi (p, r) the balls with respect to the metric di for
i = 1, 2. It is well known — see, e.g., [Bonfiglioli et al. 2007, Proposition 5.1.4] — that all homogeneous
norms in a Carnot group are globally equivalent. In particular there exists some L ≥ 0 such that

L−1
‖p‖2 ≤ ‖p‖1 ≤ L‖p‖2 for p ∈ H.
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Let s > 0 and define k1, k2 : H \ {0} → (0,+∞) by

k1(p)=
|z|s

‖p‖2s+1
1

and k2(p)=
|z|s

‖p‖2s+1
2

,

where p = (x, y, z) ∈ H \ {0}. As in the proof of Lemma 2.7 one can show that the kernels ki , i = 1, 2,
are CZ kernels. Note also that

L−s−1 k2(p)≤ k1(p)≤ Ls+1 k2(p).

Let µ be a 1-regular measure on H and define the truncated singular integrals

Sε1 f (p)=
∫

B1(p,ε)c
k1(q−1

· p) f (q) dµ(q) and Sε2 f (p)=
∫

B2(p,ε)c
k2(q−1

· p) f (q) dµ(q)

for f ∈ L2(µ) and ε > 0.

Proposition 5.1. The operator S1 is bounded in L2(µ) if and only if the operator S2 is bounded in L2(µ).

Proof. It suffices to show that if S2 is bounded in L2(µ) then S1 is bounded in L2(µ). We define the
following auxiliary truncated singular integral for ε > 0 and f ∈ L2(µ):

S̃ε2 f (p)=
∫

B2(p,ε)c
k1(q−1

· p) f (q) dµ(q).

Let Q be any David cube associated to µ, as in the beginning of Section 3. Then

‖S̃ε2χQ‖
2
L2(µ)
=

∫ (∫
Q∩B2(p,ε)c

k1(q−1
· p) dµ(q)

)2

dµ(p)

≤ L2(s+1)
∫ (∫

Q∩B2(p,ε)c
k2(q−1

· p) dµ(q)
)2

dµ(p)≤ L2(s+1)
‖S2χQ‖

2
L2(µ)

. µ(Q)

because S2 is bounded in L2(µ). Hence by the T (1) theorem for homogeneous spaces — see, e.g., [Deng
and Han 2009; David 1991] — we deduce that S̃2 is bounded in L2(µ).

For f ∈ L2(µ), ε > 0, and p ∈ H, we have

|Sε1 f (p)− S̃ε2 f (p)| =
∣∣∣∣∫

B1(p,ε)c
k1(q−1

· p) f (q) dµ(q)−
∫

B2(p,ε)c
k1(q−1

· p) f (q) dµ(q)
∣∣∣∣

.
∫

B1(p,ε)\B2(p,ε)

| f (q)|
d1(p, q)

dµ(q)+
∫

B2(p,ε)\B1(p,ε)

| f (q)|
d1(p, q)

dµ(q).

Note that∫
B1(p,ε)\B2(p,ε)

| f (q)|
d1(p,q)

dµ(q)≤
∫
{q:ε/L≤d1(p,q)<ε}

| f (q)|
d1(p,q)

dµ(q)

≤
L
ε

∫
B1(p,ε)

| f (y)|dµ(q)≈
1

µ(B1(p,ε))

∫
B1(p,ε)

| f (y)|dµ(q)≤M1
µ f (p),
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where M1
µ denotes the Hardy–Littlewood maximal function with respect to d1 and µ. Similarly,∫

B2(p,ε)\B1(p,ε)

| f (q)|
d1(p, q)

dµ(q). M1
µ f (p),

and we have shown that
|Sε1 f (p)− S̃ε2 f (p)|. M1

µ f (p).

Hence the proposition follows because we already showed that S̃2 is bounded in L2(µ) and it is also well
known that the maximal operator M1

µ is bounded in L2(µ). �

In particular, as a corollary to Theorems 1.1 and 1.3 and Proposition 5.1, we obtain that Theorems 1.1
and 1.3 hold respectively for the kernels

K ′1(p)=
|z|4

dcc(p, 0)9
and K ′2(p)=

|z|
dcc(p, 0)3

,

where, recalling Definition 2.2, dcc stands for the Carnot–Carathéodory distance.
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BERGMAN KERNEL AND HYPERCONVEXITY INDEX

BO-YONG CHEN

Dedicated to Professor John Erik Fornaess on the occasion of his 70th birthday

Let � ⊂ Cn be a bounded domain with the hyperconvexity index α(�) > 0. Let % be the relative
extremal function of a fixed closed ball in �, and set µ := |%|(1+ |log|%||)−1 and ν := |%|(1+ |log|%||)n .
We obtain the following estimates for the Bergman kernel. (1) For every 0 < α < α(�) and 2 ≤
p < 2 + 2α(�)/(2n − α(�)), there exists a constant C > 0 such that

∫
�
|K�( · , w)/

√
K�(w)|

p
≤

C |µ(w)|−(p−2)n/α for all w ∈ �. (2) For every 0 < r < 1, there exists a constant C > 0 such that
|K�(z, w)|2/(K�(z)K�(w))≤ C(min{ν(z)/µ(w), ν(w)/µ(z)})r for all z, w ∈�. Various applications
of these estimates are given.

1. Introduction

A domain � ⊂ Cn is called hyperconvex if there exists a negative continuous plurisubharmonic (psh)
function ρ on � such that {ρ < c}b� for any c < 0. The class of hyperconvex domains is very wide;
e.g., every bounded pseudoconvex domain with Lipschitz boundary is hyperconvex [Demailly 1987].
Although hyperconvex domains already admit a rich function theory (see, e.g., [Ohsawa 1993; Błocki and
Pflug 1998; Herbort 1999; Poletsky and Stessin 2008]), it is not enough to get quantitative results unless
one imposes certain growth conditions on the bounded exhaustion function ρ (compare [Berndtsson and
Charpentier 2000; Błocki 2005; Diederich and Ohsawa 1995]).

A meaningful condition is −ρ ≤ Cδα for some constants α,C > 0, where δ denotes the boundary
distance. Let α(�) be the supremum of all α. We call it the hyperconvexity index of �. From the
fundamental work of Diederich and Fornaess [1977], we know that if� is a bounded pseudoconvex domain
with C2-boundary then there exists a continuous negative psh function ρ on� such that C−1δη≤−ρ≤Cδη

for some constants η,C > 0. The supremum η(�) of all η is called the Diederich–Fornaess index of �
(see, e.g., [Adachi and Brinkschulte 2015; Fu and Shaw 2016; Harrington 2008]). Clearly, α(�)≥ η(�).
Recently, Harrington [2008] showed that if� is a bounded pseudoconvex domain with Lipschitz boundary
then η(�) > 0.

On the other hand, there are plenty of domains with very irregular boundaries such that α(�)> 0, while
it is difficult to verify η(�) > 0. For instance, Koebe’s distortion theorem implies α(�)≥ 1

2 if �( C is a
simply connected domain [Carleson and Gamelin 1993, Chapter 1, Theorem 4.4]. Recently, Carleson
and Totik [2004] and Totik [2006] obtained various Wiener-type criteria for planar domains with positive
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hyperconvexity indices. In particular, if ∂� is uniformly perfect in the sense of Pommerenke [1979], then
α(�) > 0 [Carleson and Totik 2004, Theorem 1.7]. Moreover, for domains like �= C \ E , where E is
a compact set in R (e.g., Cantor-type sets), the connection between the metric properties of E and the
precise value of α(�) (especially the optimal case α(�)= 1

2 ) was studied in detail in [Carleson and Totik
2004; Totik 2006]. In the Appendix of this paper, we will provide more examples of higher-dimensional
domains with positive hyperconvexity indices. The Teichmüller space of a compact Riemann surface
with genus ≥ 2 which is boundedly embedded in C3g−3 probably has a positive hyperconvexity index.

For a domain �⊂ Cn , let % be the relative extremal function of a (fixed) closed ball B ⊂�; i.e.,

%(z) := %B(z) := sup{u(z) : u ∈ PSH−(�), u|B ≤−1},

where PSH−(�) denotes the set of negative psh functions on �. It is known that % is continuous on �
if � is a bounded hyperconvex domain [Błocki 2002, Proposition 3.1.3(vii)]. Furthermore, it is easy to
show that if α(�) > 0 then for every 0< α < α(�) there exists a constant C > 0 such that −% ≤ Cδα.

The goal of this paper is to present some off-diagonal estimates of the Bergman kernel on domains
with positive hyperconvexity indices, in terms of %. Usually, off-diagonal behavior of the Bergman kernel
is more sensitive to the geometry of a domain than on-diagonal behavior (compare to [Barrett 1992]).

Let K�(z, w) be the Bergman kernel of �. It is well-known that K�( · , w) ∈ L2(�) for all w ∈ �.
Thus, it is natural to ask the following:

Problem. For which � and p > 2 does one have K�( · , w) ∈ L p(�) for all w ∈�?

For the sake of convenience, we set

β(�)= sup{β ≥ 2 : K�( · , w) ∈ Lβ(�) for all w ∈�}.

We call it the integrability index of the Bergman kernel. From the well-known works of Kerzman, Catlin
and Bell, we know that β(�) =∞ if � is a bounded pseudoconvex domain of finite D’Angelo type.
On the other hand, it is not difficult to see from the work of Barrett [1992] that there exist unbounded
Diederich–Fornaess worm domains with β(�) arbitrarily close to 2 (see, e.g., [Krantz and Peloso 2008,
Lemma 7.5]). Thus, it is meaningful to show the following:

Theorem 1.1. If � ⊂ Cn is pseudoconvex, then β(�) ≥ 2+ 2α(�)/(2n− α(�)). Furthermore, if � is
a bounded domain with α(�) > 0, then for every 0 < α < α(�) and 2 ≤ p < 2+ 2α(�)/(2n− α(�)),
there exists a constant C > 0 such that∫

�

∣∣K�( · , w)/
√

K�(w)
∣∣p
≤ C |µ(w)|−(p−2)n/α, w ∈�, (1-1)

where K�(w)= K�(w,w) and µ := |%|(1+ |log|%||)−1.

The lower bound for β(�) can be improved substantially when n = 1:

Theorem 1.2. If � is a domain in C, then β(�)≥ 2+α(�)/(1−α(�)).

In particular, we obtain the known fact that if �( C is a simply connected domain then β(�)≥ 3. A
famous conjecture of Brennan [1978] suggests that the bound may be improved to β(�)≥ 4; an equivalent
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statement is that, if f :�→ D is a conformal mapping where D is the unit disc, then f ′ ∈ L p(�) for all
p < 4. There has been extensive research on this conjecture (see [Bertilsson 1998; Carleson and Jones
1992; Carleson and Makarov 1994; Pommerenke 1992], etc.).

Nevertheless, Theorem 1.2 is best understood in view of the following:

Proposition 1.3. Let E ⊂ C be a compact set satisfying Cap(E) > 0 and dimH (E) < 1, where Cap and
dimH denote the logarithmic capacity and the Hausdorff dimension, respectively. Set � := C \ E. Then
β(�)≤ 2+ dimH (E)/(1− dimH (E)).

Example. There exists a Cantor-type set E with dimH (E) = 0 and Cap(E) > 0 [Carleson 1967, §4,
Theorem 5]. Thus, β(C \ E)= 2 in view of Proposition 1.3.

Example. Andrievskii [2005] constructed a compact set E ⊂ R with dimH (E)= 1
2 and α(C \ E)= 1

2 . It
follows from Theorem 1.2 and Proposition 1.3 that β(C \ E)= 3.

Problem. Is there a bounded domain �⊂ C with β(�)= 2?

Theorems 1.1 and 1.2 shed some light on the study of the Bergman space

Ap(�)=

{
f ∈ O(�) :

∫
�

| f |p <∞
}

for domains with positive hyperconvexity indices. For instance, we can show that Ap(�)∩ A2(�) lies
dense in A2(�) for suitable p > 2 and the reproducing property of K�(z, w) holds in Ap(�) for suitable
p< 2 (see Section 4). A related problem is to study whether the Bergman projection can be extended to a
bounded projection L p(�)→ Ap(�) for all p in some nonempty open interval around 2. For flat Hartogs
triangles, a complete answer was recently given by Edholm and McNeal [2016]. For more information
on this matter, we refer the reader to the review article of Lanzani [2015] and the references therein.

Set
K�,p(z) := sup{| f (z)| : f ∈ Ap(�), ‖ f ‖L p(�) ≤ 1}.

Using f := (K�( · , z)/
√

K�(z))/‖K�( · , z)/
√

K�(z)‖L p(�) as a candidate, we conclude from estimate
(1-1):

Corollary 1.4. Let �⊂Cn be a bounded domain with α(�) > 0. For every p< 2+2α(�)/(2n−α(�)),

K�,p(z)≥ Cα,p
√

K�(z)|µ(z)|(p−2)n/(pα).

Remark. If � is a bounded pseudoconvex domain with C2-boundary, then K�(z)≥ Cδ(z)−2 in view of
the Ohsawa–Takegoshi extension theorem [1987]. On the other hand, Hopf’s lemma implies |%| ≥ Cδ.
Thus,

K�,p(z)≥ Cα,pδ(z)−(1−(p−2)n/(pα))
|log δ(z)|−(p−2)n/(pα)

as z→ ∂�. Notice also that (p− 2)n/(pα) < 1
2 if and only if p < 2+ 2α(�)/(2n−α(�)).

We would like to mention an interesting connection between the problem on page 1430 and the
regularity problem of biholomorphic maps. The starting point is the following:
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Theorem 1.5 [Lempert 1986, Theorem 6.2]. Let �1 ⊂ Cn be a bounded domain with C2-boundary
such that its Bergman projection P�1 maps C∞0 (�1) into L p(�1) for some p > 2. Let �2 ⊂ Cn be a
bounded domain with real-analytic boundary. Then any biholomorphic map F :�1→�2 extends to a
Hölder-continuous map �1→�2.

Notice that if � is a domain with
∫
�
|K�( · , w)|

p locally uniformly bounded in w for some p ≥ 1,
then for any φ ∈ C∞0 (�),

|P�(φ)(z)|p ≤
∫
ζ∈suppφ

|K�(ζ, z)|p‖φ‖p
Lq (�), 1/p+ 1/q = 1,

so that ∫
z∈�
|P�(φ)(z)|p ≤ ‖φ‖

p
Lq (�)

∫
ζ∈suppφ

∫
z∈�
|K�(z, ζ )|p <∞, (1-2)

i.e., P� maps C∞0 (�) into L p(�). Thus, we have:

Corollary 1.6. Let�1⊂Cn be a bounded domain with C2-boundary such that the integral
∫
�
|K�( · , w)|

p

is locally uniformly bounded in w for some p > 2. Let �2 ⊂ Cn be a bounded domain with real-analytic
boundary. Then any biholomorphic map F :�1→�2 extends to a Hölder-continuous map �1→�2.

In particular, it follows from Corollary 1.6 and Theorem 1.1 that any biholomorphic map between a
bounded pseudoconvex domain with C2-boundary and a bounded domain with real-analytic boundary
extends to a Hölder-continuous map between their closures, which was first proved in [Diederich and
Fornaess 1979]. On the other hand, Barrett [1984] constructed a nonpseudoconvex bounded smooth
domain �⊂ C2 such that P� fails to map C∞0 (�) into L p(�) for any p > 2 so that

∫
�
|K�( · , w)|

p can
not be locally uniformly bounded in w. However, it is still expected that if � is a bounded domain with
real-analytic boundary then there exists p> 2 such that

∫
�
|K�( · , w)|

p is locally uniformly bounded in w.
With the help of an elegant technique due to Błocki [2005] (see also [Herbort 2000] for prior related

techniques) on estimating the pluricomplex Green function, we may prove the following:

Theorem 1.7. Let � ⊂ Cn be a bounded domain with α(�) > 0. For every 0 < r < 1, there exists a
constant C > 0 such that

B�(z, w) :=
|K�(z, w)|2

K�(z)K�(w)
≤ C

(
min

{
ν(z)
µ(w)

,
ν(w)

µ(z)

})r

, z, w ∈�, (1-3)

where µ := |%|/(1+ |log|%||) and ν := |%|(1+ |log|%||)n .

We call B�(z, w) the normalized Bergman kernel of �. There is a long list of papers about pointwise
estimates of the weighted normalized Bergman kernel B�,ϕ(z, w) := |K�,ϕ(z, w)|2/(K�,ϕ(z)K�,ϕ(w))

when � is Cn or a compact algebraic manifold, after a seminal paper of Christ [1991] (see [Delin 1998;
Lindholm 2001; Ma and Marinescu 2007; Christ 2013; Zelditch 2016], etc.). Quantitative measurements
of positivity of i∂∂ϕ play a crucial role in these works.

The basic difference between B�(z, w) and B�,ϕ(z, w) is that the former is always a biholomorphic
invariant. Skwarczyński [1980] showed that

dS(z, w) :=
(
1−

√
B�(z, w)

)1/2
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gives an invariant distance on a bounded domain �. The relationship between dS and the Bergman
distance dB is

dB(z, w)≥
√

2dS(z, w) (1-4)

(see, e.g., [Jarnicki and Pflug 1993, Corollary 6.4.7]). By Theorem 1.7 and (1-4), we may prove the
following:

Corollary 1.8. If � is a bounded domain with α(�) > 0, then for fixed z0 ∈ �, there exists a constant
C > 0 such that

dB(z0, z)≥ C
|log δ(z)|

log|log δ(z)|
, (1-5)

provided z sufficiently close to ∂�.

Błocki [2005] first proved (1-5) for any bounded domain which admits a continuous negative psh
function ρ with C1δ

α
≤−ρ ≤ C2δ

α for some constants C1,C2, α > 0 (e.g., � is a pseudoconvex domain
with Lipschitz boundary [Harrington 2008]). Diederich and Ohsawa [1995] proved earlier that the weaker
inequality

dB(z0, z)≥ C log|log δ(z)|

holds for more general bounded domains admitting a continuous negative psh function ρ with C1δ
1/α
≤

−ρ ≤ C2δ
α for some constants C1,C2, α > 0.

In order to study isometric embedding of Kähler manifolds, Calabi [1953] introduced the notion
“diastasis”. Marcel Berger [1996] wrote, “It seems to me that the notion of diastasis should make a
comeback [. . .]. For example, it would be interesting to compare the diastasis with the various types of
Kobayashi metrics (when they exist).”

Notice that the diastasis DB(z, w) with respect to the Bergman metric is − log B�(z, w).

Corollary 1.9. If � is a bounded domain with α(�) > 0, then for fixed z0 ∈ �, there exists a constant
C > 0 such that

DB(z0, z)≥ CdK (z0, z), (1-6)

where dK denotes the Kobayashi distance.

Problem. Does one have dB(z0, z)≥ CdK (z0, z) for bounded domains with α(�) > 0?

A domain �⊂Cn is called weighted circular if there exists an n-tuple (a1, . . . , an) of positive numbers
such that z ∈� implies (eia1θ z1, . . . , eianθ zn) ∈� for any θ ∈ R. As a final consequence of Theorem 1.7,
we obtain:

Corollary 1.10. Let �1 ⊂Cn be a bounded domain with α(�1) > 0. Let �2 ⊂Cn be a bounded weighted
circular domain which contains the origin. Let 0< α < α(�1) be given. Then for any biholomorphic map
F :�1→�2, there is a constant C > 0 such that

δ2(F(z))≤ Cδ1(z)α/(2n), z ∈�1. (1-7)

Here δ1 and δ2 denote the boundary distances of �1 and �2, respectively.
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Remark. Inequalities like (1-7) are crucial in the study of the regularity problem of biholomorphic maps
(see, e.g., [Diederich and Fornaess 1979; Lempert 1986]).

2. L2 boundary decay estimates of the Bergman kernel

Proposition 2.1. Let � ⊂ Cn be a pseudoconvex domain. Let ρ be a negative continuous psh function
on �. Set

�t = {z ∈� : −ρ(z) > t}, t > 0.

Let a > 0 be given. For every 0< r < 1, there exist constants εr ,Cr > 0 such that∫
−ρ≤ε

|K�( · , w)|
2
≤ Cr K�a (w)(ε/a)

r (2-1)

for all w ∈�a and ε ≤ εr a.

The proof of the proposition is essentially the same as for Proposition 6.1 in [Chen 2016]. For the sake
of completeness, we include a proof here. The key ingredient is the following weighted estimate of the
L2-minimal solution of the ∂-equation due to Berndtsson.

Theorem 2.2 [Chen 2016, Corollary 2.3]. Let � be a bounded pseudoconvex domain in Cn and ϕ ∈
PSH(�). Let ψ be a continuous psh function on � which satisfies ri∂∂ψ ≥ i∂ψ ∧ ∂ψ as currents
for some 0 < r < 1. Suppose v is a ∂-closed (0, 1)-form on � such that

∫
�
|v|2e−ϕ < ∞. Then the

L2(�, ϕ)-minimal solution of ∂u = v satisfies∫
�

|u|2e−ψ−ϕ ≤
1

1− r

∫
�

|v|2i∂∂ψe−ψ−ϕ. (2-2)

Here |v|2
i∂∂ψ

should be understood as the infimum of nonnegative locally bounded functions H satisfying
iv∧ v ≤ Hi∂∂ψ as currents.

Proof of Proposition 2.1. Assume first that � is bounded. Let κ : R→ [0, 1] be a smooth cut-off function
such that κ|(−∞,1] = 1, κ|[3/2,∞) = 0 and |κ ′| ≤ 2. We then have∫

−ρ≤ε

|K�( · , w)|
2
≤

∫
�

κ(−ρ/ε)|K�( · , w)|
2.

By the well-known property of the Bergman projection, we obtain∫
�

κ(−ρ/ε)K�( · , w) · K�( · , ζ )= κ(−ρ(ζ )/ε)K�(ζ, w)− u(ζ ), ζ ∈�,

where u is the L2(�)-minimal solution of the equation

∂u = ∂(κ(−ρ/ε)K�( · , w))=: v.

Since κ(−ρ(w)/ε)= 0 provided 3
2ε ≤ a (i.e., ε ≤ 2a/3),∫

−ρ≤ε

|K�( · , w)|
2
≤−u(w). (2-3)
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Set
ψ =−r log(−ρ), 0< r < 1.

Clearly, ψ is psh and satisfies ri∂∂ψ ≥ i∂ψ ∧ ∂ψ so that

iv∧ v ≤ C0r−1
|κ ′(−ρ/ε)|2|K�( · , w)|

2i∂∂ψ

for some numerical constant C0 > 0. Thus, by Theorem 2.2,∫
�

|u|2e−ψ ≤ Cr

∫
ε≤−ρ≤(3/2)ε

|K�( · , w)|
2e−ψ

≤ Crε
r
∫
−ρ≤(3/2)ε

|K�( · , w)|
2.

Since e−ψ ≥ ar on �a and u is holomorphic there, it follows that

|u(w)|2 ≤ K�a (w)

∫
�a

|u|2

≤ K�a (w)a
−r
∫
�

|u|2e−ψ

≤ Cr K�a (w)(ε/a)
r
∫
−ρ≤(3/2)ε

|K�( · , w)|
2.

Thus, by (2-3), ∫
−ρ≤ε

|K�( · , w)|
2
≤ Cr K�a (w)

1/2(ε/a)r/2
(∫
−ρ≤(3/2)ε

|K�( · , w)|
2
)1/2

.

Notice that ∫
−ρ≤(3/2)ε

|K�( · , w)|
2
≤

∫
�

|K�( · , w)|
2
= K�(w)≤ K�a (w)

provided 3
2ε ≤ a. Thus, ∫

−ρ≤ε

|K�( · , w)|
2
≤ Cr K�a (w)(ε/a)

r/2.

Replacing ε by 3
2ε in the argument above, we obtain∫

−ρ≤(3/2)ε
|K�( · , w)|

2
≤ Cr K�a (w)(3/2)

r/2(ε/a)r/2

provided (3
2)

2ε ≤ a. Thus, we may improve the upper bound by∫
−ρ≤ε

|K�( · , w)|
2
≤ Cr K�a (w)(ε/a)

r/2+r/4.

By induction, we conclude that, for every k ∈ Z+,∫
−ρ≤ε

|K�( · , w)|
2
≤ Cr,k K�a (w)(ε/a)

r/2+r/4+···+r/2k
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provided (3
2)

kε ≤ a. Since r/2+ r/4+· · ·+ r/2k
→ 1 as k→∞ and r→ 1, we get the desired estimate

under the assumption that � is bounded.
In general, � may be exhausted by an increasing sequence {� j } of bounded pseudoconvex domains.

From the argument above, we know that∫
� j∩{−ρ≤ε}

|K� j ( · , w)|
2
≤ Cr K� j∩�a (w)(ε/a)

r

holds for all j � 1. Since � j ↑�, it is well-known that K� j ( · , w)→ K�( · , w) locally uniformly in �
and K� j∩�a (w)→ K�a (w). It follows from Fatou’s lemma that∫

−ρ≤ε

|K�( · , w)|
2
= lim inf

j→∞

∫
� j∩{−ρ≤ε}

|K� j ( · , w)|
2

≤ Cr K�a (w)(ε/a)
r . �

Remark. One of the referees kindly suggested an alternative proof as follows. Berndtsson and Charpentier
[2000] showed that, if

∫
�
| f |2|ρ|−r <∞ for some 0< r < 1, then∫

�

|P�( f )|2|ρ|−r
≤ Cr

∫
�

| f |2|ρ|−r <∞

where P�( f )(z) :=
∫
�

K�(z, · ) f ( · ) is the Bergman projection. If one applies f = χ�a K�a ( · , w) where
χ�a denotes the characteristic function on �a , then K�(z, w)= P�( f )(z) and∫

�

|K�( · , w)|
2
|ρ|−r

≤ Cr

∫
�a

|K�a ( · , w)|
2
|ρ|−r ,

from which the estimate (2-1) immediately follows.

Let % be the relative extremal function of a (fixed) closed ball B ⊂�. We have:

Proposition 2.3. Let � ⊂ Cn be a bounded domain with α(�) > 0. For every 0 < r < 1, there exist
constants εr ,Cr > 0 such that∫

−%≤ε

|K�( · , w)|
2/K�(w)≤ Cr (ε/µ(w))

r (2-4)

for all ε ≤ εrµ(w), where µ= |%|(1+ |log|%||)−1.

In order to prove this proposition, we need an elementary estimate of the pluricomplex Green function.
Recall that the pluricomplex Green function g�(z, w) of a domain �⊂ Cn is defined as

g�(z, w)= sup{u(z) : u ∈ PSH−(�), u(z)≤ log|z−w| + O(1) near w}.

We first show the following quasi-Hölder-continuity of %.

Lemma 2.4. Let �⊂ Cn be a bounded domain with α(�) > 0. For every r > 1 and 0< α < α(�), there
exists a constant C > 0 such that

%(z2)≥ r%(z1)−C |z1− z2|
α, z1, z2 ∈�. (2-5)
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Proof. Choose ρ ∈ C(�)∩PSH−(�) with −ρ ≤ Cαδα. Clearly

%(z)≥
ρ(z)

infB |ρ|
≥ −Cαδα.

To get (2-5), we employ a well-known technique of Walsh [1968] as follows. Set ε := |z1 − z2|,
�′ :=�− (z1− z2) and

u(z)=
{

%(z) if z ∈� \�′,
max{%(z), r%(z+ z1− z2)−Cεα} if z ∈�∩�′.

We claim that u ∈ PSH−(�) provided C � 1. Indeed, if z ∈�∩ ∂�′, then δ(z)≤ ε so that

%(z)≥−Cαδ(z)α ≥−Cαεα ≥ r%(z+ z1− z2)−Cαεα.

Moreover, if ε ≤ εr � 1, then %(z + z1 − z2) ≤ −1/r for z ∈ B since % is continuous on �. Thus,
u|B ≤−1. Since z2 = z1− (z1− z2) ∈�∩�

′, it follows that

%(z2)≥ u(z2)≥ r%(z1)−Cαεα.

If ε = |z1− z2|> εr , then (2-5) trivially holds. �

Remark. It is not known whether % is Hölder-continuous on �. The answer is positive if n= 1 [Carleson
and Gamelin 1993, p. 138].

Proposition 2.5. Let�⊂Cn be a bounded domain with α(�)>0. There exists a constant C�1 such that

{g�( · , w) <−1} ⊂ {% <−C−1µ(w)}, w ∈�. (2-6)

Proof. Fix 0< α < α(�). We have −% ≤ Cαδα for some constant Cα > 0. Clearly, it suffices to consider
the case when |%(w)| ≤ 1

2 . Applying Lemma 2.4 with r = 3
2 , we see that if %(z)= %(w)/2 then

C1|z−w|α ≥ 3
2%(z)− %(w)=−

1
4%(w)

so that

log
|z−w|

R
≥

1
α

log|%(w)|/(4C1)− log R ≥ C2 log|%(w)|

for some constant C2� 1. It follows that

ψ(z) :=
{

log|z−w|/R if %(z)≤ %(w)/2,
max{log|z−w|/R, 2C2(%(w)

−1 log|%(w)|)%(z)} otherwise

is a well-defined negative psh function on � with a logarithmic pole at w, and if %(z)≥ %(w)/2, then

g�(z, w)≥ ψ(z)≥ 2C2(%(w)
−1 log|%(w)|)%(z). (2-7)

Thus,
{g�( · , w) <−1} ∩ {% ≥ %(w)/2} ⊂ {% <−C−1µ(w)}

provided C � 1. Since {% < %(w)/2} ⊂ {% <−C−1µ(w)} if C � 1, we conclude the proof. �
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Proof of Proposition 2.3. Set Aw := {g�( · , w) <−1}. It is known from [Herbort 1999] or [Chen 1999]
that

K Aw(w)≤ Cn K�(w). (2-8)

By Proposition 2.5,
Aw ⊂�a(w) := {% <−a(w)} (2-9)

where a(w) := C−1µ(w) with C � 1. If we choose ρ = % in Proposition 2.1, it follows that, for every
ε ≤ εr a(w), ∫

−%≤ε

|K�( · , w)|
2
≤ Cr K�a(w)(w)(ε/a(w))

r

≤ Cn,r K�(w)(ε/a(w))r (2-10)

in view of (2-8) and (2-9). �

3. L p-integrability of the Bergman kernel

Proof of Theorem 1.1. Without loss of generality, we may assume α(�) > 0. For every 0< α < α(�),
we may choose ρ ∈ PSH−(�) such that

−ρ ≤ Cαδα

for some constant Cα > 0. Let S be a compact set in �, and let w ∈ S. By virtue of Proposition 2.1, we
conclude that, for every 0< r < 1, ∫

−ρ≤ε

|K�( · , w)|
2
≤ Cεr

where C = C(n, r, α, S) > 0. Since {δ ≤ ε} ⊂ {−ρ ≤ Cαεα}, it follows that∫
δ≤ε

|K�( · , w)|
2
≤ Cεrα.

Since |δ(ζ )− δ(z)| ≤ |ζ−z|, we have B(z, δ(z))⊂ {δ ≤ 2δ(z)}. By the mean value inequality, we get

|K�(z, w)|2 ≤ Cnδ(z)−2n
∫
δ≤2δ(z)

|K�( · , w)|
2
≤ Cδ(z)rα−2n. (3-1)

Thus, for every τ > 0,∫
�

|K�( · , w)|
2+τ
=

∫
δ>1/2
|K�( · , w)|

2+τ
+

∞∑
k=1

∫
2−k−1<δ≤2−k

|K�( · , w)|
2+τ

≤ C2nτ
∫
�

|K�( · , w)|
2
+C

∞∑
k=1

2(k+1)τ (n−rα/2)
∫
δ≤2−k
|K�( · , w)|

2

≤ C +C2τ(n−rα/2)
∞∑

k=1

2−k(rα+τ(rα/2−n))

<∞
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provided τ < 2rα/(2n − rα). Since r and α can be arbitrarily close to 1 and α(�), respectively, we
conclude the proof of the first statement.

Since {δ ≤ ε} ⊂ {−% ≤ Cαεα}, it follows from Proposition 2.3 that∫
δ≤ε

|K�( · , w)|
2/K�(w)≤ Cα,r (εα/µ(w))r (3-2)

provided εα/µ(w)≤ εr � 1. For every z ∈�,

|K�(z, w)|2/K�(w)≤ K�(z)≤ Cnδ(z)−2n, (3-3)

and if (2δ(z))α ≤ εrµ(w),

|K�(z, w)|2 ≤ Cnδ(z)−2n
∫
δ≤2δ(z)

|K�( · , w)|
2

≤ Cα,r K�(w)µ(w)
−rδ(z)αr−2n. (3-4)

For every τ < 2rα/(2n− rα), we conclude from (3-3) that∫
2δ≥(εrµ(w))1/α

|K�( · , w)|
2+τ
≤ Cn K�(w)

τ/2
∫

2δ≥(εrµ(w))1/α
|K�( · , w)|

2δ−nτ

≤ Cα,r
K�(w)

τ/2

µ(w)nτ/α

∫
�

|K�( · , w)|
2

≤ Cα,r
K�(w)

1+τ/2

µ(w)nτ/α
. (3-5)

Now choose kw ∈ Z+ such that (εrµ(w))
1/α
∈ (2−kw−1, 2−kw ] (it suffices to consider the case when µ(w)

is sufficiently small). We then have∫
2δ<(εrµ(w))1/α

|K�( · , w)|
2+τ
≤

∞∑
k=kw

∫
2−k−1<δ≤2−k

|K�( · , w)|
2+τ

≤ Cα,r,τ
K�(w)

τ/2

µ(w)τr/2

∞∑
k=kw

2kτ(n−rα/2)
∫
δ≤2−k
|K�( · , w)|

2 (by (3-4))

≤ Cα,r,τ
K�(w)

1+τ/2

µ(w)r(1+τ/2)

∞∑
k=kw

2−k(rα+τ(rα/2−n)) (by (3-2))

≤ Cα,r,τ
K�(w)

1+τ/2

µ(w)r(1+τ/2)
µ(w)(rα+τ(rα/2−n))/α

≤ Cα,r,τ
K�(w)

1+τ/2

µ(w)τn/α .

(3-6)
By (3-5) and (3-6), (1-1) immediately follows. �

Proof of Theorem 1.2. It suffices to use the following lemma instead of (3-1) in the proof of the first
statement in Theorem 1.1. �
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Lemma 3.1. Let � be a domain in C. For every compact set S ⊂� and α < α(�), there exists a constant
C > 0 such that

|K�(z, w)| ≤ Cδ(z)α−1, z ∈�, w ∈ S.

Proof. Let g�(z, w) be the (negative) Green function on �. Let 1(c, r) be the disc with center c and
radius r . Fix w ∈ S and z ∈� for a moment. Clearly, it suffices to consider the case when δ(z)≤ δ(w)/4.
Since g�(ξ, ζ ) is harmonic in ξ ∈ 1(z, δ(z)) and ζ ∈ 1(w, δ(w)/2), respectively, we conclude from
Poisson’s formula that

g�(ξ, ζ )=
1

4π2

∫ 2π

0

∫ 2π

0
g�(z+ 1

2δ(z)e
iθ , w+ 1

2δ(w)e
iϑ)

×

1
4δ(z)

2
− |ξ−z|2∣∣1

2δ(z)e
iθ − (ξ−z)

∣∣2
1
4δ(w)

2
− |ζ−w|2∣∣1

2δ(w)e
iϑ − (ζ−w)

∣∣2 dθ dϑ

where ξ ∈1(z, δ(z)/4) and ζ ∈1(w, δ(w)/4). By the extremal property of g�, it is easy to verify that
−g� ≤ Cδ(z)α on ∂1(z, δ(z)/2)× ∂1(w, δ(w)/2). Thus,∣∣∣∣∂2g�(ξ, ζ )

∂ξ ∂ζ

∣∣∣∣≤ Cδ(z)α−1.

Using the formula K�(ξ, ζ )=
2
π

∂2g�(ξ, ζ )
∂ξ ∂ζ

from [Schiffer 1946], the assertion immediately follows. �

In order to prove Proposition 1.3, we need the following:

Theorem 3.2 [Carleson 1967, §6, Theorem 1]. Let �= C \ E where E ⊂ C is a compact set. Then

(1) A2(�) 6= {0} if and only if Cap(E) > 0, and

(2) Ap(�)={0} if32−q(E)<∞, 2< p<∞ and 1/p+1/q=1. Here3s(E) denotes the s-dimensional
Hausdorff measure of E.

Remark. Let �⊂C be a domain and E a closed polar set in �. It is well-known that E is removable for
negative harmonic functions so that g�\E(z, w)=g�(z, w) for z,w∈�\E . Thus, K�\E(z, w)=K�(z, w)
in view of Schiffer’s formula. By the reproducing property of the Bergman kernel, we immediately get
the known fact that A2(� \ E)= A2(�).

Proof of Proposition 1.3. Suppose on the contrary β(�) > 2+ dimH (E)/(1− dimH (E)). Fix

β(�) > p > 2+
dimH (E)

1− dimH (E)
,

and let q be the conjugate exponent of p, i.e., 1/p+1/q= 1. We then have K�( · , w)∈ Ap(�) for fixedw.
Since

dimH (E)= sup{s :3s(E)=∞}

and 2− q > dimH (E), it follows that 32−q(E) <∞ so that K�( · , w)= 0 in view of Theorem 3.2(2).
On the other hand, Cap(E) > 0, so K�( · , w) 6= 0 in view of Theorem 3.2(1), which is absurd. �
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Theorem 1.2 implies β(�)→∞ as α(�)→ 1 for planar domains (notice that α(�)= 1 when �⊂ C

is convex or ∂� is C1). It is also known that β(�)=∞ if � is a bounded smooth convex domain in Cn

[Boas and Straube 1991]. Thus, it is reasonable to make the following:

Conjecture 3.3. If �⊂ Cn is convex, then β(�)=∞.

4. Applications of L p-integrability of the Bergman kernel

We first study density of Ap(�)∩ A2(�) in A2(�).

Proposition 4.1. Let � be a pseudoconvex domain in Cn . For every 1 ≤ p < 2+ 2α(�)/(2n− α(�)),
Ap(�)∩ A2(�) lies dense in A2(�).

Proof. Choose a sequence of functions χ j ∈ C∞0 (�) such that 0 ≤ χ j ≤ 1 and the sequence of sets
{χ j = 1} exhausts �. Given f ∈ A2(�), we set f j = P�(χ j f ). Clearly, f j ∈ Ap(�)∩ A2(�) in view of
Theorem 1.1 and (1-2). Moreover,

‖ f j − f ‖L2(�) = ‖P�((χ j − 1) f )‖L2(�) ≤ ‖(χ j − 1) f ‖L2(�)→ 0. �

Similarly, we may prove the following:

Proposition 4.2. Let � be a domain in C. For every 1≤ p < 2+α(�)/(1−α(�)), Ap(�)∩ A2(�) lies
dense in A2(�).

Next we study the reproducing property of the Bergman kernel in Ap(�).

Proposition 4.3. Let � be a bounded domain in C with α(�) > 0. If p > 2−α(�), then f = P�( f ) for
all f ∈ Ap(�).

Proof. Suppose f ∈ Ap(�) with p > 2− α(�). Let q be the conjugate exponent of p. Since q <
2+ α(�)/(1− α(�)), the integral

∫
�

f ( · )K�(z, · ) is well-defined in view of Theorem 1.2. Clearly,
it suffices to consider the case p < 2. By Theorem 1 of [Hedberg 1972], we may find a sequence
f j ∈ O(�)⊂ A2(�)⊂ Ap(�) such that ‖ f j − f ‖L p(�)→ 0. It follows that, for every z ∈�,

f (z)= lim
j→∞

f j (z)= lim
j→∞

∫
�

f j ( · )K�(z, · )=
∫
�

f ( · )K�(z, · )

since K�(z, · ) ∈ Lq(�). �

For a bounded domain �⊂ Cn , the Berezin transform T� of � is defined as

T�( f )(z)=
∫
�

f ( · )
|K�( · , z)|2

K�(z)
, z ∈�, f ∈ L∞(�).

Clearly, one has f = T�( f ) for all f ∈ A∞(�).

Corollary 4.4. Let � be a bounded domain in C with α(�) > 0. If p > 2/α(�)− 1, then f = T�( f ) for
all f ∈ Ap(�).
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Proof. Set p′ = 2p/(p+ 1). It follows from Hölder’s inequality that∫
�

| f K�( · , z)|p
′

≤

(∫
�

| f |p
′/(2−p′)

)2−p′(∫
�

|K�( · , z)|p
′/(p′−1)

)p′−1

=

(∫
�

| f |p
)2−p′(∫

�

|K�( · , z)|p
′/(p′−1)

)p′−1

<∞

since p′ > 2−α(�) and p′/(p′− 1) < 2+α(�)/(1−α(�)). Thus, h := f K�( · , z)/K�(z) ∈ Ap′(�)

for fixed z ∈� so that

f (z)= h(z)=
∫
�

h( · )K�(z, · )=
∫
�

f ( · )
|K�( · , z)|2

K�(z)
. �

For higher-dimensional cases, we can only prove the following:

Proposition 4.5. Let � be a bounded pseudoconvex domain in Cn . Suppose there exists a negative psh
exhaustion function ρ on � such that, for suitable constants C, α > 0,

|ρ(z)− ρ(w)| ≤ C |z−w|α, z, w ∈�.

For every p > 4n/(2n+α), one has f = P�( f ) for all f ∈ Ap(�).

Proof. Set �t = {−ρ > t}, t ≥ 0, and ρt := ρ + t . For every z ∈ �t , we choose z∗ ∈ ∂�t such that
|z− z∗| = δt(z) := d(z, ∂�t). We then have

|ρt(z)| = |ρt(z)− ρt(z∗)| ≤ C |z− z∗|α = Cδt(z)α

where C is a constant independent of t . By a similar argument as the proof of Theorem 1.1, we may show
that, for fixed w ∈�, ∫

�t

|K�t ( · , w)|
q
≤ C = C(q, w) <∞

holds uniformly in t � 1 for every q < 2+ 2α/(2n−α). Let 2> p > 4n/(2n+α) and f ∈ Ap(�). Fix
z ∈� for a moment. For every t � 1, we have z ∈�t and

f (z)=
∫
�t

f ( · )K�t (z, · ). (4-1)

Notice that∣∣∣∣∫
�

f ( · )K�(z, · )−
∫
�t

f ( · )K�t (z, · )
∣∣∣∣

≤

∫
�t

| f ||K�(z, · )− K�t (z, · )| +
∫
�\�t

| f ||K�(z, · )|

≤ ‖ f ‖L p(�)‖K�(z, · )− K�t (z, · )‖Lq (�t )+‖ f ‖L p(�\�t )‖K�(z, · )‖Lq (�) (4-2)
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where 1/p+1/q = 1 (which implies q < 2+2α/(2n−α)). Take 0< γ � 1 so that (q−γ )/(1−γ /2) <
2+ 2α/(2n−α). We then have∫
�t

|K�(z, · )− K�t (z, · )|
q

=

∫
�t

|K�(z, · )− K�t (z, · )|
γ
|K�(z, · )− K�t (z, · )|

q−γ

≤

(∫
�t

|K�(z, · )− K�t (z, · )|
2
)γ /2(∫

�t

|K�(z, · )− K�t (z, · )|
(q−γ )/(1−γ /2)

)1−γ /2

in view of Hölder’s inequality. Since∫
�t

|K�(z, · )− K�t (z, · )|
2
=

∫
�t

|K�(z, · )|2+
∫
�t

|K�t (z, · )|
2
− 2 Re

∫
�t

K�(z, · )K�t ( · , z)

≤ K�t (z)− K�(z)

→ 0 (t→ 0)
and∫
�t

|K�(z, · )− K�t (z, · )|
(q−γ )/(1−γ /2)

≤ 2(q−γ )/(1−γ /2)
(∫

�

|K�(z, · )|(q−γ )/(1−γ /2)+
∫
�t

|K�t (z, · )|
(q−γ )/(1−γ /2)

)
≤ C,

it follows from (4-1) and (4-2) that f = P�( f ). �

Similarly, we have:

Corollary 4.6. If p > 2n/α, then f = T�( f ) for all f ∈ Ap(�).

5. Estimate of the pluricomplex Green function

The goal of this section is to show the following:

Proposition 5.1. Let�⊂Cn be a bounded domain with α(�)>0. There exists a constant C�1 such that

{g�( · , w) <−1} ⊂ {% >−Cν(w)}, w ∈�, (5-1)

where ν = |%|(1+ |log|%||)n .

We will follow the argument of Błocki [2005] with necessary modifications. The key observation is
the following:

Lemma 5.2 [Błocki 2005]. Let � ⊂ Cn be a bounded hyperconvex domain. Suppose ζ and w are two
points in � such that the closed balls B(ζ, ε), B(w, ε) ⊂ Cn and B(ζ, ε) ∩ B(w, ε) = ∅. Then there
exists ζ̃ ∈ B(ζ, ε) such that

|g�(ζ̃ , w)|n ≤ n! (log R/ε)n−1
|g�(w, ζ )| (5-2)

where R := diam(�).
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For the sake of completeness, we include a proof here, which relies heavily on the following fundamental
results.

Theorem 5.3 [Demailly 1987]. Let � be a bounded hyperconvex domain in Cn .

(1) For every w ∈�, one has (ddcg�( · , w))n = (2π)nδw, where δw denotes the Dirac measure at w.

(2) For every ζ ∈� and η > 0, one has
∫
�
(ddc max{g�( · , ζ ),−η})n = (2π)n .

Theorem 5.4 ([Błocki 1993]; see also [Błocki 2002]). Let � be a bounded domain in Cn . Assume that
u, v ∈ PSH− ∩ L∞(�) are nonpositive psh functions such that u = 0 on ∂�. Then∫

�

|u|n(ddcv)n ≤ n! ‖v‖n−1
∞

∫
�

|v|(ddcu)n. (5-3)

Proof of Lemma 5.2. Let η = log R/ε. Since g�(z, ζ )≥ log|z− ζ |/R, it follows that

{g�( · , ζ )=−η} ⊂ B(ζ, ε).

First applying Theorem 5.4 with u = max{g�( · , w),−t} and v = max{g�( · , ζ ),−η} and then letting
t→+∞, we obtain∫

�

|g�( · , w)|n(ddc max{g�( · , ζ ),−η})n ≤ n! (2π)nηn−1
|g�(w, ζ )|

in view of Theorem 5.3(1). Since B(ζ, ε)∩B(w, ε)=∅, it follows that g�( · , w) is continuous on B(ζ, ε)
so that there exists ζ̃ ∈ B(ζ, ε) such that

|g�(ζ̃ , w)| = min
B(ζ,ε)
|g�( · , w)|.

Since the measure (ddc max{g�( · , ζ ),−η})n is supported on {g�( · , ζ ) = −η} with total mass (2π)n ,
we immediately get (5-2). �

Proof of Proposition 5.1. Clearly, it suffices to consider the case when w is sufficiently close to ∂�.
Fix ζ ∈ � with %(ζ ) ≤ 2%(w) for a moment. Set ε := |%(w)|2/α. Since ε ≤ C2/α

α δ(w)2, we see that
B(w, ε)⊂� provided δ(w)≤ εα � 1. For every z ∈� with δ(z)≤ ε, we have

|%(z)| ≤ Cαδ(z)α ≤ Cαεα = Cα|%(w)|2 (≤ |%(w)|/2) (5-4)

provided δ(w)≤ εα � 1. It follows from (2-7) and (5-4) that for every τ > 0 there exists ετ � εα such
that

sup
δ≤ε

|g�( · , w)| ≤ τ (5-5)

provided δ(w)≤ ετ . Since

Cαδ(ζ )α ≥−%(ζ )≥−2%(w)= 2εα/2

and Lemma 2.4 yields

C1|ζ−w|
α
≥

3
2%(w)− %(ζ )≥−

1
2%(w)=

1
2ε
α/2,



BERGMAN KERNEL AND HYPERCONVEXITY INDEX 1445

it follows that if δ(w)≤ ετ � 1 then B(ζ, ε)⊂� and

B(ζ, ε)∩ B(w, ε)=∅. (5-6)

By Lemma 5.2, there exists ζ̃ ∈ B(ζ, ε) such that (5-2) holds.
Now set

9(z) := sup{u(z) : u ∈ PSH−(�), u|B(w,ε) ≤−1}.

We claim that

g�(z, w)≥ log R/ε9(z), z ∈� \ B(w, ε), g�(z, w)≤ log δ(w)/ε9(z), z ∈�. (5-7)

To see this, first notice that

log
|z−w|

R
≤ g�(z, w)≤ log

|z−w|
δ(w)

, z ∈�. (5-8)

Since

u(z)=
{

log|z−w|/R if z ∈ B(w, ε),
max{log|z−w|/R, log R/ε9(z)} if z ∈� \ B(w, ε)

is a negative psh function on � with a logarithmic pole at w, it follows that

g�(z, w)≥ log R/ε9(z), z ∈� \ B(w, ε).

Since (5-8) implies g�( · , w)|B(w,ε) ≤ log ε/δ(w), we have

9(z)≥
g�(z, w)

log δ(w)/ε
, z ∈�.

By (5-5) and (5-7), we obtain

sup
δ≤ε

|9| ≤
τ

log δ(w)/ε
. (5-9)

Set �̃=�− (ζ̃ − ζ ) and

v(z)=
{

9(z) if z ∈� \ �̃,
max{9(z),9(z+ ζ̃ − ζ )− τ/(log δ(w)/ε)} if z ∈�∩ �̃.

Since �∩ ∂�̃⊂ {δ ≤ ε}, it follows from (5-9) that v ∈ PSH−(�). Since

9(z)≤
log|z−w|/δ(w)

log R/ε
, z ∈� \ B(w, ε),

in view of (5-8) and (5-7), and z+ ζ̃ −ζ ∈ B(w, 2ε) if z ∈ B(w, ε), it follows from the maximal principle
that

v|B(w,ε) ≤−
log δ(w)/(2ε)

log R/ε
.

Thus,

9(ζ̃ )−
τ

log δ(w)/ε
≤ v(ζ )≤

log δ(w)/(2ε)
log R/ε

9(ζ ).
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Combining with (5-6) and (5-7), we obtain

g�(ζ, w)≥
(log R/ε)2

log δ(w)/ε · log δ(w)/(2ε)
(g�(ζ̃ , w)− τ)≥ C3(g�(ζ̃ , w)− τ)

since δ(w)≥ |%(w)/Cα|1/α =
√
ε/C1/α

α . If we choose τ = 1/(2C3), then

g�(ζ, w)≥−C3(n!)1/n(log R/ε)1−1/n
|g�(w, ζ )|1/n

−
1
2 (by (5-2))

≥−C4|log|%(w)||1−1/n |%(w) log|%(ζ )||1/n

|%(ζ )|1/n −
1
2 (by (2-7))

≥−C5
|%(w)|1/n

|log|%(w)||
|%(ζ )|1/n −

1
2

since %(ζ )≤ 2%(w). Thus,

{g�( · , w) <−1} ∩ {% ≤ 2%(w)} ⊂ {% >−Cν(w)}

provided C � 1. Since {% > 2%(w)} ⊂ {% >−Cν(w)} if C � 1, we conclude the proof. �

6. Pointwise estimate of the normalized Bergman kernel and applications

Proof of Theorem 1.7. By Proposition 2.3, we know that for every 0 < r < 1 there exist constants
εr ,Cr > 0 such that ∫

−%≤ε

|K�( · , w)|
2/K�(w)≤ Cr (ε/µ(w))

r

for all ε ≤ εrµ(w). Fix z ∈ � with b(z) := Cν(z) ≤ εrµ(w) for a moment, where C is the constant in
(5-1). Let χ : R→ [0, 1] be a smooth function satisfying χ |(0,∞) = 0 and χ |(−∞,− log 2) = 1. We proceed
with the proof in a similar way as [Chen 1999]. Notice that g�( · , z) is a continuous negative psh function
on � \ {z} which satisfies

−i∂∂ log(−g�( · , z))≥ i∂ log(−g�( · , z))∧ ∂ log(−g�( · , z))

as currents. By virtue of the Donnelly–Fefferman estimate [1983] (see also [Berndtsson and Charpentier
2000]), there exists a solution of the equation

∂u = K�( · , w)∂χ(− log(−g�( · , z)))

such that∫
�

|u|2e−2ng�( · ,z) ≤ C0

∫
�

|K�( · , w)|
2
|∂χ(− log(−g�( · , z)))|2

−i∂∂ log(−g�( · ,z))
e−2ng�( · ,z)

≤ Cn

∫
%>−b(z)

|K�( · , w)|
2 (by (5-1))

≤ Cn,r K�(w)(ν(z)/µ(w))r .
Set

f := K�( · , w)χ(− log(−g�( · , z)))− u.



BERGMAN KERNEL AND HYPERCONVEXITY INDEX 1447

Clearly, we have f ∈ O(�). Since g�(ζ, z) = log|ζ−z| + O(1) as ζ → z and u is holomorphic in a
neighborhood of z, it follows that u(z)= 0, i.e., f (z)= K�(z, w). Moreover,∫

�

| f |2 ≤ 2
∫
%>−b(z)

|K�( · , w)|
2
+ 2

∫
�

|u|2

≤ Cn,r K�(w)(ν(z)/µ(w))r

since g�( · , z) < 0. Thus, we get

K�(z)≥
| f (z)|2

‖ f ‖2L2(�)

≥ C−1
n,r
|K�(z, w)|2

K�(w)
(µ(w)/ν(z))r ,

and
B�(z, w)≤ Cn,r (ν(z)/µ(w))r .

If b(z) > εrµ(w), then the inequality above trivially holds since |K�(z, w)|2/(K�(z)K�(w)) ≤ 1. By
symmetry of B�, the assertion immediately follows. �

Remark. It would be interesting to get pointwise estimates for |S�(z, w)|2/(S�(z)S�(w)), where S� is
the Szegö kernel (compare to [Chen and Fu 2011]).

Proof of Corollary 1.8. Let z ∈� be an arbitrarily fixed point which is sufficiently close to ∂�. By the
Hopf–Rinow theorem, there exists a Bergman geodesic γ jointing z0 to z, for ds2

B is complete on �. We
may choose a finite number of points {zk}

m
k=1 ⊂ γ with the order

z0→ z1→ z2→ · · · → zm→ z,

where
|%(zk+1)|(1+ |log|%(zk+1)||)

n+2
= |%(zk)|

and
|%(z)|(1+ |log|%(z)||)n+2

≥ |%(zm)|.

Since
ν(zk+1)

µ(zk)
=
|%(zk+1)|

|%(zk)|
(1+ |log|%(zk+1)||)

n(1+ |log|%(zk)||)

≤
|%(zk+1)|

|%(zk)|
(1+ |log|%(zk+1)||)

n+1

= (1+ |log|%(zk+1)||)
−1,

it follows from Theorem 1.7 that there exists k0 ∈ Z+ such that B�(zk, zk+1)≤
1
4 for all k ≥ k0. By (1-4),

dB(zk, zk+1)≥ 1.

Notice that
|%(zk0)| = |%(zk0+1)||log|%(zk0+1)||

n+2

≤ |%(zk0+2)||log|%(zk0+2)||
2(n+2)

≤ · · · ≤ |%(zm)||log|%(zm)||
(m−k0)(n+2).
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Thus,

m− k0 ≥ const.
|log|%(zm)||

log|log|%(zm)||
≥ const.

|log|%(z)||
log|log|%(z)||

so that

dB(z, z0)≥

m−1∑
k=k0

dB(zk, zk+1)≥ m− k0− 1

≥ const.
|log|%(z)||
|log|log|%(z)|||

≥ const.
|log δ(z)|

log|log δ(z)|

since |%(z)| ≤ Cαδα for any α < α(�). �

Proof of Corollary 1.9. For every 0< α < α(�), we have −% ≤ Cαδα. Theorem 1.7 then yields

DB(z0, z)≥ α|log δ(z)|
as z→ ∂�. Thus, it suffices to show

dK (z, z0)≤ C |log δ(z)| (6-1)

as z→ ∂�. To see this, let FK be the Kobayashi–Royden metric. Since FK is decreasing under holomor-
phic mappings, we conclude that FK (z; X) is dominated by the KR metric of the ball B(z, δ(z)). Thus,
FK (z; X)≤ C |X |/δ(z), from which (6-1) immediately follows (compare to the proof of Proposition 7.3
in [Chen 2016]). �

In order to prove Corollary 1.10, we need the following elementary fact.

Lemma 6.1. If�⊂Cn is a bounded weighted circular domain which contains the origin, then K�(z, 0)=
K�(0) for any z ∈�.

Proof. For fixed θ ∈ R, we set Fθ (z) := (eia1θ z1, . . . , eianθ zn). By the transform formula of the Bergman
kernel,

K�(Fθ (z), 0)= K�(z, 0), z ∈�.

It follows that, for any n-tuple (m1, . . . ,mn) of nonnegative integers,

ei(a1m1+···+anmn)θ
∂m1+···+mn K�(z, 0)
∂zm1

1 · · · ∂zmn
n

∣∣∣∣
z=0
=
∂m1+···+mn K�(z, 0)
∂zm1

1 · · · ∂zmn
n

∣∣∣∣
z=0

for all θ ∈ R

so that ∂
m1+···+mn K�(z,0)
∂z

m1
1 ···∂zmn

n

∣∣
z=0 = 0 if not all m j are zero. Taylor’s expansion of K�(z, 0) at z = 0 and the

identity theorem of holomorphic functions yield K�(z, 0)= K�(0) for any z ∈�. �

Proof of Corollary 1.10. By Lemma 6.1,

B�2(F(z), 0)= K�2(0)K�2(F(z))
−1
≥ C−1δ2(F(z))2n.

On the other hand, Theorem 1.7 implies

B�1(z, F−1(0))≤ Cαδ1(z)α.

Since B�2(F(z), 0)=B�1(z, F−1(0)), we conclude the proof. �
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Appendix: Examples of domains with positive hyperconvexity indices

We start with the following almost trivial fact.

Proposition A.1. Let �1 and �2 be two bounded domains in Cn such that there exists a biholomorphic
map F :�1→�2 which extends to a Hölder-continuous map �1→�2. If α(�2) > 0, then α(�1) > 0.

Proof. Let δ1 and δ2 denote the boundary distances of�1 and�2, respectively. Choose ρ2∈PSH−∩C(�2)

such that −ρ2 ≤Cδα2 for some C, α > 0. Set ρ1 := ρ2 ◦F . Clearly, ρ1 ∈ PSH−∩C(�1). For fixed z ∈�1,
we choose z∗ ∈ ∂�1 so that |z− z∗| = δ1(z). Since F(z∗) ∈ ∂�2, it follows that

−ρ1(z)≤ Cδ2(F(z))α = C(δ2(F(z))− δ2(F(z∗)))α

≤ C |F(z)− F(z∗)|α ≤ C |z− z∗|γα

≤ Cδ1(z)γα,

where γ is the order of Hölder continuity of F on �1. �

Example. Let D ⊂ C be a bounded Jordan domain which admits a uniformly Hölder-continuous con-
formal map f onto the unit disc 1 (e.g., a quasidisc with a fractal boundary). Set F(z1, . . . , zn) :=

( f (z1), . . . , f (zn)). Clearly, F is a biholomorphic map between Dn and 1n which extends to a Hölder-
continuous map between their closures. Let

�2 := {z ∈ Cn
: |z1|

a1 + · · ·+ |zn|
an < 1},

where a j > 0. Clearly, we have α(�2) > 0. By Proposition A.1, we conclude that the domain �1 :=

F−1(�2) satisfies α(�1) > 0. Notice that some parts of ∂�1 might be highly irregular.

A domain � ⊂ Cn is called C-convex if �∩ L is a simply connected domain in L for every affine
complex line L . Clearly, every convex domain is C-convex.

Proposition A.2. If �⊂ Cn is a bounded C-convex domain, then α(�)≥ 1
2 .

Proof. Let w ∈ � be an arbitrarily fixed point. Let w∗ be a point on ∂� satisfying δ(w) = |w−w∗|.
Let L be the complex line determined by w and w∗. Since every C-convex domain is linearly convex
[Hörmander 1994, Theorem 4.6.8], it follows that there exists an affine complex hyperplane H ⊂ Cn

\�

with w∗ ∈ H . Since |w−w∗| = δ(w), H has to be orthogonal to L . Let πL denote the natural projection
Cn
→ L . Notice that πL(�) is a bounded simply connected domain in L in view of [Hörmander 1994,

Proposition 4.6.7]. By Proposition 7.3 in [Chen 2016], there exists a negative continuous function ρL

on πL(�) with
(δL/δL(z0

L))
2
≤−ρL ≤ (δL/δL(z0

L))
1/2,

where δL denotes the boundary distance of πL(�) and z0
L ∈ πL(�) satisfies δL(z0

L)= supπL (�)
δL . Fix a

point z0
∈�. We have

δL(z0
L)≥ δL(πL(z0))≥ δ(z0).

Set
%z0(z)= sup{u(z) : u ∈ PSH−(�), u(z0)≤−1}.
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Clearly, %z0 ∈PSH−(�). Since�⊂π−1
L (πL(�)), it follows that π∗L(ρL)∈PSH−(�). Since π∗L(δL)(w)=

δ(w) and
π∗L(ρL)(z0)= ρL(πL(z0))≤−(δL(πL(z0))/δL(z0

L))
2,

then
%z0(w)≥ (δL(z0

L)/δL(πL(z0)))2π∗L(ρL)(w)

≥−(δL(z0
L)

3/2/δL(πL(z0))2)δ(w)1/2

≥−(R3/2/δ(z0)2)δ(w)1/2,

where R = diam(�). Thus, α(�)≥ 1
2 . �

Remark. After the first version of this paper was finished, the author was kindly informed by Nikolai
Nikolov that Proposition A.2 follows also from Proposition 3(ii) of [Nikolov and Trybuła 2015].

Complex dynamics also provides interesting examples of domains with α(�)>0. Let q(z)=
∑d

j=0 a j z j

be a complex polynomial of degree d ≥ 2. Let qn denote the n-iterates of q. The attracting basin at∞
of q is defined by

F∞ := {z ∈ C : qn(z)→∞ as n→∞},

which is a domain in C with q(F∞)= F∞. The Julia set of q is defined by J := ∂F∞. It is known that J
is always uniformly perfect. Thus, α(F∞) > 0.

We say that q is hyperbolic if there exist constants C > 0 and γ > 1 such that

inf
J
|(qn)′| ≥ Cγ n for all n ≥ 1.

Consider a holomorphic family {qλ} of hyperbolic polynomials of constant degree d ≥ 2 over the unit
disc 1. Let Fλ

∞
denote the attracting basin at∞ of qλ, and let Jλ := ∂Fλ

∞
. Let �r denote the total space

of Fλ
∞

over the disc 1r := {z ∈ C : |z|< r}, where 0< r ≤ 1, that is

�r = {(λ,w) : λ ∈1r , w ∈ Fλ
∞
}.

Proposition A.3. For every 0< r < 1, �r is a bounded domain in C2 with α(�r ) > 0.

Proof. We first show that �r is a domain. Mañé, Sad and Sullivan [Mañé et al. 1983] showed that there
exists a family of maps { fλ}λ∈1 such that

(1) fλ : J0→ Jλ is a homeomorphism for each λ ∈1,

(2) f0 = id|J0 ,

(3) f (λ, z) := fλ(z) is holomorphic on 1 for each z ∈ J0 and

(4) qλ = fλ ◦ q0 ◦ f −1
λ on Jλ, for each λ ∈1.

In other words, properties (1)–(3) say that { fλ}λ∈1 gives a holomorphic motion of J0. By a result of
Slodkowski [1991], { fλ}λ∈1 may be extended to a holomorphic motion { f̃λ}λ∈1 of C such that

(a) f̃λ : C→ C is a quasiconformal map of dilatation ≤ (1+ |λ|)/(1− |λ|), for each λ ∈1,

(b) f̃λ : F0
∞
→ Fλ

∞
is a homeomorphism for each λ ∈1 and

(c) f̃ (λ, z) := f̃λ(z) is jointly Hölder-continuous in (λ, z).
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It follows immediately that �r is a domain in Cn for each r ≤ 1. Let δλ and δ denote the boundary
distances of Fλ

∞
and �1, respectively. We claim that for every 0< r < 1 there exists γ > 0 such that

δλ(w)≤ Cδ(λ,w)γ , λ ∈1r , w ∈ Fλ
∞
. (A-1)

To see this, choose (λ′, wλ′) where wλ′ ∈ Jλ′ , such that

δ(λ,w)=
√
|λ− λ′|2+ |w−wλ′ |2.

Write wλ′ = f̃ (λ′, z0) where z0 ∈ J0. Since f̃ (λ, z0) ∈ Jλ, it follows that

δλ(w)≤ |w− f̃ (λ, z0)| ≤ |w−wλ′ | + | f̃ (λ′, z0)− f̃ (λ, z0)|

≤ |w−wλ′ | +C |λ− λ′|γ

≤ δ(λ,w)+Cδ(λ,w)γ

≤ C ′δ(λ,w)γ ,

where γ is the order of Hölder continuity of f̃ on �r .
Recall that the Green function gλ(w) := gFλ∞(w,∞) at∞ of Fλ

∞
satisfies

gλ(w)= lim
n→∞

d−n log|qn
λ (w)|, w ∈ Fλ

∞
, (A-2)

where the convergence is uniform on compact subsets of Fλ
∞

[Ransford 1995, Corollary 6.5.4]. Actually
the proof of that result shows that the convergence is also uniform on compact subsets of �1. Since
log|qn

λ (w)| is psh in (λ,w), so is g(λ,w) := gλ(w). By (A-1) it suffices to verify that for every 0< r < 1
there are positive constants C and α such that −gλ(w) ≤ Cδλ(w)α for each λ ∈1r and w ∈ Fλ

∞
. This

can be verified similarly to the proof of Theorem 3.2 in [Carleson and Gamelin 1993]. �

Conjecture A.4. Let D ⊂C be a domain with α(D) > 0. Let { fλ}λ∈1 be a holomorphic motion of D. Let

�r := {(λ,w) : λ ∈1r , w ∈ fλ(D)}.

One has α(�r ) > 0 for each r < 1.
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The zero sets of harmonic polynomials play a crucial role in the study of the free boundary regularity
problem for harmonic measure. In order to understand the fine structure of these free boundaries, a
detailed study of the singular points of these zero sets is required. In this paper we study how “degree-k
points” sit inside zero sets of harmonic polynomials in Rn of degree d (for all n ≥ 2 and 1≤ k ≤ d) and
inside sets that admit arbitrarily good local approximations by zero sets of harmonic polynomials. We
obtain a general structure theorem for the latter type of sets, including sharp Hausdorff and Minkowski
dimension estimates on the singular set of degree-k points (k ≥ 2) without proving uniqueness of blowups
or aid of PDE methods such as monotonicity formulas. In addition, we show that in the presence of a
certain topological separation condition, the sharp dimension estimates improve and depend on the parity
of k. An application is given to the two-phase free boundary regularity problem for harmonic measure
below the continuous threshold introduced by Kenig and Toro.
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1. Introduction

In this paper, we study the geometry of sets that admit arbitrarily good local approximations by zero sets
of harmonic polynomials. As our conditions are reminiscent of those introduced by Reifenberg [1960],
we often refer to these sets as Reifenberg-type sets which are well approximated by zero sets of harmonic

Badger was partially supported by NSF grant DMS 1500382. Engelstein was partially supported by an NSF Graduate Research
Fellowship, NSF DGE 1144082. Toro was partially supported by NSF grant DMS 1361823, and the Robert R. & Elaine F. Phelps
Professorship in Mathematics.
MSC2010: primary 33C55, 49J52; secondary 28A75, 31A15, 35R35.
Keywords: Reifenberg-type sets, harmonic polynomials, Łojasiewicz-type inequalities, singular set, Hausdorff dimension ,

Minkowski dimension, two-phase free boundary problems, harmonic measure, NTA domains.

1455

http://msp.org/apde/
http://dx.doi.org/10.2140/apde.2017.10-6
http://dx.doi.org/10.2140/apde.2017.10.1455
http://msp.org


1456 MATTHEW BADGER, MAX ENGELSTEIN AND TATIANA TORO

polynomials. This class of sets plays a crucial role in the study of a two-phase free boundary problem for
harmonic measure with weak initial regularity, examined first by Kenig and Toro [2006] and subsequently
by Kenig, Preiss and Toro [Kenig et al. 2009], Badger [2011; 2013], Badger and Lewis [2015], and
Engelstein [2016]. Our results are partly motivated by several open questions about the structure and size
of the singular set in the free boundary, which we answer definitively below. In particular, we obtain sharp
bounds on the upper Minkowski and Hausdorff dimensions of the singular set, which depend on the degree
of blowups of the boundary. It is important to remark that this is one of those rare instances in which a
singular set of a nonvariational problem can be well understood. Often, in this type of question, the lack
of a monotonicity formula is a serious obstacle. A remarkable feature of the proof is that Łojasiewicz-type
inequalities for harmonic polynomials are used to establish a relationship between the terms in the Taylor
expansion of a harmonic polynomial at a given point in its zero set and the extent to which this zero set
can be approximated by the zero set of a lower-order harmonic polynomial (see Sections 3 and 4). In a
broader context, this paper also complements the recent investigations by Cheeger, Naber, and Valtorta
[Cheeger et al. 2015] and Naber and Valtorta [2014] into volume estimates for the critical sets of harmonic
functions and solutions to certain second-order elliptic operators with Lipschitz coefficients. Detailed
descriptions of these past works and new results appear below, after we introduce some requisite notation.

For all n ≥ 2 and d ≥ 1, let Hn,d denote the collection of all zero sets 6p of nonconstant harmonic
polynomials p : Rn

→ R of degree at most d such that 0 ∈ 6p (i.e., p(0) = 0). For every nonempty
set A⊆Rn, location x ∈ A, and scale r > 0, we introduce the bilateral approximation number 2Hn,d

A (x, r),
which, roughly speaking, records how well A looks like some zero set of a harmonic polynomial of
degree at most d in the open ball B(x, r)= {y ∈ Rn

: |y− x |< r}:

2
Hn,d
A (x,r)= 1

r
inf

6p∈Hn,d

max
{

sup
a∈A∩B(x,r)

dist(a, x+6p), sup
z∈(x+6p)∩B(x,r)

dist(z, A)
}
∈ [0,1]. (1-1)

When 2Hn,d
A (x, r)= 0, the closure, A, of A coincides with the zero set of some harmonic polynomial of

degree at most d in B(x, r). At the other extreme, when 2Hn,d
A (x, r)∼ 1, the set A stays “far away” in

B(x, r) from every zero set of a nonconstant harmonic polynomial of degree at most d containing x . We
observe that the approximation numbers are scale invariant in the sense that 2Hn,d

λA (λx, λr)=2Hn,d
A (x, r)

for all λ > 0. A point x in a nonempty set A is called an Hn,d point of A if limr→02
Hn,d
A (x, r)= 0.

For all n ≥ 2 and k ≥ 1, let Fn,k denote the collection of all zero sets of homogeneous harmonic
polynomials p : Rn

→ R of degree k. We note that

Fn,k ⊆Hn,d whenever 1≤ k ≤ d.

For every nonempty set A ⊆ Rn, x ∈ A, and r > 0, the bilateral approximation number 2Fn,k
A (x, r) is

defined analogously to 2Hn,d
A (x, r) except that the zero set 6p in the infimum ranges over Fn,k instead

of Hn,d . A point x in a nonempty set A is called an Fn,k point of A if limr→02
Fn,k
A (x, r)= 0. This means

that infinitesimally at x , A looks like the zero set of a homogeneous harmonic polynomial of degree k.
We say that a nonempty set A⊆Rn is locally bilaterally well approximated by Hn,d if for all ε > 0 and

for all compact sets K ⊆ A there exists rε,K > 0 such that 2Hn,d
A (x, r)≤ ε for all x ∈ K and 0< r ≤ rε,K .
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If k = 1, then Hn,1 = Fn,1 = G(n, n − 1) is the collection of codimension-1 hyperplanes through the
origin, and sets A that are locally bilaterally well approximated by Hn,1 are also called Reifenberg flat
sets with vanishing constant or Reifenberg vanishing sets (e.g., see [David et al. 2001]). Our initial result
is the following structure theorem for sets that are locally bilaterally well approximated by Hn,d .

Theorem 1.1. Let n ≥ 2 and d ≥ 2. If A ⊆ Rn is locally bilaterally well approximated by Hn,d , then we
can write A as a disjoint union,

A = A1 ∪ · · · ∪ Ad (i 6= j =⇒ Ai ∩ Aj =∅),

with the following properties:

(i) For all 1≤ k ≤ d, we have x ∈ Ak if and only if x is an Fn,k point of A.

(ii) For all 1≤ k ≤ d, the set Uk := A1 ∪ · · · ∪ Ak is relatively open in A.

(iii) For all 1≤ k ≤ d, the set Uk is locally bilaterally well approximated by Hn,k .

(iv) For all 2 ≤ k ≤ d, the set A is locally bilaterally well approximated along Ak by Fn,k; i.e.,
lim supr↓0 supx∈K 2

Fn,k
A (x, r)= 0 for every compact set K ⊆ Ak .

(v) For all 1≤ l < k ≤ d, the set Ul is relatively open in Uk and Al+1 ∪ · · · ∪ Ak is relatively closed in
Uk .

(vi) The set A1 is relatively dense in A; i.e., A1 ∩ A = A.

If, in addition, A is closed and nonempty, then

(vii) A has upper Minkowski dimension and Hausdorff dimension n− 1; and,

(viii) A \ A1 = A2 ∪ · · · ∪ Ad has upper Minkowski dimension at most n− 2.

Remark 1.2. If 6p ∈ Hn,d , then 6p is locally bilaterally well approximated by Hn,d , simply because
2

Hn,d
6p

(x, r) = 0 for all x ∈ 6p and r > 0. Since A = 6p corresponding to p(x1, . . . , xn) = x1x2 has
A2 = {0}2×Rn−2, we see that the dimension bounds on A \ A1 in Theorem 1.1 hold by example, and
thus, are generically the best possible.

Remark 1.3. Note that A1 is nonempty if A is nonempty by (vi), A1 is locally closed if A is closed
by (ii), and A1 is locally Reifenberg flat with vanishing constant by (iii). Therefore, by Reifenberg’s
topological disk theorem (e.g., see [Reifenberg 1960] or [David and Toro 2012]), A1 admits local bi-Hölder
parametrizations by open subsets of Rn−1 with bi-Hölder exponents arbitrarily close to 1 provided that A
is closed and nonempty. However, we emphasize that while A1 always has Hausdorff dimension n− 1
under these conditions, A1 may potentially have locally infinite (n−1)-dimensional Hausdorff measure
or may even be purely unrectifiable (e.g., see [David and Toro 1999]).

The proof of Theorem 1.1 uses a general structure theorem for Reifenberg-type sets, developed in
[Badger and Lewis 2015], as well as uniform Minkowski content estimates for the zero and singular sets of
harmonic polynomials from [Naber and Valtorta 2014]. A Reifenberg-type set is a set A⊆Rn that admits
uniform local bilateral approximations by sets in a cone S of model sets in Rn. In the present setting, the
role of the model sets S is played by Hn,d . For background on the theory of local set approximation and a
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summary of results from [Badger and Lewis 2015], we refer the reader to Appendix A. The core geometric
result at the heart of Theorem 1.1 is the following property of zero sets of harmonic polynomials: Hn,k

points can be detected in zero sets of harmonic polynomials of degree d (1≤ k ≤ d) by finding a single,
sufficiently good approximation at a coarse scale. The precise statement is as follows.

Theorem 1.4. For all n ≥ 2 and 1 ≤ k < d, there exists a constant δn,d,k > 0, depending only on n, d,
and k, such that for any harmonic polynomial p : Rn

→ R of degree d and, for any x ∈6p,

∂α p(x)= 0 for all |α| ≤ k ⇐⇒ 2
Hn,k
6p

(x, r)≥ δn,d,k for all r > 0,

∂α p(x) 6= 0 for some |α| ≤ k ⇐⇒ 2
Hn,k
6p

(x, r)< δn,d,k for some r > 0.

Moreover, there exists a constant Cn,d,k > 1 depending only on n, d , and k such that

2
Hn,k
6p

(x, r) < δn,d,k for some r > 0 =⇒ 2
Hn,k
6p

(x, sr) < Cn,d,k s1/k for all s ∈ (0, 1). (1-2)

In particular, applying (1-2) with 6p ∈Hn,d and x = 0, we obtain the following property.

Corollary 1.5. In the language of Definition A.12, Hn,k points are detectable in Hn,d .

Remark 1.6. The reader may recognize (1-2) as an “improvement-type lemma”, which is often obtained
as a consequence of a monotonicity formula or a blow-up argument. Here this improvement result states
that at every Hn,k point in the zero set 6p of a harmonic polynomial of degree d > k, the zero set 6p

resembles the zero set of a harmonic polynomial of degree at most k at scale r with increasing certainty
as r ↓ 0. In fact, (1-2) yields a precise rate of convergence for the approximation number 2Hn,k

6p
(x, sr)

as s goes to 0 provided 2Hn,k
6p

(x, r) is small enough. However, we would like to emphasize that the
proof of Theorem 1.1 does not require monotone convergence nor a definite rate of convergence of the
blowups (A− x)/r of the set A as r ↓ 0. Rather, the proof of Theorem 1.1 relies only on the fact that the
pseudotangents T = limi→∞(A− xi )/ti of A at x (along sequences xi → x in A and ti ↓ 0) satisfy (1-2).
The authors expect that both this improvement-type lemma as well as the way in which it is applied in
the proof of Theorem 1.1 should be useful in other situations where questions about the structure and size
of sets with singularities arise.

In the special case when k = 1, Theorem 1.4 first appeared in [Badger 2013, Theorem 1.4]. The
proof of the general case, given in Sections 2–4 below, follows the same guidelines, but requires more
sophisticated estimates. In particular, in Section 3, we establish uniform growth and size estimates for
harmonic polynomials of bounded degree. Of some note, we prove that harmonic polynomials of bounded
degree satisfy a Łojasiewicz-type inequality with uniform constants (see Theorem 3.1). These estimates
are essential to show that the approximability 2Hn,k

6p
(x, r) of a zero set 6p ∈ Hn,d is controlled from

above by the relative size ζ̂k(p, x, r) of the terms of degree at most k appearing in the Taylor expansion
for p at x (see Definition 2.3 and Lemma 4.1).

Applied to harmonic polynomials of degree at most d , [Naber and Valtorta 2014, Theorem A.3] says
that

Vol
({

x ∈ B
(
0, 1

2

)
: dist(x, 6p)≤ r

})
≤ (C(n)d)d r for all 6p ∈Hn,d , (1-3)
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and [Naber and Valtorta 2014, Theorem 3.37] says that

Vol
({

x ∈ B
(
0, 1

2

)
: dist(x, Sp)≤ r

})
≤ C(n)d

2
r2 for all Sp ∈ SHn,d , (1-4)

where SHn,d = {Sp=6p ∩ |Dp|−1(0) : 6p∈Hn,d , 0∈Sp} denotes the collection of singular sets of
nonconstant harmonic polynomials in Rn of degree at most d that include the origin. The latter estimate
is a refinement of [Cheeger et al. 2015], which gave bounds on the volume of the r -neighborhood of the
singular set of the form C(n, d, ε)r2−ε for all ε > 0. The results of Cheeger, Naber, and Valtorta [Cheeger
et al. 2015] and Naber and Valtorta [2014] apply to solutions of a class of second-order elliptic operators
with Lipschitz coefficients; we refer the reader to the original papers for the precise class. Estimates (1-3)
and (1-4) imply that the zero sets and the singular sets of harmonic polynomials have locally finite (n−1)-
and (n−2)-dimensional Hausdorff measure, respectively. They transfer to the dimension estimates in
Theorem 1.1 for sets that are locally bilaterally well approximated by Hn,d using [Badger and Lewis
2015]. See the proof of Theorem 1.1 in Section 5 for details.

Although the singular set of a harmonic polynomial in Rn generically has dimension at most n− 2,
additional topological restrictions on the zero set may lead to better bounds. In the plane, for example, the
zero set of a homogeneous harmonic polynomial of degree k is precisely the union of k lines through the
origin, arranged in an equiangular pattern. Hence R2

\6p has precisely two connected components for
6p ∈ F2,k if and only if k = 1, and consequently, the singular set is empty for any harmonic polynomial
whose zero set separates R2 into two connected components. When n = 3, Lewy [1977] proved that if
R3
\6p has precisely two connected components for 6p ∈ F3,k , then k is necessarily odd. Moreover,

Lewy proved the existence of 6p ∈ F3,k that separate R3 into two connected components for all odd
k ≥ 3; an explicit example due to Szulkin [1978] is 6p ∈ F3,3, where

p(x, y, z)= x3
− 3xy2

+ z3
−

3
2(x

2
+ y2)z.

Starting with n = 4, zero sets of even-degree homogeneous harmonic polynomials can also separate Rn

into two components, as shown, e.g., by Lemma 1.7, which we prove in Section 6.

Lemma 1.7. Let k ≥ 2, even or odd, and let q : R2
→ R be a homogeneous harmonic polynomial of

degree k. For any pair of constants a, b 6= 0, consider the homogeneous harmonic polynomial p :R4
→R

of degree k given by
p(x1, y1, x2, y2)= a q(x1, y1)+ b q(x2, y2).

The zero set 6p of p separates R4 into two components.

Motivated by these examples, it is natural to ask whether it is possible to improve the dimension bounds
on the singular set A \ A1 = A2 ∪ · · · ∪ Ad in Theorem 1.1 under additional topological restrictions on A.
In this direction, we prove the following result in Section 6 below.

Theorem 1.8. Let n≥ 2 and d ≥ 2. Let A⊆Rn be a closed set that is locally bilaterally well approximated
by Hn,d . If Rn

\ A =�+ ∪�− is a union of complimentary NTA domains �+ and �−, then

(i) A \ A1 = A2 ∪ · · · ∪ Ad has upper Minkowski dimension at most n− 3;

(ii) the “even singular set” A2 ∪ A4 ∪ A6 ∪ · · · has Hausdorff dimension at most n− 4.
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Figure 1. Select views of 6p, p(x, y, z)= x2
− y2
+ z3
−3x2z, which separates R3 into

two components and has a cusp at the origin.

NTA domains, or nontangentially accessible domains, were introduced by Jerison and Kenig [1982]
to study the boundary behavior of harmonic functions in dimensions three and above. We defer their
definition to Section 6. However, let us mention in particular that NTA domains satisfy a quantitative
strengthening of path connectedness called the Harnack chain condition. This property guarantees that A
appearing in Theorem 1.8 may be locally bilaterally well approximated by zero sets 6p of harmonic
polynomials such that Rn

\6p has two connected components. Without the Harnack chain condition, this
property may fail, as in the following example by Logunov and Malinnikova [2015].

Example 1.9. Consider the harmonic polynomial p(x, y, z)= x2
− y2
+ z3
− 3x2z from [Logunov and

Malinnikova 2015, Example 5.1]. In that paper, they also show that Rn
\6p =�

+
∪�− is the union of

two domains, but remark that �+ and �− fail the Harnack chain condition, and thus, �+ and �− are not
NTA domains (see Figure 1). Using Lemma 4.3 below, it can be shown that 6p has a unique tangent set
at the origin (see Definition A.5 in Appendix A), given by 6q , where q(x, y, z)= x2

− y2. Note that 6q

divides R3 into four components. However, if the set 6p is locally bilaterally well approximated by some
closed class S ⊆Hn,d , then 6q ∈ S by Theorem A.11.

Remark 1.10. It can be shown that Rn
\6p =�

+
∪�− is a union of complementary NTA domains and

6p is smooth except at the origin when p(x, y, z) is Szulkin’s polynomial or when p(x1, y1, x2, y2) is
any polynomial from Lemma 1.7. Thus, the upper bounds given in Theorem 1.8 are generically the best
possible. The reason that we obtain an upper Minkowski dimension bound on the full singular set A \ A1,
but only obtain a Hausdorff dimension bound on the even singular set A2 ∪ A4 ∪ · · · is that the former is
always closed when A is closed, but we only know that the latter is Fσ when A is closed (see the proof of
Theorem 1.8).

The improved dimension bounds on A \ A1 in Theorem 1.8 require a refinement of (1-4) for 6p ∈Hn,d

that separate Rn into complementary NTA domains, whose existence was postulated in [Badger and
Lewis 2015, Remark 9.5]. Using the quantitative stratification machinery introduced in [Cheeger et al.
2015], we demonstrate that near its singular points, a zero set 6p ∈Hn,d with the separation property
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does not resemble 6h ×Rn−2 for any 6h ∈ F2,k , 2 ≤ k ≤ d. This leads us to a version of (1-4) with
right-hand side C(n, d, ε)r3−ε for all ε > 0 and thence to dimM A \ A1 ≤ n− 3 using [Badger and Lewis
2015]. In addition, we show that at “even-degree” singular points, a zero set 6p with the separation
property, does not resemble 6h × Rn−3 for any 6h ∈ F3,2k , 2 ≤ 2k ≤ d. This leads us to the bound
dimH 02 ∪04 ∪ · · · ≤ n− 4. See the proof of Theorem 1.8 in Section 6 for details.

In the last section of the paper, Section 7, we specialize Theorems 1.1 and 1.8 to the setting of two-
phase free boundary problems for harmonic measure mentioned above, which motivated our investigation.
This includes the case that A = ∂� is the boundary of a 2-sided NTA domain � ⊂ Rn whose interior
harmonic measure ω+ and exterior harmonic measure ω− are mutually absolutely continuous and have
Radon–Nikodym derivative f = dω−/dω+ satisfying log f ∈ C(∂�) or log f ∈ VMO(dω+).

2. Relative size of the low-order part of a polynomial

Given a polynomial p(x)=
∑
|α|≤d cαxα in Rn, define the height by H(p)=max|α|≤d |cα|; i.e., the height

of p is the maximum in absolute value of the coefficients of p. The following lemma is an instance of
the equivalence of norms on finite-dimensional vector spaces.

Lemma 2.1. H(p) ≈ ‖p‖L∞(B(0,1)) for every polynomial p : Rn
→ R of degree at most d, where the

implicit constants depend only on n and d.

Below we will need the following easy consequence of Lemma 2.1.

Corollary 2.2. If p ≡ pd + · · ·+ p0, where each pi : R
n
→ R is zero or a homogeneous polynomial of

degree i , then ‖p‖L∞(B(0,1)) ≈
∑d

i=0 H(pi ), where the implicit constants depend only on n and d.

Proof. On one hand,

‖p‖L∞(B(0,1)) ≤

d∑
i=0

‖pi‖L∞(B(0,1)) .
d∑

i=0

H(pi )

by Lemma 2.1 (applied d+1 times). On the other hand, the assumption that each pi is zero or homogeneous
of degree i ensures that H(p)=maxi H(pi ). Hence

d∑
i=0

H(pi )≤ (d + 1)H(p). ‖p‖L∞(B(0,1))

by Lemma 2.1, again. �

By Taylor’s theorem, for any polynomial p :Rn
→R of degree d ≥ 1 and for any x ∈Rn, we can write

p(x + y)= p(x)d (y)+ p(x)d−1(y)+ · · ·+ p(x)0 (y) for all y ∈ Rn, (2-1)

where each term p(x)i : R
n
→ R is an i-homogeneous polynomial, i.e.,

p(x)i (r y)= r i p(x)i (y) for all y ∈ Rn and r > 0. (2-2)
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Definition 2.3. Let p : Rn
→ R be a polynomial of degree d ≥ 1 and let x ∈ Rn. For all 0≤ k < d and

r > 0, define ζ̂k(p, x, r) by

ζ̂k(p, x, r)= max
k< j≤d

‖p(x)j ‖L∞(B(0,r))∥∥∑k
i=0 p(x)i

∥∥
L∞(B(0,r))

∈ [0,∞].

Remark 2.4. The function ζ̂k(p, x, r) is a variant of the function ζk(p, x, r) appearing in [Badger 2013,
Definition 2.1] and defined by

ζk(p, x, r)=max
j 6=k

‖p(x)j ‖L∞(B(0,r))

‖p(x)k ‖L∞(B(0,r))
.

The latter measured the relative size of the degree-k part of a polynomial compared to its parts of
degree j 6= k, while the former measures the relative size of the low-order part of a polynomial, consisting
of all terms of degree at most k, compared to its parts of degree j > k. We note that ζ̂1(p, x, r) and
ζ1(p, x, r) coincide whenever x ∈6p, the zero set of p.

The next lemma generalizes [Badger 2013, Lemma 2.10], which stated ζ1(p, x, sr)≤ sζ1(p, x, r) for
all s ∈ (0, 1), for all polynomials p : Rn

→ R, for all x ∈6p, and for all r > 0.

Lemma 2.5 (change of scales lemma). For all polynomials p :Rn
→R of degree d ≥ 1, for all 0≤ k < d ,

for all x ∈ Rn and for all r > 0,

sd ζ̂k(p, x, r). ζ̂k(p, x, sr). s ζ̂k(p, x, r) for all s ∈ (0, 1),

where the implicit constants depends only on n and d.

Proof. Let p : Rn
→ R be a polynomial of degree d ≥ 1, let x ∈ Rn, and let 0 ≤ k < d. Write

p̃ = p(x)k + · · · + p(x)0 for the low-order part of p at x . Then, by repeated use of Corollary 2.2 and the
i-homogeneity of each p(x)i , we have that for all r > 0 and s ∈ (0, 1),

‖ p̃‖L∞(B(0,sr)) =

∥∥∥∥ k∑
i=0

p(x)i (sr · )
∥∥∥∥

L∞(B(0,1))
&

k∑
i=0

H(p(x)i (sr · ))&
k∑

i=0

si H(p(x)i (r · ))

& sk
k∑

i=0

H(p(x)(r · ))& sk
∥∥∥∥ k∑

i=0

p(x)(r · )
∥∥∥∥

L∞(B(0,1))
& sk
‖ p̃‖L∞(B(0,r)), (2-3)

where the implicit constants depend on only n and k. It immediately follows that

ζ̂k(p, x, sr)= max
k< j≤d

‖p(x)j ‖L∞(B(0,sr))

‖ p̃‖L∞(B(0,sr))
. max

k< j≤d
s j−k
‖p(x)j ‖L∞(B(0,r))

‖ p̃‖L∞(B(0,r))
. s ζ̂k(p, x, r),

where the implied constant depends only on n and k, and therefore, may be chosen to only depend on n
and d . The other inequality follows similarly and is left to the reader. �

We end with a statement about the joint continuity of ζ̂k(p, x, r). Lemma 2.7 follows from elementary
considerations; for some sample details, the reader may consult the proof of an analogous statement for
ζk(p, x, r) in [Badger 2013, Lemma 2.8].
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Definition 2.6. A sequence of polynomials (pi )∞i=1 in Rn converges in coefficients to a polynomial p in
Rn if d =maxi deg pi <∞ and H(p− pi )→ 0 as i→∞.

Lemma 2.7. For every k ≥ 0, the function ζ̂k(p, x, r) is jointly continuous in p, x , and r. That is,

ζ̂k(pi , xi , ri )→ ζ̂k(p, x, r)

whenever deg p > k, pi
→ p in coefficients, xi → x ∈ Rn, and ri → r ∈ (0,∞).

3. Growth estimates for harmonic polynomials

We need several estimates on the growth of nonconstant harmonic polynomials of degree at most k. The
main result of this section is the following uniform Łojasiewicz inequality for harmonic polynomials of
bounded degree.

Theorem 3.1 (Łojasiewicz inequality for harmonic polynomials). For all n ≥ 2 and k ≥ 1, there exists a
constant c= c(n, k) > 0 with the following property. If p :Rn

→R is a nonconstant harmonic polynomial
of degree at most k and x0 ∈6p, then

|p(z)| ≥ c‖p‖L∞(B(x0,1)) dist(z, 6p)
k for all z ∈ B

(
x0,

1
2

)
. (3-1)

Remark 3.2. Łojasiewicz [1959] proved the remarkable result that if f is a real analytic function on Rn

and x0 ∈6 f (the zero set of f ), then there exist constants C, ε,m > 0 such that

| f (z)| ≥ C dist(z, 6 f )
m for all z ∈ B(x0, ε).

The smallest possible m is called the Łojasiewicz exponent of f at x0. It is perhaps a surprising fact
that the Łojasiewicz exponent of a polynomial can exceed the degree of the polynomial. Bounding the
Łojasiewicz exponent from above is a difficult problem in algebraic geometric; see, e.g., [Kollár 1999;
Pha.m 2012]. The content of Theorem 3.1 over the general form of the Łojasiewicz inequality is the
tight bound on the Łojasiewicz exponent and uniformity of the constant c in (3-1) across all harmonic
polynomials of bounded degree.

The key tools that we use in this section are Almgren’s frequency formula and Harnack’s inequality
for positive harmonic functions. Let us now recall the definition of the former.

Definition 3.3. Let f ∈ H 1
loc(R

n) and let

x0 ∈6 f = {x ∈ Rn
: f (x)=0}.

For all r > 0, define the quantities H(r, x0, f ) and D(r, x0, f ) by

H(r, x0, f )=
∫
∂B(x0,r)

f 2 dσ and D(r, x0, f )=
∫

B(x0,r)
|∇ f |2 dx .

Then the frequency function N (r, x0, f ) is defined by

N (r, x0, f )=
r D(r, x0, f )
H(r, x0, f )

for all r > 0.
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Almgren [1979] introduced the frequency function. It is a simple matter to show that for any harmonic
polynomial p, we have N (r, x0, p) ≤ deg p. When f is any harmonic function, not necessarily a
polynomial, Almgren proved that N (r, x0, f ) is absolutely continuous in r and monotonically decreasing
as r ↓0, and moreover, limr↓0 N (r, x0, f ) is the order to which f vanishes at x0. It can also be verified that

d
dr

log
(

H(r, x0, f )
rn−1

)
= 2

N (r, x0, f )
r

. (3-2)

Integrating (3-2) and invoking the monotonicity of N (r, x0, f ) in r , one can prove the following doubling
property. For a proof of Lemma 3.4, see, e.g., [Han 2007, Corollary 1.5]; the result is stated there with
x0= 0 and R = 1, but the general case readily follows by observing that N (R, x0, f )= N (1, 0, g), where
g(x)= f (x0+ Rx)/R.

Lemma 3.4. If f is a harmonic function on B(x0, R), then for all r ∈
(
0, 1

2 R
)
,

/

∫
B(x0,2r)

f 2 dx ≤ 22N (R,x0, f )− 1 /

∫
B(x0,r)

f 2 dx . (3-3)

Corollary 3.5. For all n ≥ 2 and k ≥ 1, there exists a constant C > 0 such that if p : Rn
→ R is a

harmonic polynomial of degree at most k, x0 ∈ Rn, and r > 0, then

/

∫
B(x0,2r)

p2 dx ≤ C /

∫
B(x0,r)

p2 dx and sup
B(x0,r)

p2
≤ 2nC /

∫
B(x0,r)

p2 dx . (3-4)

Proof. The first inequality in (3-4) is an immediate consequence of Lemma 3.4 and the well known fact
that N (r, x0, p)≤ deg p for every harmonic polynomial p.

To establish the second inequality in (3-4), first note that B(z, r)⊆ B(x0, 2r) for all z ∈ B(x0, r). By
the mean value property of harmonic functions and the first inequality,

p(z)2 =
(

/

∫
B(z,r)

p dx
)2

≤ /

∫
B(z,r)

p2 dx ≤ 2n /

∫
B(x0,2r)

p2 dx ≤ 2nC /

∫
B(x0,r)

p2 dx .

This establishes (3-4). �

Next, as an application of Corollary 3.5 and Harnack’s inequality, we show that p(z) is relatively large
when z is far enough away from 6p.

Lemma 3.6. For all n ≥ 2 and k ≥ 1, there exists a constant c > 0 such that if p : Rn
→ R is a harmonic

polynomial of degree at most k, z ∈ Rn, and x0 ∈ 6p is any point such that ρ := dist(z, 6p) = |z− x0|,
then

|p(z)| ≥ c sup
B(x0,ρ)

|p|. (3-5)

Proof. Let n ≥ 2 and k ≥ 1 be given, and let p : Rn
→ R be a harmonic polynomial of degree at most k.

Since the conclusion is trivial for all z ∈ 6p, we may assume z ∈ Rn
\6p. Without loss of generality,

we may further assume that p is positive in B(z, ρ), where ρ = dist(z, 6p). By Harnack’s inequality
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for positive harmonic functions (e.g., see [Axler et al. 2001, Theorem 3.4]), there exists a constant
A = A(n) > 0 such that

p(z)2 ≥ A sup
B(z,ρ/2)

p2
≥ A /

∫
B(z,ρ/2)

p2 dx .

Pick x0 ∈6p such that ρ = |z− x0| and note that B(z, 2ρ)⊇ B(x0, ρ). Hence, by two applications of the
first inequality in Corollary 3.5 and then by the second inequality,

/

∫
B(z,ρ/2)

p2 dx ≥ C2 /

∫
B(z,2ρ)

p2 dx ≥ 2−nC2 /

∫
B(x0,ρ)

p2 dx ≥ 4−nC sup
B(x0,ρ)

p2.

Combining the displayed equations, we conclude that (3-5) holds with c = 2−n
√

AC . �

We can now obtain the Łojasiewicz inequality for harmonic polynomials (Theorem 3.1) by combining
Lemma 3.6 with the estimate (2-3) from the proof of Lemma 2.5.

Proof of Theorem 3.1. Let n ≥ 2 and k ≥ 1 be given. Suppose that p : Rn
→ R is a nonconstant harmonic

polynomial of degree at most k, and without loss of generality, assume that 0∈6p (the origin will play the
role of x0 in the statement of the theorem). Fix z ∈ B

(
0, 1

2

)
and choose x0 ∈6p to be any point such that

ρ := |z− x0| = dist(z, 6p). Note that ρ < 1
2 , since 0 ∈6p and z ∈ B

(
0, 1

2

)
. On one hand, by Lemma 3.6,

|p(z)|& sup
B(x0,ρ)

|p|.

On the other hand, applying (2-3) with r = 2 and s = 1
2ρ (this is fine as s < 1),

sup
B(x0,ρ)

|p|& ρk sup
B(x0,2)

|p| ≥ ρk
‖p‖L∞(B(0,1)).

Here all implicit constants depend on at most n and k. The inequality (3-1) immediately follows by
combining the displayed equations (and recalling the definition of ρ). �

As we work separately with the sets {p > 0} and {p < 0} below, it is important for us to know that
sup p+ and sup p− are comparable in any ball centered on 6p.

Lemma 3.7. For all n≥ 2 and k≥ 1, there exists a constant C > 1 such that if p :Rn
→R is a nonconstant

harmonic polynomial of degree at most k, then

C−1 sup
B(x0,r)

p+ ≤ sup
B(x0,r)

p− ≤ C sup
B(x0,r)

p+ for all x0 ∈6p and r > 0. (3-6)

Proof. Let M± = supB(x0,r) p±, and assume without loss of generality that M+ ≥ M−. The argument now
splits into two cases.

Case I. Assume that supB(x0,r/2) |p| = supB(x0,r/2) p−. Then by the estimate (2-3) in the proof of
Lemma 2.5,

M− ≥ sup
B(x0,r/2)

p− = sup
B(x0,r/2)

|p|& sup
B(x0,r)

|p| = M+,

where the implicit constant depends only on n and k.
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Case II. Assume that supB(x0,r/2) |p| = supB(x0,r/2) p+. Note that p+2M− is a positive harmonic function
in B(x0, r). Thus, by Harnack’s inequality,

2M− = p(x0)+ 2M− ≥ a sup
B(x0,r/2)

(p+ 2M−)= a sup
B(x0,r/2)

(p++ 2M−), (3-7)

where a = a(n) > 0. We now argue as in Case I. By (2-3),

sup
B(x0,r/2)

p+ = sup
B(x0,r/2)

|p|& sup
B(x0,r)

|p| = M+,

where the implicit constant depends only on n and k. Combining the displayed equations, we conclude
that M− & M+. �

Finally, we record a technical observation that will be needed in Section 6.

Lemma 3.8. Let n ≥ 2 and let k ≥ 1. If p : Rn
→ R is a harmonic polynomial of degree at most k, then

‖p‖L2(B(0,1)) ∼n,k ‖p‖L2(∂B(0,1)).

Proof. The fact that ‖p‖L2(∂B(0,1)) is a norm on the space of harmonic polynomials follows from the
maximum principle for harmonic functions. Thus, the equivalence of ‖p‖L2(B(0,1)) and ‖p‖L2(∂B(0,1)) for
harmonic polynomials of bounded degree follows from the equivalence of norms on finite-dimensional
vector spaces. �

4. Hn,k points are detectable in Hn,d

The next lemma shows that ζ̂k (see Definition 2.3 above) controls how close 6p ∈Hn,d is to the zero set
of a harmonic polynomial of degree at most k; cf. [Badger 2013, Lemma 4.1]. For the definition of the
bilateral approximation number 2Hn,k

6p
(x, r), we refer the reader to the Introduction; see (1-1).

Lemma 4.1. For all n ≥ 2 and d ≥ 2, there exists 0< C <∞ such that for every harmonic polynomial
p : Rn

→ R of degree d and for every 1≤ k < d ,

2
Hn,k
6p

(x, r)≤ C ζ̂k(p, x, r)1/k for all x ∈6p and r > 0. (4-1)

Proof. Let p : Rn
→ R be a harmonic polynomial of degree d ≥ 2, let 1 ≤ k < d, and let x ∈ 6p.

Write p( · + x)= p(x)d + · · ·+ p(x)k+1+ p(x)k + · · ·+ p(x)1 , where each p(x)i : R
n
→ R is an i-homogeneous

polynomial in y with coefficients depending on x . We remark that x +6p( · +x) =6p. Now, since p is
harmonic, each term p(x)i is harmonic, as well. Set p̃ = p(x)k + · · · + p(x)1 , the low-order part of p at x ,
and note that p̃(0)= 0. If p̃ ≡ 0, then ζ̂k(p, x, r)=∞ for all r > 0 and (4-1) holds trivially. Thus, we
may assume that p̃ 6≡ 0, in which case 6 p̃ ∈Hn,k . To prove (4-1), we shall prove a slightly stronger pair
of inequalities,

r−1 sup
a∈6p∩B(x,r)

dist
(
a, (x +6 p̃)∩ B(x, r)

)
≤ C1 ζ̂k(p, x, r)1/k (4-2)

and

r−1 sup
w∈(x+6 p̃)∩B(x,r)

dist(w,6p)≤ C2 ζ̂k(p, x, 2r)1/k (4-3)
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for some constants C1 and C2 that depend only on n, d, and k, and therefore, may be chosen to depend
only on n and d . With the help of Lemma 2.5, (4-1) follows immediately from (4-2) and (4-3).

Suppose p̃(z) 6=0 for some z∈ B(0, r) and choose y∈6 p̃∩B(0, r) such that ρ :=dist(z, 6 p̃∩B(0, r))=
|z− y|. We note that ρ ≤ r , since p̃(0)= 0, and B(0, r)⊆ B(y, 2r). Hence, by Lemma 3.6,

| p̃(z)| ≥ c‖ p̃‖L∞(B(y,ρ))
(2-3)
≥ c

(
ρ

2r

)k

‖ p̃‖L∞(B(y,2r)) ≥ c
(
ρ

r

)k

‖ p̃‖L∞(B(0,r)),

where at each occurrence c denotes a positive constant determined by n and k. Thus,

|p(z+ x)| ≥ | p̃(z)| −
d∑

j=k+1

‖p(x)j ‖L∞(B(0,r)) ≥ c1

(
ρ

r

)k

‖ p̃‖L∞(B(0,r))− (d − k)ζ̂k(p, x, r)‖ p̃‖L∞(B(0,r)),

where c1 > 0 is a constant depending only on n and k. It follows that |p(z+ x)|> 0 whenever z ∈ B(0, r)
and dist(z, 6 p̃ ∩ B(0, r))= ρ > C1ζ̂k(p, x, r)1/kr , where

C1 =

(
d − k

c1

)1/k

.

Consequently, for any a = z+ x ∈6p ∩ B(x, r), we have

dist
(
a, (x +6 p̃)∩ B(x, r)

)
= dist

(
z, 6 p̃ ∩ B(0, r)

)
≤ C1ζ̂k(p, x, r)1/kr.

This establishes (4-2).
Next, suppose that w ∈ (x +6 p̃)∩ B(x, r), say w = x + z for some z ∈6 p̃ ∩ B(0, r). Let δ < r be a

fixed scale, to be chosen below. Because p̃ is harmonic, we can locate points z±δ ∈ ∂B(z, δ) such that

p̃(z+δ )= max
z′∈B(z,δ)

p̃(z′) > 0 and p̃(z−δ )= min
z′∈B(z,δ)

p̃(z′) < 0.

Thus, by Lemma 3.7,

± p̃(z±δ )= | p̃(z
±

δ )| ≥ c‖ p̃‖L∞(B(z,δ))
(2-3)
≥ c

(
δ

3r

)k

‖ p̃‖L∞(B(z,3r)) ≥ c
(
δ

r

)k

‖ p̃‖L∞(B(0,2r)),

where at each occurrence c > 0 depends only on n and k. We conclude that

±p(z±δ + x)≥± p̃(z±δ )−
d∑

j=k+1

‖p(x)j ‖L∞(B(0,2r))

≥ c2

(
δ

r

)k

‖ p̃‖L∞(B(0,2r))− (d − k)ζ̂k(p, x, 2r)‖ p̃‖L∞(B(0,r)) > 0

provided that δ > C2ζ̂k(p, x, 2r)1/kr , where C2 = [(d − k)/c2]
1/k. But we also required δ < r above.

To continue, there are two cases. On one hand, if C2ζ̃k(p, x, 2r)1/k
≥ 1, then 2Hn,k

6p
(x, r) ≤ 1 ≤

C2ζ̃k(p, x, 2r)1/k holds trivially. On the other hand, suppose that C2ζ̃k(p, x, 2r)1/k < 1. In this case,
pick any δ ∈ (C2ζ̃k(p, x, 2r)1/kr, r). Then the estimate above gives ±p(z±δ + x) > 0. In particular, the
straight line segment ` that connects z+δ + x to z−δ + x inside B(z+ x, δ) must intersect 6p ∩ B(z+ x, δ)
by the intermediate value theorem and the convexity of ball. Hence dist(w,6p)= dist(z+ x, 6p) ≤ δ.
Therefore, letting δ ↓ C2ζ̃k(p, x, 2r)1/k, we obtain (4-3). �
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Remark 4.2. In the proof of Lemma 4.1, the harmonicity of p was only used to establish the harmonicity
of p̃. Thus, the argument actually yields that 2Hn,k

6p
(x, r).n,d ζ̂k(p, x, r) for all x ∈6p and for all r > 0,

whenever p : Rn
→ R is a polynomial of degree d > k such that p̃ = p(x)k + · · ·+ p(x)1 is harmonic.

The following useful fact facilitates normal families arguments with sequences in Hn,d . It is ultimately
a consequence of the mean value property of harmonic functions.

Lemma 4.3. Suppose that 6p1, 6p2, . . . ∈Hn,d . If pi→ p in coefficients and H(p) 6= 0, then 6p ∈Hn,d

and 6pi →6p in the Attouch–Wets topology (see Appendix A).

Proof. Suppose that, for each i ≥ 1, the function pi :R
n
→R is a harmonic polynomial of degree at most d

such that pi (0)=0. Assume that pi→ p in coefficients and H(p) 6=0. Then p :Rn
→R is also a harmonic

polynomial of degree at most d such that p(0)= 0, because pi → p uniformly on compact subsets of Rn,
and p is nonconstant, because H(p) 6= 0. Hence 6p ∈ Hn,d . It remains to show that 6pi→ 6p in the
Attouch–Wets topology, which is metrizable. Thus, it suffices to prove that every subsequence (6pi j )

∞

j=1
of (6pi )

∞

i=1 has a further subsequence (6pi jk )
∞

k=1 such that 6pi jk→6p in the Attouch–Wets topology.
Fix an arbitrary subsequence (6pi j )

∞

j=1 of (6pi )
∞

i=1. Since 0 ∈6pi j for all j ≥ 1 and the set of closed
sets in Rn containing the origin is sequentially compact, there exists a closed set F ⊆Rn containing 0 and a
subsequence (6pi jk )

∞

k=1 of (6pi j )
∞

j=1 such that6pi jk→ F. We claim that F =6p. Indeed, on one hand, for
any y∈ F there exists a sequence yk ∈6pi jk such that yk→ y; but p(y)= limk→∞ pi jk(yk)= limk→∞ 0=0,
since yk ∈ 6pi jk , pi jk→ p uniformly on compact sets, and yk → y. Hence y ∈ 6p for all y ∈ F. That
is, F ⊆ 6p. On the other hand, suppose z ∈ 6p. Since p(z) = 0, but p 6≡ 0, for all r ∈ (0, 1) we can
locate points z±r ∈ B(z, r) such that p(z+r ) > 0 and p(z−r ) < 0 by the mean value theorem for harmonic
functions. Because pi jk→ p pointwise, it follows that

pi jk(z+r ) > 0 and pi jk(z−r ) < 0

for all sufficiently large k depending on r . In particular, by the intermediate value theorem, the straight
line segment connecting z+r to z−r inside B(z, r) must intersect 6pi jk ∩ B(z, r) for all sufficiently large k
depending on r . Hence dist(z, 6pi jk∩B(z, 1))→ 0 as k→∞. Ergo, since6pi jk→ F in the Attouch–Wets
topology,

dist(z, F)≤ lim inf
k→∞

(
dist(z, 6pi jk ∩ B(z, 1))+ ex(6pi jk ∩ B(z, 1), F)

)
= 0.

That is, z ∈ F for all z ∈6p. Therefore, 6p ⊆ F, and the conclusion follows. �

Corollary 4.4. For all n ≥ 2 and 1 ≤ k ≤ d, the sets Hn,d and Fn,k are closed subsets of C(0) with the
Attouch–Wets topology.

Proof. Suppose 6pi ∈Hn,d for all i ≥ 1 and 6pi→ F for some closed set F in Rn. Replacing each pi by
pi/H(pi ), which leaves 6pi unchanged, we may assume H(pi )= 1 for all i ≥ 1. Hence we can find a
polynomial p and a subsequence (pi j )

∞

j=1 of (pi )
∞

i=1 such that pi j→ p in coefficients and H(p)=1. Thus,
by Lemma 4.3, 6p ∈Hn,d and 6pi j→6p. Therefore, F = limi→∞6pi = lim j→∞6pi j =6p ∈Hn,d . We
conclude that Hn,d is closed. Finally, Fn,k is closed by the additional observation that p is homogeneous
of degree k whenever pi j is homogeneous of degree k for all j . �
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Remark 4.5. For any 6p ∈Hn,d and λ > 0, the dilate λ6p is equal to 6q , where q : Rn
→ R is given

by q(x) = p(x/λ) for all x ∈ Rn. Since p is a nonconstant polynomial of degree at most d such that
p(0)= 0, so is q . Also, q is k-homogeneous whenever p is k-homogeneous. Finally, since p is harmonic
on Rn, the mean value theorem gives

/

∫
B(y,r)

q(x) dx = /

∫
B(y,r)

p(x/λ) dx = /

∫
B(y/λ,r/λ)

p(x) dx = p(y/λ)= q(y)

for all y ∈Rn and r > 0. Thus, since q is continuous, it is also harmonic by the mean value theorem. This
shows that λ6p ∈Hn,d for all 6p ∈Hn,d and λ > 0. Likewise, λ6p ∈ Fn,k for all 6p ∈ Fn,k and λ > 0.
In other words, Hn,d and Fn,k are cones. Therefore, Hn,d and Fn,k are local approximation classes in the
sense of Definition A.7(i). A similar argument shows that Hn,d is translation invariant in the sense that
6p − x ∈Hn,d for all 6p ∈Hn,d and x ∈6p.

The next lemma captures a weak rigidity property of real-valued harmonic functions: the zero set of a
real-valued harmonic function determines the relative arrangement of its positive and negative components.

Lemma 4.6. Let f : Rn
→ R and g : Rn

→ R be harmonic functions, and let 6 f and 6g denote the zero
sets of f and g, respectively. If 6 f =6g, then f and g take the same or the opposite sign simultaneously
on every connected component of Rn

\6 f = Rn
\6g.

Proof. Since the conclusion is trivial if f is identically zero, we may assume, in addition to the hypothesis,
that f is not identically zero. According to [Logunov and Malinnikova 2015, Theorem 1.1], if u and v
are harmonic functions defined on a domain �⊆ Rn whose zero sets satisfy 6v ⊆6u , then there exists a
real-analytic function α in � such that u = αv. Invoking this fact twice, we obtain that f = αg = αβ f ,
where α and β are real analytic functions on Rn. Since f is not identically zero, it follows that αβ = 1
on Rn. In particular, sign(α)=±1 on Rn. Therefore, sign( f )= sign(α) sign(g)=± sign(g) on Rn. �

The following lemma indicates that zero sets of homogeneous harmonic polynomials of different
degrees are uniformly separated on balls centered at the origin. This answers affirmatively a question
posed in [Badger 2013, Remark 4.12].

Lemma 4.7. For all n ≥ 2 and 1 ≤ j < k, there exists a constant ε > 0 such that for all 6p ∈ Fn,k and
6q ∈ Fn, j ,

D̃0,r
[6p, 6q ] =

1
r

max
{

sup
x∈6p∩B(0,r)

dist(x, 6q), sup
y∈6q∩B(0,r)

dist(y, 6p)
}
≥ ε for all r > 0.

Proof. Note that λ6p = 6p and λ6q = 6q for all λ > 0 whenever 6p ∈ Fn,k and 6q ∈ Fn, j . Hence
D̃0,r
[6p, 6q ] = D̃0,1

[r−16p, r−16q ] = D̃0,1
[6p, 6q ] for all r > 0, whenever n≥2, 1≤ j<k, 6p ∈Fn,k ,

and 6q ∈ Fn, j . Thus, it suffices to prove the claim with r = 1.
Assume to the contrary that for some n ≥ 2 and 1≤ j < k we can find sequences p1, p2, . . . ∈ Fn,k

and q1, q2, . . . ∈ Fn, j such that

D̃0,1
[6pi , 6qi ] ≤

1
i

for all i ≥ 1. (4-4)
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By Corollary 4.4, passing to subsequences (which we relabel), we may assume that there exist 6p ∈ Fn,k

and 6q ∈ Fn, j such that 6pi→6p and 6qi→6q . Moreover, replacing each pi and qi by pi/H(pi ) and
qi/H(qi ), respectively, and passing to further subsequences (which we again relabel), we may assume
that pi → p in coefficients and qi → q in coefficients, where p and q are homogeneous harmonic
polynomials of degrees k and j , respectively. By two applications of the weak quasitriangle inequality
(see Appendix A),

D̃0,1/4
[6p, 6q ] ≤ 2D̃0,1/2

[6p, 6pi ] + 2D̃0,1/2
[6pi , 6q ]

≤ 2D̃0,1/2
[6p, 6pi ] + 4D̃0,1

[6pi , 6qi ] + 4D̃0,1
[6qi , 6q ]. (4-5)

Letting i→∞, the first term vanishes since 6pi→6p, the second term vanishes by (4-4), and the third
term vanishes since 6qi→6q . Hence D̃0,1/4

[6p, 6q ] = 0, which implies 6p ∩ B
(
0, 1

4

)
=6q ∩ B

(
0, 1

4

)
.

But 6p and 6q are cones, so in fact 6p =6q . By Lemma 4.6, the functions p and q take the same or
the opposite sign simultaneously on every connected component of Rn

\6p = Rn
\6q . Hence either

p(x)q(x) ≥ 0 for all x ∈ Rn or p(x)q(x) ≤ 0 for all x ∈ Rn. It follows that either
∫

Sn−1 pq dσ > 0 or∫
Sn−1 pq dσ < 0. This contradicts the fact that homogeneous harmonic polynomials of different degrees

are orthogonal in L2(Sn−1) (e.g., see [Axler et al. 2001, Proposition 5.9]). �

We now show that ζ̂k cannot grow arbitrarily large as 2Hn,k
6p

becomes arbitrarily small; cf. [Badger
2013, Proposition 4.8].

Lemma 4.8. For all n ≥ 2 and 1≤ k < d there is δn,d,k > 0 with the following property. If p : Rn
→ R

is a harmonic polynomial of degree d and 2Hn,k
6p

(x, r) < δn,d,k for some x ∈ 6p and r > 0, then
ζ̂k(p, x, r) < δ−1

n,d,k .

Proof. Let n ≥ 2 and 1≤ k < d be given. Suppose in order to reach a contradiction that for all j ≥ 1 there
exists a harmonic polynomial pj :R

n
→R of degree d , x j ∈6pj , and rj > 0 such that2Hn,k

6pj
(x j , rj ) < 1/j ,

but ζ̂k(pj , x j , rj )≥ j . Replacing each pj with p̃j ,

p̃j (y)= H(pj )
−1
· p(rj (y+ x j )) for all y ∈ Rn

;

that is, left translating by x j , dilating by 1/rj , and scaling by 1/H(pj ), we may assume without loss of
generality that x j = 0, rj = 1, and H(pj )= 1 for all j ≥ 1. Therefore, there exists a sequence (pj )

∞

j=1 of
harmonic polynomials in Rn of degree d and height 1 with pj (0)= 0 such that 2Hn,k

6pj
(0, 1)≤ 1/j , and

ζ̂k(pj , 0, 1)≥ j . Passing to a subsequence, we may assume that pj→ p in coefficients to some harmonic
polynomial p : Rn

→ R with height 1. By Lemma 4.3, 6pj→6p, as well. On one hand,

2
Hn,k
6p

(
0, 1

2

)
≤ 2 lim inf

j→∞
2

Hn,k
6pj

(0, 1)= 0. (4-6)

(For a primer on the interaction of limits and approximation numbers, see Appendix A.) On the other
hand, by Lemma 2.1 and the fact that ζ̂k(pj , 0, 1)≥ j , it must be that the height of the polynomial pj is
obtained from the coefficient of some term of pj of degree at least k+ 1, provided that j is sufficiently
large. In particular, we conclude that p has degree at least k+ 1. Hence ζ̂k(p, 0, 1) is well defined and
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ζ̂k(p, 0, 1) = lim j→∞ ζ̂k(pj , 0, 1) =∞ by Lemma 2.7. Thus, the low-order part of p at 0 (that is, the
terms of degree at most k) vanishes and p has the form

p = p(0)d + p(0)d−1+ · · ·+ · · · + p(0)i , p(0)i 6= 0 for some i ≥ k+ 1. (4-7)

We shall now show that (4-6) and (4-7) are incompatible with Lemma 4.7:
By (4-6), there exists 6q ∈Hn,k =Hn,k such that 6p ∩ B

(
0, 1

2

)
=6q ∩ B

(
0, 1

2

)
, say

q = q(0)k + q(0)k−1+ · · ·+ q(0)l , q(0)l 6= 0 for some 1≤ l ≤ k. (4-8)

Choose any sequence rm ↓ 0 as m →∞. By (4-7), r−i
m p(rm · )→ p(0)i in coefficients and by (4-8),

r−l
m q(rm · )→q(0)l in coefficients also. Hence r−1

m 6p=6r−i
m p(rm · )

→6p(0)i
∈Fn,i and r−1

m 6q=6r−l
m p(rm · )

→

6q(0)l
∈ Fn,l by Lemma 4.3. By the weak quasitriangle inequality (applied twice as in (4-5)),

D̃0,1
[6p(0)i

, 6q(0)i
] ≤ 2D̃0,2

[6p(0)i
, r−1

m 6p] + 4D̃0,4
[r−1

m 6p, r−1
m 6q ] + 4D̃0,4

[r−1
m 6q , 6q(0)l

].

As m→∞, the first and the last term vanish, because r−1
m 6p→6p(0)i

and r−1
m 6q →6q(0)l

, respectively.
Thus,

D̃0,1
[6p(0)i

, 6q(0)l
] ≤ lim inf

m→∞
4D̃0,4

[r−1
m 6p, r−1

m 6q ] = lim inf
m→∞

4D̃0,4rm [6p, 6q ] = 0,

where the ultimate equality holds because 6p ∩ B
(
0, 1

2

)
=6q ∩ B

(
0, 1

2

)
and 4rm ↓ 0. But by Lemma 4.7

D̃0,1
[6p(0)i

, 6q(0)l
] > 0, because 6p(0)i

∈ Fn,i , 6q(0)l
∈ Fn,l , and i > l. We have reached a contradiction.

Therefore, for all n≥ 2 and 1≤ k < d , there exists j ≥ 1 such that if p :Rn
→R is a harmonic polynomial

of degree d and 2Hn,k
6p

(x, r) < 1/j for some x ∈6p and r > 0, then ζ̂k(p, x, r) < j . �

We now have all the ingredients required to prove Theorem 1.4.

Proof of Theorem 1.4. Given n ≥ 2 and 1≤ k < d, let δn,d,k > 0 denote the constant from Lemma 4.8.
Let p : Rn

→ R be a harmonic polynomial of degree d and let x ∈6p. Write p̃ = p(x)k + · · ·+ p(x)1 for
the part of p of terms of degree at most k, so that ∂α p(x) 6= 0 for some |α| ≤ k if and only if p̃ 6≡ 0. On
one hand, if p̃ 6≡ 0, then ζ̂k(p, x, 1) <∞, whence

2
Hn,k
6p

(x, r).n,d ζ̂k(p, x, r)1/k .n,d r1/k ζ̂k(p, x, 1)1/k
→ 0 as r→ 0

by Lemmas 4.1 and 2.5. In particular, if p̃ 6≡ 0, then 2Hn,k
6p

(x, r) < δn,d,k for some r > 0. On the other
hand, if 2Hn,k

6p
(x, r) < δn,d,k for some r > 0, then

ζ̂k(p, x, r) < δ−1
n,d,k <∞ (4-9)

by Lemma 4.8, whence p̃ 6≡ 0. Moreover, in this case,

2
Hn,k
6p

(x, sr).n,d ζ̂k(p, x, sr)1/k .n,d s1/k ζ̂k(p, x, r)1/k .n,d,k s1/k for all s ∈ (0, 1)

by Lemmas 4.1 and 2.5, and (4-9). �

Proof of Corollary 1.5. From (1-2) in Theorem 1.4, it immediately follows that Hn,k points are (φ,8)
detectable in Hn,d for φ =min{δn,k+1,k, . . . , δn,d,k}> 0 and some function 8 of the form 8(s)= Cs1/k

for all s ∈ (0, 1) (see Definition A.12). �
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5. Structure of sets locally bilaterally well approximated by Hn,d

Now that we know Hn,k points are detectable in Hn,d , we may obtain Theorem 1.1 from repeated use of
Theorem A.14.

Proof of Theorem 1.1. Let n ≥ 2 and d ≥ 2 be given. By Remark 4.5 and Corollary 4.4, Hn,k and Fn,k

are closed local approximation classes and Hn,k is also translation invariant for all k ≥ 1. Thus, we may
freely make use of the technology in the last three subsections of Appendix A. Using Definition A.13,
Theorem 1.4 yields

Hn,k ∩H⊥n,k−1 =
{
6p ∈Hn,k : lim inf

r↓0
2

Hn,k−1
6p

(0, r) > 0
}
= Fn,k for all k ≥ 2.

Suppose that A ⊆ Rn is locally bilaterally well approximated by Hn,d and put Ud = A. Since Hn,d−1

points are detectable in Hn,d (by Corollary 1.5) and Ud is locally bilaterally well approximated by Hn,d ,
by Theorem A.14 we can write

Ud = (Ud)Hn,d−1 ∪ (Ud)H⊥n,d−1
=:Ud−1 ∪ Ad ,

where Ud−1 and Ad are disjoint, Ud−1 is relatively open in Ud , Ud−1 is locally bilaterally well approx-
imated by Hn,d−1, and Ud is locally bilaterally well approximated along Ad by Hn,d ∩H⊥n,d−1 = Fn,d ,
that is, lim supr↓0 supx∈K 2

Fn,d
Ud

(x, r)= 0 for every compact set K ⊆ Ad . In particular, the latter property
implies that every x ∈ Ad is an Fn,d point of Ud by Theorem A.11. Next, since Hn,d−2 points are
detectable in Hn,d−1, we may repeat the argument, mutatis mutandis, to write

Ud−1 = (Ud−1)Hn,d−2 ∪ (Ud−1)H⊥n,d−2
=:Ud−2 ∪ Ad−1,

where Ud−2 and Ad−1 are disjoint, Ud−2 is relatively open in Ud−1, Ud−2 is locally bilaterally well
approximated by Hn,d−2, Ud−1 is locally bilaterally well approximated along Ad−1 by Fn,d−1, and every
x ∈ Ad−1 is an Fn,d−1 point of Ud−1. In fact, since Ud−1 is relatively open in Ud , we have Ud−2 is
relatively open in Ud , Ud is locally bilaterally well approximated along Ad−1 by Fn,d−1, and every
x ∈ Ad−1 is an Fn,d−1 point of Ud , as well. After a finite number of repetitions, this argument shows that

A =Ud =Ud−1 ∪ Ad = · · · =U1 ∪ A2 ∪ · · · ∪ Ad ,

where the sets U1, A2, . . . , Ad are pairwise disjoint, U1 is relatively open in A, U1 is locally bilaterally
well approximated by Hn,1, Uk = U1 ∪ A2 ∪ · · · ∪ Ak is relatively open in A for all 2 ≤ k ≤ d, Uk is
locally bilaterally well approximated by Hn,k for all 2≤ k ≤ d , A is locally bilaterally well approximated
along Ak by Fn,k for all 2 ≤ k ≤ d, and every x ∈ Ak is an Fn,k point of A for all 2 ≤ k ≤ d. Finally,
assign A1 =U1. Since A1 relatively open in A, A1 is locally bilaterally well approximated by Hn,1, and
Hn,1 = Fn,1, we conclude that every x ∈ A1 is an Fn,1 point of A by Theorem A.11. This verifies (i)–(iv)
of Theorem 1.1 and (v) follows immediately from (ii) and (iii).

Next, we want to prove that A1 is relatively dense in A. Suppose that x ∈ A \ A1, say x ∈ Ak for
some k ≥ 2. To find points in A1 nearby x , we will rely on the following fact: by Remark A.15, since
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Hn,1 points are detectable in Hn,d , there exist α, β > 0 such that

if 2Hn,d
A (y,r ′)<α for all 0< r ′≤ r and 2Hn,1

A (y,r)<β for some y ∈ A and r > 0, then y ∈ A1. (5-1)

To proceed, since x is an Fn,k point of A and Fn,k is closed, we can find a homogeneous harmonic
polynomial p : Rn

→ R and sequence of scales ri ↓ 0 such that r−1
i (A− x)→6p in the Attouch–Wets

topology (6p is a tangent set of A at x). Pick any z ∈ 6p such that |Dp|(z) 6= 0. (That we can always
find such a point is evident, because the singular set of a polynomial has dimension at most n− 2, while
dim6p = n−1.) Then lims↓02

Hn,1
6p

(z, s)= 0 by Theorem 1.4. In particular, there exists s1 > 0 such that

2
Hn,1
6p

(
z, 3

2 s1
)
≤

1
18β. (5-2)

Since r−1
i (A−x)→6p, there exist yi ∈ A such that zi := (yi−x)/ri→ z. Replacing each yi with y′i ∈ A

such that |y′i − yi | ≤ ri/ i , say, we may assume without loss of generality that yi ∈ A for all i (because
D̃0,r
[r−1

i (A− y′i ), r
−1
i (A− yi )] ≤ 1/(ir)→ 0 for all r > 0). Necessarily, yi → x , and thus, there exists

s2 > 0 such that
sup
i≥1

2
Hn,d
A (yi , s)≤ 1

2α < α for all s ≤ s2, (5-3)

because A is locally bilaterally well approximated by Hn,d . Now, by quasimonotonicity of bilateral
approximation numbers (see Lemma A.10) and (5-2),

2
Hn,1
6p

(
zi ,

1
2 s1
)
≤ 2t + 2(1+ t)2Hn,1

6p
(z, (1+ t)s1)≤ 2t + 32Hn,1

6p

(
z, 3

2 s1
)
≤ 2t + 1

6β

whenever |zi − z| ≤ ts1 ≤
1
2 s1. With t = |zi − z|/s1, this yields

2
Hn,1
6p

(
zi ,

1
2 s1
)
≤

2|zi − z|
s1

+
1
6β

for all i sufficiently large that |zi − z| ≤ 1
2 s1. Hence, for all i sufficiently large that |zi − z| < 1

6 s1(
guaranteeing z ∈6p ∩ B

(
zi ,

1
6 s1
)
6=∅

)
,

2
Hn,1

r−1
i (A−x)

(
zi ,

1
6 s1
)
≤ 3D̃zi ,s1/2

[
A− x

ri
, 6p

]
+ 32Hn,1

6p

(
zi ,

1
2 s1
)
≤ 6D̃z,s1

[
A− x

ri
, 6p

]
+

6|z− zi |

s1
+

1
2β,

where we used the weak quasitriangle inequality in the first line and we used the quasimonotonicity of the
relative Walkup–Wets distance in the second line (see Lemma A.1). Since zi → z and r−1

i (A− x)→6p,
we conclude that

lim sup
i→∞

2
Hn,1
A

(
yi ,

1
6ri s1

)
= lim sup

i→∞
2

Hn,1

r−1
i (A−x)

(
zi ,

1
6 s1
)
≤

2
3β < β. (5-4)

Note that 1
6ri s1 ≤ s2 for all i � 1, since ri → 0. Therefore, by (5-1), (5-3), and (5-4), we have yi ∈ A1

for all sufficiently large i . Recalling that yi → x , it follows that x ∈ A1. Since x ∈ A \ A1 was fixed
arbitrarily, this proves (vi).

We now aim to prove dimension bounds on A and A \ A1 assuming that A is closed and nonempty.
Since Hn,d is a closed, translation invariant approximation class and Hn,1 points are detectable in Hn,d ,
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the set
singHn,1

Hn,d =
{
(6p)H⊥n,1

:6p ∈Hn,d and 0 ∈ (6p)H⊥n,1

}
is also a local approximation class and A \ A1 is locally unilaterally well approximated by singHn,1

Hn,d

by Theorem A.17. By Theorem 1.4, applied with k = 1, the class singHn,1
Hn,d is precisely the class

SHn,d = {Sp=6p ∩ |Dp|−1(0) : 6p ∈ Hn,d , 0 ∈ Sp} of all singular sets of nonconstant harmonic
polynomials of degree at most d that include the origin. Recall from the Introduction that

Vol
({

x ∈ B
(
0, 1

2

)
: dist(x, 6p)≤ r

})
≤ (C(n)d)d r for all 6p ∈Hn,d ,

Vol
({

x ∈ B
(
0, 1

2

)
: dist(x, Sp)≤ r

})
≤ C(n)d

2
r2 for all Sp ∈ SHn,d

by work of Naber and Valtorta [2014]. Using an elementary Vitali covering argument (e.g., see [Mattila
1995, (5.4) and (5.6)]), it follows that Hn,d has an (n− 1,C(n, d), 1) covering profile and SHn,d has an
(n− 2,C(n, d), 1) covering profile in the sense of Definition A.19.

Assume that A is a nonempty closed subset of Rn. Since A\A1 is relatively closed in A by (v), A\A1 is
closed in Rn, as well. By Theorem A.20, A has upper Minkowski dimension at most n−1, since A is closed,
A is locally unilaterally well approximated by Hn,d , and Hn,d has an (n− 1,C(n, d), 1) covering profile.
Also, by Theorem A.20, A \ A1 has upper Minkowski dimension at most n− 2, since A \ A1 is closed,
A \ A1 is locally unilaterally well approximated by SHn,d , and SHn,d has an (n−2,C(n, d), 1) covering
profile. This establishes (viii) and the upper bound in (vii). To wrap up, observe that A1 is nonempty by
(vi), A1 is locally closed by (ii), and A1 is locally Reifenberg vanishing by (iii). Therefore, by Reifenberg’s
topological disk theorem (see, e.g., [David and Toro 2012]), A1 is a topological (n−1)-manifold (and
more, see Remark 1.3). Therefore, A1 has Hausdorff and upper Minkowski dimension at least n−1. This
completes the proof of (vii). �

By examining the proof that A1 is relatively dense in A in the proof of Theorem 1.1, one sees the only
essential property about the cones Hn,1 and Hn,d , beyond detectability, is that for every 6p ∈ Fn,k there
exist some z ∈6p such that lim infs↓02

Hn,1
6p

(z, s)= 0. Thus, abstracting the argument, one obtains the
following result.

Theorem 5.1. Let T and S be local approximation classes. Suppose T points are detectable in S, and

for all S ∈ S ∩ T ⊥ there exists x ∈ S such that lim infr↓02
T
S (x, r)= 0. (5-5)

If A is locally bilaterally well approximated by S, then the set AT described by Theorem A.14 is relatively
dense in A, i.e., AT ∩ A = A.

6. Dimension bounds in the presence of good topology

We now focus our attention on sets A that separate Rn into two connected components. When A =6p

and p : Rn
→ R is harmonic, this occurs precisely when the positive set �+p = {x ∈ Rn

: p(x) > 0}
of p and the negative set �−p = {x ∈ Rn

: p(x) < 0} of p are pathwise connected. To start, let us prove
Lemma 1.7 from the Introduction, which implies that Fn,k contains zero sets 6p that separate Rn into
two components for all dimensions n ≥ 4 and for all degrees k ≥ 2.
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U

V1

U
V2

Figure 2. Let q : R2
→ R denote a nonconstant homogeneous harmonic polynomial

(illustrated with degree 4). The light blue cells denote the positive set of q and the
medium blue cells denote the negative set of q . Suppose that q(U ) > 0, q(V1) > 0, and
p(V1, V2) > 0, where p(W1,W2)≡ q(W1)+ q(W2). To move from (V1, V2) to (U,U )
inside the positive set of p, first send V2 to U along the green path and then move V1 to
U along the red path.

Proof of Lemma 1.7. We sketch the argument when a = b = 1, with the other cases following from an
obvious modification. Let q :R2

→R be a homogeneous harmonic polynomial of degree k ≥ 2. Note that
by elementary complex analysis, q can be written as the real part of a complex polynomial q̃ : C→ C,
q̃(z)= czk. Thus, 6q is the union of k equiangular lines through the origin and the chambers of R2

\6q

alternate between the positive and negative sets of q. Let U = (x1, y1) be any point such that q(U ) > 0.
Then p(U,U ) > 0, as well, where p(W1,W2)≡ q(W1)+ q(W2). To show that the positive set of p is
connected, it suffices to show that any point (V1, V2) ∈R2

×R2 such that p(V1, V2) > 0 can be connected
to (U,U ) by a piecewise linear path in the positive set. If p(V1, V2) > 0, then q(V1) > 0 or q(V2) > 0,
say without loss of generality that q(V1) > 0. Then the desired path from (V1, V2) to (U,U ) is described
in Figure 2. A similar argument verifies that the negative set of p is connected and we are done. �

Our goal for the remainder of this section is to prove Theorem 1.8, which requires the following notion
of nontangential accessibility.

Definition 6.1 [Jerison and Kenig 1982]. A domain (i.e., a connected open set) �⊂ Rn is called NTA or
nontangentially accessible if there exist constants M > 1 and R > 0 for which the following are true:

(i) � satisfies the corkscrew condition: for all Q ∈ ∂� and 0 < r < R, there exists x ∈ �∩ B(Q, r)
such that dist(x, ∂�) > M−1r .

(ii) Rn
\� satisfies the corkscrew condition.

(iii) � satisfies the Harnack chain condition: if x1, x2 ∈�∩ B
(
Q, 1

4r
)

for some Q ∈ ∂� and 0< r < R,
and dist(x1, ∂�) > δ, dist(x2, ∂�) > δ, and |x1 − x2| < 2lδ for some δ > 0 and l ≥ 1, then there
exists a chain of no more than Ml overlapping balls connecting x1 to x2 in � such that for each ball
B = B(x, s) in the chain

M−1s < gap(B, ∂�) < Ms, gap(B, ∂�)= inf
x∈B

inf
y∈∂�
|x − y|,

diam B > M−1 min{dist(x1, ∂�), dist(x2, ∂�)}, diam B = sup
x,y∈B
|x − y|.
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We refer to M and R as NTA constants of the domain �. When ∂� is unbounded, R =∞ is allowed. To
distinguish between conditions (i) and (ii), the former may be called the interior corkscrew condition and
the latter may be called the exterior corkscrew condition.

Remark 6.2. In the definition of NTA domains, the additional restriction R=∞ when � is unbounded is
sometimes imposed (e.g., see [Kenig and Toro 1999; 2006; Kenig et al. 2009]) in order to obtain globally
uniform harmonic measure estimates on unbounded domains, but that restriction is not essential in the
geometric context of Theorem 1.8, and thus, we omit it.

An essential feature of NTA domains that we need below is that the NTA properties persist under limits
(with slightly different constants). When 0i = r−1

i (∂�− Qi ) is a sequence of pseudoblowups of the
boundary ∂� of a 2-sided NTA domain �⊂ Rn for some Qi ∈ ∂� and ri > 0 such that Qi → Q ∈ ∂�
and ri ↓ 0, we have the following lemma, due to Kenig and Toro [2006, Theorem 4.1]; also see [Azzam
and Mourgoglou 2015, Lemma 1.5] for a recent variant on uniform domains. For the proof of Lemma 6.3,
see Appendix B below.

Lemma 6.3. Suppose that 0i ⊂ Rn is a sequence of closed sets such that Rn
\ 0i = �

+

i ∪�
−

i is the
union of complimentary NTA domains �+i and �−i with NTA constants M and R independent of i . If
0i → 0 6=∅ in the Attouch–Wets topology, then Rn

\0 =�+ ∪�− is the union of complementary NTA
domains �+ and �− with NTA constants 2M and R.

In the remainder of this section, we work with subclasses of Hn,d and Fn,k whose zero sets 6p separate
Rn into two distinct NTA components with uniform NTA constants.

Definition 6.4 (2-sided NTA restricted classes H∗n,d , H∗∗n,d , F∗n,k , F∗∗n,k). For all n ≥ 2 and d ≥ 1, let H∗n,d
denote the collection of all 6p ∈Hn,d such that �±p = {x ∈ Rn

: ±p(x) > 0} are NTA domains with NTA
constants M∗=M and R∗=∞ for some fixed M>1. (We deliberately suppress the choice of M∗ from the
notation.) Also, let H∗∗n,d denote the collection of all 6p ∈Hn,d such that �±p are NTA domains with NTA
constants M∗∗ = 2M∗ and R∗∗ =∞. Finally, set F∗n,k =H∗n,k ∩Fn,k and F∗∗n,k =H∗∗n,k ∩Fn,k for all k ≥ 1.

Remark 6.5. The classes H∗n,d (hence H∗∗n,d ) and F∗n,k (hence F∗∗n,k) are local approximation classes (see
Definition A.7), because R∗ =∞, and it is apparent that H∗n,d is translation invariant in the sense that
6p − x ∈H∗n,d for all 6p ∈H∗n,d and x ∈6p. Hence H∗n,d is also translation invariant. By Corollary 4.4
and Lemma 6.3, H∗n,d ⊆H∗∗n,d and F∗n,k ⊆ F∗∗n,k . Since Hn,k points are detectable in Hn,d for all 1≤ k ≤ d
by Corollary 1.5 and H∗n,d ⊆ Hn,d , we have Hn,k points are detectable in H∗n,d , as well. Finally, we
reiterate that F∗n,k is nonempty for some M∗ > 1 if and only if k = 1 and n ≥ 2; k ≥ 2 is even and n ≥ 4;
or, k ≥ 3 is odd and n ≥ 3. See Remark 1.10. The assertion that the interiors of the two connected
components of Rn

\6p are NTA domains when n = 3 and p = p(x, y, z) is Szulkin’s polynomial (or
any of Lewy’s odd-degree polynomials) and when n = 4 and p = p(x1, y1, x2, y2) is the zero set of one
of the polynomials from Lemma 1.7 follows from the fact that in each case 6p ∩ ∂B(0, 1) is a smooth
hypersurface in the unit sphere and 6p is a cone.

The following technical proposition, alluded to in the Introduction after the statement of Theorem 1.8,
is a consequence of Lemma 6.3.
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Lemma 6.6. Suppose that A ⊆ Rn is closed and Rn
\ A =�+ ∪�− is a union of complementary NTA

domains. If A is locally bilaterally well approximated by Hn,d for some n ≥ 2 and d ≥ 1, then A is locally
bilaterally well approximated by H∗n,d for some M∗ > 1 depending only on the NTA constants of �+

and �−.

Proof. Suppose that A is closed, A is locally bilaterally well approximated by Hn,d , and Rn
\A=�+∪�−

is a union of complementary NTA domains with uniform NTA constants M and R. On one hand, by
Theorem A.11 and Corollary 4.4, 9- Tan(A, x)⊆Hn,d =Hn,d for all x ∈ A, where 9- Tan(A, x) is the
collection of all pseudotangent sets of A at x . On the other hand, for every x ∈ A and r > 0, the set
(A− x)/r =�+x,r ∪�

−
x,r is a union of complementary NTA domains �+x,r and �−x,r with NTA constants

Mx,r = M and Rx,r = R/r . Thus, every pseudotangent set T = limi→0(A − xi )/ri ∈ 9- Tan(A, x)
separates Rn into two NTA domains with NTA constants MT = 2M and RT =∞ by Lemma 6.3, since
Rxi ,ri = R/ri →∞ as ri → 0. Therefore, 9- Tan(A, x) ⊆ H∗n,d for every x ∈ A with M∗ = 2M . By
Theorem A.11, it follows that A is locally bilaterally well approximated by H∗n,d , as desired. �

In view of Lemma 6.6, Theorem 1.8 is a special case of the following theorem.

Theorem 6.7. Let n≥2, d≥2, and M∗>1. If A⊆Rn is closed and locally bilaterally well approximated
by H∗n,d , then

(i) A \ A1 = A2 ∪ · · · ∪ Ad has upper Minkowski dimension at most n− 3; and,

(ii) the even singular set A2 ∪ A4 ∪ A6 ∪ · · · has Hausdorff dimension at most n− 4.

To prove Theorem 6.7 using the technology of [Badger and Lewis 2015], we need to show the
existence of “covering profiles” (see Definition A.19) for the classes singHn,1

H∗n,d and singHn,d−1
H∗n,d

(see Definition A.16), which are well defined because H∗n,d is translation invariant and Hn,k points are
detectable in H∗n,d by Remark 6.5. The following lemma proves the existence of good covering profiles
for singHn,k−1

H∗n,k for all degrees k ≥ 2.

Lemma 6.8. Let k≥2 and assume that n+(k mod 2)≥4. For every k-homogeneous harmonic polynomial
p : Rn

→ R such that Rn
\6p has two connected components,

(6p)H⊥n,k−1
=
{

x ∈6p : lim inf
r→0

2
Hn,k−1
6p

(x, r) > 0
}

is a linear subspace V of Rn with dim V ≤ n− 4+ (k mod 2). In particular,

singHn,k−1
H∗n,k =

{
(6p)H⊥n,k−1

:6p ∈H∗n,k, 0 ∈ (6p)H⊥n,k−1

}
admits an (n− 4+ (k mod 2),C(n), 1) covering profile.

Proof. Suppose that k and n satisfy the hypothesis of the lemma and let p : Rn
→ R be a k-homogeneous

harmonic polynomial. We will show that (6p)
⊥
Hn,k−1

coincides with

V = {x0 ∈ Rn
: p(x + x0)= p(x) for all x ∈ Rn

},



1478 MATTHEW BADGER, MAX ENGELSTEIN AND TATIANA TORO

which is a linear subspace of Rn because p is k-homogeneous. To start, note that

x0 ∈ (6p)H⊥n,k−1
⇐⇒ ∂α p(x0)= 0 for all |α| ≤ k− 1

⇐⇒ p(x + x0)≡ q(x) for some q , where q : Rn
→ R is k-homogeneous,

where the first equivalence holds by Theorem 1.4 and the second equivalence holds by Taylor’s theorem.
Hence V ⊆ (6p)H⊥n,k−1

, since p is k-homogeneous. Conversely, using the homogeneity of p and q , at any
x0 ∈ (6p)H⊥n,k−1

we obtain

p(x + x0)= q(x)= λkq(x/λ)= λk p(x/λ+ x0)= p(x + λx0) for all λ ∈ R \ {0}.

Letting λ → 0, we conclude that p(x + x0) = p(x) for all x ∈ Rn whenever x ∈ (6p)H⊥n,k−1
. Thus,

(6p)H⊥n,k−1
⊆ V, as well.

To continue, suppose that 6p separates Rn into two components. Let p̃ : V⊥→ R be the image of p
under the quotient map Rn

→ Rn/V ∼= V⊥. Because V is the space of invariant directions for p, the
map p̃ is still a degree-k homogeneous harmonic polynomial (in orthonormal coordinates for V⊥) and

6p =6 p̃⊕ V = {x + v : x ∈6 p̃ ⊆ V⊥, v ∈ V }.

Hence 6 p̃ separates V⊥ into two components, since 6p separates Rn into two components. It follows
that dim V⊥ ≥ 4 if k ≥ 2 is even, and dim V⊥ ≥ 3 if k ≥ 3 is odd; e.g., see the paragraph immediately
preceding the statement of Lemma 1.7. Therefore, dim V ≤ n− 4 if k ≥ 2 is even, and dim V ≤ n− 3 if
k ≥ 3 is odd.

Finally, by Theorem 1.4, Remark 6.5, and the first part of the lemma,

singHn,k−1
H∗n,k =

{
(6p)H⊥n,k−1

:6p ∈ F∗n,k
}
⊆
{
(6p)H⊥n,k−1

:6p ∈ F∗∗n,k
}
⊆

j⋃
i=0

G(n, i),

where j = n−4 if k≥ 2 is even, and j = n−3 if k≥ 3 is odd. Here each G(n, i) denotes the Grassmannian
of dimension-i linear subspaces of Rn, which possesses an (i,C(i), 1) covering profile; that is, V ∩B(0, r)
can be covered by C(i)s−i balls B(vi , sr) centered in V ∩ B(0, r) for all planes V ∈ G(n, i), r > 0, and
0< s ≤ 1. (For example, this follows from the fact that the Lebesgue measure of any ball of radius r in
Ri is proportional to r i.) It follows that the class singHn,k−1

H∗n,k has an (n− 4,C(n), 1) covering profile
when k ≥ 2 is even, and singHn,k−1

H∗n,k has an (n− 3,C(n), 1) covering profile when k ≥ 3 is odd. �

The covering profiles for singHn,k−1
H∗n,k from Lemma 6.8 will enable us to prove (ii) in Theorem 6.7

and also to prove that A \ A1 has Hausdorff dimension at most n− 3. However, to show that A \ A1 has
upper Minkowski dimension at most n− 3, we need to find covering profiles for singHn,1

H∗n,d , whose
existence does not automatically follow from the covering profiles in Lemma 6.8. To proceed, we use
the quantitative stratification and volume estimates for singular sets of harmonic functions developed
by Cheeger, Naber, and Valtorta [Cheeger et al. 2015]. The following description of the stratification
combines several definitions from §1 of their paper; see Definitions 1.4, 1.7 and 1.9 and Remark 1.8 of
the same work.



STRUCTURE OF SETS WHICH ARE WELL APPROXIMATED BY ZERO SETS OF HARMONIC POLYNOMIALS 1479

Definition 6.9 ([Cheeger et al. 2015]; quantitative stratification by symmetry). A smooth function
u : Rn

→ R is called 0-symmetric if u is a homogeneous polynomial and u is called k-symmetric if u is
0-symmetric and there exists a k-dimensional subspace V such that

u(x + y)= u(x) for all x ∈ Rn and y ∈ V.

For all smooth u : B(0, 1)→ R, and for all x ∈ B(0, 1− r), define

Tx,r u(y)=
u(x + r y)− u(x)(

/

∫
∂B(0,1) |u(x + r z)− u(x)|2 dσ(z)

)1/2 for all y ∈ B(0, 1).

(If the denominator vanishes, set Tx,r =∞.) A harmonic function u : B(0, 1)→ R is called (k, ε, r, x)-
symmetric if there exists a harmonic k-symmetric function p with

∫
∂B(0,1) |p|

2 dσ = 1 such that

/

∫
B(0,1)
|Tx,r u− p|2 < ε.

For all harmonic u : B(0, 1)→ R, define the (k, η, r)-effective singular stratum by

Sk
η,r (u)= {x ∈ B(0, 1) : u is not (k+1, η, s, x)-symmetric for all s ≥ r}.

For harmonic functions, [Cheeger et al. 2015, Theorem 1.10] gives the following Minkowski-type
estimates for effective singular strata. In the statement, N (1, 0, u) denotes Almgren’s frequency function
with r = 1, x0= 0, and f = u (recall Definition 3.3 above).

Theorem 6.10 [Cheeger et al. 2015]. If u : B(0, 1)→ R is a harmonic function with u(0) = 0 and
N (1, 0, u)≤3<∞, then for every η > 0 and k ≤ n− 2,

Vol
({

x ∈ B
(
0, 1

2

)
: dist(x, Sk

η,r (u)) < r
})
≤ C(n,3, η)rn−k−η. (6-1)

We now show that if η is small enough depending on n, d , and M∗, then the singular set of 6p ∈H∗n,d
is contained in Sn−3

η,r (p).

Lemma 6.11. For all n ≥ 2, d ≥ 2, and M∗ > 1, there exists η̄ > 0 with the following property. If
6p ∈H∗n,d , x0 ∈6p, and p is (n−2, η, r, x0)-symmetric for some η ∈ (0, η̄) and r > 0, then x0 is an Fn,1

point of 6p. Consequently, the set of all singular points of 6p (that is, Fn,2 ∪ · · · ∪Fn,d points of 6p)
belongs to Sn−3

η,r (p) for all η ∈ (0, η̄) and r > 0.

Proof. Let n ≥ 2, d ≥ 2, and M∗ > 1 be given. Assume in order to obtain a contradiction that for all i ≥ 1,
there exist 6pi ∈H∗n,d , ηi < 1/ i , xi ∈6pi , and ri > 0 such that pi is (n− 2, ηi , ri , xi )-symmetric and xi

is not an Fn,1 point of 6pi . Equivalently, by Theorem 1.4, Dpi (xi )= 0. That is, the Taylor expansion
for pi at xi has no nonzero linear terms. By definition of almost symmetry, there exist (n−2)-symmetric
homogeneous harmonic polynomials hi such that /

∫
∂B(0,1) |hi |

2 dσ = 1 and

/

∫
B(0,1)
|Txi ,ri pi − hi |

2 <
1
i
. (6-2)
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As everything is translation, dilation, and rotation invariant, we may assume without loss of generality
that for all i ≥ 1, we have xi = 0, ri = 1, and hi (y1, y2, . . . , yn)= hi (y1, y2, 0, . . . , 0) for all y ∈ Rn . To
ease notation, let us abbreviate qi ≡ T0,1 pi . We note that

‖qi‖L2(B(0,1)) ∼n,d ‖qi‖L2(∂B(0,1)) ∼n,d 1 for all i ≥ 1, (6-3)

where the first comparison holds by Lemma 3.8 and the second holds by the definition of T0,1 pi .
We now claim that deg hi ≤ d for all i sufficiently large. To see this, suppose to the contrary that

l := deg hi > d for some i ≥ 1. Recalling both that spherical harmonics of different degrees are orthogonal
on spheres centered at the origin and that hi is l-homogeneous with l > deg qi , we have

1∼n,d ‖qi‖
2
L2(B(0,1)) .n,d /

∫
B(0,1)

(q2
i + h2

i )= /

∫
B(0,1)
|qi − hi |

2 <
1
i

by (6-2) and (6-3). This is impossible if i is sufficient large depending only on n and d . Thus, deg hi ≤ d
for all i sufficient large, as claimed. In particular,

‖hi‖L2(B(0,1)) ∼n,d ‖hi‖L2(∂B(0,1)) ∼n,d 1 for all i &n,d 1. (6-4)

By (6-3), (6-4), Lemma 2.1, and Corollary 3.5, we conclude that H(qi )∼n,d 1 and H(qi )∼n,d 1 for
all sufficiently large i . Therefore, by passing to a subsequence of the pair (qi , hi )

∞

i=1 (which we relabel),
we may assume that qi → q in coefficients and hi → h in coefficients for some nonconstant harmonic
polynomials q and h of degree at most d. On one hand, we have 6q ∈H∗n,d ⊆H∗∗n,d by Lemma 4.3 and
Dq(0)= 0, since Dqi (0)= 0 for all i . Hence q has degree at least 2. On the other hand, we have h is
homogeneous and h(y1, y2, . . . , yn)= h(y1, y2, 0, . . . , 0) for all y ∈ Rn, because the same are true of the
polynomial hi for all i &n,d 1.

We are now ready to obtain a contradiction. Since qi → q and hi → h uniformly on compact sets,
we have q ≡ h by (6-2). Thus, 6q ∈ F∗∗n,k for some 2 ≤ k ≤ d — in particular, 6q is the zero set of a
homogeneous harmonic polynomial of degree at least 2 that separates Rn into two components — and q
depends on at most two variables. No such polynomial q exists (e.g., see Remark 6.5)! Therefore, for all
n≥ 2, d ≥ 2, and M∗> 1, there exists η̄ > 0 such that if 6p ∈H∗n,d , x0 ∈ 6p, and p is (n−2, η, r, x0)-
symmetric for some η ∈ (0, η̄) and r > 0, then x0 is an Fn,1 point of 6p. Consequently, if 6p ∈H∗n,d and
x0 ∈ 6p belongs to the singular set of p, then p is not (n−2, η, r, x0) symmetric for all η ∈ (0, η̄) and
r > 0. By definition of the singular strata, we conclude that for all 6p ∈H∗n,d the set of all singular points
of 6p belongs to Sn−3

η,r (p) for all η ∈ (0, η̄) and r > 0. �

At last, we are ready to prove Theorems 6.7 and 1.8.

Proof of Theorems 6.7 and 1.8. As noted earlier, Theorem 6.7 implies Theorem 1.8 by Lemma 6.6. Thus,
it suffices to establish the former. Assume A ⊆ Rn is closed and locally bilaterally well approximated
by H∗n,d for some M∗ > 1. Then A can be written as A = A1 ∪ A2 ∪ · · · ∪ Ad according to Theorem 1.1.
In particular, Uk = A1 ∪ · · · ∪ Ak is relatively open in A and locally bilaterally well approximated by
Hn,k for all 1≤ k ≤ d . Hence Uk is also locally bilaterally well approximated by H∗∗n,k for all 1≤ k ≤ d ,
because 9- Tan(A, x) ⊆ H∗n,d ∩Hn,k ⊆ H∗∗n,k for all x ∈ Uk by Theorem A.11 and Remark 6.5. Also,
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A \ A1 is closed in Rn, because A1 is relatively open in A and A is closed in Rn, and Ak is σ -compact for
each k ≥ 1, because Ak is relatively closed in Uk , Uk is relatively open in A, and A is closed in Rn. Our
goal is to prove that (i) dimM A \ A1 ≤ n− 3 and (ii) dimH Ak ≤ n− 4 for all even k ≥ 2.

We begin with a proof of (i). By Remark 6.5, H∗∗n,d is translation invariant and Hn,1 points are detectable
in H∗∗n,d . Thus, A \ A1 is locally unilaterally well approximated by singHn,1

H∗∗n,d by Theorem A.17. By
Lemma 6.11 and Theorem 6.10, the class singHn,1

H∗∗n,d admits an (n−3+η,C(n, d, η,M∗∗), 1) covering
profile for all η > 0. Thus, since A \ A1 is closed, we have dimM A \ A1 ≤ n− 3+ η for all η > 0 by
Theorem A.20. Letting η ↓ 0, we conclude dimM A \ A1 ≤ n− 3, as desired.

We now prove (ii). Let k ≥ 2 be even. By Remark 6.5, H∗∗n,k−1 is translation invariant and Hn,k−1 points
are detectable in H∗∗n,k . Thus, Ak =Uk \Uk−1 is locally unilaterally well approximated by singHn,k−1

H∗∗n,k
by Theorem A.17. By Lemma 6.8, the class singHn,k−1

H∗∗n,k admits an (n− 4,C(n), 1) covering profile.
Thus, since Ak is σ -compact, we have dimH Ak ≤ n−4 by Theorem A.21, as desired. Because Hausdorff
dimension is stable under countable unions, dimH A2 ∪ A4 ∪ · · · ≤ n− 4, as well. �

7. Boundary structure in terms of interior and exterior harmonic measures

Harmonic measure arises in classical analysis from the solution of the Dirichlet problem and in probability
as the exit distribution of Brownian motion. For nice introductions to harmonic measure, see the books
of Garnett and Marshall [2005] and Mörters and Peres [2010]. One of our motivations for this work is
the desire to understand the extent to which the structure of the boundary of a domain in Rn, n ≥ 2, is
determined by the relationship between harmonic measures in the interior and the exterior of the domain.
This problem can be understood as a free boundary regularity problem for harmonic measure. For an
in-depth introduction to free boundary problems for harmonic measure, see the book of Capogna, Kenig,
and Lanzani [Capogna et al. 2005].

Given a simply connected domain � ⊂ R2, bounded by a Jordan curve, let ω+ and ω− denote the
harmonic measures associated to �+ =� and �− = R2

\�, respectively, which are supported on their
common boundary ∂�= ∂�+ = ∂�−. Together, the theorems of McMillan, Makarov, and Pommerenke
(see [Garnett and Marshall 2005, Chapter VI]) show that

ω+� ω−� ω+ =⇒ ω+�H1
|G � ω+ and ω−�H1

|G � ω−

for some set G⊆ ∂� with σ -finite 1-dimensional Hausdorff measure and ω±(∂�\G)= 0; furthermore, in
this case, ∂� possesses a unique tangent line at Q for ω±-a.e. Q ∈ ∂�. Here Hs denotes the s-dimensional
Hausdorff measure of sets in Rn. Motivated by this result, Bishop [1992] asked whether if on a domain
in Rn, n ≥ 3,

ω+� ω−� ω+ =⇒ ω+�Hn−1
|G � ω+ and ω−�Hn−1

|G � ω− (7-1)

for some G ⊆ ∂� with σ -finite (n−1)-dimensional Hausdorff measure and ω±(∂� \G)= 0. In [Kenig
et al. 2009], Kenig, Preiss, and Toro proved that when �+ =�⊂ Rn and �− = Rn

\� are NTA domains
in Rn, n ≥ 3, the mutual absolute continuity of ω+ and ω− on a set E ⊆ ∂� implies that ω±|E has
upper Hausdorff dimension n − 1: there exists a set E ′ ⊆ E of Hausdorff dimension n − 1 such that
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ω±(E \ E ′)= 0, and ω±(E \ E ′′) > 0 for every set E ′′ ⊂ E with dimH E ′′ < n−1. Moreover, in this case
ω±|E �Hn−1

|E �ω±|E provided that Hn−1
|∂� is locally finite (see [Badger 2012; 2013, Remark 6.19]).

However, at present it is still unknown whether or not (7-1) holds on domains for which Hn−1
|∂� is not

locally finite. For some related inquiries, see the work of Lewis, Verchota, and Vogel [Lewis et al. 2005],
Azzam and Mourgoglou [2015], Bortz and Hofmann [2016].

Remark 7.1 (added in February 2017). Several months after the first version of this paper appeared on the
arXiv in September 2015, a solution to Bishop’s conjecture (7-1) was furnished by Azzam, Mourgoglou,
and Tolsa [Azzam et al. 2017b] and by Azzam, Mourgoglou, Tolsa, and Volberg [Azzam et al. 2016]. An
important tool in these works is a new “bounded Riesz transform” to “uniform rectifiability” criterion of
Girela-Sarrión and Tolsa [2016].

Finer information about the structure and size of the boundary under more stringent assumptions on
the relationship between ω+ and ω− has been obtained in [Kenig and Toro 2006; Badger 2011; 2013;
Badger and Lewis 2015; Engelstein 2016]. We summarize these results in Theorem 7.3 after recalling the
definition of the space VMO(dω) of functions of vanishing mean oscillation, which extends the space of
uniformly continuous bounded functions on ∂�.

Definition 7.2 [Kenig and Toro 2006, Definitions 4.2 and 4.3]. Let � ⊂ Rn be an NTA domain (with
the NTA constant R = ∞ when ∂� is unbounded) equipped with harmonic measure ω. We say that
f ∈ L2

loc(dω) belongs to BMO(dω) if and only if

sup
r>0

sup
Q∈∂�

(

/

∫
B(Q,r)

| f − fQ,r |
2 dω

)1/2

<∞,

where fQ,r = /

∫
B(Q,r) f dω denotes the average of f over the ball. We denote by VMO(dω) the closure

in BMO(dω) of the set of uniformly continuous bounded functions on ∂�.

Theorem 7.3. Assume that �+ = � ⊂ Rn and �− = Rn
\� are NTA domains (with the NTA constant

R = ∞ when ∂� is unbounded), equipped with harmonic measures ω± on �±. If ω+ � ω− � ω+

and the Radon–Nikodym derivative f = dω−/dω+ satisfies log f ∈ VMO(dω+), then the boundary ∂�
satisfies the following properties.

• There exist d ≥ 1 and M∗ > 1 depending on at most n and the NTA constants of �+ and �− such
that ∂� is locally bilaterally well approximated by H∗n,d [Kenig and Toro 2006].

• ∂� can be partitioned into disjoint sets 0k , 1≤ k ≤ d, such that x ∈ 0k if and only if x is an Fn,k

point of ∂�. Moreover, 01 is dense in ∂� and ω±(∂� \01)= 0 [Badger 2011].

• 01 is relatively open in ∂�, 01 is locally bilaterally well approximated by Hn,1, and 01 has Hausdorff
dimension n− 1 [Badger 2013].

• ∂� has upper Minkowski dimension n − 1 and ∂� \ 01 = 02 ∪ · · · ∪ 0d has upper Minkowski
dimension at most n− 2 [Badger and Lewis 2015].

• If log f ∈ C l,α for some l ≥ 0 and α > 0 (resp. log f ∈ C∞, log f real analytic), then 01 is a C l+1,α

(resp. C∞, real analytic) (n−1)-dimensional manifold [Engelstein 2016].
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Remark 7.4. The statements from [Kenig and Toro 2006] and [Badger 2011] recorded in Theorem 7.3
were obtained by showing that the pseudotangent measures of the harmonic measures ω± of �± are
“polynomial harmonic measures” in [Kenig and Toro 2006] and by studying the “separation at infinity”
of cones of polynomial harmonic measures associated to polynomials of different degrees in [Badger
2011] (also see [Kenig et al. 2009]). The statements from [Badger 2013] and [Badger and Lewis 2015]
are forerunners to and motivated the statement and proof of Theorem 1.1 in this paper. However, we wish
to emphasize that the structure theorem [Badger 2013, Theorem 5.10] and dimension estimate on the
singular set ∂� \01 in [Badger and Lewis 2015, Theorem 9.3] required existence of the decomposition
from [Badger 2011] as part of their hypotheses. By contrast, in this paper, we are able to establish the
decomposition A= A1∪· · ·∪Ad and obtain dimension estimates on the singular set A\A1 in Theorem 1.1
directly, without any reference to harmonic measure or dependence on [Badger 2011].

Theorem 1.1 and 1.8 of the present paper yield several new pieces of information about the boundary
of complimentary NTA domains with log f ∈ VMO(dω+), which we record in Theorem 7.5.

Theorem 7.5. Under the hypothesis of Theorem 7.3, the boundary ∂� = 01 ∪ · · · ∪ 0d satisfies the
following additional properties:

(i) For all 1≤ k ≤ d , the set Uk := 01 ∪ · · · ∪0k is relatively open in ∂� and 0k+1 ∪ · · · ∪0d is closed.

(ii) For all 1≤ k ≤ d , the set Uk is locally bilaterally well approximated by H∗∗n,k .

(iii) For all 1≤ k ≤ d, the boundary ∂� is locally bilaterally well approximated along 0k by F∗∗n,k , i.e.,

lim supr↓0 supx∈K 2
F∗∗n,k
∂� (x, r)= 0 for every compact set K ⊆ 0k .

(iv) For all 1≤ l < k ≤ d , the set Ul is relatively open in Uk and 0l+1∪· · ·∪0k is relatively closed in Uk .

(v) ∂� \01 = 02 ∪ · · · ∪0d has upper Minkowski dimension at most n− 3.

(vi) The even singular set 02 ∪04 ∪ · · · has Hausdorff dimension at most n− 4.

(vii) When n ≥ 3, the singular set ∂� \01 has Newtonian capacity zero.

Proof. Parts (i) and (iv) of the theorem are a direct consequence of Theorem 1.1. Parts (ii) and (iii) follow
from Theorem 1.1 in conjunction with Lemma 6.6, Theorem A.11, and Remark 6.5 (see the proof of
Theorem 1.8). Parts (v) and (vi) are a direct consequence of Theorem 1.8. Newtonian capacity in Rn,
n ≥ 3, is precisely the Riesz (n−2)-capacity. Thus, part (vii) follows from (v) and the fact that sets of
finite s-dimensional Hausdorff measure have Riesz s-capacity zero (see, e.g., [Mörters and Peres 2010,
Chapter 4] or [Mattila 1995, Chapter 8]). �

Remark 7.6. The dimension bounds (v) and (vi) in Theorem 7.5 are sharp by example. See Remark 1.10
and Remark 6.5.

Remark 7.7. The fact that ∂� \01 has Newtonian capacity zero implies ω±(∂� \01)= 0; see [Mörters
and Peres 2010, Chapter 8].



1484 MATTHEW BADGER, MAX ENGELSTEIN AND TATIANA TORO

Appendix A: Local set approximation

A general framework for describing bilateral and unilateral approximations of a set A ⊆ Rn by a class S
of closed “model” sets is developed in [Badger and Lewis 2015]. In this appendix, we give a brief,
self-contained abstract of the main definitions and theorems from this framework as used above, but refer
the reader to [Badger and Lewis 2015] for full details and further results. The principal results are two
structure theorems for Reifenberg-type sets; see Theorems A.14 and A.17.

Distances between sets. If A, B⊆Rn are nonempty sets, the excess of A over B is the asymmetric quantity
defined by ex(A, B) = supa∈A infb∈B |a − b| ∈ [0,∞]. By convention, one also defines ex(∅, B) = 0,
but leaves ex(A,∅) undefined. The excess is monotone,

ex(A, B)≤ ex(A′, B ′) whenever A ⊆ A′ and B ⊇ B ′,

and satisfies the triangle inequality,

ex(A,C)≤ ex(A, B)+ ex(B,C).

When A = {x} for some x ∈ Rn, the excess ex({x}, B) is usually called the distance of x to B and is
denoted by dist(x, B).

For all x ∈ Rn and r > 0, let B(x, r) denote the open ball with center x and radius r . (In [Badger
and Lewis 2015], B(x, r) denotes the closed ball, but see Remark 2.4 in that paper.) For arbitrary sets
A, B ⊆ Rn with B nonempty and for all x ∈ Rn and r > 0, define the relative excess of A over B in
B(x, r) by

d̃ x,r (A, B)= r−1 ex
(

A∩ B(x, r), B
)
∈ [0,∞).

Also, for all sets A, B ⊆ Rn with A and B nonempty and for all x ∈ Rn and r > 0, define the relative
Walkup–Wets distance between A and B in B(x, r) by

D̃x,r
[A, B] =max

{
d̃ x,r (A, B), d̃ x,r (B, A)

}
∈ [0,∞).

Observe that D̃x,r
[A, B] ≤ 2 if both A∩ B(x, r) and B ∩ B(x, r) are nonempty; and D̃x,r

[A, B] ≤ 1 if
both x ∈ A and x ∈ B.

Lemma A.1 [Badger and Lewis 2015, Lemma 2.2, Remark 2.4]. Let A, B,C ⊆ Rn be nonempty sets, let
x, y ∈ Rn, and let r, s > 0. Then we have the following properties:

• closure: D̃x,r
[A, B] = D̃x,r

[A, B] = D̃x,r
[A, B] = D̃x,r

[A, B].

• containment: D̃x,r
[A, B] = 0 if and only if A∩ B(x, r)= B ∩ B(x, r).

• quasimonotonicity: If B(x, r)⊆ B(y, s), then D̃x,r
[A, B] ≤ (s/r)D̃y,s

[A, B].

• strong quasitriangle inequality: If d̃ x,r (A, B)≤ ε1 and d̃ x,r (C, B)≤ ε2, then

D̃x,r
[A,C] ≤ (1+ ε2)D̃x,(1+ε2)r [A, B] + (1+ ε1)D̃x,(1+ε1)r [B,C].
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• weak quasitriangle inequalities: If x ∈ B, then

D̃x,r
[A,C] ≤ 2D̃x,2r

[A, B] + 2D̃x,2r
[B,C].

If B ∩ B(x, r) 6=∅, then

D̃x,r
[A, B] ≤ 3D̃x,3r

[A, B] + 3D̃x,3r
[B,C].

• scale invariance: D̃x,r
[A, B] = D̃λx,λr

[λA, λB] for all λ > 0.

• translation invariance: D̃x,r
[A, B] = D̃x+z,r

[z+ A, z+ B] for all z ∈ Rn.

Remark A.2. The relative Hausdorff distance between A and B in B(x, r), defined by

Dx,r
[A, B] = r−1 max

{
ex
(

A∩ B(x, r), B ∩ B(x, r)
)
, ex

(
B ∩ B(x, r), A∩ B(x, r)

)}
whenever A ∩ B(x, r) and B ∩ B(x, r) are both nonempty, is a common, better-known variant of the
relative Walkup–Wets distance. We note that D̃x,r

[A, B] ≤ Dx,r
[A, B] whenever both quantities are

defined. Although the relative Hausdorff distance satisfies the triangle inequality rather than just the
weak and strong quasitriangle inequalities enjoyed by the relative Walkup–Wets distance, the relative
Hausdorff distance fails to be quasimonotone (see [Badger and Lewis 2015, Remark 2.3]). This makes
the relative Hausdorff distance unsuitable for use in the local set approximation framework below. The
use of the relative Walkup–Wets distance is deliberate and ensures that one can obtain structure theorems
for Reifenberg-type sets.

Attouch–Wets topology, tangent sets, and pseudotangent sets. Let C(Rn) denote the collection of all
nonempty closed sets in Rn. Let C(0) denote the subcollection of all nonempty closed sets in Rn containing
the origin. We endow C(Rn) and C(0) with the Attouch–Wets topology (see [Beer 1993, Chapter 3] or
[Rockafellar and Wets 1998, Chapter 4], i.e., the topology described by the following theorem.

Theorem A.3 [Badger and Lewis 2015, Theorem 2.5]. There exists a metrizable topology on C(Rn) in
which a sequence (Ai )

∞

i=1 in C(Rn) converges to a set A ∈ C(Rn) if and only if

lim
i→∞

ex
(

Ai ∩ B(0, r), A
)
= 0 and lim

i→∞
ex
(

A∩ B(0, r), Ai
)
= 0 for all r > 0.

Moreover, in this topology, C(0) is sequentially compact; i.e., for any sequence (Ai )
∞

i=1 in C(0) there
exists a subsequence (Ai j )

∞

j=1 and A ∈ C(0) such that (Ai j )
∞

j=1 converges to A in the sense above.

We write Ai→ A or A= limi→∞ A (in C(Rn)) to denote that a sequence of (Ai )
∞

i=1 in C(Rn) converges
to a set A ∈ C(Rn) in the Attouch–Wets topology. If each set Ai ∈ C(0), then we may write Ai → A in
C(0) to emphasize that A ∈ C(0), as well.

Lemma A.4 [Badger and Lewis 2015, Lemma 2.6]. Let A, A1, A2, . . .∈C(R
n). The following statements

are equivalent:

(i) Ai → A in C(Rn).

(ii) limi→∞ D̃x,r
[Ai , A] = 0 for all x ∈ Rn and for all r > 0.

(iii) limi→∞ D̃x0,rj [Ai , A] = 0 for some x0 ∈ Rn and for some sequence rj →∞.
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The notions of tangent sets and pseudotangent sets of a closed set in the following definition are
modeled on notions of tangent measures (introduced by Preiss [1987]) and pseudotangent measures
(introduced by Kenig and Toro [1999]) of a Radon measure.

Definition A.5 [Badger and Lewis 2015, Definition 3.1]. Let T ∈ C(0), let A ∈ C(Rn), and let x ∈ A. We
say that T is a pseudotangent set of A at x if there exist sequences xi ∈ A and ri > 0 such that xi → x ,
ri → 0, and

A− xi

ri
→ T in C(0).

If xi = x for all i , then we call T a tangent set of A at x . Let 9- Tan(A, x) and Tan(A, x) denote the
collections of all pseudotangent sets of A at x and all tangent sets of A at x , respectively.

Lemma A.6 [Badger and Lewis 2015, Remark 3.3, Lemmas 3.4 and 3.5]. Tan(A, x) and 9- Tan(A, x)
are closed in C(0) and are nonempty for all A ∈ C(Rn) and x ∈ A. Moreover,

• If T ∈ Tan(A, x) and λ > 0, then λA ∈ Tan(A, x).

• If T ∈9- Tan(A, x) and λ > 0, then λT ∈9- Tan(A, x).

• If T ∈9- Tan(A, x) and y ∈ T , then T − y ∈9- Tan(A, x).

Reifenberg-type sets and Mattila–Vuorinen-type sets.

Definition A.7 [Badger and Lewis 2015, Definitions 4.1 and 4.7]. Let A ⊆ Rn be nonempty.

(i) A local approximation class S is a nonempty collection of closed sets in C(0) such that S is a cone;
that is, for all S ∈ S and λ > 0, λS ∈ S.

(ii) For every x ∈ Rn and r > 0, define the bilateral approximability 2S
A(x, r) of A by S at location x

and scale r by
2S

A = inf
S∈S

D̃x,r
[A, x + S] ∈ [0,∞).

(iii) We say that x ∈ A is an S point of A if limr↓02
S
A(x, r)= 0.

(iv) We say that A is locally bilaterally ε-approximable by S if for every compact set K ⊆ A there exists
rK such that 2S

A(x, r)≤ ε for all x ∈ K and 0< r ≤ rK .

(v) We say that A is locally bilaterally well approximated by S if A is locally bilaterally ε-approximable
by S for all ε > 0.

(vi) For every x ∈ Rn and r > 0, define the unilateral approximability βS
A(x, r) of A by S at location x

and scale r by
βS

A(x, r)= inf
S∈S

d̃ x,r (A, x + S) ∈ [0, 1].

(vii) We say that A is locally unilaterally ε-approximable by S if for every compact set K ⊆ A there
exists rK such that βS

A(x, r)≤ ε for all x ∈ K and 0< r ≤ rK .

(viii) We say that A is locally unilaterally well approximated by S if A is locally unilaterally ε-approximable
by S for all ε > 0.
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Remark A.8. Sets that are bilaterally approximated by S are called Reifenberg-type sets and sets that are
unilaterally approximated by S are called Mattila–Vuorinen-type sets with deference to pioneering work
of Reifenberg [1960] and Mattila and Vuorinen [1990], which investigated, respectively, regularity of sets
that admit locally uniform bilateral and unilateral approximations by S = G(n,m), the Grassmannian of
m-dimensional subspaces of Rn. The concept of (unilateral) approximation numbers first appeared in
the work of Jones [1990] in connection with the analyst’s traveling salesman theorem. For additional
background, including examples of Reifenberg-type sets that have appeared in the literature, see the
introduction of [Badger and Lewis 2015].

Remark A.9. For any nonempty closed set A ⊆ Rn and point x ∈ A, the set Tan(A, x) of tangent sets
of A at x and the set 9- Tan(A, x) of pseudotangent sets of A at x are local approximation classes
by Lemma A.6. We also note that from the definitions, it is immediate that any set A ⊆ Rn which is
locally bilaterally well approximated by some local approximation class S is also locally unilaterally well
approximated by S.

The following essential properties of bilateral approximation numbers appear across a number of
lemmas in [Badger and Lewis 2015, §4], which we consolidate into a single theorem statement; see
Lemma 7.2 of that paper for the analogous properties of unilateral approximation numbers.

Lemma A.10 [Badger and Lewis 2015, §4, Remark 2.4]. Let S be a local approximation class, let A⊆Rn

be nonempty, let x, y ∈ Rn, and let r, s > 0. Then we have the following properties:

• size: 0≤2S
A(x, r)− dist(x, A)/r ≤ 1; thus, 0≤2S

A(x, r)≤ 1 for all x ∈ A.

• scale invariance: 2S
A(x, r)=2

S
λA(λx, λr) for all λ > 0.

• translation invariance: 2S
A(x, r)=2

S
A+z(x + z, r) for all z ∈ Rn.

• closure: 2S
A(x, r)=2

S
A
(x, r).

• quasimonotonicity: If B(x, r)⊆ B(y, s) and |x − y| ≤ ts, then

2S
A(x, r)≤

s
r
[
t + (1+ t)2S

A(y, (1+ t)s)
]
.

In particular, if r < s, then 2S
A(x, r)≤ (s/r)2S

A(x, s).

• limits: If A, A1, A2, . . . ∈ C(R
n) and Ai → A in C(Rn), then

1
1+ ε

lim sup
i→∞

2S
Ai

(
x,

r
1+ ε

)
≤2S

A(x, r)≤ (1+ ε) lim inf
i→∞

2S
Ai
(x, r(1+ ε)) for all ε > 0.

The notions of S points and locally bilaterally and unilaterally well-approximated sets admit the
following characterizations in terms of tangent sets and pseudotangent sets. Here S denotes the closure
of S in C(0) with respect to the Attouch–Wets topology.

Theorem A.11 [Badger and Lewis 2015, Corollaries 4.12 and 4.15, Lemma 7.7, Theorem 7.10]. Let S
be a local approximation class and let A ⊆ Rn be a nonempty set and let x0 ∈ A. Then

(i) x0 is an S point of A if and only if Tan(A, x0)⊆ S;
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(ii) A is locally bilaterally well approximated by S if and only if

9- Tan(A, x)⊆ S for all x ∈ A;

(iii) A is locally unilaterally well approximated by S if and only if

9- Tan(A, x)⊆ {T ∈ C(0) : T ⊆ S for some S ∈ S} for all x ∈ A.

Detectability and structure theorems for Reifenberg-type sets.

Definition A.12 [Badger and Lewis 2015, Definition 5.8]. Let T and S be local approximation classes.
We say that T points are detectable in S if there exist a constant φ > 0 and a function 8 : (0, 1)→ (0,∞)
with lim infs→0+8(s)= 0 such that if S ∈ S and 2T

S (0, r) < φ, then 2T
S (0, sr) < 8(s) for all s ∈ (0, 1).

To emphasize a choice of φ and 8, we may say that T points are (φ,8) detectable in S.

Definition A.13 [Badger and Lewis 2015, Definition 5.1]. Let T be a local approximation class. The
bilateral singular class of T is the local approximation class T ⊥ given by

T ⊥ =
{

Z ∈ C(0) : lim inf
r↓0

2T
Z (0, r) > 0

}
= {Z ∈ C(0) : Tan(Z , 0)∩ T =∅}.

The following structure theorem decomposes a set A⊆ Rn that is locally bilaterally well approximated
by S into an open “regular part” AT and closed “singular part” AT ⊥ , on the condition that “regular”
T points are detectable in S.

Theorem A.14 [Badger and Lewis 2015, Theorem 6.2, Corollaries 6.6 and 5.12]. Let T and S be local
approximation classes. Suppose T points are (φ,8) detectable in S. If A ⊆ Rn is locally bilaterally well
approximated by S, then A can be written as a disjoint union

A = AT ∪ AT ⊥ (AT ∩ AT ⊥ =∅),
where

(i) 9- Tan(A, x)⊆ S ∩ T for all x ∈ AT , and

(ii) Tan(A, x)⊆ S ∩ T ⊥ = {S ∈ S :2T
S (0, r)≥ φ for all r > 0} for all x ∈ AT ⊥ .

Moreover:

(iii) AT is relatively open in A and AT is locally bilaterally well approximated by T .

(iv) A is locally bilaterally well approximated along AT ⊥ by S ∩ T ⊥ in the sense that

lim sup
r↓0

sup
x∈K

2S∩T ⊥
A (x, r)= 0

for all compact sets K ⊆ AT ⊥ .

Remark A.15. Suppose T points are (φ,8) detectable in S and A is locally bilaterally well approximated
by S. From the proof that AT is open in the proof of [Badger and Lewis 2015, Theorem 6.2], there
exist constants α, β > 0 depending only on φ and 8 such that if 2S

A(x, r
′) < α for all 0 < r ′ ≤ r and

2T
A (x, r) < β for some x ∈ A and r > 0, then x ∈ AT .
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A local approximation class S is called translation invariant if for all S ∈ S and x ∈ S, S− x ∈ S. It is
an exercise to show that if S is translation invariant, then its closure S is translation invariant, as well. If
T and S are local approximation classes such that

S is translation invariant, and T points are (φ,8) detectable in S, (A-1)

then every set X ∈S is locally (in fact, globally) bilaterally well approximated by S, whence X= XT ∪XT ⊥

and XT ⊥ is closed (since X is closed) by Theorem A.14.

Definition A.16 [Badger and Lewis 2015, Definition 7.12]. Let T and S be local approximation classes.
Assume (A-1). We define the local approximation class of T singular parts of sets in S by singT S =
{XT ⊥ : X ∈ S and 0 ∈ XT ⊥}.

Theorem A.17 [Badger and Lewis 2015, Theorem 7.14]. Let T and S be local approximation classes.
Assume (A-1). If A ⊆ Rn is locally bilaterally well approximated by S, then AT ⊥ is locally unilaterally
well approximated by singT S.

Covering profiles and dimension bounds for Mattila–Vuorinen-type sets. Finally, we record two upper
bounds on the dimension of sets that are locally unilaterally well approximated by a local approximation
class S with a uniform covering profile. Additional quantitative bounds for locally unilaterally ε-
approximable sets may be found in [Badger and Lewis 2015, §8].

For reference, let us recall a definition of Minkowski dimension; e.g., see [Mattila 1995].

Definition A.18. Let A ⊆ Rn, let x ∈ Rn, and let r, s > 0. The (intrinsic) s-covering number of A is
defined by

N(A, s) :=min
{

k ≥ 0 : A ⊆
k⋃

i=1

B(ai , s) for some ai ∈ A
}
.

For bounded sets A ⊆ Rn, the upper Minkowski dimension of A is given by

dimM(A)= lim sup
s↓0

log(N(A, s))
log(1/s)

.

For unbounded sets A ⊆ Rn, the upper Minkowski dimension of A is given by

dimM(A)= lim
t↑∞

(dimM A∩ B(0, t)).

Letting dimH (A) denote the usual Hausdorff dimension of a set A ⊆ Rn,

0≤ dimH (A)≤ dimM(A)≤ n for all A ⊆ Rn,

with dimH (A) < dimM(A) for certain sets. For the definition of Hausdorff dimension, several equivalent
definitions of Minkowski dimension, and related results, we refer the reader to [Mattila 1995].

Definition A.19 [Badger and Lewis 2015, Definitions 8.2 and 8.4]. Let S be a local approximation
class. We say that S has an (α,C, s0) covering profile for some α > 0, C > 0, and s0 ∈ (0, 1] provided
N(S ∩ B(0, r), sr)≤ Cs−α for all S ∈ S, r > 0, and s ∈ (0, s0].
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Theorem A.20 [Badger and Lewis 2015, Corollary 8.9]. Let S be a local approximation class such that
S has an (α,C, s0) covering profile. If A ⊆ Rn is closed and A is locally unilaterally well approximated
by S, then dimM(A)≤ α.

Theorem A.21 [Badger and Lewis 2015, Corollary 8.12]. Let S be a local approximation class such that
S has an (α,C, s0) covering profile. If the subspace topology on A ⊆ Rn is σ -compact and A is locally
unilaterally well approximated by S, then dimH (A)≤ α.

Appendix B: Limits of complimentary NTA domains

For reference, let us recall that a connected open set �⊂ Rn is called an NTA domain (see Definition 6.1
and Remark 6.2) if there exist constants M > 1 and R > 0 for which the following are true:

(i) � satisfies the corkscrew condition: for all Q ∈ ∂� and 0 < r < R, there exists x ∈ �∩ B(Q, r)
such that dist(x, ∂�) > M−1r .

(ii) Rn
\� satisfies the corkscrew condition.

(iii) � satisfies the Harnack chain condition: if x1, x2 ∈�∩ B
(
Q, 1

4r
)

for some Q ∈ ∂� and 0< r < R,
and dist(x1, ∂�) > δ, dist(x2, ∂�) > δ, and |x1 − x2| < 2lδ for some δ > 0 and l ≥ 1, then there
exists a chain of no more than Ml overlapping balls connecting x1 to x2 in � such that for each ball
B = B(x, s) in the chain

M−1s < gap(B, ∂�) < Ms, gap(B, ∂�)= inf
x∈B

inf
y∈∂�
|x − y|,

diam B > M−1 min{dist(x1, ∂�), dist(x2, ∂�)}, diam B = sup
x,y∈B

|x − y|.

The constants M and R are called NTA constants of �, and the value R =∞ is allowed when ∂� is
unbounded. Lemma 6.3 asserts that if Rn

\0i =�
+

i ∪�
−

i , where �+i and �−i are complimentary NTA
domains with NTA constants M and R independent of i , and 0i → 0 6=∅ in the Attouch–Wets topology,
then Rn

\0 =�+ ∪�−, where �+ and �− are complimentary NTA domains with constants 2M and R.

Proof of Lemma 6.3. Assume that we are given a sequence (0i , �
+

i , �
−

i ), constants M and R, and a
set 0 satisfying the hypothesis of the lemma. We note and will frequently use below that Rn

\�±i =�
∓

i ,
0i = ∂�

±

i , and Rn
=�+i ∪0i ∪�

−

i by the separation condition on 0i and the corkscrew conditions for �±i .

Step 0 (definition of �+ and �−). Because the sequence (0i )
∞

i=1 does not escape to infinity (as 0i → 0),
neither do (�±i )

∞

i=1. Thus, there is a subsequence of (0i , �
+

i , �
−

i ) (which we relabel) and nonempty
closed sets F+, F− ⊆ Rn such that �±i → F±. Here and below, convergence of a sequence of nonempty
closed sets in Rn is always taken with respect to the Attouch–Wets topology; we refer the reader to the first
two subsections of Appendix A for a brief introduction to this topology and to [Rockafellar and Wets 1998,
Chapter 4] or [Beer 1993, Chapter 3] for the rest of the story. Consider the open sets�+ and�− defined by

�+ = Rn
\ F− and �− = Rn

\ F+.
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We will show that Rn
\ 0 = �+ ∪�− and �+ and �− are complementary NTA domains with NTA

constants 2M and R.

Step 1
2 (�+, 0, and �− are disjoint). First, because 0i ⊆�

±

i for all i ≥ 1, 0i → 0, and �±i → F±, we
have 0 ⊆ F±, as well. Hence, by the definition of �±,

0 ∩�± ⊆ F∓ ∩�± = F∓ \ F∓ =∅.

Next, suppose that x ∈�±. Then x 6∈ F∓, whence dist(x, F∓)= δ for some δ > 0. Since �∓i → F∓, it
follows that dist(x, �∓i )≥

1
2δ for all i�1. In particular, x ∈�±i ⊆�

±

i for all i�1, because Rn
\�∓i =�

±

i .
Since �±i → F±, we obtain x ∈ F±. Thus, x 6∈�∓ whenever x ∈�±. We conclude that �+ ∩�− =∅.

Step 1 (Rn
=�+∪0∪�−). Let x ∈Rn. Because Rn

=�+i ∪�
−

i , at least one of the following alternatives
occur: x ∈ �+i for infinitely many i or x ∈ �−i for infinitely many i . Hence x ∈ F+ or x ∈ F−, since
�+i → F+ and �−i → F−. As x was arbitrary, we have

Rn
= F+ ∪ F− = (F+ \ F−)∪ (F+ ∩ F−)∪ (F− \ F+)=�+ ∪ (F+ ∩ F−)∩�−.

Therefore, as soon as we show that F+ ∩ F− = 0, we will have Rn
=�+ ∪0 ∪�+.

To prove that F+ ∩ F− ⊆ 0, suppose that y ∈ F+ ∩ F−. Since �±i → F±, we can locate points
y±i ∈ �

±

i such that y±i → y. The line segment between y+ and y− must intersect 0i = �
+

i ∩�
−

i , say
Qi ∈ [y+i , y−i ] ∩0i . Then Qi → y, and because 0i → 0, we obtain y ∈ 0. Thus, F+ ∩ F− ⊆ 0.

To prove that 0 ⊆ F+ ∩ F−, suppose that z ∈ 0. Since 0i → 0, there exists zi ∈ 0i such that zi → 0.
Because 0i = ∂�

+
= ∂�−, we can locate points z±i ∈ �

±

i ∩ B(zi , 1/ i). Then z±i → z, and because
�±i → F±, we obtain z ∈ F+ ∩ F−. Thus, 0 ⊆ F+ ∩ F−.

Step 3
2 (∂�± ⊆ 0). Since �+ and �− are open and disjoint by Steps 0 and 1

2 , �± coincides with the
interior of �± and �∓ is contained in the exterior of �±. Therefore, the boundary of �± must be
contained in Rn

\ (�± ∪�∓)= 0 by Step 1.

Step 2 (Corkscrew condition for �±). Suppose that Q ∈ ∂�± and 0< r < R. By Step 3
2 , Q ∈ 0. Since

0i → 0, there exists Qi ∈ 0i = ∂�
±

i such that Qi → Q. By the corkscrew condition for �±i , there exists
a point y±i ∈�

±

i ∩ B
(
Qi ,

3
4r
)

such that

dist(y±i , �
∓

i )= dist(y±i , ∂�
±

i ) >
3r

4M
.

Assume i ≥ 1 is sufficiently large that

y±i ∈ B
(
Qi ,

3
4r
)
⊂ B

(
Q, 4

5r
)

and dist(y±i , F∓)≤ |y±i − Q|< 4
5r.

Then dist(y±i , F∓)= dist
(
y±i , F∓ ∩ B

(
Q, 4

5r
))

. Hence, by the triangle inequality for excess,

dist(y±i , �
∓

i )≤ dist
(
y±i , F∓ ∩ B

(
Q, 4

5r
))
+ ex

(
F∓ ∩ B

(
Q, 4

5r
)
, �∓i

)
= dist(y±i , F∓)+ ex

(
F∓ ∩ B

(
Q, 4

5r
)
, �∓i

)
.
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The last term vanishes as i→∞, since �∓i → F∓ in the Attouch–Wets topology. Thus,

dist(y±i , F∓)≥ dist(y±i , �
∓

i )− ex
(
F∓ ∩ B

(
Q, 4

5r
)
, �∓i

)
>

2r
3M

for all i � 1. (B-1)

By compactness, we can choose subsequences (y±i j )
∞

j=1 of (y±i )
∞

i=1 such that y±i j → y± for some
y± ∈ B

(
Q, 4

5r
)
⊂ B(Q, r). By (B-1), it follows that dist(y±, F∓) ≥ 2r/(3M) > r/(2M). Thus,

y± ∈�± ∩ B(Q, r) and
dist(y±, ∂�±)= dist(y±, F∓) > r

2M
.

Therefore, �± satisfies the corkscrew condition with constants 2M and R. We note that by an obvious
modification of the argument, one can show that �± satisfies the corkscrew condition with constants M ′

and R for all M ′ > M .

Step 5
2 (∂�± = 0). By Step 3

2 , ∂�± ⊆ 0. To see that 0 ⊆ ∂�±, suppose that Q ∈ 0. By the proof of
Step 2, the ball B(Q, r) contains points in �± for all 0 < r < R. Because �∓ is disjoint from �±, it
follows that Q ∈ ∂�±. We conclude that ∂�± = 0.

Step 3 (Harnack chain condition for �±). Assume that x1, x2 ∈�
±
∩ B

(
Q, 1

4r
)

for some Q ∈ 0 = ∂�±

and 0< r < R. Furthermore, assume that δ1 :=dist(x1, ∂�)>δ, δ2 :=dist(x2, ∂�)>δ, and |x1−x2|<2lδ

for some δ > 0 and l ≥ 1. We must show that x1 can be connected to x2 in�± by a “short” chain of balls in
�± remaining “far away” from the boundary ∂�±, or equivalently, remaining “far away” from F∓. Since
0i → 0, there exists Qi ∈ �

±

i such that Qi → Q. Because �∓i → F∓ in the Attouch–Wets topology,
for all i ≥ 1 sufficiently large, r(1+ |Q− Qi |) < R, x1, x2 ∈�

±

i ∩ B
(
Qi ,

1
4r(1+ |Q− Qi |)

)
, and

dist(x1, ∂�
±

i ) >
1
2δ1 >

1
2δ, dist(x2, ∂�

±

i ) >
1
2δ2 >

1
2δ, |x1− x2|< 2lδ = 2l+1 1

2δ.

(The details are similar to those written in the proof of the corkscrew condition in Step 2.) By the Harnack
chain condition for �±i , we can find a chain of no more than M(l + 1)≤ 2Ml balls connecting x1 to x2

in �±i such that for each ball B = B(x, s) in the chain,

M−1s < gap(B, ∂�±i ) < Ms

and
diam B > M−1 min{dist(x1, ∂�

±

i ), dist(x2, ∂�
±

i )}.

Since �∓i → F∓ in the Attouch–Wets topology, it follows that for all sufficiently large i ,

(2M)−1s < gap(B, ∂�±) < 2Ms

and
diam B > (2M)−1 min{dist(x1, ∂�

±), dist(x2, ∂�
±)}.

(Again, the details are similar to those in Step 2.) By the gap condition, we also know each ball in the
chain belongs to �±. Therefore, �± satisfies the Harnack chain condition with constants 2M and R. We
remark that given the discrete nature of the constant in the Harnack chain condition (counting balls), we
cannot expect to be able to replace 2M by λM for arbitrary λ > 1.
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Step 4 (�+ and �− are connected). It is well known that every NTA domain is a uniform domain with
constants that depend only on the interior corkscrew condition and Harnack chain condition; e.g., see
[Azzam et al. 2017a, Theorem 2.15]. Explicitly, this means that for every M > 1 and R > 0, there
exist C > 1 and c ∈ (0, 1) such that for every NTA domain �⊆ Rn with NTA constants M and R, and
for every x0, x1 ∈ �, there exists a continuous path γ : [0, 1] → � such that γ (0) = x0, γ (1) = x1,
length(γ )≤ C |x0− x1|, and dist(γ (t), ∂�)≥ c min{dist(x0, ∂�), dist(x1, ∂�)} for all t ∈ [0, 1].

Let x0 and x1 be arbitrary distinct points in �±, and set

δ =min
{
dist(x0, ∂�

±), dist(x1, ∂�
±)
}
=min

{
dist(x0, F∓), dist(x1, F∓)

}
.

Assign B = B(x0, 3C |x0− x1| + 3δ), where C is the constant from the previous paragraph. Note that B
contains x0, x1, and every path passing through x0 of length no greater than C |x0−x1|, and the closest point
in F∓ for each item listed above, with room to spare. Since �∓i → F∓ in the Attouch–Wets topology,

ex(�∓i ∩ B, F∓) < 1
3 cδ and ex(F∓ ∩ B, �∓i ) <

1
3 cδ for all i � 1, (B-2)

where c is the constant from the previous paragraph. Pick any i such that (B-2) holds. Then dist(x0, �
∓

i )≥(
1− 1

3 c
)
δ > 2

3δ and dist(x1, �
∓

i )≥
(
1− 1

3 c
)
δ > 2

3δ. In particular, x0, x1 ∈�
±

i and

min
{
dist(x0, ∂�

±

i ), dist(x1, ∂�
±

i )
}
> 2

3δ.

Since�±i is an NTA domain with NTA constants M and R, by the previous paragraph we can find a contin-
uous path γ : [0, 1]→�±i such that γ (0)= x0, γ (1)= x1, length(γ )≤C |x0− x1|, and dist(γ (t),�∓i )=
dist(γ (t), ∂�±i ) >

2
3 cδ for all t ∈ [0, 1]. Using (B-2) once again, we obtain dist(γ (t), F∓) > 1

3 cδ for all
t ∈ [0, 1]. In particular, γ (t) ∈�± for all t ∈ [0, 1]. Thus, γ is a continuous path joining x0 to x1 inside
the set �±. Since x0 and x1 were fixed arbitrarily, we conclude that �± is connected.

Conclusion. We have shown that Rn
\ 0 = �+ ∪�− (Step 1), where �+ and �− are open (Step 0),

connected (Step 4), and satisfy corkscrew (Step 2) and Harnack chain conditions (Step 3) with constants
2M and R. Therefore, Rn

\0 =�+∪�− is the union of complimentary NTA domains �+ and �− with
NTA constants 2M and R, as desired. �
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FUGLEDE’S SPECTRAL SET CONJECTURE FOR CONVEX POLYTOPES

RACHEL GREENFELD AND NIR LEV

Let � be a convex polytope in Rd. We say that � is spectral if the space L2(�) admits an orthogonal
basis consisting of exponential functions. There is a conjecture, which goes back to Fuglede (1974), that
� is spectral if and only if it can tile the space by translations. It is known that if � tiles then it is spectral,
but the converse was proved only in dimension d = 2, by Iosevich, Katz and Tao.

By a result due to Kolountzakis, if a convex polytope � ⊂ Rd is spectral, then it must be centrally
symmetric. We prove that also all the facets of � are centrally symmetric. These conditions are necessary
for � to tile by translations.

We also develop an approach which allows us to prove that in dimension d = 3, any spectral convex
polytope � indeed tiles by translations. Thus we obtain that Fuglede’s conjecture is true for convex
polytopes in R3.

1. Introduction

1A. Let �⊂ Rd be a bounded, measurable set of positive Lebesgue measure. A countable set 3⊂ Rd is
called a spectrum for � if the system of exponential functions

E(3)= {eλ}λ∈3, eλ(x)= e2π i〈λ,x〉, (1-1)

constitutes an orthogonal basis in L2(�), that is, the system is orthogonal and complete in the space. A
set � which admits a spectrum 3 is called a spectral set.

The classical example of such a situation is when� is the unit cube in Rd, and3 is the integer lattice Zd.
Which other sets � are spectral? The study of this problem was initiated by Fuglede [1974]. For example,
in that paper it was shown that a triangle and a disk in the plane are not spectral sets.

The set� is said to tile the space by translations along a countable set3⊂Rd if the family of sets�+λ,
λ ∈3, constitutes a partition of Rd up to measure zero. In this case we will say that �+3 is a tiling.
Fuglede [1974] observed the following connection between the concepts of spectrality and tiling:

Let 3 be a lattice. If �+3 is a tiling, then the dual lattice 3∗ is a spectrum for �, and also the
converse is true.

Here, by a lattice we mean the image of Zd under some invertible linear transformation, and the dual
lattice is the set of all vectors λ∗ such that 〈λ, λ∗〉 ∈ Z, λ ∈3.

Fuglede conjectured that the spectral sets could be characterized in geometric terms using the concept
of tiling in the following way: the set � is spectral if and only if it can tile the space by translations. This
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conjecture inspired extensive research over the years, and a number of interesting results supporting the
conjecture were obtained. See, for example, the survey given in [Kolountzakis 2004, Section 3].

On the other hand, it turned out that there also exist counterexamples to Fuglede’s conjecture. Tao
[2004] constructed in dimensions 5 and higher an example of a set � which is spectral, but cannot tile by
translations. Subsequently, also examples of nonspectral sets which can tile by translations were found,
and eventually the dimension in these examples was reduced up to d > 3; see [Kolountzakis and Matolcsi
2010, Section 4]. In all these examples the set � is the union of a finite number of unit cubes centered at
points of the integer lattice Zd.

1B. It is nevertheless believed that Fuglede’s conjecture should be true if the set� is assumed to be convex.
There is a well-known characterization due to Venkov [1954], which was rediscovered by McMullen
[1980; 1981], of the convex bodies (compact convex sets with nonempty interior) that can tile the space
by translations:

Let � be a convex body in Rd. Then � tiles by translations if and only if the following four conditions
are satisfied:

(i) � is a polytope.

(ii) � is centrally symmetric.

(iii) All the facets of � are centrally symmetric.

(iv) Each “belt” of � consists of exactly 4 or 6 facets.

By a belt of a convex polytope �⊂ Rd with centrally symmetric facets one means the collection of its
facets which contain a translate of a given subfacet, that is, a (d−2)-dimensional face, of �.

It was also proved in [Venkov 1954; McMullen 1980] that if a convex polytope� can tile by translations,
then it admits a face-to-face tiling by translates along a certain lattice. Hence, combined with Fuglede’s
theorem above this yields the following result:

Let �⊂ Rd be a convex body. If � tiles by translations, then � is spectral.
The converse to this result, however, is known only in dimension d = 2. It is due to Iosevich, Katz and

Tao [Iosevich et al. 2003], who showed that a spectral convex body in R2 must be either a parallelogram
or a centrally symmetric hexagon, and hence it tiles by translations.

The situation in dimensions d > 3 is much less understood. It is known that the ball is not a spectral
set [Iosevich et al. 1999; Fuglede 2001], nor any convex body with a smooth boundary [Iosevich et al.
2001]. We established in [Greenfeld and Lev 2016] that if � is a cylindric convex body whose base has a
smooth boundary, then it can neither be spectral.

Kolountzakis [2000] proved the following result:
Let � be a convex body in Rd. If � is spectral, then it must be centrally symmetric.

1C. In this paper we will focus on the case when � is a convex polytope. Our first result shows that in
this case, not only the central symmetry of �, but also the central symmetry of all the facets of �, is a
necessary condition for spectrality:
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Theorem 1.1. Let � be a convex polytope in Rd. If � is a spectral set, then all the facets of � must be
centrally symmetric.

Our proof of this result is inspired by the paper [Kolountzakis and Papadimitrakis 2002].
Together with the result from [Kolountzakis 2000] we thus obtain that a spectral convex polytope

�⊂Rd must satisfy the conditions (ii) and (iii) in the Venkov–McMullen theorem above. So this supports
the conjecture that any such � can tile by translations.

Our next theorem, which is the main result of this paper, confirms that this is indeed the case in
dimension d = 3:

Theorem 1.2. Let � be a convex polytope in R3. If � is a spectral set, then it can tile by translations.

Combined with the above-mentioned results, we thus obtain that Fuglede’s conjecture is true for convex
polytopes �⊂ R3.

1D. In two dimensions, the convex polygons which can tile by translations are precisely the parallelograms
and the centrally symmetric hexagons. The three-dimensional convex polytopes which can tile by
translations were classified by Fedorov [1885] into five distinct combinatorial types: the parallelepiped,
the hexagonal prism, the rhombic dodecahedron, the elongated dodecahedron and the truncated octahedron
(see, for example, [Gruber 2007, Figure 32.4] for a graphical illustration of these types). Thus, for a
convex polytope � ⊂ R3 to tile by translations, it is necessary and sufficient that it belongs to one of
these five types, and that �, as well as all its facets, are centrally symmetric. A detailed exposition of this
result can be found in [Alexandrov 2005, Section 8.1].

Theorem 1.2 therefore yields that these conditions are also necessary and sufficient for a convex
polytope �⊂ R3 to be spectral.

(The requirement that � is centrally symmetric is in fact redundant in this characterization: it is known
[Alexandrov 1933] that if all the facets of a convex polytope � ⊂ Rd, d > 3, are centrally symmetric,
then � itself must also be centrally symmetric.)

1E. As mentioned above, the Venkov–McMullen and Fuglede results imply not only that a convex
polytope �⊂ Rd which can tile by translations is necessarily spectral, but also that � admits a lattice
spectrum. Our approach allows us to establish that for certain convex polytopes, this spectrum is the
unique one, up to translation.

First we have the following result in two dimensions:

Theorem 1.3. Let � be a centrally symmetric hexagon in R2. Then � has a unique spectrum up to
translation.

This result is essentially contained in [Iosevich et al. 2003], although it was not stated explicitly in that
paper.

The three-dimensional version of the result is the following:

Theorem 1.4. Let � be a convex polytope in R3 which is spectral (and hence it can tile by translations),
but which is neither a parallelepiped nor a hexagonal prism. Then � has a unique spectrum up to
translation.
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Remark that it is necessary in these results to exclude the parallelograms in R2, and the parallelepipeds
and the centrally symmetric hexagonal prisms in R3. Indeed, these convex polytopes admit infinitely
many non translation-equivalent spectra (see [Jorgensen and Pedersen 1999, Section 2]).

1F. The paper is organized as follows.
In Section 2 we present some preliminary background.
In Section 3 we give a proof of the fact that a spectral convex polytope � ⊂ Rd must be centrally

symmetric. The proof given is based on the argument from [Kolountzakis and Papadimitrakis 2002].
In Section 4 we prove that also all the facets of such an � are centrally symmetric (Theorem 1.1).
In Sections 5–7 we develop an approach to show that a spectral convex polytope �⊂ Rd can tile by

translations. In Section 8 we give a proof, based on this approach, of the result that a spectral convex
polygon �⊂ R2 can tile by translations.

The proof of the three-dimensional Theorem 1.2 is given through Sections 9–15.
In Section 16 the results concerning the uniqueness of the spectrum up to translation are deduced

(Theorems 1.3 and 1.4).
In Section 17 we give additional remarks and discuss some open problems.

2. Preliminaries

2A. Notation. We fix some notation that will be used throughout the paper.
We shall denote by Ee1, . . . , Eed the standard basis vectors in Rd.
As usual, 〈 · , · 〉 and | · | are the Euclidean scalar product and norm in Rd.
For a set A ⊂ Rd and a vector x ∈ Rd, we use 〈A, x〉 to denote the set {〈a, x〉 : a ∈ A}.
We denote by |�| the Lebesgue measure of a measurable set �⊂ Rd.
The Fourier transform in Rd will be normalized as

f̂ (ξ)=
∫

Rd
f (x) e−2π i〈ξ,x〉 dx .

2B. Properties of spectra. We recall some basic properties of spectra that will be used in the paper.
Let �⊂ Rd be a bounded, measurable set of positive measure. A countable set 3⊂ Rd is a spectrum

for � if the system of exponential functions E(3) defined by (1-1) is an orthogonal basis in the space
L2(�). Since we have

〈eλ, eλ′〉L2(�) =

∫
�

e−2π i〈λ′−λ,x〉 dx = 1̂�(λ
′
− λ),

it follows that the orthogonality of E(3) in L2(�) is equivalent to the condition

3−3⊂ {1̂� = 0} ∪ {0}. (2-1)

A set 3⊂Rd is said to be uniformly discrete if there is δ > 0 such that |λ′−λ|> δ for any two distinct
points λ, λ′ in 3. The maximal constant δ with this property is called the separation constant of 3, and
will be denoted by δ(3).
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The condition (2-1) implies that if 3 is a spectrum for � then it is a uniformly discrete set, with
separation constant δ(3) not smaller than

χ(�) :=min
{
|ξ | : ξ ∈ Rd, 1̂�(ξ)= 0

}
> 0. (2-2)

It is easy to verify that the property of 3 being a spectrum for � is invariant under translations of
both � and 3. It is also easy to check that if 3 is a spectrum for �, and if A is an invertible d×d matrix,
then the set (A−1)>(3) is a spectrum for A(�).

2C. Limits of spectra. Let 3n be a sequence of uniformly discrete sets in Rd such that δ(3n)> δ > 0.
The sequence 3n is said to converge weakly to a set 3 if for every ε > 0 and every R there is N such that

3n ∩ BR ⊂3+ Bε and 3∩ BR ⊂3n + Bε

for all n > N , where by Br we denote the open ball of radius r centered at the origin. In this case, the
weak limit 3 is also uniformly discrete, and moreover, δ(3)> δ.

By a standard diagonalization argument one can show that given any sequence 3n satisfying δ(3n)>
δ > 0, there is a subsequence 3n j which converges weakly to some (possibly empty) set 3.

It is known that if for each n the set 3n is a spectrum for �, and if 3n converges weakly to a limit 3,
then also 3 is a spectrum for �. See, for example, [Greenfeld and Lev 2016, Section 3], where a simple
proof of this fact can be found.

The latter fact easily implies that any spectrum 3 of � must be a relatively dense set in Rd ; namely,
there is R > 0 such that every ball of radius R intersects 3. Moreover, the constant R = R(�) does not
depend on the spectrum 3. Indeed, if this was not true then there would exist a sequence 3n of spectra
for � which converges weakly to the empty set, which contradicts the fact that the weak limit must also
be a spectrum for �.

2D. Fourier expansion with respect to a spectrum. If 3 is a spectrum for �, then each f ∈ L2(�)

admits a Fourier expansion with respect to the orthogonal basis E(3). If we extend such a function f to
the whole Rd by defining it to be zero outside of �, then we have 〈 f, eλ〉L2(�) = f̂ (λ); hence the Fourier
expansion of f has the form

f =
1
|�|

∑
λ∈3

f̂ (λ)eλ, (2-3)

and the series converges in L2(�). Furthermore, Parseval’s equality holds; namely,

‖ f ‖2L2(�)
=

1
|�|

∑
λ∈3

| f̂ (λ)|2.

The following fact will be useful for us:

Lemma 2.1. For each function f ∈ L2(�) (extended to be zero outside of �) the series (2-3) converges
unconditionally in L2 on any bounded set to some measurable function f̃ defined a.e. on the whole Rd,
and f coincides with f̃ a.e. on �.
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This is a simple consequence of the following:

Lemma 2.2. Let 3⊂ Rd be a uniformly discrete set and {c(λ)} be a sequence in `2(3). Then the series∑
λ∈3

c(λ)eλ (2-4)

converges unconditionally in L2(S) for every bounded set S ⊂ Rd.

The latter fact is well known; see, for instance, [Young 2001, Section 4.3, Theorem 4], where it is
proved in dimension one. For the reader’s convenience we provide a self-contained proof in arbitrary
dimension d .

Proof of Lemma 2.2. First we show that if S is a bounded set then there is a constant C = C(3, S) such
that for every sequence {c(λ)} with only finitely many nonzero terms we have∥∥∥∥∑

λ∈3

c(λ)eλ

∥∥∥∥2

L2(S)
6 C

∑
λ∈3

|c(λ)|2. (2-5)

Indeed, let δ > 0 denote the separation constant of 3, and choose a smooth function ϕ supported on a
ball of radius δ/2 around the origin such that

∫
|ϕ(t)|2 dt = 1 and

η := inf
x∈S
|ϕ̂(x)|> 0.

Then the left-hand side of (2-5) is not greater than 1/η2 times∫
Rd

∣∣∣∣ϕ̂(x)∑
λ∈3

c(λ)eλ(x)
∣∣∣∣2 dx =

∫
Rd

∣∣∣∣∑
λ∈3

c(λ)ϕ(t + λ)
∣∣∣∣2 dt =

∑
λ∈3

|c(λ)|2;

hence (2-5) holds with C = 1/η2.
Now it follows from (2-5) that given an arbitrary sequence {c(λ)} in `2(3), the partial sums of the

series (2-4) constitute a Cauchy sequence in L2(S) for every arrangement of the terms of the series,
and the limit in L2(S) of these partial sums is the same for every such arrangement. This confirms the
assertion of the lemma. �

2E. Convex polytopes. By a convex polytope � in Rd we mean a compact set which is the convex hull
of a finite number of points. By a facet of � we refer to a (d−1)-dimensional face of �, while a subfacet
is a (d−2)-dimensional face.

If G is a k-dimensional face of � (06 k 6 d), then |G| denotes the k-dimensional volume of G. For a
facet F of � we denote by σF the surface measure on F.

The interior of � will be denoted by int(�).
We say that� is centrally symmetric if there is a point x ∈Rd (the center) such that�−x=−�+x . The

following theorem, due to Minkowski, gives a criterion for the central symmetry of a convex polytope �
in terms of the areas of its facets:

Theorem 2.3 (Minkowski). A convex polytope � is centrally symmetric if and only if for each facet F
of � there is a parallel facet F ′ such that |F | = |F ′|.
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This is a consequence of the classical Minkowski’s uniqueness theorem; see, for example, [Gruber
2007, Section 18.2].

We shall need some well-known facts about Fourier transforms related to convex polytopes in Rd

(actually, in some of these results the convexity is not necessary). Since the proofs are not difficult, they
are included for completeness.

Lemma 2.4. Let � be a convex polytope in Rd (d > 1). For each facet F of �, let nF denote the outward
unit normal to � on F. Then

−2π iξ 1̂�(ξ)=
∑

nF σ̂F (ξ), ξ ∈ Rd, (2-6)

where the sum is over all the facets F of �.

Proof. Fix two vectors ξ and u in Rd, and let

8(x) := ue−2π i〈ξ,x〉, x ∈ Rd.

Then we have

div8(x)=−2π i〈ξ, u〉e−2π i〈ξ,x〉.

By the divergence theorem, ∫
�

div8(x) dx =
∫
∂�

〈8(x), n(x)〉 dσ(x),

where σ denotes the surface measure on the boundary ∂�, and n(x) := nF if x belongs to the relative
interior of a facet F of �. This means that

−2π i〈ξ, u〉1̂�(ξ)=
∑
〈nF , u〉σ̂F (ξ),

where the sum is over all the facets F of �. But since ξ and u were arbitrary vectors in Rd, this
implies (2-6). �

Corollary 2.5. If � is a convex polytope in Rd (d > 1), then

|1̂�(ξ)|6
|∂�|

2π
· |ξ |−1,

where |∂�| denotes the total surface area of �.

This follows from Lemma 2.4 using that the right-hand side of (2-6) is bounded in norm by |∂�|.

Lemma 2.6. Let � be a convex polytope in Rd (d > 2), andF be a facet of �. Let θ(ξ, F) denote the
angle between a nonzero vector ξ ∈ Rd and the outward normal vector to � on F. Then

|σ̂F (ξ)|6
|∂F |
2π
·
|ξ |−1

| sin θ(ξ, F)|
,

where |∂F | is the (d−2)-dimensional volume of the relative boundary of F.
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Proof. By applying a rotation and a translation, we may assume F is contained in the hyperplane {x1 = 0},
and that the outward unit normal to � on F is Ee1. Hence

σ̂F (ξ)= ϕF (ξ2, ξ3, . . . , ξd),

where ϕF denotes the Fourier transform of the indicator function of the polytope in Rd−1 obtained by
projecting the facet F on the (x2, x3, . . . , xd)-coordinates. Using Corollary 2.5, this implies

|σ̂F (ξ)|6
|∂F |
2π

( d∑
j=2

ξ 2
j

)−1/2

.

However, since we have
ξ1 = 〈ξ, Ee1〉 = |ξ | cos θ(ξ, F),

it follows that
d∑

j=2

ξ 2
j = |ξ |

2
− ξ 2

1 = |ξ |
2(1− cos2 θ(ξ, F))= |ξ |2 sin2 θ(ξ, F),

so this proves the claim. �

The previous lemmas imply the following result, which will be used in the next sections:

Lemma 2.7. Let � be a convex polytope in Rd (d > 2). Assume that A and B are two parallel facets
of �, and that the outward unit normals to � on A and B are respectively the vectors Ee1 and −Ee1 (we
also allow A to be a facet which does not have a parallel facet, in which case we understand B to be the
empty set). Then there is α = α(�) > 0 such that

−2π iξ11̂�(ξ)= σ̂A(ξ)− σ̂B(ξ)+ O(|ξ1|
−1), |ξ1| →∞, (2-7)

in the cone
K (α) :=

{
ξ ∈ Rd

: |ξj |6 α|ξ1| (26 j 6 d)
}
. (2-8)

Proof. By Lemma 2.4 we have

−2π iξ1 1̂�(ξ)= σ̂A(ξ)− σ̂B(ξ)+
∑
〈nF , Ee1〉 σ̂F (ξ), (2-9)

where the sum is over all the facets F of � other than A and B. If α is sufficiently small, then the angle
between any vector in K (α) and the outward normal to � on any facet F other than A and B is bounded
away from 0 and π . Hence by Lemma 2.6, the sum on the right-hand side of (2-9) is O(|ξ |−1) as |ξ |→∞
in the cone K (α). But since the ratio |ξ1|/|ξ | is bounded from below in K (α), this implies (2-7). �

3. Spectral convex polytopes are symmetric

3A. In this section we give a proof of the following result:

Theorem 3.1 [Kolountzakis 2000]. Let � be a convex polytope in Rd (d > 2). If � is spectral then � is
centrally symmetric.
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In fact, it was proved in [Kolountzakis 2000] that any convex body (not assumed to be a polytope) which
is spectral must be centrally symmetric. This supports the conjecture that a spectral convex body� can tile
by translations, as the central symmetry is a necessary condition for � to tile, by the Venkov–McMullen
theorem.

There is another approach to prove Theorem 3.1, which was introduced in [Kolountzakis and Papadim-
itrakis 2002]. This approach is specific for polytopes, but on the other hand it does not require � to be
convex. The main result in that paper gives a certain condition on a polytope �⊂ Rd that is necessary
for its spectrality. If the polytope � is convex, then this condition coincides with the requirement that �
is centrally symmetric.

For the completeness of our exposition, below we give a proof of Theorem 3.1 based on the argument
in [Kolountzakis and Papadimitrakis 2002]. See also [Kolountzakis 2004, pp. 184–185]. The proof may
also serve as a preparation for the next section, where the argument will be further developed.

3B. Proof of Theorem 3.1. By Minkowski’s theorem, Theorem 2.3, it would be enough to show that
for each facet A of � there is a parallel facet B such that |A| = |B|. If this is not true, then there is a
facet A of � whose parallel facet B satisfies |A|> |B|, where we understand B to be the empty set if A
is a facet of � with no parallel facet.

By applying an affine transformation, we may assume that A is contained in the hyperplane {x1 = 0},
that B is contained in the hyperplane {x1 =−1}, and that the outward unit normals to � on A and B are
respectively the vectors Ee1 and −Ee1. It follows that

σ̂A(ξ)= ϕA(ξ2, ξ3, . . . , ξd), (3-1)

σ̂B(ξ)= e2π i ξ1ϕB(ξ2, ξ3, . . . , ξd), (3-2)

where ϕA, ϕB are respectively the Fourier transforms of the indicator functions of the polytopes in Rd−1

obtained by projecting the facets A, B on the (x2, x3, . . . , xd)-coordinates. In particular, ϕA and ϕB are
continuous functions, and

ϕA(0)= |A|, ϕB(0)= |B|. (3-3)

For any r > 0 we denote by S(r) the cylinder of radius r along the x1-axis; namely

S(r) := {t Ee1+w : t ∈ R, w ∈ Rd, |w|< r}.

Notice that

S(r)− S(r)= S(2r). (3-4)

By assumption, we have |A|> |B|. Choose a number η such that

0< η < |A| − |B|.

It follows from (3-1), (3-2) and (3-3) that there is ε > 0 such that

|σ̂A(ξ)− σ̂B(ξ)|> |σ̂A(ξ)| − |σ̂B(ξ)|> η, ξ ∈ S(2ε).
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By Lemma 2.7 we have

−2π iξ11̂�(ξ)= σ̂A(ξ)− σ̂B(ξ)+ O(|ξ1|
−1), |ξ1| →∞,

in the cylinder S(2ε). It follows that there is R > 0 such that

1̂�(ξ) 6= 0, ξ ∈ S(2ε) \ BR, (3-5)

where BR denotes the ball of radius R centered at the origin.
Now let 3 be a spectrum for �. We claim that for any τ ∈Rd, if λ, λ′ are two points in 3∩ (S(ε)+τ),

then |λ′− λ|6 R. Indeed, if not then using (3-4) we get

λ′− λ ∈ S(2ε) \ BR,

but due to (3-5) this implies 1̂�(λ′− λ) 6= 0, a contradiction.
Since 3 is a uniformly discrete set, it follows that 3 ∩ (S(ε)+ τ) is a finite set for every τ ∈ Rd.

Since 3 is a relatively dense set, there is M > 0 such that every ball of radius M intersects 3. The
cylinder S(M) may be covered by a finite number of cylinders S(ε)+ τj (16 j 6 N ); hence 3∩ S(M)
is also a finite set. But this implies that S(M) must contain a ball of radius M free from points of 3, a
contradiction. This completes the proof of Theorem 3.1. �

4. Spectral convex polytopes have symmetric facets

4A. The result in Section 3 shows that the central symmetry is a necessary condition for a convex
polytope �⊂ Rd to be spectral. In the present section we prove that also the central symmetry of all the
facets of � is necessary for spectrality:

Theorem 4.1. Let � be a convex, centrally symmetric polytope in Rd (d > 3). If � is spectral then all
the facets of � are also centrally symmetric.

Recall that by the Venkov–McMullen theorem, the central symmetry of the facets is also a necessary
condition for � to tile by translations. Hence this result further supports the conjecture that any spectral
convex polytope � can tile by translations.

Notice that the conclusion cannot be further improved by showing that also all the k-dimensional faces
of �, for some 26 k 6 d − 2, are centrally symmetric. Indeed, this would imply [McMullen 1970] that
all the faces of � of every dimension are centrally symmetric. However, the 24-cell in R4 is a well-known
example of a convex polytope which tiles by translations, and hence is spectral, but which does not satisfy
this property.

The rest of this section is devoted to the proof of Theorem 4.1. The proof is based on a development
of the argument in [Kolountzakis and Papadimitrakis 2002].

4B. Let F be one of the facets of �. As before, to prove that F is centrally symmetric it would be enough,
by Minkowski’s theorem, Theorem 2.3, to show that for each subfacet A of F there is a parallel subfacet B
of F such that |A| = |B|. So, again, suppose to the contrary that A, B are two parallel subfacets of F
such that |A|> |B|, with the agreement that B is empty if A has no parallel subfacet of F.
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By applying an affine transformation, we may assume

�=−�; (4-1)

namely, � is symmetric about the origin,

F ⊂
{

x1 =
1
2

}
(4-2)

and the outward unit normal to � on F is Ee1,

A ⊂
{

x1 =
1
2 , x2 = 0

}
, (4-3)

B ⊂
{

x1 =
1
2 , x2 =−1

}
, (4-4)

and the outward unit normals to F on A and B are respectively Ee2 and −Ee2.

4C. Let ϕF (respectively, ϕA and ϕB) denote the Fourier transform of the indicator function of the polytope
in Rd−1 (respectively, Rd−2) obtained by projecting the facet F on the (x2, x3, . . . , xd)-coordinates
(respectively, the subfacets A and B on the (x3, . . . , xd)-coordinates). Define

ψ(ξ) := Re
[
e−π iξ1

(
ϕA(ξ3, . . . , ξd)− e2π i ξ2ϕB(ξ3, . . . , ξd)

)]
, ξ ∈ Rd. (4-5)

Also, for any three positive real numbers L , δ and α, we let

K (L , δ, α) :=
{
ξ ∈ Rd

: L 6 |ξ2|6 δ|ξ1|, |ξj |6 α|ξ2| (36 j 6 d)
}
.

Lemma 4.2. There is α > 0 such that given any η > 0 one can find δ > 0 and L such that∣∣2π2ξ1ξ2 1̂�(ξ)+ψ(ξ)
∣∣< η, ξ ∈ K (L , δ, α). (4-6)

Proof. Due to (4-1), the facet of � parallel to F is −F. If 0 < δ 6 α < 1, then the set K (L , δ, α) is
contained in the cone {

|ξj |6 α|ξ1|, 26 j 6 d
}
. (4-7)

Hence by Lemma 2.7, if α is sufficiently small then

−2π iξ1 1̂�(ξ)= σ̂F (ξ)− σ̂−F (ξ)+ O(|ξ1|
−1), |ξ1| →∞, (4-8)

in the cone (4-7). Observe that by (4-2) we have

σ̂F (ξ)− σ̂−F (ξ)= 2i Im[σ̂F (ξ)] = 2i Im
[
e−π i ξ1ϕF (ξ2, ξ3, . . . , ξd)

]
. (4-9)

Now if ξ ∈ K (L , δ, α) then the vector (ξ2, ξ3, . . . , ξd) belongs to the cone{
|ξj |6 α|ξ2|, 36 j 6 d

}
⊂ Rd−1, (4-10)

so again by Lemma 2.7 and by (4-3), (4-4) it follows that if α is sufficiently small then

−2π iξ2ϕF (ξ2, ξ3, . . . , ξd)= ϕA(ξ3, . . . , ξd)− e2π i ξ2ϕB(ξ3, . . . , ξd)+ O(|ξ2|
−1), |ξ2| →∞, (4-11)
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in the cone (4-10). Combining (4-8), (4-9) and (4-11) shows that there is α > 0 and a positive constant C
such that for any 0< δ 6 α and any L > 0 we have∣∣2π2ξ1ξ2 1̂�(ξ)+ψ(ξ)

∣∣6 C
(
|ξ2/ξ1| + |1/ξ2|

)
, ξ ∈ K (L , δ, α).

But for ξ ∈ K (L , δ, α) we have |ξ2/ξ1| 6 δ and |1/ξ2| 6 L−1. Hence given any η > 0, by choosing δ
sufficiently small and L sufficiently large, we obtain (4-6). �

4D. Recall that, by assumption, we have |A|> |B|. Choose a number η such that

0< 2η < |A| − |B|.

Use Lemma 4.2 to find L , δ and α such that (4-6) holds. Define the vector

vδ := 2Ee1+ δEe2 = (2, δ, 0, 0, . . . , 0). (4-12)

For any r > 0 we denote by E(r, δ) the union of balls of radius r centered at the integral multiples of
the vector vδ; that is,

E(r, δ) := {kvδ +w : k ∈ Z, w ∈ Rd, |w|< r}. (4-13)

Notice that
E(r, δ)− E(r, δ)= E(2r, δ). (4-14)

Since ϕA, ϕB are continuous functions satisfying

ϕA(0)= |A|, ϕB(0)= |B|,

it follows from (4-5), (4-12) and (4-13) that there is ε > 0 such that∣∣ψ(ξ)−Re
[
|A| − e2π i ξ2 |B|

]∣∣< η, ξ ∈ E(2ε, δ).

In particular, this implies

|ψ(ξ)|> |A| − |B| − η > η, ξ ∈ E(2ε, δ). (4-15)

4E. Lemma 4.3. There is R > 0 such that

E(2ε, δ) \ BR ⊂ K (L , δ, α), (4-16)

where BR denotes the ball of radius R centered at the origin.

This can be verified easily, so we skip the proof.

4F. Now suppose that 3 is a spectrum for �. Use Lemma 4.3 to choose R such that (4-16) holds. We
claim that for any τ ∈ Rd, if λ, λ′ are two points in 3∩ (E(ε, δ)+ τ), then |λ′− λ|6 R. Indeed, if not
then using (4-14) we get

λ′− λ ∈ E(2ε, δ) \ BR ⊂ K (L , δ, α).

It thus follows from (4-6) and (4-15) that 1̂�(λ′− λ) 6= 0, a contradiction.
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Since 3 is a uniformly discrete set, it follows that 3∩ (E(ε, δ)+ τ) is a finite set for every τ ∈ Rd.
Since3 is a relatively dense set, there is M > 0 such that every ball of radius M intersects3. Let S(M, δ)
denote the cylinder of radius M along the vector vδ,

S(M, δ) := {tvδ +w : t ∈ R, w ∈ Rd, |w|< M}.

Then S(M, δ) may be covered by a finite number of sets E(ε, δ)+ τj (16 j 6 N ); hence 3∩ S(M, δ) is
also a finite set. It follows that S(M, δ) contains a ball of radius M free from points of 3, a contradiction.
This completes the proof of Theorem 4.1. �

5. Covering and packing

It was shown in Sections 3 and 4 that if a convex polytope �⊂ Rd is spectral, then it must be centrally
symmetric and have centrally symmetric facets. In order to prove that� tiles by translations, a conceivable
strategy may therefore be to try and show that every belt of � must consist of either 4 or 6 facets. Indeed,
this would imply that � tiles, by the Venkov–McMullen theorem.

Our approach, however, will not be based on such a strategy. Instead, we will use another condition,
given in terms of the spectrum 3, which implies that � tiles by translations. In this section, we prove the
sufficiency of this condition (Corollary 5.3).

5A. Let �⊂ Rd be a convex polytope, which is centrally symmetric and has centrally symmetric facets.
If F is any facet of �, then by the central symmetry, the opposite facet F ′ is a translate of F. We shall
denote by τF the translation vector in Rd which carries F ′ onto F.

Following [Venkov 1954; McMullen 1980], we consider the set

T = T (�)=
{∑

F

kF τF : kF ∈ Z

}
; (5-1)

that is, T is the set of all linear combinations with integer coefficients of the vectors τF , where F goes
through all the facets of �. The set T is a countable subgroup of Rd.

Theorem 5.1 [Venkov 1954; McMullen 1980]. �+ T is a covering; that is, each point in Rd belongs to
at least one of the sets �+ τ , τ ∈ T.

This is a part of the Venkov–McMullen theorem, which characterizes the convex bodies that tile by
translations by the four conditions (i)–(iv) mentioned in Section 1B. In the sufficiency part of the theorem
it is shown that these four conditions imply that �+ T is a tiling. However the last condition, namely the
requirement (iv) that each belt consists of exactly 4 or 6 facets, is not used in that part of the proof where
it is shown that �+ T is a covering; see [McMullen 1980, pp. 115–116], where the latter fact is also
mentioned explicitly. Hence the proof yields that the first three conditions (i)–(iii) are enough to conclude
that �+ T is a covering, as stated in Theorem 5.1.

Observe that Theorem 5.1 implies that T is a relatively dense set in Rd.
It also follows from this theorem that, in order to prove that � tiles by translations, it would be enough

to show that �+ T is a packing, which means that the sets �+ τ , τ ∈ T, are disjoint up to measure zero.
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Indeed, in such a case �+ T is simultaneously a covering and a packing; hence � tiles by translations
along the set T.

Notice that if �+ T is a packing (and hence a tiling), then T must be a uniformly discrete set in Rd.
So in this case T is a subgroup of Rd which is both uniformly discrete and relatively dense, and it follows
that T must be a lattice. As mentioned in [McMullen 1980], the tiling by translations of � along the
lattice T constitutes a face-to-face tiling.

5B. The next lemma gives a sufficient condition for �+ T to be a packing:

Lemma 5.2. Suppose that 3⊂ Rd is a set satisfying the condition

〈3−3, τF 〉 ⊂ Z (5-2)

for every facet F of �. If the system of exponentials E(3) is complete in L2(�), then �+ T is a packing.

Proof. By translating 3 we may assume that it contains the origin; hence 〈3, τF 〉 ⊂ Z for every facet F.
It follows that the exponential functions eλ (λ ∈3) are periodic with respect to T ; namely

eλ(x + τ)= eλ(x)

for every τ ∈ T. If �+ T is not a packing then there exist distinct vectors τ ′, τ ′′ ∈ T such that the set
(�+ τ ′)∩ (�+ τ ′′) has positive measure. Thus the set E defined by

E :=�∩ (�− τ), τ := τ ′′− τ ′,

is a set of positive measure, and E , E + τ are both contained in �. Hence the function f := 1E −1E+τ

is supported by �, and since τ 6= 0, the function f does not vanish identically a.e. On the other hand, for
every λ ∈3 we have

〈eλ, f 〉L2(�) =

∫
E

eλ(x) dx −
∫

E+τ
eλ(x) dx = 0,

due to the periodicity of eλ. Hence f is orthogonal in L2(�) to all the exponentials {eλ}, λ ∈3, which
contradicts the completeness of the system E(3) in the space L2(�). �

5C. Combining Theorem 5.1 and Lemma 5.2 we obtain the following:

Corollary 5.3. Let�⊂Rd be a convex polytope which is centrally symmetric and has centrally symmetric
facets. Suppose that � admits a spectrum 3 satisfying (5-2) for every facet F of �. Then �+ T is a
tiling, and so � can tile by translations.

Moreover, in this case the set T defined by (5-1) is a lattice in Rd, and� tiles face-to-face by translations
along the lattice T.

Remark. The formulation of Corollary 5.3 is inspired by [Iosevich et al. 2003, p. 568], where the
assertion was proved in dimension d = 2 by directly showing that � must be either a parallelogram or a
centrally symmetric hexagon. The proof in arbitrary dimension that we have given above is based on
different considerations than the one in that paper.
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6. Structure of spectrum, I

We obtained in Section 5 a sufficient condition for a spectral convex polytope� in Rd to tile by translations.
This condition (Corollary 5.3) requires the existence of a spectrum 3 admitting a certain structure. In the
present section we start to develop an approach to analyze the structure of a given spectrum 3.

6A. Let �⊂ Rd be a convex polytope which is centrally symmetric and has centrally symmetric facets.
We will assume �=−�; that is, � is symmetric about the origin. Let F be one of the facets of �, and
assume that F ⊂

{
x1 =

1
2

}
, and that the center of F is the point

( 1
2 , 0, 0, . . . , 0

)
.

These assumptions are made merely for convenience. Later on, we will reduce the general situation to
this more specific one by applying an affine transformation.

The assumptions imply that
F =

{1
2

}
×6,

where 6 is a convex polytope in Rd−1 such that

6 =−6.

The facet opposite to F is therefore
−F =

{
−

1
2

}
×6.

6B. For α > 0 we consider the cone

K (α) :=
{
ξ ∈ Rd

: |ξj |6 α|ξ1| (26 j 6 d)
}
. (6-1)

Lemma 6.1. There is α = α(�) > 0 such that

πξ1 1̂�(ξ)= sinπξ1 · 1̂6(ξ2, ξ3, . . . , ξd)+ O(|ξ1|
−1), |ξ1| →∞, (6-2)

in the cone K (α).

Proof. By Lemma 2.7, if α is sufficiently small then

−2π iξ1 1̂�(ξ)= σ̂F (ξ)− σ̂−F (ξ)+ O(|ξ1|
−1), |ξ1| →∞,

in K (α). But we have

σ̂F (ξ)= e−π iξ1 1̂6(ξ2, ξ3, . . . , ξd) and σ̂−F (ξ)= eπ iξ1 1̂6(ξ2, ξ3, . . . , ξd),

which yields the conclusion of the lemma. �

6C. Assume now that we are given a set 3 ⊂ Rd which is a spectrum for �. To this spectrum 3 we
associate a set 5⊂ Rd−1 defined as follows: 5 is the set of all points s ∈ Rd−1 such that for every open
ball B containing s, the cylinder R× B contains infinitely many points of 3.

If we denote a point in Rd as (t, s) ∈ R×Rd−1, then one can check that a point s ∈ Rd−1 belongs to 5
if and only if there is a sequence (tn, sn) ∈3 such that

|tn| →∞, sn→ s (n→∞). (6-3)
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It is also not difficult to verify that 5 is a closed subset of Rd−1.
The motivation for introducing the set 5 is the following observation:

Lemma 6.2. For each s ∈5 there is a (unique) number 06 θ(s) < 1 such that

3∩ (R× (s+U6))⊂ (Z+ θ(s))×Rd−1,

where

U6 := {1̂6 6= 0}.

In other words, if (t ′, s ′) ∈3 and if 1̂6(s ′− s) 6= 0, then t ′ ∈ Z+ θ(s).

Proof. It would be enough to show that if (t ′, s ′) and (t ′′, s ′′) are two points in 3∩ (R× (s+U6)), then
t ′′ − t ′ ∈ Z. Since s ∈ 5, there is a sequence (tn, sn) ∈ 3 such that |tn| → ∞, sn → s. The vectors
(t ′− tn, s ′− sn) and (t ′′− tn, s ′′− sn) belong to the set (3−3) \ {0} for all large enough n; hence they
lie in the zero set of 1̂�. Using Lemma 6.1 it follows that

sinπ(t ′− tn) · 1̂6(s ′− sn)→ 0, sinπ(t ′′− tn) · 1̂6(s ′′− sn)→ 0

as n→∞. Recall that s ′−s and s ′′−s are not in the zero set of 1̂6 . Hence |1̂6(s ′−sn)| and |1̂6(s ′′−sn)|

remain bounded away from zero as n→∞. We conclude that

sinπ(t ′− tn), sinπ(t ′′− tn)

both tend to zero as n→∞, or equivalently,

dist(t ′− tn,Z), dist(t ′′− tn,Z)

both tend to zero. But

dist(t ′′− t ′,Z)6 dist(t ′− tn,Z)+ dist(t ′′− tn,Z),

which implies t ′′− t ′ ∈ Z. �

Corollary 6.3. Let s ′, s ′′ ∈5. If θ(s ′) 6= θ(s ′′), then 1̂6(s ′′− s ′)= 0.

Proof. Let (tn, sn) ∈ 3 be a sequence such that |tn| →∞, sn → s ′′. If 1̂6(s ′′− s ′) 6= 0, then for large
enough n we would have 1̂6(sn − s ′) 6= 0. By Lemma 6.2 it follows that tn ∈ Z+ θ(s ′). On the other
hand, for all large enough n we also have 1̂6(sn − s ′′) 6= 0, since

1̂6(0)= |6|> 0.

Hence, again by Lemma 6.2, we have tn ∈ Z+ θ(s ′′). So we must have θ(s ′)= θ(s ′′). �
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6D. Lemma 6.2 allows us to define an equivalence relation on 5 by saying that s ′ ∼ s ′′ if θ(s ′)= θ(s ′′).
It follows from Corollary 6.3 that if 5′ and 5′′ are two distinct equivalence classes, then

5′′−5′ ⊂ {1̂6 = 0}.

The set {1̂6 = 0} is disjoint from the open ball of radius χ(6) > 0 centered at the origin; see (2-2).
It follows that each equivalence class is a closed set, and that there can be at most countably many
equivalence classes. So we may enumerate them as 50,51,52, . . . (finitely or infinitely many), and we
denote by θ0, θ1, θ2, . . . respectively the values of the function θ(s) on these equivalence classes.

6E. To illustrate the construction above, let us consider two representative examples.

Example 6.4. Assume that � tiles face-to-face along a lattice T of translation vectors, which in this case
is given by (5-1). Since the facet F has the form F =

{ 1
2

}
×6, we have τF = (1, 0, 0, . . . , 0) ∈ T. Let 3

be a spectrum of � given by the dual lattice; that is, 3= T ∗. Then 〈3, τ 〉 ⊂ Z for any τ ∈ T. In particular
this is true for τ = τF ; hence

3⊂ Z×Rd−1.

It follows that θ(s)= 0 for all s ∈5. Thus in this case the set 5 consists of a single equivalence class,
namely 5=50, and we have θ0 = 0.

Example 6.5. Assume that �= I ×6, where I denotes the interval
[
−

1
2 ,

1
2

]
. Then � is a prism with

base 6. Suppose that 6 is a spectral set, and let 0 ⊂ Rd−1 be a spectrum for 6. For each γ ∈ 0, let θ(γ )
be an arbitrary real number, 06 θ(γ ) < 1, and define

3 :=
⋃
γ∈0

(Z+ θ(γ ))×{γ }.

It is known, see [Jorgensen and Pedersen 1999, Theorem 4], that 3 is a spectrum for �. In this case we
clearly have 5= 0, and the numbers θ(γ ) coincide with the ones given by Lemma 6.2. The equivalence
classes 5j depend on the specific choice of the numbers θ(γ ), but in the case when all the θ(γ ) are
distinct, the sets 5j are singletons. Observe that we have

5j −5k ⊂ {1̂6 = 0} (k 6= j)

since 0 is a spectrum for 6. This is in accordance with Corollary 6.3.

7. Structure of spectrum, II

In this section we continue to work under the same assumptions as in Section 6. Namely, we assume
�⊂ Rd is a convex polytope which is centrally symmetric, �=−� and has centrally symmetric facets,
F is one of the facets of �, and F =

{ 1
2

}
×6, where 6 is a convex polytope in Rd−1 such that 6 =−6.

We also assume 3 is a spectrum for �, and to this spectrum 3 we associate the set 5 ⊂ Rd−1 that
was defined in Section 6.
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7A. From the given spectrum 3 one can construct a new spectrum 3′ for � in the following way.
Consider the sequence of translates of 3 given by

3− k · (1, 0, 0, . . . , 0), k = 1, 2, 3, . . . .

Each one of these sets is a spectrum for �, and they are uniformly discrete with the same separation
constant. Hence one may extract from this sequence a subsequence

3− kn · (1, 0, 0, . . . , 0), kn→∞,

which converges weakly to some set 3′, which is also a spectrum for � (see Section 2C). Notice that we
do not make any claim concerning the uniqueness of the weak limit 3′, which in general may depend on
the particular subsequence that was selected.

Lemma 7.1. We have
3′ ⊂

⋃
j>0

(Z+ θj )×5j . (7-1)

We remind that by θj ( j > 0) we denote the distinct values attained by the function θ(s) defined on 5,
given in Lemma 6.2, and

5j = {s ∈5 : θ(s)= θj }. (7-2)

Recall also that according to Corollary 6.3 we have

5k −5j ⊂ {1̂6 = 0} ( j 6= k); (7-3)

hence Lemma 7.1 reveals a certain structure satisfied by the new spectrum 3′.

Proof of Lemma 7.1. The claim is equivalent to the statement that for every (t ′, s ′)∈3′ we have s ′ ∈5 and
t ′ ∈Z+θ(s ′). Let therefore (t ′, s ′)∈3′. Since3′ is the weak limit of the sequence3−kn ·(1, 0, 0, . . . , 0),
there exist (tn, sn) ∈3 such that

(tn − kn, sn)→ (t ′, s ′), n→∞.

Hence sn→ s ′, and tn→∞ since kn→∞. This implies s ′ ∈5. For all sufficiently large n we have

1̂6(sn − s ′) 6= 0;

thus by Lemma 6.2 we have tn ∈ Z+ θ(s ′). Since tn − kn→ t ′ and the kn are integers, this implies that
also t ′ ∈ Z+ θ(s ′). �

7B. Given a point (t0, s0) in R×Rd−1, we associate with it a function f defined by

f (x, y) := 1I (x)e2π i t0x 16(y)e2π i〈s0,y〉, (x, y) ∈ R×Rd−1, (7-4)

where I denotes again the interval
[
−

1
2 ,

1
2

]
. Notice that the function f is supported by the prism I ×6.

This prism is contained in � since
{ 1

2

}
×6 and

{
−

1
2

}
×6 are facets of � and � is convex. Hence f is

also supported by �.
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It follows from the definition (7-4) of f that its Fourier transform is given by

f̂ (t, s)= 1̂I (t − t0)1̂6(s− s0), (t, s) ∈ R×Rd−1. (7-5)

Using the function f thus defined, we can prove a result similar to Lemma 7.1 but which is concerned
with the originally given spectrum 3. However, the conclusion is somewhat weaker, as the right-hand
side of (7-1) is replaced by a larger set:

Lemma 7.2. We have
3⊂

⋃
j>0

(Z+ θj )× (5j +U6),

where, as before, we let
U6 = {1̂6 6= 0}.

Proof. By Lemma 6.2 we have

3∩ (R× (5j +U6))⊂ (Z+ θj )× (5j +U6)

for every j . Hence, to prove the claim it would be enough to show that the sets 5j +U6 cover the whole
Rd−1. Suppose to the contrary that there is a point s0 ∈ Rd−1 which lies outside all the sets 5j +U6 .
Since U6 =−U6 , this means that

1̂6(s− s0)= 0, s ∈5.

Let t0 be an arbitrary real number, and consider the function f defined by (7-4). Then f is supported
by �, and by (7-5) its Fourier transform f̂ vanishes on R×5. In particular we have f̂ (λ) = 0 for all
λ ∈3′, due to Lemma 7.1. That is,

〈 f, eλ〉L2(�) = f̂ (λ)= 0, λ ∈3′.

Hence f is orthogonal in L2(�) to all the exponentials {eλ}, λ ∈3′, which contradicts the completeness
of the system E(3′ ) in the space L2(�). �

Corollary 7.3. Assume that the function θ(s) is constant on 5. Then

3−3⊂ Z×Rd−1. (7-6)

Proof. It is assumed that 5=50 and θ(s)= θ0 for all s ∈5. Hence by Lemma 7.2, the set3 is contained
in (Z+ θ0)× (50+U6), which implies (7-6). �

7C. Corollary 7.3 is an important point in our approach to the proof that � can tile by translations. Let
us clarify its role. Recall that a sufficient condition for � to tile was given by Corollary 5.3; namely, it
is enough to know that the spectrum 3 satisfies condition (5-2) for every facet F of �. For the facet
F =

{ 1
2

}
×6 we have τF = (1, 0, 0, . . . , 0); hence for this facet the condition (5-2) is the same as (7-6).

It thus follows from Corollary 7.3 that in order to establish (5-2) for the facet F =
{1

2

}
×6, it would be

sufficient to prove that the function θ(s) is constant on 5.



1516 RACHEL GREENFELD AND NIR LEV

8. Spectral convex polygons tile the plane

8A. In this section we will demonstrate how the tools developed so far can be useful in our problem by
showing that at this point they already enable us to give an alternative proof of the following result in
dimension d = 2:

Theorem 8.1 [Iosevich et al. 2003]. Let � be a convex polygon in R2. If � is spectral, then � tiles by
translations.

We remark that the paper [Iosevich et al. 2003] actually contains a proof of a more general result,
which yields the same conclusion for any convex body �⊂ R2 (not assumed a priori to be a polygon).

8B. In order to prove Theorem 8.1, we now restrict ourselves to dimension d = 2. Let � be a convex
polygon in R2. Assume that � is spectral, and let 3 be a spectrum for �. We must prove that � tiles
by translations. This is obvious if � is a parallelogram, so in what follows we will assume � is not a
parallelogram.

By Theorem 3.1 the polygon � is centrally symmetric, and since the facets of � are line segments,
then automatically also all the facets of � are centrally symmetric.

Lemma 8.2. Let � be a convex, centrally symmetric polygon in R2, and assume � is not a parallelogram.
If 3 is a spectrum of �, then

〈3−3, τF 〉 ⊂ Z (8-1)

for every facet F of �.

Theorem 8.1 follows immediately from a combination of Lemma 8.2 and Corollary 5.3. Hence, it only
remains to prove the lemma.

Lemma 8.2 was proved in [Iosevich et al. 2003, Proposition 3.1], and was also used there to deduce
that � tiles by translations. However, both our proof of Lemma 8.2, and the argument we use to deduce
Theorem 8.1 from Lemma 8.2, are different from theirs.

8C. Now we give our proof of Lemma 8.2.

Proof of Lemma 8.2. Let F be a facet of �. We must show that if 3 is a spectrum of �, then it satisfies
condition (8-1). By applying an affine transformation we may assume � is symmetric about the origin,
�=−�, and that F =

{ 1
2

}
× I, where I is the interval

[
−

1
2 ,

1
2

]
. Hence we have 6 = I, τF = (1, 0), and

condition (8-1) becomes
3−3⊂ Z×R. (8-2)

Let 5⊂ R be the set associated to the spectrum 3 defined as in Section 6, and θ(s) be the function on 5
given by Lemma 6.2. By Corollary 7.3, to establish (8-2) it would be enough to show that θ(s) is constant
on 5.

Let us first consider the case when
5−5⊂ Z. (8-3)
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We will show that in this case we must have �= I × I, that is, � is the unit cube, which is not possible
as we have assumed that � is not a parallelogram. Indeed, suppose that (8-3) holds, and let 3′ be the
spectrum constructed from 3 in Section 7. Fix a point λ0 = (t0, s0) ∈3

′. It follows from Lemma 7.1 and
(8-3) that if λ′ = (t ′, s ′) is any point in 3′ other than λ0, then at least one of the numbers t ′− t0 and s ′− s0

must be in Z\{0}. Now consider the function f defined by (7-4). This function is supported by �, and by
(7-5) its Fourier transform f̂ vanishes on all the points of 3′ except for λ0, since 1̂I vanishes on Z \ {0}.
Hence f is orthogonal in L2(�) to all the exponentials {eλ}, λ ∈3′ \ {λ0}. Since the system E(3′) is
orthogonal and complete in L2(�), this implies that f must coincide a.e. on � with a constant (nonzero)
multiple of eλ0 . In particular, f cannot vanish on any subset of � of positive measure. On the other hand,
by the definition of f it does vanish on � \ (I × I ). This is possible only if �= I × I.

We thus conclude that (8-3) is not possible, so we must have

5−5 6⊂ Z. (8-4)

Let us then show that θ(s) is a constant function on 5. Indeed, due to (8-4) there exist s ′, s ′′ ∈5 such
that s ′′ − s ′ /∈ Z. Since {1̂I=0} = Z \ {0}, Corollary 6.3 implies θ(s ′) = θ(s ′′). Observe that for any
s ∈5 we must have s− s ′ /∈ Z or s− s ′′ /∈ Z, and in either case we obtain, again by Corollary 6.3, that
θ(s)= θ(s ′)= θ(s ′′). This shows that θ(s) must be a constant function on 5. �

9. Prisms and cylindric sets

9A. The proof presented in Section 8 that a spectral convex polygon in the plane R2 can tile by translations
eventually relied on showing that the function θ(s) is constant on the set 5. In order to show this we
had to exclude the case when � is a parallelogram, but since a parallelogram automatically tiles by
translations, this loss of generality was innocuous in the proof.

In dimension d = 3, however, the situation is more complicated. Even if we exclude the case when �
is a parallelepiped, one still cannot expect to be able to prove that θ(s) is a constant function on 5.
Indeed, we have seen in Example 6.5 above that if � is a prism whose base is a spectral set, then the
function θ(s) may attain countably many arbitrary distinct values. Hence, the role of the parallelogram in
dimension d = 2 will be played not by the parallelepiped, but by the prism, in dimension d = 3.

We remind the reader that by a prism in Rd one means a polytope � which can be expressed as the
Minkowski sum of a (d−1)-dimensional polytope and a line segment.

Notice, however, that while a parallelogram in R2 automatically tiles by translations, this is not so for
a prism in R3. Hence it is yet required to prove — necessarily by a different method — that a spectral
convex prism in R3 can tile by translations.

Let us formulate this result explicitly:

Theorem 9.1. Let � be a convex prism in R3. If � is spectral, then it tiles by translations.

9B. A bounded, measurable set �⊂Rd (d > 2) will be called a cylindric set if it has the form �= I ×6,
where I is an interval in R, and 6 is a measurable set in Rd−1. In this case, the set 6 will be called the
base of the cylindric set �.
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If the base 6 is a convex polytope in Rd−1, then the set �= I ×6 is a convex prism. Conversely, any
convex prism in Rd is the affine image of some set of the form I ×6, where I is an interval and 6 is a
convex polytope in Rd−1.

We will deduce Theorem 9.1 from the following result, proved in our paper [Greenfeld and Lev 2016].
The result is valid in all dimensions d > 2 (not just d = 3).

Theorem 9.2 [Greenfeld and Lev 2016]. A cylindric set �= I ×6 is spectral (as a set in Rd ) if and only
if its base 6 is a spectral set (as a set in Rd−1).

This result thus provides a characterization of the cylindric spectral sets � in terms of the spectrality
of their base 6.

The “if” part of Theorem 9.2 is obvious. Suppose for simplicity that I =
[
−

1
2 ,

1
2

]
. If 0 ⊂ Rd−1 is a

spectrum for 6, then it is easy to check that Z×0 is a spectrum for �; hence � is spectral.
On the other hand, the converse, “only if” part of the theorem (which is what we shall need for our

present goal), is nontrivial. Roughly speaking, the difficulty lies in that knowing � to have a spectrum 3

in no way implies that 3 has a product structure as Z×0. In particular, we do not have any obvious
candidate for a set 0 ⊂ Rd−1 that might serve as a spectrum for 6.

Remark. In [Greenfeld and Lev 2016] we also gave a similar characterization of the cylindric sets �
in Rd which can tile the space by translations. Namely, it was proved there that a cylindric set �= I ×6
tiles if and only if its base 6 tiles.

9C. Theorem 9.1 can now be obtained by a combination of Theorem 9.2 and the result from [Iosevich
et al. 2003] that a spectral convex polygon in R2 can tile by translations, namely, Theorem 8.1 (for which
we have provided an independent proof in Section 8).

Proof of Theorem 9.1. By applying an affine transformation we can assume �= I ×6, where I is the
interval

[
−

1
2 ,

1
2

]
and 6 is a convex polygon in R2. Since � is spectral, it follows by Theorem 9.2 that

also 6 is spectral. Hence by Theorem 8.1, 6 tiles by translations, so there is a set 0 ⊂ R2 such that
6+0 is a tiling of R2. It is then clear that � tiles R3 with the translation set Z×0. �

10. Prisms and zonotopes

In Section 9 we explained why the case when the convex polytope �⊂ R3 is a prism requires a special
treatment in our approach. In this case we obtained a complete solution to our problem; namely, it was
proved that if a convex prism in R3 is a spectral set, then it tiles by translations (Theorem 9.1). Hence, in
what follows we will be mainly interested in the case when � is not a prism. The goal of the present
section is to point out some geometric properties of such an � that will be useful in the analysis of the
spectrum later on.

10A. Let �⊂ R3 be a convex polytope, centrally symmetric and with centrally symmetric facets. Let F
be a facet of �, and F ′ be the opposite facet. Recall that by the central symmetry, F ′ is a translate of F,
and that we have denoted by τF the translation vector in R3 which carries F ′ onto F , that is, F = F ′+ τF.
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Suppose now that A is a subfacet of F. Then A is the image under the translation by τF of a subfacet A′

of F ′, that is, A = A′+ τF. We denote by HF,A the hyperplane which contains the subfacets A and A′.

Lemma 10.1. If � is not a prism, then for any facet F of � there is a subfacet A such that int(�)
intersects each one of the two open half-spaces bounded by HF,A.

Proof. Let F be a facet of �. By applying an affine transformation we may assume

�=−�, F =
{ 1

2

}
×6, F ′ =

{
−

1
2

}
×6,

where 6 is a convex polygon in R2 such that 6 =−6. Suppose to the contrary that for any subfacet A
of F, int(�) entirely lies within one of the open half-spaces bounded by HF,A. The intersection of the
closures of all these half-spaces with the set I ×R2, where I =

[
−

1
2 ,

1
2

]
, is equal to I ×6. Hence � is

contained in I ×6. But � also contains I ×6, since I ×6 is the convex hull of the facets F and F ′. We
conclude that �= I ×6, which is not possible unless � is a prism. This contradiction ends the proof. �

10B. By a zonotope in Rd one means a polytope which can be represented as the Minkowski sum of a
finite number of line segments. A zonotope is a convex, centrally symmetric polytope, and all its facets
are also zonotopes. In particular, all the facets of a zonotope are also centrally symmetric.

It is known, see, e.g., [Schneider 1993, Theorem 3.5.1], that in dimension d = 3, a convex polytope
which has centrally symmetric facets must be a zonotope.

Remark, by the way, that this is not true in dimensions d > 4. A well-known example is the 24-cell
in R4, a convex polytope which tiles by translations, and hence is centrally symmetric and has centrally
symmetric facets, but which is not a zonotope.

10C. Let again �⊂ R3 be a convex polytope, centrally symmetric and with centrally symmetric facets
(and hence a zonotope). Let F be a facet of �, and A, B be two parallel subfacets of F. Let F ′ and
A′, B ′ be the facet and its two subfacets which are carried onto F and A, B respectively by the translation
vector τF. We denote by SF,A,B the closed slab which lies between the two parallel hyperplanes HF,A

and HF,B .

Lemma 10.2. Assume that the intersection of � and SF,A,B coincides with the convex hull of the facets F
and F ′. Then � is a prism.

Proof. By applying an affine transformation we may assume

�=−�, F ⊂
{

x1 =
1
2

}
,

F is symmetric about the point
( 1

2 , 0, 0
)
, and

A =
{ 1

2

}
×
{1

2

}
× I, B =

{ 1
2

}
×
{
−

1
2

}
× I,

where I denotes as usual the interval
[
−

1
2 ,

1
2

]
. Hence F =

{1
2

}
×6, where 6 is a convex polygon in R2

such that 6 =−6, and such that
{ 1

2

}
× I,

{
−

1
2

}
× I are facets of 6.

The assumption in the lemma thus means that

�∩ (R× I ×R)= I ×6. (10-1)
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Since� is a zonotope, it can be represented as the Minkowski sum of several line segments S1, S2, . . . , Sn .
Thus we have�= S1+S2+· · ·+Sn . As� is symmetric about the origin, we can assume that the same is true
for each line segment Sj ; that is, Sj =−Sj . We can also assume that no two of the segments Sj are parallel.

Now we consider two distinct cases separately. Let us first consider the case when 6 is not the cube
I× I. In this case there must exist at least one vertex v of6 which belongs to int(I×R). Hence I×{v} is a
subfacet of I×6. By (10-1) it follows that I×{v} is also a subfacet of�. Each subfacet of� is a translate
of one of the Sj ’s (see, for example, [McMullen 1971]). Hence one of the line segments, say S1, must be
equal to I ×{0}× {0}. It then follows that all the other line segments S2, . . . , Sn must lie in {0}×R×R.
Indeed, if this is not true for some Sj , then S1+ Sj is not contained in I ×R×R. But S1+ Sj is contained
in �, and � is contained in I ×R×R, so this is not possible. Hence all the segments S2, . . . , Sn lie in
{0}×R×R. It follows that S2+· · ·+ Sn = {0}×6, and �= I ×6. This shows that � must be a prism.

Now we consider the remaining case, namely, when 6 = I × I. In this case, the assumption (10-1)
becomes

�∩ (R× I ×R)= I × I × I. (10-2)

Hence R×R×
{1

2

}
and R×R×

{
−

1
2

}
are supporting hyperplanes of�, and thus�⊂R×R× I. Since A={1

2

}
×
{ 1

2

}
×I is a subfacet of�, then as before, one of the line segments, say again S1, must be equal to {0}×

{0}×I. It then follows that all the other line segments S2, . . . , Sn must lie in R×R×{0}, since if not, then as
before, this would contradict the fact that�⊂R×R× I. Hence S2+· · ·+Sn= P×{0} for a certain convex
polygon P ⊂ R2, and �= P × I. Again we obtain that � must be a prism, so this proves the lemma. �

11. Structure of spectrum, III

In this section our goal is to relate the geometric observations made in Section 10 to the spectrality
problem for convex polytopes in dimension d = 3. More specifically, we will see how one can use the
assumption that � is not a prism in order to obtain new information on the structure of the spectrum 3.

11A. Let�⊂R3 be a convex polytope, centrally symmetric and with centrally symmetric facets. Assume,
as before, that �=−�; that is, � is symmetric about the origin, F is a facet of � contained in

{
x1 =

1
2

}
,

and the center of F is the point
( 1

2 , 0, 0
)
. Hence F =

{ 1
2

}
×6, where 6 is a convex polygon in R2 such

that 6 =−6.
Suppose also that 3 is a spectrum for �. Let 5⊂ R2 be the set associated to the spectrum 3 defined

as in Section 6 and θ(s) be the function on 5 given by Lemma 6.2. We also let 3′ be the new spectrum
constructed from 3 in Section 7.

Recall that to each point (t0, s0) ∈R×R2 we have associated a function f , supported by �, defined by
(7-4). As an element of L2(�), this function f admits a Fourier expansion with respect to the spectrum3′,
given by

f =
1
|�|

∑
λ∈3′

f̂ (λ)eλ. (11-1)

By Lemma 2.1 the series on the right-hand side of (11-1) converges in L2 on any bounded set to a
measurable function f̃ on R3, and f coincides with f̃ a.e. on �.
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We now observe that for certain values of (t0, s0), the Fourier expansion of f with respect to the
spectrum 3′ consists of exceptionally few terms:

Lemma 11.1. Let (t0, s0) be a point belonging to (Z+ θj )×5j for some j , and let f be the function
defined by (7-4). Then the Fourier expansion (11-1) of f with respect to the spectrum 3′ consists only of
terms corresponding to λ ∈3′ ∩ ({t0}×5j ).

In other words, all the coefficients f̂ (λ) in the expansion (11-1) must vanish except for possibly those
which correspond to λ= (t, s) ∈3′ such that t = t0 and s ∈5j .

Proof of Lemma 11.1. If (t, s) ∈ 3′, then by Lemma 7.1 there is k such that t ∈ Z+ θk and s ∈5k . If
k 6= j then 1̂6(s− s0)= 0 due to (7-3), and it follows from (7-5) that f̂ (t, s)= 0. If k = j then both t0
and t belong to Z+ θj ; hence t − t0 is an integer. Since 1̂I vanishes on Z \ {0}, it follows again by (7-5)
that f̂ (t, s) = 0 unless t = t0. This shows that in the series (11-1) the nonzero coefficients can only
correspond to λ= (t, s) such that t = t0 and s ∈5j . �

Remark. It may be interesting to notice that Lemma 11.1 implies that 3′ must contain points from each
one of the sets {t0}×5j , where t0 goes through the elements of Z+ θj .

11B. Now suppose that� is not a prism. Then by Lemma 10.1 there is a subfacet A of F such that int(�)
intersects each one of the two open half-spaces bounded by the hyperplane HF,A. Let us assume, for
simplicity, that this subfacet is A=

{1
2

}
×
{1

2

}
× I, where I =

[
−

1
2 ,

1
2

]
(later on, the general situation will be

reduced to this case by applying an affine transformation). Thus
{1

2

}
× I is a facet of the convex polygon6.

We can now use Lemma 11.1 to obtain some additional information on the structure of the components
5j of the set 5.

Lemma 11.2. For each j we have
5j −5j 6⊂ Z×R. (11-2)

Proof. Suppose that (11-2) is not true for some j . By translating the spectrum 3 we can assume 5j

contains the origin, and hence
5j ⊂ Z×R. (11-3)

Choose a point (t0, s0) ∈ (Z+ θj )×5j , and let f be the function associated to this point defined by
(7-4). By Lemma 11.1 and due to (11-3), the Fourier expansion of f with respect to 3′ consists only of
exponentials eλ such that λ ∈3′ ∩ (R×Z×R). It follows (Lemma 2.1) that the right-hand side of (11-1)
is a function f̃ on R3 which is periodic with respect to the vector (0, 1, 0), and f coincides with f̃ a.e.
on �.

Recall that we have chosen the subfacet A of F (using Lemma 10.1) such that int(�) intersects each one
of the two open half-spaces bounded by the hyperplane HF,A. Since it was assumed that A=

{ 1
2

}
×
{ 1

2

}
× I,

this means that HF,A =
{

x2 =
1
2

}
, and hence

� 6⊂
{

x2 6
1
2

}
. (11-4)

Recall also that F =
{1

2

}
×6, where 6 is a convex polygon in R2, 6 =−6, and

{1
2

}
× I is a face

of 6. By convexity, 6 contains the unit square I × I, and hence I ×6 contains the unit cube I × I × I.
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Thus | f̃ | = | f | = 1 a.e. on I × I × I. By the periodicity of f̃ this implies | f̃ | = 1 a.e. on I ×R× I. In
particular, | f̃ | = 1 a.e. on the set

�∩ (I × (R \ I )× I ). (11-5)

On the other hand, the set (11-5) is disjoint from I ×6; hence | f | = 0 on this set. It follows that the set
(11-5) cannot have positive measure, and therefore

�∩ (I ×R× I )= I × I × I.

This implies that
{

x2 =
1
2

}
is a supporting hyperplane of �, which contradicts (11-4). �

Lemma 11.3. For each j we have
5j −5j 6⊂ R×Z. (11-6)

Proof. We argue in a way similar to the proof of the previous lemma. If (11-6) is violated for some j ,
then by translating 3 we can assume

5j ⊂ R×Z. (11-7)

Hence, choosing a point (t0, s0) ∈ (Z+ θj )×5j , the corresponding function f defined by (7-4) coincides
a.e. on � with a function f̃ on R3, which by (11-7) and Lemma 11.1 is periodic with respect to the vector
(0, 0, 1).

Since we have | f̃ | = | f | = 1 a.e. on I × I × I, the periodicity of f̃ implies | f̃ | = 1 a.e. on I × I ×R.
In particular, | f̃ | = 1 a.e. on the set

�∩ (I × ((I ×R) \6)). (11-8)

But since this set is disjoint from I ×6, we have | f | = 0 on the set (11-8). So the set (11-8) cannot have
positive measure, and therefore

�∩ (I × I ×R)= I ×6.

By Lemma 10.2 this is possible only if � is a prism, so this concludes the proof. �

Lemma 11.4. Let X be a subset of an abelian group G, and let H1 and H2 be two subgroups of G.
Assume that

X − X ⊂ H1 ∪ H2. (11-9)

Then X − X ⊂ H1 or X − X ⊂ H2.

Proof. Suppose that X − X 6⊂ H1, so there exist x, y ∈ X such that x − y 6∈ H1. Then by (11-9) we
have x − y ∈ H2. The property x − y 6∈ H1 implies that for each z ∈ X we must have z − x /∈ H1 or
z − y /∈ H1. But in either case, it follows from (11-9) that z ∈ x + H2 = y + H2, so we conclude that
X ⊂ x + H2 = y+ H2. Thus X − X ⊂ H2. �

Corollary 11.5. For each j we have

5j −5j 6⊂ (Z×R)∪ (R×Z). (11-10)

This is an immediate consequence of Lemmas 11.2, 11.3 and 11.4.
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12. Structure of spectrum, IV

In the present section, we continue to analyze the structure of the spectrum of a convex polytope � in
dimension d = 3. Although we are mainly interested in the case when � is not a prism, we will not need
to assume this in the present section.

12A. Let� be a convex polytope in R3, centrally symmetric and with centrally symmetric facets. Assume
that � is in our “standard position”; namely, �=−�, F is a facet of � contained in

{
x1 =

1
2

}
, and F

is symmetric about the point
( 1

2 , 0, 0
)
. Assume also that A =

{ 1
2

}
×
{ 1

2

}
× I is a subfacet of F , where

I =
[
−

1
2 ,

1
2

]
. Hence F =

{ 1
2

}
×6, where 6 is a convex polygon in R2, 6 =−6, and

{ 1
2

}
× I is a facet

of 6.
Suppose that 3 is a spectrum for �. Let 5⊂ R2 be the set associated to the spectrum 3 defined in

Section 6 and θ(s) be the function on 5 given by Lemma 6.2. Recall that in Section 7 a new spectrum 3′

was constructed from the given spectrum 3 by taking the weak limit of a sequence of translates of 3.
The new spectrum 3′ was shown (Lemma 7.1) to enjoy a particular structure, namely

3′ ⊂
⋃
j>0

(Z+ θj )×5j , (12-1)

where 5j are the components of the set 5, and θj are respectively the values of the function θ(s) on
these components. The sets 5j were shown (Corollary 6.3) to satisfy

5k −5j ⊂ {1̂6 = 0} ( j 6= k). (12-2)

When we want to further analyze the structure of the spectrum in dimension d = 3, a new complication
arises that was not present in the case d = 2. Namely, the zero set {1̂6 = 0} is not known explicitly,
except in the special case when 6 is the cube I × I. In order to address this difficulty, a further limiting
procedure will now be performed on the spectrum 3′, yielding a third spectrum 3′′ of �.

12B. The new spectrum 3′′ is constructed as follows. Consider the sequence of translates of the
spectrum 3′ given by

3′− r · (0, 1, 0), r = 1, 2, 3, . . . .

As in Section 7 we may extract from this sequence a subsequence

3′− rn · (0, 1, 0), rn→∞, (12-3)

which converges weakly to some set 3′′, which is again a spectrum of �.
According to (12-1) we may form a partition of the spectrum 3′ into sets defined by

3′j :=3
′
∩ ((Z+ θj )×5j ). (12-4)

It would be convenient for us to know that for each j , the sequence of translates

3′j − rn · (0, 1, 0) (12-5)
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of each component 3′j has a weak limit as n→∞. This does not follow automatically from the weak
convergence of the sequence (12-3), though, since we have not excluded the possibility that there may be
infinitely many θj and that they may have accumulation points. Nevertheless, we can assume that (12-5)
has a weak limit as n→∞ for each j , simply by selecting a further subsequence if necessary.

We shall denote by 3′′j the weak limit of (12-5). Observe that a point (t, u, v) ∈ R3 belongs to 3′′j if
and only if there is a sequence (tn, un, vn) ∈3

′

j such that

(tn, un − rn, vn)→ (t, u, v), n→∞.

Remark that while by Lemma 11.1 none of the components 3′j may be empty, this is not true for the
sets 3′′j that we cannot exclude some of which to be empty.

It follows from (12-4) that

3′′j ⊂3
′′
∩ ((Z+ θj )×R2); (12-6)

hence the sets 3′′j are disjoint subsets of 3′′. Remark, however, that these sets do not necessarily form a
partition of 3′′; namely, their union need not be equal to the whole 3′′. Again, this may happen only if
there are infinitely many θj . An example of such a situation can be obtained if � is a prism whose base
is a spectral set. Indeed, we have seen in Example 6.5 that in such a case the function θ(s) may attain
countably many arbitrary distinct values, and that the components 5j of the set 5 may be singletons.
This implies that every 3′′j is empty, while 3′′ certainly cannot be empty being a spectrum for �.

This makes it necessary for us in general to consider also the subset of 3′′ defined by

3′′
∞
:=3′′

∖⋃
j>0

3′′j .

Lemma 12.1. Let (t, u, v) ∈ R3. Then (t, u, v) belongs to 3′′
∞

if and only if there is a sequence kn→∞,
and for each n there is a point (tn, un, vn) ∈3

′

kn
such that

(tn, un − rn, vn)→ (t, u, v), n→∞.

Proof. Suppose first that (t, u, v) is a point in 3′′
∞

. Then (t, u, v) ∈3′′, and since 3′′ is the weak limit of
(12-3), there exist (tn, un, vn) ∈3

′ such that (tn, un − rn, vn)→ (t, u, v). Due to (12-1) and (12-4), for
each n there is kn > 0 such that (tn, un, vn) ∈3

′

kn
. If kn 6→∞, then kn admits infinitely often a certain

value, say kn = j , for infinitely many n. But this implies that (t, u, v) must belong to the weak limit of
(12-5), and hence (t, u, v) ∈3′′j , so it cannot lie in 3′′

∞
. Hence we must have kn→∞.

Conversely, suppose that the point (t, u, v) satisfies the condition in the lemma. The condition implies
that (t, u, v) belongs to the weak limit of (12-3); hence (t, u, v) ∈3′′. If (t, u, v) is not in 3′′

∞
, then it

belongs to one of the sets 3′′j . But then we must have kn = j for all sufficiently large n, so kn 6→∞, a
contradiction. Hence (t, u, v) ∈3′′

∞
. �

We also point out that the inclusion (12-6) is not necessarily an equality, as the right-hand side of
(12-6) may contain elements of 3′′

∞
.
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12C. Now we establish some properties satisfied by the new spectrum 3′′ and its components 3′′k
(06 k 6∞). The first property is derived from the condition (12-2).

Lemma 12.2. For each 06 j, k 6∞, j 6= k, we have

3′′k −3
′′

j ⊂ R×{1̂6 = 0}. (12-7)

Proof. By symmetry we may assume 06 j < k 6∞. Let (t, u, v) ∈3′′j and (t ′, u′, v′) ∈3′′k . Then there
exist two sequences

(tn, un, vn) ∈3
′

j , (tn, un − rn, vn)→ (t, u, v),

and

(t ′n, u′n, v
′

n) ∈3
′

kn
, (t ′n, u′n − rn, v

′

n)→ (t ′, u′, v′),

where kn = k in the case when k is finite and kn →∞ if k =∞ (Lemma 12.1). In any case we have
kn 6= j for all sufficiently large n. Since by (12-4) we have

(un, vn) ∈5j , (u′n, v
′

n) ∈5kn ,

it follows from (12-2) that

(t ′n, u′n − rn, v
′

n)− (tn, un − rn, vn)= (t ′n − tn, u′n − un, v
′

n − vn) ∈ R×{1̂6 = 0}.

Letting n→∞ we obtain

(t ′, u′, v′)− (t, u, v) ∈ R×{1̂6 = 0},

which confirms (12-7). �

Lemma 12.2 shows that the structure (12-2) is basically preserved in the new spectrum 3′′ and its
components 3′′k (06 k 6∞). However, our motivation for introducing this new spectrum is due to the
following lemma:

Lemma 12.3. Let 06 j <∞, 06 k 6∞, k 6= j . Then

3′′k −R×5j ⊂ (R×Z×R)∪ (R×R× (Z \ {0})). (12-8)

In other words, if (u0, v0) ∈5j and if (t, u, v) ∈3′′k , then u− u0 ∈ Z or v− v0 ∈ Z \ {0}.

This lemma is similar in spirit to Lemma 6.2. To see the resemblance between the two lemmas, recall
that

{1
2

}
× I is a facet of the polygon 6, and {1̂I = 0} = Z \ {0}. The assertion of (12-8) is equivalent to

the statement that if (u0, v0) ∈5j , (t, u, v) ∈3′′k , and if 1̂I (v− v0) 6= 0, then u ∈ Z+ u0. The proof is
also similar to that of Lemma 6.2.

Proof of Lemma 12.3. Let (u0, v0) ∈5j and (t, u, v) ∈3′′k . Regardless of whether k is finite or not, there
is a sequence kn and there are points (tn, un, vn) ∈3

′

kn
such that

(tn, un − rn, vn)→ (t, u, v), n→∞. (12-9)
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Indeed, if 06 k <∞ then kn = k for all n, while if k =∞ then kn→∞ (Lemma 12.1). In any case, we
have kn 6= j for all sufficiently large n. Since (tn, un, vn) ∈3

′

kn
we have (un, vn) ∈5kn by (12-4). Hence

by (12-2) this implies

1̂6(un − u0, vn − v0)= 0 (12-10)

for all sufficiently large n.
Observe that since rn → ∞, (12-9) implies that also un → ∞. Hence using Lemma 6.1 for the

polygon 6 and its facet
{1

2

}
× I, it follows from (12-10) that

sinπ(un − u0) · 1̂I (vn − v0)→ 0, n→∞.

Indeed, the polygon 6 is centrally symmetric and it has centrally symmetric facets, as the facets of 6 are
line segments; hence all the conditions of Lemma 6.1 are satisfied.

Now suppose that v − v0 6∈ Z \ {0}. Then v − v0 is not contained in the zero set of 1̂I, and hence
|1̂I (vn − v0)| remains bounded away from zero as n→∞. So we must have sinπ(un − u0)→ 0, or
equivalently, dist(un−u0,Z)→ 0. But since rn is an integer, (12-9) implies that also dist(un−u,Z)→ 0.
It follows that

dist(u− u0,Z)6 dist(un − u0,Z)+ dist(un − u,Z)→ 0.

We conclude that u− u0 ∈ Z as required. �

From the previous lemma it is easy to deduce the next one:

Lemma 12.4. For each 06 j, k 6∞, j 6= k, we have

3′′k −3
′′

j ⊂ (R×Z×R)∪ (R×R× (Z \ {0})). (12-11)

Actually we will not use Lemma 12.4 in what follows. We state it merely to demonstrate an essential
advantage of the newly constructed spectrum 3′′. On one hand, according to (12-7) it basically inherits
the structure of the previously constructed spectrum 3′, while on the other hand, condition (12-11) reveals
an extra structure in 3′′.

Since the proof of Lemma 12.4 is quite short, we include it for completeness.

Proof of Lemma 12.4. By symmetry we may assume 0 6 j < k 6∞. Let (t, u, v) ∈ 3′′k . Then by
Lemma 12.3 the set R×5j must be contained in

(R× (u+Z)×R)∪ (R×R× (v+ (Z \ {0}))). (12-12)

Due to (12-4) we have 3′j ⊂ R×5j ; hence also the set 3′j is contained in (12-12). Since the set (12-12)
is invariant under translations by vectors in {0} × Z× {0}, it follows that all the sets (12-5) are also
contained in (12-12), and hence the same is true for their weak limit 3′′j . This implies that 3′′j − (t, u, v)
is contained in the set on the right-hand side of (12-11). As (t, u, v) was an arbitrary element of 3′′k , this
establishes (12-11). �
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13. Auxiliary lemmas

In this section we establish some specific facts about the spectrum of a convex polytope � that will be
used later on. These facts are true in arbitrary dimension, so in the present section we do not restrict the
discussion to three dimensions.

13A. Let�⊂Rd be a convex polytope. Let F and F ′ be two parallel facets of�, and assume F⊂
{

x1=
1
2

}
,

F ′ ⊂
{

x1 =−
1
2

}
, and that F is the image of F ′ under translation by the vector Ee1. These assumptions

imply that
F =

{1
2

}
×6, F ′ =

{
−

1
2

}
×6,

where 6 is a convex polytope in Rd−1.
Assume also that � is spectral, and let 3 be a spectrum for �.

Lemma 13.1. If � is not a prism, then 3 cannot contain any set of the form

(Z+ θ)×{s}, (13-1)

where θ ∈ R and s ∈ Rd−1.

Proof. Suppose to the contrary that 3 does contain a set of the form (13-1). This implies that the set
3−3 contains Z×{0}. On the other hand, since 3 is a spectrum for �, the set 3−3 must be contained
in {1̂� = 0} ∪ {0}. We conclude that

1̂�(k, 0)= 0, k ∈ Z \ {0}. (13-2)

For each x ∈ R denote by �x the (d−1)-dimensional polytope obtained by the intersection of � with
the hyperplane {x}×Rd−1, and let ϕ(x) be the (d−1)-dimensional volume of �x . Then the function ϕ
vanishes off the interval I =

[
−

1
2 ,

1
2

]
, it is continuous on I, and ϕ

( 1
2

)
= ϕ

(
−

1
2

)
= |6|. Notice that, by

convexity, �x contains {x}×6 for every x ∈ I. In particular this implies ϕ(x)> |6|, x ∈ I.
It follows from the definition of the function ϕ that its Fourier transform is given by

ϕ̂(t)= 1̂�(t, 0), t ∈ R.

Combining this with (13-2) we obtain that ϕ̂ vanishes on Z \ {0}. Since ϕ is supported on I, this implies
that ϕ is orthogonal in L2(I ) to all the exponentials {ek}, k ∈Z\{0}. But as the system E(Z) is orthogonal
and complete in L2(I ), this is possible only if ϕ is constant on I. Hence ϕ(x)= |6| for all x ∈ I. In turn,
this implies �x = {x}×6, x ∈ I. We conclude that �= I ×6, and so � is a prism, a contradiction. �

Remark. One can see from the proof that the only property of the set (13-1) that was actually used was
that its difference set contains Z×{0}. Hence the lemma remains true if (13-1) is replaced by any other
set for which the latter property is satisfied.

13B. Denote by Q = I d−1 the unit cube in Rd−1. As usual, I is the interval
[
−

1
2 ,

1
2

]
.

Lemma 13.2. Assume that 6 contains Q. If � is not a prism, then 3 cannot be covered by the union of
two translates of Zd.
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Proof. Suppose to the contrary that 3 is contained in the union of two translates of Zd. By translating 3
we may assume

3⊂ Zd
∪ (Zd

+ τ) (13-3)

for some τ ∈ Rd. According to Lemma 13.1, the spectrum 3 cannot contain the whole set Z×{0}. This
implies that by further translating 3 by a certain vector in Z×{0}, we may additionally assume 3 does
not contain the origin.

Since 6 is assumed to contain Q, and since by convexity � contains I ×6, it follows that � must
contain I ×Q, the unit cube in Rd. Hence the function f = 1I×Q is supported by �. Consider the Fourier
expansion (2-3) of this function f . Since f̂ vanishes on all the points of Zd except the origin, and since
the origin does not belong to3, it follows from (13-3) that only exponentials eλ such that λ∈3∩(Zd

+τ)

may have a nonzero coefficient in the expansion (2-3). Hence by Lemma 2.1 the right-hand side of (2-3)
represents a function f̃ of the form

f̃ (x)= e2π i〈τ,x〉g(x), x ∈ Rd,

where g is some Zd -periodic function, and f coincides with f̃ a.e. on �. Notice that |g| = | f̃ | = | f | = 1
a.e. on I × Q. By the periodicity of g this implies |g| = 1 a.e. on Rd. Hence | f | = | f̃ | = |g| = 1 a.e.
on �. In particular, f cannot vanish on any subset of � of positive measure. On the other hand, by the
definition of f it does vanish on � \ (I × Q). This is possible only if �= I × Q; namely, � is the unit
cube in Rd. But this contradicts the assumption that � is not a prism, so the proof is complete. �

14. Structure of spectrum, V

In this section we complete the analysis of the spectrum in dimension d = 3.

14A. Our assumptions will be the following.
Let �⊂R3 be a convex polytope, centrally symmetric and with centrally symmetric facets. We assume

� is not a prism. Suppose that � is in the “standard position”; namely, � = −�, F is a facet of �
contained in

{
x1 =

1
2

}
, and F is symmetric about the point

( 1
2 , 0, 0

)
. Hence F =

{1
2

}
×6, where 6 is

a convex polygon in R2 such that 6 = −6. We assume A =
{1

2

}
×
{1

2

}
× I is a subfacet of F, where

I =
[
−

1
2 ,

1
2

]
, and therefore

{1
2

}
× I is a facet of 6. We also suppose that int(�) intersects each one of

the two open half-spaces
{

x2 <
1
2

}
and

{
x2 >

1
2

}
.

Suppose now that 3 is a spectrum for �. Let 5 be the set constructed from 3 in Section 6, and θ(s)
be the function on 5 given by Lemma 6.2. Let 3′ be the spectrum for � constructed from 3 in Section 7,
and 3′′ be the spectrum constructed from 3′ in Section 12. We shall continue to use the notations 5j , θj ,
3′j , 3

′′

j and 3′′
∞

with the same meaning as in the previous sections.
Our goal in the present section is to prove that, under the assumptions above, the function θ(s) is

necessarily constant on 5.

14B. It will be convenient to introduce the following notation. Let

G := (Z×R)∪ (R×Z) (14-1)
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and

G0 := (Z×R)∪ (R× (Z \ {0})). (14-2)

Lemma 14.1. Let 5j (06 j <∞) be one of the components of 5, and let 06 k 6∞, k 6= j . Then we
have

3′′k ⊂ R×
⋂

s∈5j

(s+G0). (14-3)

Also, if the set 3′′k is not empty, then we have

5j ⊂
⋂

(t,s)∈3′′k

(s+G0). (14-4)

In fact, each one of (14-3) and (14-4) is just a reformulation of condition (12-8). Hence Lemma 14.1
is a consequence of Lemma 12.3.

14C. Lemma 14.2. If for some 06 k 6∞, the set 3′′k is not empty, then

3′′k −3
′′

k 6⊂ R×G. (14-5)

Proof. The proof is very similar to that of Corollary 11.5, and therefore it will only be outlined. The proof
involves several steps.

Step 1. Let (t0, s0) be a point in3′′k , and let f be the function defined by (7-4). Then the Fourier expansion

f =
1
|�|

∑
λ∈3′′

f̂ (λ)eλ (14-6)

of f with respect to the spectrum 3′′ consists only of terms corresponding to λ ∈3′′k . This follows from
Lemma 12.2 and the expression (7-5) for the Fourier transform of f .

Step 2. We have

3′′k −3
′′

k 6⊂ R×Z×R. (14-7)

Indeed, if this is not true then by translating 3 we may assume 3′′k ⊂ R×Z×R. Hence from the Fourier
expansion (14-6) it follows (Lemma 2.1) that f coincides a.e. on � with a function f̃ on R3 which is
periodic with respect to the vector (0, 1, 0). As in the proof of Lemma 11.2, this leads to a contradiction
to the assumption that int(�) intersects both half-spaces

{
x2 <

1
2

}
and

{
x2 >

1
2

}
.

Step 3. We have

3′′k −3
′′

k 6⊂ R×R×Z. (14-8)

In the same way, if this does not hold then by translating 3 we can assume 3′′k ⊂R×R×Z. As in Step 2
this implies that f coincides a.e. on � with a function f̃ on R3 which is periodic with respect to the
vector (0, 0, 1). As in the proof of Lemma 11.3, this together with Lemma 10.2 implies that � must be a
prism, a contradiction.
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Step 4. We have
3′′k −3

′′

k 6⊂ R×G.

This follows by combining (14-7), (14-8) and Lemma 11.4. �

14D. Lemma 14.3. Let s, s ′, s ′′ be three points in R2, and

X = (s+G)∩ (s ′+G)∩ (s ′′+G). (14-9)

If the points s, s ′, s ′′ are distinct modulo Z2, then X − X ⊂ G.

This is not difficult to verify, and we omit the details.

Lemma 14.4. Suppose that there is a component 5j of the set 5 (0 6 j < ∞) such that for any
06 k 6∞, k 6= j , the set 3′′k is empty. Then 5=5j ; namely 5j is the unique component of 5, and so
the function θ(s) is constant on 5.

Proof. The assumption means that 3′′ =3′′j . By (12-6) we therefore have

3′′ ⊂ (Z+ θj )×R2.

Consider the set of all points s ∈ R2 for which there is t ∈ Z+ θj such that (t, s) ∈3′′. We claim that
this set must contain at least three points which are distinct modulo Z2. Indeed, if this is not true then the
spectrum 3′′ is contained in a union of two sets of the form

(Z+ θj )× (Z
2
+ s), s ∈ R2.

But this would imply that 3′′ can be covered by the union of two translates of Z3, which is not possible
according to Lemma 13.2 since � is not a prism (notice that 6 contains the cube I × I, so we may use
Lemma 13.2). Hence there must exist three points (t, s), (t ′, s ′), (t ′′, s ′′) in the spectrum 3′′ such that
s, s ′, s ′′ are distinct modulo Z2.

Let 5k , 06 k <∞, be any one of the components of 5 other than 5j . Then by applying (14-4) (with
j, k interchanged) we obtain

5k ⊂ (s+G)∩ (s ′+G)∩ (s ′′+G).

Using Lemma 14.3 this implies 5k −5k ⊂ G, which is impossible due to Corollary 11.5. It follows
that 5j must be the unique component of 5. This means that θ(s)= θj for all s ∈5; thus θ(s) is constant
on 5. �

14E. At this point it will be useful to introduce the following:

Definition 14.5. Let (s0, s ′0) be a pair of points in R2 such that s ′0− s0 6∈ G. If (s1, s ′1) is another pair of
points in R2, then we say that (s1, s ′1) is dual to (s0, s ′0) if the following conditions are satisfied:

(i) s1− s ′0 and s ′1− s0 are both in Z×R.

(ii) s1− s0 and s ′1− s ′0 are both in R×Z.
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For example, consider the pair (s0, s ′0) given by s0 = (0, 0), s ′0 = (α, β), where α, β are two real
numbers which are both not in Z. Then the pair (s1, s ′1) given by s1= (α, 0), s ′1= (0, β) is dual to (s0, s ′0).

It is not difficult to check that the duality relation just defined satisfies the following properties:

1. If (s1, s ′1) is dual to (s0, s ′0) then, since it was assumed that s ′0−s0 6∈G, it follows that also s ′1−s1 6∈G.

2. The duality relation is symmetric; that is, if (s1, s ′1) is dual to (s0, s ′0), then also (s0, s ′0) is dual to
(s1, s ′1).

3. Whether two given pairs are dual to each other or not depends only on the congruence classes of the
points modulo Z2. In other words, if (s1, s ′1) and (s2, s ′2) are two pairs such that s2− s1 and s ′2− s ′1
are both in Z2, and if (s1, s ′1) is dual to a certain pair (s0, s ′0), then also (s2, s ′2) is dual to (s0, s ′0).

4. For every pair (s0, s ′0) such that s ′0 − s0 6∈ G there exists a dual pair (s1, s ′1), and this dual pair is
unique modulo Z2.

The reason for introducing the duality relation above is the following:

Lemma 14.6. Let (s0, s ′0) be a pair of points in R2 such that s ′0− s0 6∈ G. Then

(s0+G)∩ (s ′0+G)= Z2
+{s1, s ′1}, (14-10)

where (s1, s ′1) is any pair which is dual to (s0, s ′0).

This can be checked easily. It is also easy to see that Lemma 14.6 implies:

Lemma 14.7. Let (s0, s ′0) and (s1, s ′1) be two pairs of points in R2 such that s ′0− s0 and s ′1− s1 are both
not in G. If the pairs (s0, s ′0) and (s1, s ′1) are not dual to each other, then the set

Y = (s0+G)∩ (s ′0+G)∩ (Z2
+{s1, s ′1}) (14-11)

is contained in a translate of Z2.

14F. Lemma 14.8. Suppose that the set 5 can be covered by the union of two translates of Z2. Then the
function θ(s) is constant on 5.

Proof. By the assumption of the lemma there exist two points s0, s ′0 ∈ R2 such that

5⊂ Z2
+{s0, s ′0}. (14-12)

Due to (12-1) we have 3′ ⊂ R×5, and together with (14-12) this implies that 3′ is contained in the set

R× (Z2
+{s0, s ′0}). (14-13)

Hence all the sets in (12-3), as well as their weak limit 3′′, are also contained in (14-13).
The set 5 has at least one component 50. Since by Corollary 11.5 we have 50−50 6⊂ G, we may

assume that s0, s ′0 both belong to 50 and that s ′0− s0 6∈ G. Hence using (14-3) for j = 0 we conclude that

3′′k ⊂ R× ((s0+G)∩ (s ′0+G))

for every 16 k 6∞. In turn, by Lemma 14.6 this implies that 3′′k is contained in a set of the form

R× (Z2
+{s1, s ′1}), (14-14)
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where (s1, s ′1) is a pair which is dual to (s0, s ′0).
We conclude that for every 16 k 6∞, the set 3′′k is contained in both (14-13) and (14-14); hence 3′′k

must be the empty set. Now Lemma 14.4 allows us to deduce that 50 is the unique component of 5, and
that θ(s) is a constant function on 5. �

Lemma 14.9. Suppose that one of the components 5j of 5 cannot be covered by the union of two
translates of Z2. Then the function θ(s) is constant on 5.

Proof. The assumption means that the component 5j contains three points s, s ′, s ′′ which are distinct
modulo Z2. Hence by Lemma 14.3 the set X defined by (14-9) satisfies X − X ⊂ G. By (14-3), for any
06 k 6∞, k 6= j , we have 3′′k ⊂ R× X , so it follows that

3′′k −3
′′

k ⊂ R×G.

But according to Lemma 14.2 this is possible only if 3′′k is empty. We conclude that all the sets 3′′k such
that 06 k 6∞, k 6= j , are empty. By Lemma 14.4 this implies that 5j is the unique component of 5,
and θ(s) is constant on 5, as we had to show. �

14G. Lemma 14.10. Suppose the function θ(s) is not constant on 5. Then there exist two components
5j0 and 5j1 ( j0 6= j1) of the set 5, and there are points s0, s ′0 ∈5j0 and s1, s ′1 ∈5j1 such that

(i) 5j0 is contained in the set
X0 := Z2

+{s0, s ′0}, (14-15)

while 5j1 is contained in
X1 := Z2

+{s1, s ′1}; (14-16)

(ii) 3′′j0 ⊂ (Z+ θj0)× X0 and 3′′j1 ⊂ (Z+ θj1)× X1;

(iii) the two pairs (s0, s ′0) and (s1, s ′1) are dual to each other;

(iv) 3′′k is empty for every 06 k 6∞, k 6= j1, k 6= j2.

Proof. Assume that the function θ(s) is not constant on 5. Let 5j0 be one of the components of 5. By
Corollary 11.5 we have 5j0 −5j0 6⊂ G; hence there exist two points s0, s ′0 in 5j0 such that s ′0− s0 6∈ G.
Observe that by Lemma 14.9 the component 5j0 must be contained in the union of two translates of Z2,
which are necessarily given by Z2

+ s0 and Z2
+ s ′0. That is,

5j0 ⊂ Z2
+{s0, s ′0}. (14-17)

By Lemma 14.8, the set 5 cannot be covered by the union of two translates of Z2. Hence the set 5
must contain some point s1 which is distinct modulo Z2 from both s0 and s ′0. According to (14-17), the
new point s1 cannot belong to 5j0 ; hence it belongs to some other component 5j1 .

Using (14-3) it follows that for every 06 k 6∞, k 6= j0, k 6= j1, we have

3′′k ⊂ R×
(
(s0+G)∩ (s ′0+G)∩ (s1+G)

)
.

But then Lemma 14.3 implies that 3′′k −3
′′

k ⊂ R×G. According to Lemma 14.2 this is not possible
unless 3′′k is empty. We conclude that all the sets 3′′k , where 06 k 6∞, k 6= j0, k 6= j1, are empty.
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Due to Corollary 11.5, the component 5j1 cannot be contained in the set Z2
+s1; hence there is another

point s ′1 in 5j1 which is not congruent to s1 modulo Z2. It then follows from Lemma 14.9 that

5j1 ⊂ Z2
+{s1, s ′1}. (14-18)

In turns, this implies that we must have s ′1− s1 6∈ G, again by Corollary 11.5.
Recalling the definition of the sets 3′′j0 and 3′′j1 , the conditions (14-17) and (14-18) now imply that the

property (ii) in the lemma is satisfied.
It remains to show that the pairs (s0, s ′0) and (s1, s ′1) are dual to each other. If this is not the case, then by

Lemma 14.7 the set Y defined by (14-11) is contained in a translate of Z2. But we have3′′j1 ⊂ (Z+θj1)×Y,
due to (14-3) and property (ii). This implies 3′′j1 −3

′′

j1 ⊂ Z×Z2, and consequently 3′′j1 must be empty by
Lemma 14.2. In a completely similar way we can also deduce that 3′′j0 must be empty. But this yields
that all the sets 3′′k , for every 06 k 6∞, are empty, which is impossible since 3′′ cannot be empty being
a spectrum for �. This contradiction confirms that (s0, s ′0) and (s1, s ′1) must be dual to each other, and
concludes the proof. �

14H. Lemma 14.11. The function θ(s) is necessarily constant on 5.

Proof. Suppose to the contrary that this is not the case. Then by Lemma 14.10 there are two components5j0

and5j1 ( j0 6= j1) of the set5, and there are points s0, s ′0 ∈5j0 and s1, s ′1 ∈5j1 satisfying properties (i)–(iv)
of that lemma.

By translating the spectrum3 by a vector in {0}×R2 we may assume s0= (0, 0). Since s ′0−s0 /∈G, we
have s ′0 = (α, β) for certain real numbers α, β none of which is an integer. Since the pair (s1, s ′1) is dual
to (s0, s ′0), it follows that s1 and s ′1 are congruent modulo Z2 to the points (α, 0) and (0, β) respectively.
In other words, we have s1 ∈ Z2

+ (α, 0) and s ′1 ∈ Z2
+ (0, β).

By further translating 3 by a vector in R×{(0, 0)} we may also assume θj0 = 0. It will be convenient
to denote θ := θj1 (notice that we then have 0< θ < 1, since θj0 and θj1 are different numbers).

According to Lemma 13.1, the spectrum 3′′ cannot contain the whole set Z×{(0, 0)}. This implies
that by translating 3 once more by some vector in Z×{(0, 0)} we may additionally assume that 3′′ does
not contain the origin (0, 0, 0).

By property (ii) from Lemma 14.10 we have

3′′j0 ⊂ Z×
(
Z2
+{(0, 0), (α, β)}

)
. (14-19)

Hence each point in 3′′j0 belongs to one of two possible types:

1. Points of the form (k, n,m), where k, n,m are integers, not all of which are zero (that k, n,m cannot
all be zero follows from the assumption that 3′′ does not contain the origin).

2. Points of the form (k, n+α,m+β), where k, n,m are integers.

By the same property (ii) from Lemma 14.10, we also have

3′′j1 ⊂ (Z+ θ)×
(
Z2
+{(α, 0), (0, β)}

)
. (14-20)
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Notice that so far, we have always used (14-3) and (14-4) with the set G0 on the right-hand side actually
replaced by G (which is valid since G0 is a subset of G). However, at this point the fact that G0, and
not just G, appears on the right-hand side of (14-3) will be important. We apply (14-3) with j = j0 and
k = j1, and use the assumption that (0, 0)= s0 ∈5j0 , to conclude that

3′′j1 ⊂ R×G0. (14-21)

It then follows from (14-20) and (14-21) that also each point in 3′′j1 belongs to one of two possible
types:

3. Points of the form (k+ θ, n+α,m), where k, n,m are integers, and m is nonzero (that m cannot be
zero follows from (14-21) and the fact that α is not an integer).

4. Points of the form (k+ θ, n,m+β), where k, n,m are integers.

By property (iv) of Lemma 14.10, the spectrum 3′′ is the union of the two disjoint sets 3′′j0 and 3′′j1 .
We conclude that each point of 3′′ belongs to one of the four types 1, 2, 3 and 4 described above.

Now consider the function

f (x, y, z) := 1I (x)1I (y)1I (z), (x, y, z) ∈ R3,

where I =
[
−

1
2 ,

1
2

]
; namely, f is the indicator function of the unit cube in R3. Then f is supported by �.

Consider the Fourier expansion

f =
1
|�|

∑
λ∈3′′

f̂ (λ)eλ (14-22)

of f with respect to the spectrum 3′′. Since we have

f̂ (t, u, v)= 1̂I (t)1̂I (u)1̂I (v), (t, u, v) ∈ R3,

it follows that f̂ (t, u, v) = 0 whenever at least one of t, u, v is a nonzero integer. This implies that f̂
vanishes on all the points of 3′′ which belong to types 1 and 3. Hence only exponentials eλ such that λ is
of type 2 or 4 may have a nonzero coefficient in the expansion (14-22).

It follows (Lemma 2.1) that the right-hand side of (14-22) is a function f̃ of the form

f̃ (x, y, z)= e2π i(αy+βz)g(x, y, z)+ e2π i(θx+βz)h(x, y, z), (x, y, z) ∈ R3, (14-23)

where g and h are Z3-periodic functions, and f coincides with f̃ a.e. on �. Notice that it follows from
(14-23) that the function | f̃ | is periodic with respect to the vector (0, 0, 1). Since we have | f̃ | = | f | = 1
a.e. on I × I × I, the periodicity of | f̃ | implies | f̃ | = 1 a.e. on I × I ×R. Hence | f | = | f̃ | = 1 a.e. on
the set �∩ (I × I ×R). On the other hand, by its definition f vanishes on the set

�∩ (I × I × (R \ I )),

so the latter set must have measure zero. We conclude that

�∩ (I × I ×R)= I × I × I. (14-24)
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Since � contains the prism I ×6, and since
{1

2

}
× I and

{
−

1
2

}
× I are facets of 6, it follows from

(14-24) that 6 = I × I. Moreover, we obtain that the intersection of � and the slab R× I ×R coincides
with I ×6. However, by Lemma 10.2 this contradicts our assumption that � is not a prism. �

15. Spectral convex polytopes in R3 tile by translations

Based on the results obtained in the previous sections, we can now deduce:

Theorem 15.1. Let � be a convex polytope in R3. If � is spectral, then it tiles by translations.

15A. By Theorems 3.1 and 4.1, the polytope�must be centrally symmetric and have centrally symmetric
facets. Since Theorem 15.1 was already proved in the case when � is a prism (Theorem 9.1), it remains
to consider the case when � is not a prism.

Lemma 15.2. Let � be a convex polytope in R3, centrally symmetric and with centrally symmetric facets,
which is not a prism. If 3 is a spectrum of �, then

〈3−3, τF 〉 ⊂ Z (15-1)

for every facet F of �.

This result is the three-dimensional analog of Lemma 8.2. By combining Lemma 15.2 with Corollary 5.3
we immediately obtain that � tiles by translations; hence it only remains to prove the lemma.

15B. Lemma 15.2 is a direct consequence of our previous results:

Proof of Lemma 15.2 . Let F be a facet of �. We must show that if 3 is a spectrum of �, then it satisfies
condition (15-1). Since � is not a prism, we may use Lemma 10.1 to select a subfacet A of F such that
int(�) intersects each one of the two open half-spaces bounded by the hyperplane HF,A.

By applying an affine transformation we may suppose that � is in our “standard position”; namely,
�=−�, F =

{ 1
2

}
×6, where 6 is a convex polygon in R2, 6 =−6, and A =

{ 1
2

}
×
{ 1

2

}
× I, where

I =
[
−

1
2 ,

1
2

]
. The hyperplane HF,A is therefore given by

{
x2 =

1
2

}
, and hence int(�) intersects both

half-spaces
{

x2 <
1
2

}
and

{
x2 >

1
2

}
. We also have τF = (1, 0, 0), so that condition (15-1) becomes

3−3⊂ Z×R2. (15-2)

Let 5 be the set constructed from 3 in Section 6, and θ(s) be the function on 5 given by Lemma 6.2.
Since all the assumptions of Section 14 are satisfied, we may apply Lemma 14.11, which yields that the
function θ(s) is constant on 5. By Corollary 7.3 this implies that (15-2) holds, which concludes the
proof. �

16. Uniqueness of the spectrum

The approach that was used above to prove that in dimensions d = 2, 3 any spectral convex polytope �
can tile by translations also allows us to establish that, except in the case when � is a prism, the spectrum
is unique up to translation.
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16A. To prove this we use the following lemma, which is valid in any dimension d (not just d = 2, 3).

Lemma 16.1. Let �⊂ Rd be a convex polytope, centrally symmetric and with centrally symmetric facets.
Suppose that � has a spectrum 3 satisfying (5-2) for every facet F of �. Then 3 is a translate of the
lattice T ∗, the dual of the lattice T given by (5-1).

Proof. By Corollary 5.3, the set T given by (5-1) is a lattice, and �+ T is a tiling. Hence by Fuglede’s
theorem the dual lattice T ∗ is a spectrum for �. By translating 3 we may assume that it contains the
origin. So (5-2) implies

〈3, τ 〉 ⊂ Z, τ ∈ T.

This means that 3 is a subset of T ∗. But since no proper subset of a spectrum can also be a spectrum, we
must therefore have 3= T ∗. �

From this lemma we immediately obtain the following sufficient condition for a spectral convex
polytope to admit a unique spectrum up to translation:

Corollary 16.2. Let � ⊂ Rd be a convex polytope, centrally symmetric and with centrally symmetric
facets. Assume that � is spectral, and that condition (5-2) is satisfied for every spectrum 3 of � and
every facet F of �. Then � has a unique spectrum up to translation. More specifically, every spectrum 3

of � is a translate of the lattice T ∗.

16B. The criterion just proved can now be applied to the following situations:

Theorem 16.3. Let � be a spectral convex polygon in R2 which is not a parallelogram. Then � admits a
unique spectrum up to translation.

Theorem 16.4. Let � be a spectral convex polytope in R3 which is not a prism. Then � admits a unique
spectrum up to translation.

Indeed, by Theorems 3.1 and 4.1, the polytope � must be centrally symmetric and have centrally
symmetric facets. Hence Theorem 16.3 follows from Lemma 8.2 and Corollary 16.2, while Theorem 16.4
is a consequence of Lemma 15.2 and Corollary 16.2.

Remark that the assumptions that � is not a parallelogram in R2 and that it is not a prism in R3 are
necessary in these results. Indeed, we have seen in Example 6.5 that if � is a prism, then it admits
infinitely many non translation-equivalent spectra.

17. Remarks and open problems

17A. It would be interesting to extend Theorem 1.2 to dimensions d > 4.

Problem 17.1. Let � be a convex polytope in Rd (d > 4). Prove that if � is spectral, then it can tile the
space by translations.

We know (Theorems 3.1 and 4.1) that such an � must be centrally symmetric and have centrally
symmetric facets.
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Using our previous results, the assertion in Problem 17.1 can be verified for the class of four-dimensional
convex prisms (the polytopes�⊂R4 which can be expressed as the Minkowski sum of a three-dimensional
convex polytope and a line segment):

Theorem 17.2. Let � be a convex prism in R4. If � is spectral, then it can tile by translations.

Indeed, this follows from a combination of Theorems 9.2 and 15.1 in the same way as we have deduced
Theorem 9.1 from Theorems 8.1 and 9.2.

17B. It is conceivable that Problem 17.1 could be solved in the general case by an appropriate development
of our approach. However, there are certain difficulties which should be addressed in extending our proof
to higher dimensions.

One problem is to identify the class of polytopes that would play the role of the parallelograms in
two dimensions, and of the prisms in three dimensions. The spectral polytopes in these classes do not
have a unique spectrum up to translation, and it was therefore necessary to exclude them in Lemmas 8.2
and 15.2, and, for d = 3, to prove by a different method that they can tile by translations (Theorem 9.1).

Another problem in higher dimensions might be to obtain an analog of Lemma 12.3. In that lemma
we have used the fact that in three dimensions, all the subfacets of � are line segments, and hence in
particular they are also centrally symmetric. However, a spectral convex polytope � in Rd (d > 4) need
not have centrally symmetric k-dimensional faces for any 26 k 6 d − 2 (see Section 4A).

The latter problem disappears, though, if we impose the extra assumption that the convex polytope �
is a zonotope. Thus we propose the following restricted version of Problem 17.1.

Problem 17.3. Let � be a zonotope in Rd (d > 4). Prove that if � is spectral, then it tiles by translations.

17C. It would also be interesting to know whether the conclusion of Theorem 1.2 is true for any convex
body � (not assumed a priori to be a polytope). The paper [Iosevich et al. 2003] contains a proof that, in
two dimensions, a spectral convex body � must be a polygon. As far as we know, no such a result has
been proved in dimensions d > 3.

Problem 17.4. Let � be a convex body in Rd. Prove that if � is a spectral set, then it must be a polytope.

It is known [Iosevich et al. 2001] that� cannot have a smooth boundary. Using the results in [Greenfeld
and Lev 2016] it follows that the assertion is also true if � is a cylindric convex body whose base has a
smooth boundary.
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