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Let $\Delta$ be a nondegenerate simplex on $k$ vertices. We prove that there exists a threshold $s_{k}<k$ such that any set $A \subseteq \mathbb{R}^{k}$ of Hausdorff dimension $\operatorname{dim} A \geq s_{k}$ necessarily contains a similar copy of the simplex $\Delta$.

## 1. Introduction

A classical problem of geometric Ramsey theory is to show that sufficiently large sets contain a given geometric configuration. The underlying settings can be Euclidean space, the integer lattice or vector spaces over finite fields. By a geometric configuration, we mean the collection of finite point sets obtained from a given finite set $F \subseteq \mathbb{R}^{k}$ via translations, rotations and dilations.

If the size is measured in terms of the positivity of the Lebesgue density, then it is known that large sets in $\mathbb{R}^{k}$ contain a translated and rotated copy of all sufficiently large dilates of any nondegenerate simplex $\Delta$ with $k$ vertices [Bourgain 1986]. However, on the scale of the Hausdorff dimension $s<k$ this question is not very well understood. The only affirmative result in this direction was obtained by Iosevich and Liu [2019].

In the other direction, a construction due to Keleti [2008] shows that there exists a set $A \subseteq \mathbb{R}$ of full Hausdorff dimension which does not contain any nontrivial 3-term arithmetic progression. In two dimensions an example due to Falconer [2013] and Maga [2010] shows that there exists a set $A \subseteq \mathbb{R}^{2}$ of Hausdorff dimension 2 which does not contain the vertices of an equilateral triangle, or more generally a nontrivial similar copy of a given nondegenerate triangle. It seems plausible that examples of such sets exist in all dimensions, but this is not currently known. See [Fraser and Pramanik 2018] for related results.

The purpose of this paper is to show that measurable sets $A \subseteq \mathbb{R}^{k}$ of sufficiently large Hausdorff dimension $s<k$ contain a similar copy of any given nondegenerate $k$-simplex with bounded eccentricity. Our arguments make use of and have some similarity to those of Lyall and Magyar [2020]. We also extend our results to bounded degree distance graphs. For the special cases of a path (or chain) and, more generally, a tree, similar but somewhat stronger results were obtained in [Bennett et al. 2016] and [Iosevich and Taylor 2019].

## 2. Main results

Let $V=\left\{v_{1}, \ldots, v_{k}\right\} \subset \mathbb{R}^{k}$ be a nondegenerate $k$-simplex, a set of $k$ vertices which are in general position spanning a ( $k-1$ )-dimensional affine subspace. For $1 \leq j \leq k$, let $r_{j}(V)$ be the distance of the vertex $v_{j}$
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to the affine subspace spanned by the remaining vertices $v_{i}, i \neq j$, and define $r(V):=\min _{1 \leq j \leq k} r_{j}(V)$. Let $d(V)$ denote the diameter of the simplex, which is also the maximum distance between two vertices. Then the quantity $\delta(V):=r(V) / d(V)$, which is positive if and only if $V$ is nondegenerate, measures how close the simplex $V$ is to being degenerate.

We say that a simplex $V^{\prime}$ is similar to $V$, if $V^{\prime}=x+\lambda \cdot U(V)$ for some $x \in \mathbb{R}^{k}, \lambda>0$ and $U \in \operatorname{SO}(k)$; that is if $V^{\prime}$ is obtained from $V$ by a translation, dilation and rotation.

Theorem 1. Let $k \in \mathbb{N}$ and $\delta>0$. There exists $s_{0}=s_{0}(k, \delta)<k$ such that if $E$ is a compact subset of $\mathbb{R}^{k}$ of Hausdorff dimension $\operatorname{dim} E \geq s_{0}$, then $E$ contains the vertices of a simplex $V^{\prime}$ similar to $V$, for any nondegenerate $k$-simplex $V$ with $\delta(V) \geq \delta$.

Remarks. (1) Note that the dimension condition is sharp for $k=2$, as a construction due to Maga [2010] shows the existence of a set $E \subseteq \mathbb{R}^{2}$ with $\operatorname{dim}(E)=2$ that does not contain any equilateral triangle or more generally a similar copy of any given triangle.

While we do not currently have an example showing that the dimension condition is sharp when $k>2$, we have some indications that this should be the case. In the finite field setting, one can show that $\mathbb{F}_{q}^{d}$ (the $d$-dimensional vector space over the field with $q$ elements) contains a $d$-dimensional equilateral simplex if and only if $(d+1) / 2^{d}$ is a square in $\mathbb{F}_{q}$; see the appendix in [Bennett et al. 2014]. This allows one to construct an $\mathbb{F}_{q}^{d}$ that does not contain a $d$-dimensional equilateral simplex under a suitable arithmetic assumption on $\mathbb{F}_{q}$. While such an assumption is not meaningful in $\mathbb{R}^{d}$, the Fourier analytic methods used in this paper would likely to extend to the finite field setting. At the very least, this says that if the dimensional assumption in Theorem 1 is not sharp, a very different approach would be required to establish a positive result.
(2) It is also interesting to note that the proof of Theorem 1 above proves much more than just the existence of vertices of $V^{\prime}$ similar to $V$ inside $E$. The proof proceeds by constructing a natural measure on the set of simplexes and proving an upper and a lower bound on this measure. This argument shows that an infinite "statistically" correct "amount" of simplexes $V^{\prime}$ exist that satisfy the conclusion of the theorem, shedding considerable light on the structure of sets of positive upper Lebesgue density.
(3) Theorem 1 establishes a nontrivial exponent $s_{0}<k$, but the proof yields $s_{0}$ very close to $k$ and not explicitly computable. The analogous results in the finite field setting (see e.g., [Hart and Iosevich 2008], [Iosevich and Parshall 2019]) suggest that it may be possible to obtain explicit exponents, but this would require a fundamentally different approach to certain lower bounds obtained in the proof of Theorem 1.

A distance graph is a connected finite graph embedded in Euclidean space, with a set of vertices $V=\left\{v_{0}, v_{1}, \ldots, v_{n}\right\} \subseteq \mathbb{R}^{d}$ and a set of edges $E \subseteq\{(i, j): 0 \leq i<j \leq n\}$. We say that a graph $\Gamma=(V, E)$ has degree at most $k$ if $\left|V_{j}\right| \leq k$ for all $1 \leq j \leq n$, where $V_{j}=\left\{v_{i}:(i, j) \in E\right\}$. The graph $\Gamma$ is called proper if the sets $V_{j} \cup\left\{v_{j}\right\}$ for all $j$ are in general position, in the sense that $V_{j} \cup\left\{v_{j}\right\}$ is not contained in a subspace of dimension smaller than $\left|V_{j}\right|-1$. Let $r(\Gamma)$ be the minimum of the distances from the vertices $v_{j}$ to the corresponding affine subspace spanned by the sets $V_{j}$, and note that $r(\Gamma)>0$ if $\Gamma$ is proper. Let $d(\Gamma)$ denote the length of the longest edge of $\Gamma$, and let $\delta(\Gamma):=r(\Gamma) / d(\Gamma)$.

We say that a distance graph $\Gamma^{\prime}=\left(V^{\prime}, E\right)$ is isometric to $\Gamma$ and write $\Gamma^{\prime} \simeq \Gamma$, if there is a one-to-one and onto mapping $\phi: V \rightarrow V^{\prime}$ so that $\left|\phi\left(v_{i}\right)-\phi\left(v_{j}\right)\right|=\left|v_{i}-v_{j}\right|$ for all $(i, j) \in E$. One may picture $\Gamma^{\prime}$ obtained from $\Gamma$ by a translation followed by rotating the edges around the vertices, if possible. By $\lambda \cdot \Gamma$ we mean the dilate of the distance graph $\Gamma$ by a factor $\lambda>0$, and we say that $\Gamma^{\prime}$ is similar to $\Gamma$ if $\Gamma^{\prime}$ is isometric to $\lambda \cdot \Gamma$.

Theorem 2. Let $\delta>0, n \geq 1,1 \leq k<d$, and let $E$ be a compact subset of $\mathbb{R}^{k}$ of Hausdorff dimension $s<d$. There exists $s_{0}=s_{0}(n, d, \delta)<d$ such that if $s \geq s_{0}$, then $E$ contains a distance graph $\Gamma^{\prime}$ similar to $\Gamma$, for any proper distance graph $\Gamma=(V, E)$ of degree at most $k$, with $V \subseteq \mathbb{R}^{d},|V|=n$ and $\delta(\Gamma) \geq \delta$.

Note that Theorem 2 implies Theorem 1, as a nondegenerate simplex is a proper distance graph of degree $k-1$.

## 3. Proof of Theorem 1

Let $E \subseteq B(0,1)$ be a compact subset of the unit ball $B(0,1)$ in $\mathbb{R}^{k}$ of Hausdorff dimension $s<k$. It is well known that there is a probability measure $\mu$ supported on $E$ such that $\mu(B(x, r)) \leq C_{\mu} r^{s}$ for all balls $B(x, r)$. The following observation shows that we may take $C_{\mu}=4$ for our purposes. ${ }^{1}$

Lemma 1. There exists a set $E^{\prime} \subseteq B(0,1)$ of the form $E^{\prime}=\rho^{-1}(F-u)$ for some $\rho>0, u \in \mathbb{R}^{k}$ and $F \subseteq E$, and a probability measure $\mu^{\prime}$ supported on $E^{\prime}$ which satisfies

$$
\begin{equation*}
\mu^{\prime}(B(x, r)) \leq 4 r^{s}, \quad \text { for all } x \in \mathbb{R}^{k}, r>0 \tag{3-1}
\end{equation*}
$$

Proof. Let $K:=\inf (S)$, where

$$
S:=\left\{C \in \mathbb{R}: \mu(B(x, r)) \leq C r^{s}, \forall B(x, r)\right\} .
$$

By Frostman's lemma [Mattila 1995], we have that $S \neq \varnothing$ and $K>0$, moreover,

$$
\mu(B(x, r)) \leq 2 K r^{s}
$$

for all balls $B(x, r)$. There exists a ball $Q=B(v, \rho)$ of radius $\rho$ such that $\mu(Q) \geq \frac{1}{2} K \rho^{s}$. We translate $E$ so $Q$ is centered at the origin, set $F=E \cap Q$ and denote by $\mu_{F}$ the induced probability measure on $F$ :

$$
\mu_{F}(A)=\frac{\mu(A \cap F)}{\mu(F)}
$$

Note that for all balls $B=B(x, r)$,

$$
\mu_{F}(B) \leq \frac{2 K r^{s}}{(1 / 2) K \rho^{s}}=4\left(\frac{r}{\rho}\right)^{s}
$$

Finally, we define the probability measure $\mu^{\prime}$ as $\mu^{\prime}(A):=\mu_{F}(\rho A)$. It is supported on $E^{\prime}=\rho^{-1} F \subseteq B(0,1)$ and satisfies

$$
\mu^{\prime}(B(x, r))=\mu_{F}(B(\rho x, \rho r)) \leq 4 r^{s}
$$

[^0]Clearly $E$ contains a similar copy of $V$ if the same holds for $E^{\prime}$, thus one can pass from $E$ to $E^{\prime}$ in proving our main results, assuming that (3-1) holds. Given $\varepsilon>0$, let $\psi_{\varepsilon}(x)=\varepsilon^{-k} \psi(x / \varepsilon) \geq 0$, where $\psi \geq 0$ is a Schwarz function whose Fourier transform, $\hat{\psi}$, is a compactly supported smooth function satisfying $\hat{\psi}(0)=1$ and $0 \leq \hat{\psi} \leq 1$.

We define $\mu_{\varepsilon}:=\mu * \psi_{\varepsilon}$. Note that $\mu_{\varepsilon}$ is a continuous function satisfying $\left\|\mu_{\varepsilon}\right\|_{\infty} \leq C \varepsilon^{s-k}$ with an absolute constant $C=C_{\psi}>0$, by Lemma 1 .

Let $V=\left\{v_{0}=0, \ldots, v_{k-1}\right\}$ be a given nondegenerate simplex and note that in proving Theorem 1 we may assume that $d(V)=1$, and hence $\delta(V)=r(V)$. A simplex $V^{\prime}=\left\{x_{0}=0, x_{1}, \ldots, x_{k-1}\right\}$ is isometric to $V$ if for every $1 \leq j \leq k$ one has that $x_{j} \in S_{x_{1}, \ldots, x_{j-1}}$, where

$$
S_{x_{1}, \ldots, x_{j-1}}=\left\{y \in \mathbb{R}^{k}:\left|y-x_{i}\right|=\left|v_{j}-v_{i}\right|, 0 \leq i<j\right\}
$$

is a sphere of dimension $k-j$ and of radius $r_{j}=r_{j}(V) \geq r(V)>0$. Let $\sigma_{x_{1}, \ldots, x_{j-1}}$ denote its normalized surface area measure.

Given $0<\lambda$ and $\varepsilon \leq 1$, define the multilinear expression

$$
\begin{equation*}
T_{\lambda V}\left(\mu_{\varepsilon}\right):=\int \mu_{\varepsilon}(x) \mu_{\varepsilon}\left(x-\lambda x_{1}\right) \cdots \mu_{\varepsilon}\left(x-\lambda x_{k-1}\right) d \sigma\left(x_{1}\right) d \sigma_{x_{1}}\left(x_{2}\right) \cdots d \sigma_{x_{1}, \ldots, x_{k-2}}\left(x_{k-1}\right) d x \tag{3-2}
\end{equation*}
$$

which may be viewed as a weighted count of the isometric copies of $\lambda \Delta$.
3.1. Upper bounds. A crucial part of our approach is to show that the averages $T_{\lambda V}\left(\mu_{\varepsilon}\right)$ have a limit as $\varepsilon \rightarrow 0$, for which one needs the following upper bound.

Lemma 2. There exists a constant $C_{k}>0$, depending only on $k$, such that

$$
\begin{equation*}
\left|T_{\lambda V}\left(\mu_{2 \varepsilon}\right)-T_{\lambda V}\left(\mu_{\varepsilon}\right)\right| \leq C_{k} r(V)^{-1 / 2} \lambda^{-1 / 2} \varepsilon^{(k-1 / 2)(s-k)+1 / 4} \tag{3-3}
\end{equation*}
$$

As an immediate corollary we have the following:
Lemma 3. Let $k-\frac{1}{4 k} \leq s<k$. There exists

$$
\begin{equation*}
T_{\lambda V}(\mu):=\lim _{\varepsilon \rightarrow 0} T_{\lambda V}\left(\mu_{\varepsilon}\right) \tag{3-4}
\end{equation*}
$$

and moreover,

$$
\begin{equation*}
\left|T_{\lambda V}(\mu)-T_{\lambda V}\left(\mu_{\varepsilon}\right)\right| \leq C_{k} r(V)^{-1 / 2} \lambda^{-1 / 2} \varepsilon^{(k-1 / 2)(s-k)+1 / 4} \tag{3-5}
\end{equation*}
$$

Indeed, the left side of (3-5) can be written as a telescopic sum:

$$
\sum_{j \geq 0} T_{\lambda V}\left(\mu_{2 \varepsilon_{j}}\right)-T_{\lambda V}\left(\mu_{\varepsilon_{j}}\right), \quad \text { with } \varepsilon_{j}=2^{-j} \varepsilon
$$

Proof of Lemma 2. Write $\Delta \mu_{\varepsilon}:=\mu_{2 \varepsilon}-\mu_{\varepsilon}$. Then

$$
\prod_{j=1}^{k-1} \mu_{2 \varepsilon}\left(x-\lambda x_{j}\right)-\prod_{j=1}^{k-1} \mu_{\varepsilon}\left(x-\lambda x_{j}\right)=\sum_{j=1}^{k} \Delta_{j}\left(\mu_{\varepsilon}\right)
$$

where

$$
\begin{equation*}
\Delta_{j}\left(\mu_{\varepsilon}\right)=\prod_{i \neq j} \mu_{\varepsilon_{i j}}\left(x-\lambda x_{i}\right) \Delta \mu_{\varepsilon}\left(x-\lambda x_{j}\right) \tag{3-6}
\end{equation*}
$$

and where $\varepsilon_{i j}=2 \varepsilon$ for $i<j$ and $\varepsilon_{i j}=\varepsilon$ for $i>j$. Since the arguments below are the same for all $1 \leq j \leq k-1$, assume $j=k-1$ for simplicity of notations. Writing $f *_{\lambda} g(x):=\int f(x-\lambda y) g(y) d y$, and using $\left\|\mu_{\varepsilon}\right\|_{\infty} \leq C \varepsilon^{s-k}$, we have for $\Delta T\left(\mu_{\varepsilon}\right):=T_{\lambda V}\left(\mu_{\varepsilon}\right)-T_{\lambda V}\left(\mu_{2 \varepsilon}\right)$ that

$$
\begin{equation*}
\left|\Delta T\left(\mu_{\varepsilon}\right)\right| \lesssim \varepsilon^{(k-2)(s-d)} \int\left|\int \mu_{\varepsilon}(x) \Delta \mu_{\varepsilon} *_{\lambda} \sigma_{x_{1}, \ldots, x_{k-2}}(x) d x\right| d \omega\left(x_{1}, \ldots, x_{k-2}\right) \tag{3-7}
\end{equation*}
$$

where $d \omega\left(x_{1}, \ldots, x_{k-2}\right)=d \sigma\left(x_{1}\right) \cdots d \sigma_{x_{1}, \ldots, x_{k-3}}\left(x_{k-2}\right)$ for $k>3$, and where for $k=3$ we have that $d \omega\left(x_{1}\right)=d \sigma\left(x_{1}\right)$, which is the normalized surface area measure on the sphere $S=\left\{y:|y|=\left|v_{1}\right|\right\}$.

The inner integral is of the form

$$
\left|\left\langle\mu_{\varepsilon}, \Delta \mu_{\varepsilon} *_{\lambda} \sigma_{x_{1}, \ldots, x_{k-2}}\right\rangle\right| \lesssim \varepsilon^{s-d}\left\|\Delta \mu_{\varepsilon} *_{\lambda} \sigma_{x_{1}, \ldots, x_{k-2}}\right\|_{2}
$$

Thus by Cauchy-Schwarz and Plancherel's identity,

$$
\left|\Delta_{k-1} T\left(\mu_{\varepsilon}\right)\right|^{2} \lesssim \varepsilon^{2(k-1)(s-d)} \int\left|\widehat{\Delta \mu_{\varepsilon}}(\xi)\right|^{2} I_{\lambda}(\xi) d \xi
$$

where

$$
I_{\lambda}(\xi)=\int\left|\hat{\sigma}_{x_{1}, \ldots, x_{k-2}}(\lambda \xi)\right|^{2} d \omega\left(x_{1}, \ldots, x_{k-2}\right)
$$

Since $S_{x_{1}, \ldots, x_{k-2}}$ is a one-dimensional circle of radius $r_{k-1} \geq r(V)>0$ contained in an affine subspace orthogonal to $M_{x_{1}, \ldots, x_{k-2}}=\operatorname{span}\left\{x_{1}, \ldots, x_{k-2}\right\}$, we have that

$$
\left|\hat{\sigma}_{x_{1}, \ldots, x_{k-2}}(\lambda \xi)\right|^{2} \lesssim\left(1+r(V) \lambda \operatorname{dist}\left(\xi, M_{x_{1}, \ldots, x_{k-2}}\right)\right)^{-1}
$$

Since the measure $\omega\left(x_{1}, \ldots, x_{k-2}\right)$ is invariant with respect to the change of variables $\left(x_{1}, \ldots, x_{k-2}\right) \rightarrow$ ( $U x_{1}, \ldots, U x_{k-2}$ ) for any rotation $U \in \mathrm{SO}(k)$, one estimates

$$
\begin{aligned}
I_{\lambda}(\xi) & \lesssim \iint\left(1+r(V) \lambda \operatorname{dist}\left(\xi, M_{U x_{1}, \ldots, U x_{k-2}}\right)\right)^{-1} d \omega\left(x_{1}, \ldots, x_{k-2}\right) d U \\
& =\iint\left(1+r(V) \lambda \operatorname{dist}\left(U \xi, M_{x_{1}, \ldots, x_{k-2}}\right)\right)^{-1} d \omega\left(x_{1}, \ldots, x_{k-2}\right) d U \\
& =\iint\left(1+r(V) \lambda|\xi| \operatorname{dist}\left(\eta, M_{x_{1}, \ldots, x_{k-2}}\right)\right)^{-1} d \omega\left(x_{1}, \ldots, x_{k-2}\right) d \sigma_{k-2}(\eta) \lesssim(1+r(V) \lambda|\xi|)^{-1}
\end{aligned}
$$

where we have written $\eta:=|\xi|^{-1} U \xi$ and $\sigma_{k-1}$ denotes the surface area measure on the unit sphere $S^{k-1} \subseteq \mathbb{R}^{k}$.

Note that $\widehat{\Delta \mu_{\varepsilon}}(\xi)=\hat{\mu}(\xi)(\hat{\psi}(2 \varepsilon \xi)-\hat{\psi}(\varepsilon \xi))$, which is supported on $|\xi| \lesssim \varepsilon^{-1}$ and is essentially supported on $|\xi| \approx \varepsilon^{-1}$. Indeed, writing

$$
J:=\int\left|\widehat{\Delta \mu_{\varepsilon}}(\xi)\right|^{2} I_{\lambda}(\xi) d \xi=\int_{|\xi| \leq \varepsilon^{-1 / 2}}\left|\widehat{\Delta \mu_{\varepsilon}}(\xi)\right|^{2} I_{\lambda}(\xi) d \xi+\int_{\varepsilon^{-1 / 2} \leq|\xi| \lesssim \varepsilon^{-1}}\left|\widehat{\Delta \mu_{\varepsilon}}(\xi)\right|^{2} I_{\lambda}(\xi) d \xi=: J_{1}+J_{2}
$$ and using $|\hat{\psi}(2 \varepsilon \xi)-\hat{\psi}(\varepsilon \xi)| \lesssim \varepsilon^{1 / 2}$ for $|\xi| \leq \varepsilon^{-1 / 2}$, we estimate

as

$$
J_{1} \lesssim \varepsilon^{1} / 2 \int|\hat{\mu}(\xi)|^{2}(\hat{\psi}(2 \varepsilon \xi)+\hat{\psi}(\varepsilon \xi)) d \xi \lesssim \varepsilon^{1 / 2+s-k}
$$

$$
\int|\hat{\mu}(\xi)|^{2} \hat{\psi}(\varepsilon \xi) d \xi=\int \mu_{\varepsilon}(x) d \mu(x) \lesssim \varepsilon^{s-k}
$$

On the other hand, as $I_{\lambda}(\xi) \lesssim \varepsilon^{1 / 2} r(V)^{-1} \lambda^{-1}$ for $|\xi| \geq \varepsilon^{-1 / 2}$, we have

$$
J_{2} \lesssim \varepsilon^{1 / 2} r(V)^{-1} \lambda^{-1} \int|\hat{\mu}(\xi)|^{2} \hat{\phi}(\varepsilon \xi) d \xi \lesssim r(V)^{-1} \lambda^{-1} \varepsilon^{1 / 2+s-k}
$$

where we have written $\hat{\phi}(\xi)=(\hat{\psi}(2 \xi)-\hat{\psi}(\xi))^{2}$. Plugging these estimates into (3-7), we obtain

$$
\left|\Delta T\left(\mu_{\varepsilon}\right)\right|^{2} \lesssim r(V)^{-1} \lambda^{-1} \varepsilon^{1 / 2+(2 k-1)(s-d)}
$$

and (3-5) follows.
The support of $\mu_{\varepsilon}$ is not compact, however, as it is a rapidly decreasing function, it can be made to be supported in a small neighborhood of the support of $\mu$ without changing our main estimates. Let $\phi_{\varepsilon}(x):=\phi\left(c \varepsilon^{-1 / 2} x\right)$ with some small absolute constant $c>0$, where $0 \leq \phi(x) \leq 1$ is a smooth cut-off, which equals one for $|x| \leq \frac{1}{2}$ and is zero for $|x| \geq 2$. Define $\tilde{\psi}_{\varepsilon}=\psi_{\varepsilon} \phi_{\varepsilon}$ and $\tilde{\mu}_{\varepsilon}=\mu * \tilde{\psi}_{\varepsilon}$. It is easy to see that $\tilde{\mu}_{\varepsilon} \leq \mu_{\varepsilon}$ and $\int \tilde{\mu}_{\varepsilon} \geq \frac{1}{2}$, if $c>0$ is chosen sufficiently small. Using the trivial upper bound, for $k-1 /(4 k) \leq s<k$ we have

$$
\left|T_{\lambda V}\left(\mu_{\varepsilon}\right)-T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right)\right| \leq C_{k}\left\|\mu_{\varepsilon}\right\|_{\infty}^{k-1}\left\|\mu_{\varepsilon}-\tilde{\mu}_{\varepsilon}\right\|_{\infty} \leq C_{k} \varepsilon^{1 / 2}
$$

and it follows that estimate (3-5) remains true with $\mu_{\varepsilon}$ replaced with $\tilde{\mu}_{\varepsilon}$.
3.2. Lower bounds. Let $f_{\varepsilon}:=c \varepsilon^{k-s} \tilde{\mu}_{\varepsilon}$, where $c=c_{\psi}>0$ is a constant such that $0 \leq f_{\varepsilon} \leq 1$ and $\int f_{\varepsilon} d x=c^{\prime} \varepsilon^{k-s}$. Let $\alpha:=c^{\prime} \varepsilon^{k-s}$ and note that the set $A_{\varepsilon}:=\left\{x: f_{\varepsilon}(x) \geq \frac{1}{2} \alpha\right\}$ has measure $\left|A_{\varepsilon}\right| \geq \frac{1}{2} \alpha$. If one defines the averages

$$
T_{\lambda V}\left(A_{\varepsilon}\right)=\int \mathbf{1}_{A_{\varepsilon}}(x) \mathbf{1}_{A_{\varepsilon}}\left(x-\lambda x_{1}\right) \cdots \mathbf{1}_{A_{\varepsilon}}\left(x-\lambda x_{k-1}\right) d \sigma\left(x_{1}\right) \cdots d \sigma_{x_{1}, \ldots, x_{k-2}}\left(x_{k-1}\right) d x
$$

then clearly

$$
T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right) \geq c \alpha^{k} T_{\lambda V}\left(A_{\varepsilon}\right)
$$

The averages $T_{\lambda V}\left(A_{\varepsilon}\right)$ represent the density of isometric copies of the simplex $\lambda \Delta$ in a set $A_{\varepsilon}$ of measure $\left|A_{\varepsilon}\right| \geq \frac{\alpha}{2}>0$, which was studied in [Lyall and Magyar 2020] in the more general context of $k$-degenerate distance graphs. We recall one of the main results of the aforementioned paper; see Theorem 2 (ii) together with Estimate (18):

Theorem 3 [Lyall and Magyar 2020]. Let $A \subseteq[0,1]^{k}$ and $|A| \geq \alpha>0$. Then there exists an interval I of length $|I| \geq \exp \left(-C \alpha^{-C_{k}}\right)$, such that for all $\lambda \in I$, one has

$$
\left.\mid T_{\lambda V}(A)\right) \mid \geq c \alpha^{k}
$$

Thus for all $\lambda \in I$,

$$
\begin{equation*}
T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right) \geq c>0 \tag{3-8}
\end{equation*}
$$

for a constant $c=c(k, \psi, r(V))>0$. Now, let

$$
T_{V}\left(\tilde{\mu}_{\varepsilon}\right):=\int_{0}^{1} \lambda^{1 / 2} T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right) d \lambda
$$

For $k-\frac{1}{4 k} \leq s<k$, by (3-5) we have that

$$
\left|T_{\lambda V}(\mu)-T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right)\right| \leq C_{k} r(V)^{-1 / 2} \lambda^{-1 / 2} \varepsilon^{1 / 8}
$$

it follows that

$$
\begin{equation*}
\int_{0}^{1} \lambda^{1 / 2}\left|T_{\lambda V}(\mu)-T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right)\right| d \lambda \leq C_{k} r(V)^{-1 / 2} \varepsilon^{1 / 8} \tag{3-9}
\end{equation*}
$$

and in particular $\int_{0}^{1} \lambda^{1 / 2} T_{\lambda V}(\mu) d \lambda<\infty$. On the other hand, by (3-8), one has that

$$
\begin{equation*}
\int_{0}^{1} \lambda^{1 / 2} T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right) d \lambda \geq \exp \left(-\varepsilon^{-C_{k}(k-s)}\right) \tag{3-10}
\end{equation*}
$$

Assume that $r(V) \geq \delta$, fix a small $\varepsilon=\varepsilon_{k, \delta}>0$ and then choose $s=s(\varepsilon, \delta)<k$ such that

$$
C_{k} \delta^{-1 / 2} \varepsilon^{1 / 8}<\frac{1}{2} \exp \left(-\varepsilon^{-C_{k}(k-s)}\right)
$$

which ensures that

$$
\int_{0}^{1} \lambda^{1 / 2} T_{\lambda V}(\mu) d \lambda>0
$$

Thus there exists $\lambda>0$ such that $T_{\lambda V}(\mu)>0$. Fix such a $\lambda$, and assume indirectly that $E^{k}=E \times \cdots \times E$ does not contain any simplex isometric to $\lambda V$, i.e., any point of the compact configuration space $S_{\lambda V} \subseteq \mathbb{R}^{k^{2}}$ of such simplexes. By compactness, this implies that there is some $\eta>0$ such that the $\eta$-neighborhood of $E^{k}$ also does not contain any simplex isometric to $\lambda V$. Since the support of $\tilde{\mu}_{\varepsilon}$ is contained in the $C_{k} \varepsilon^{1 / 2}$-neighborhood of $E$, as $E=\operatorname{supp} \mu$, it follows that $T_{\lambda V}\left(\tilde{\mu}_{\varepsilon}\right)=0$ for all $\varepsilon<c_{k} \eta^{2}$ and hence $T_{\lambda V}(\mu)=0$, contradicting our choice of $\lambda$. This proves Theorem 1 .

## 4. The configuration space of isometric distance graphs

Let $\Gamma_{0}=\left(V_{0}, E\right)$ be a fixed proper distance graph, with vertex set $V_{0}=\left\{v_{0}=0, v_{1}, \ldots, v_{n}\right\} \subseteq \mathbb{R}^{d}$ of degree $k<d$. Let $t_{i j}=\left|v_{i}-v_{j}\right|^{2}$ for $(i, j) \in E$. A distance graph $\Gamma=(V, E)$ with $V=\left\{x_{0}=0, x_{1}, \ldots, x_{n}\right\}$ is isometric to $\Gamma_{0}$ if and only if $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in S_{\Gamma_{0}}$, where

$$
S_{\Gamma_{0}}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{d n}:\left|x_{i}-x_{j}\right|^{2}=t_{i j}, \forall 0 \leq i<j \leq n,(i, j) \in E\right\}
$$

We call the algebraic set $S_{\Gamma_{0}}$ the configuration space of isometric copies of $\Gamma_{0}$. Note that $S_{\Gamma_{0}}$ is the zero set of the family $\mathcal{F}=\left\{f_{i j}:(i, j) \in E\right\}$ with $f_{i j}(\boldsymbol{x})=\left|x_{i}-x_{j}\right|^{2}-t_{i j}$, thus it is a special case of the general situation described in Section 5.

If $\Gamma \simeq \Gamma_{0}$ with vertex set $V=\left\{x_{0}=0, x_{1}, \ldots, x_{n}\right\}$ is proper, then $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ is a nonsingular point of $S_{\Gamma_{0}}$. Indeed, for a fixed $1 \leq j \leq n$, let $\Gamma_{j}$ be the distance graph obtained from $\Gamma$ by removing the vertex $x_{j}$ together with all edges emanating from it. By induction we may assume that $\boldsymbol{x}^{\prime}=\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right)$ is a nonsingular point, i.e., the gradient vectors $\nabla_{\boldsymbol{x}^{\prime}} f_{i k}(\boldsymbol{x}),(i, k) \in E$, $i \neq j, k \neq j$, are linearly independent. Since $\Gamma$ is proper, the gradient vectors $\nabla_{x_{j}} f_{i j}(\boldsymbol{x})=2\left(x_{i}-x_{j}\right)$, $(i, j) \in E$, are also linearly independent, hence $\boldsymbol{x}$ is a nonsingular point. In fact we have shown that the partition of coordinates $\boldsymbol{x}=(y, z)$ with $y=x_{j}$ and $z=\boldsymbol{x}^{\prime}$ is admissible and hence (6-4) holds.

Let $r_{0}=r\left(\Gamma_{0}\right)>0$. It is clear that if $\Gamma \simeq \Gamma_{0}$ and $\left|x_{j}-v_{j}\right| \leq \eta_{0}$ for all $1 \leq j \leq n$, for a sufficiently small $\eta_{0}=\eta\left(r_{0}\right)>0$, then $\Gamma$ is proper and $r(\Gamma) \geq \frac{1}{2} r_{0}$. For a given $1 \leq j \leq n$, let $X_{j}:=\left\{x_{i} \in V:(i, j) \in E\right\}$ and define

$$
S_{X_{j}}:=\left\{x \in \mathbb{R}^{d}:\left|x-x_{i}\right|^{2}=t_{i j}, \forall x_{i} \in X_{j}\right\}
$$

As explained in Section 6, $S_{X_{j}}$ is a sphere of dimension $d-\left|X_{j}\right| \geq 1$ with radius $r\left(X_{j}\right) \geq \frac{1}{2} r_{0}$. Let $\sigma_{X_{j}}$ denote the surface area measure on $S_{X_{j}}$ and write $v_{X_{j}}:=\phi_{j} \sigma_{X_{j}}$, where $\phi_{j}$ is a smooth cut-off function supported in an $\eta$-neighborhood of $v_{j}$ with $\phi_{j}\left(v_{j}\right)=1$.

Write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\phi(\boldsymbol{x}):=\prod_{j=1}^{n} \phi_{j}\left(x_{j}\right)$. Then by (6-4) and (6-5) one has

$$
\begin{equation*}
\int g(\boldsymbol{x}) \phi(\boldsymbol{x}) d \omega_{\mathcal{F}}(\boldsymbol{x})=c_{j}\left(\Gamma_{0}\right) \iint g(\boldsymbol{x}) \phi\left(\boldsymbol{x}^{\prime}\right) d v_{X_{j}}\left(x_{j}\right) d \omega_{\mathcal{F}_{j}}\left(\boldsymbol{x}^{\prime}\right) \tag{4-1}
\end{equation*}
$$

where $\boldsymbol{x}^{\prime}=\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right)$ and $\mathcal{F}_{j}=\left\{f_{i l}:(i, l) \in E, l \neq j\right\}$. The constant $c_{j}\left(\Gamma_{0}\right)>0$ is the reciprocal of the volume of the parallelotope with sides $x_{j}-x_{i},(i, j) \in E$, which is easily shown to be at least $c_{k} r_{0}^{k}$, as the distance of each vertex to the opposite face is at least $\frac{1}{2} r_{0}$ on the support of $\phi$.

## 5. Proof of Theorem 2

Let $d>k$ and again, without loss of generality, assume that $d(\Gamma)=1$ and hence $\delta(\Gamma)=r(\Gamma)$. Given $\lambda, \varepsilon>0$, define the multilinear expression

$$
\begin{equation*}
T_{\lambda \Gamma_{0}}\left(\mu_{\varepsilon}\right):=\int \cdots \int \mu_{\varepsilon}(x) \mu_{\varepsilon}\left(x-\lambda x_{1}\right) \cdots \mu_{\varepsilon}\left(x-\lambda x_{n}\right) \phi\left(x_{1}, \ldots, x_{n}\right) d \omega_{\mathcal{F}}\left(x_{1}, \ldots, x_{n}\right) d x \tag{5-1}
\end{equation*}
$$

Given a proper distance graph $\Gamma_{0}=(V, E)$ on $|V|=n$ vertices of degree $k<n$, one has the following upper bound.

Lemma 4. There exists a constant $C=C_{n, d, k}\left(r_{0}\right)>0$ such that

$$
\begin{equation*}
\left|T_{\lambda \Gamma_{0}}\left(\mu_{2 \varepsilon}\right)-T_{\lambda \Gamma_{0}}\left(\mu_{\varepsilon}\right)\right| \leq C \lambda^{-1 / 2} \varepsilon^{(n+1 / 2)(s-d)+1 / 4} \tag{5-2}
\end{equation*}
$$

This implies again that in dimensions $d-1 /(4 n+2) \leq s \leq d$, the limit $T_{\lambda \Gamma_{0}}(\mu):=\lim _{\varepsilon \rightarrow 0} T_{\lambda \Gamma_{0}}\left(\mu_{\varepsilon}\right)$ exists. Also, the lower bound (3-8) holds for distance graphs of degree $k$, as was shown for a large class of graphs, the so-called $k$-degenerate distance graphs; see [Lyall and Magyar 2020]. Thus one may argue exactly as in Section 3 to prove that there exists a $\lambda>0$ for which

$$
\begin{equation*}
T_{\lambda \Gamma_{0}}(\mu)>0, \tag{5-3}
\end{equation*}
$$

and Theorem 2 follows from the compactness of the configuration space $S_{\lambda \Gamma_{0}} \subseteq \mathbb{R}^{d n}$. It remains to prove Lemma 4.

Proof of Lemma 4. Write $\Delta T\left(\mu_{\varepsilon}\right):=T_{\lambda \Gamma_{0}}\left(\mu_{\varepsilon}\right)-T_{\lambda \Gamma_{0}}\left(\mu_{2 \varepsilon}\right)$. Then we have $\Delta T\left(\mu_{\varepsilon}\right)=\sum_{j=1} \Delta_{j} T\left(\mu_{\varepsilon}\right)$, where $\Delta_{j} T\left(\mu_{\varepsilon}\right)$ is given by (5-1) with $\mu_{\varepsilon}\left(x-\lambda x_{j}\right)$ replaced by $\Delta \mu_{\varepsilon}\left(x-\lambda x_{j}\right)$ given in (3-6), and $\mu_{\varepsilon}\left(x-\lambda x_{i}\right)$ by $\mu_{2 \varepsilon}\left(x-\lambda x_{j}\right)$ for $i>j$. Then by (4-1) we have the analogue of estimate (3-7):

$$
\begin{equation*}
\left|\Delta T\left(\mu_{\varepsilon}\right)\right| \lesssim \varepsilon^{(n-1)(s-d)} \int\left|\int \mu_{\varepsilon}(x) \Delta \mu_{\varepsilon} *_{\lambda} v_{X_{j}}(x) d x\right| \phi\left(\boldsymbol{x}^{\prime}\right) d \omega_{\mathcal{F}_{j}}\left(\boldsymbol{x}^{\prime}\right) \tag{5-4}
\end{equation*}
$$

where $\phi\left(\boldsymbol{x}^{\prime}\right)=\prod_{i \neq j} \phi\left(x_{j}\right)$. Thus by Cauchy-Schwarz and Plancherel's identity,

$$
\left|\Delta_{j} T^{\varepsilon}(\mu)\right|^{2} \lesssim \varepsilon^{2 n(s-d)} \int\left|\widehat{\Delta_{\varepsilon} \mu}(\xi)\right|^{2} I_{\lambda}^{j}(\xi) d \xi
$$

where

$$
I_{\lambda}^{j}(\xi)=\int\left|\hat{v}_{X_{j}}(\lambda \xi)\right|^{2} \phi\left(\boldsymbol{x}^{\prime}\right) d \omega_{\mathcal{F}_{j}}\left(\boldsymbol{x}^{\prime}\right)
$$

Recall that on the support of $\phi\left(\boldsymbol{x}^{\prime}\right)$ we have that $S_{X_{j}}$ is a sphere of dimension at least 1 and of radius $r \geq \frac{1}{2} r_{0}>0$, contained in an affine subspace orthogonal to span $X_{j}$. Thus,

$$
\left|\hat{v}_{X_{j}}(\lambda \xi)\right|^{2} \lesssim\left(1+r_{0} \lambda \operatorname{dist}\left(\xi, \text { span } X_{j}\right)\right)^{-1}
$$

Let $U: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a rotation, and for $\boldsymbol{x}^{\prime}=\left(x_{i}\right)_{i \neq j}$ write $U \boldsymbol{x}^{\prime}=\left(U x_{i}\right)_{i \neq j}$. As explained in Section 6, the measure $\omega_{\mathcal{F}_{j}}$ is invariant under the transformation $\boldsymbol{x}^{\prime} \rightarrow U \boldsymbol{x}^{\prime}$, hence

$$
\begin{aligned}
I_{\lambda}(\xi) & \lesssim \iint\left(1+r_{0} \lambda \operatorname{dist}\left(\xi, \operatorname{span} U X_{j}\right)\right)^{-1} d \omega_{\mathcal{F}_{j}}\left(\boldsymbol{x}^{\prime}\right) d U \\
& =\iint\left(1+r_{0} \lambda|\xi| \operatorname{dist}\left(\eta, \operatorname{span} X_{j}\right)\right)^{-1} d \sigma_{d-1}(\eta) d \omega \mathcal{F}_{j}\left(\boldsymbol{x}^{\prime}\right) \lesssim\left(1+r_{0} \lambda|\xi|\right)^{-1}
\end{aligned}
$$

where we have written again $\eta:=|\xi|^{-1} U \xi \in S^{d-1}$.
Then we argue as in Lemma 2, noting that as $\widehat{\Delta \mu_{\varepsilon}}(\xi)$ is essentially supported on $|\xi| \approx \varepsilon^{-1}$, we have that

$$
\left|\Delta T\left(\mu_{\varepsilon}\right)\right|^{2} \lesssim r_{0}^{-1} \lambda^{-1} \varepsilon^{2 n(s-d)+1 / 2} \int|\hat{\mu}(\xi)|^{2} \hat{\phi}(\varepsilon \xi) d \xi \lesssim r_{0}^{-1} \lambda^{-1} \varepsilon^{(2 n+1)(s-d)+1 / 2}
$$

with $\tilde{\mu}_{\varepsilon}=\mu_{\varepsilon}$ or $\tilde{\mu}_{\varepsilon}=\mu * \phi_{\varepsilon}$. This proves Lemma 4.

## 6. Measures on real algebraic sets

Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{n}\right\}$ be a family of polynomials $f_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}$. We will describe certain measures supported on the algebraic set

$$
\begin{equation*}
S_{\mathcal{F}}:=\left\{x \in \mathbb{R}^{d}: f_{1}(x)=\cdots=f_{n}(x)=0\right\} . \tag{6-1}
\end{equation*}
$$

A point $x \in S_{\mathcal{F}}$ is called nonsingular if the gradient vectors

$$
\nabla f_{1}(x), \ldots, \nabla f_{n}(x)
$$

are linearly independent. Let $S_{\mathcal{F}}^{0}$ denote the set of nonsingular points. It is well known that if $S_{\mathcal{F}}^{0} \neq \varnothing$, then it is a relative open, dense subset of $S_{\mathcal{F}}$, and moreover it is an $(d-n)$-dimensional submanifold of $\mathbb{R}^{d}$. If $x \in S_{\mathcal{F}}^{0}$, then there exists a set of coordinates $J=\left\{j_{1}, \ldots, j_{n}\right\}$, with $1 \leq j_{1}<\cdots<j_{n} \leq d$, such that

$$
\begin{equation*}
j_{\mathcal{F}, J}(x):=\operatorname{det}\left(\frac{\partial f_{i}}{\partial x_{j}}(x)\right)_{1 \leq i \leq n, j \in J} \neq 0 \tag{6-2}
\end{equation*}
$$

Accordingly, we will call a set of coordinates $J$ admissible if (6-2) holds for at least one point $x \in S_{\mathcal{F}}^{0}$ and will denote by $S_{\mathcal{F}, J}$ the set of such points. For a given set of coordinates $x_{J}$ let $\nabla_{x_{J}} f(x):=\left(\partial_{x_{j}} f(x)\right)_{j \in J}$ and note that $J$ is admissible if and only if the gradient vectors

$$
\nabla_{x_{J}} f_{1}(x), \ldots, \nabla_{x_{J}} f_{n}(x)
$$

are linearly independent for at least one point $x \in S_{\mathcal{F}}$. It is clear that, unless $S_{\mathcal{F}, J}=\varnothing$, it is a relative open and dense subset of $S_{\mathcal{F}}$ and is also a $(d-n)$-dimensional submanifold, moreover $S_{\mathcal{F}}^{0}$ is the union of the sets $S_{\mathcal{F}, J}$ for all admissible $J$.

We define a measure, near a point $x_{0} \in S_{\mathcal{F}, J}$, as follows. For simplicity of notation assume that $J=\{1, \ldots, n\}$ and let

$$
\Phi(x):=\left(f_{1}, \ldots, f_{n}, x_{n+1}, \ldots, x_{d}\right) .
$$

Then $\Phi: U \rightarrow V$ is a diffeomorphism on some open set $x_{0} \in U \subseteq \mathbb{R}^{d}$ to its image $V=\Phi(U)$, moreover $S_{\mathcal{F}}=\Phi^{-1}\left(V \cap \mathbb{R}^{d-n}\right)$. Indeed, $x \in S_{\mathcal{F}} \cap U$ if and only if $\Phi(x)=\left(0, \ldots, 0, x_{n+1}, \ldots, x_{d}\right) \in V$. Let $I=\{n+1, \ldots, d\}$ and write $x_{I}:=\left(x_{n+1}, \ldots, x_{d}\right)$. Let $\Psi\left(x_{I}\right)=\Phi^{-1}\left(0, x_{I}\right)$ and in local coordinates let $x_{I}$ define the measure $\omega_{\mathcal{F}}$ via

$$
\begin{equation*}
\int g d \omega_{\mathcal{F}}:=\int g\left(\Psi\left(x_{I}\right)\right) \operatorname{Jac}_{\Phi}^{-1}\left(\Psi\left(x_{I}\right)\right) d x_{I} \tag{6-3}
\end{equation*}
$$

for a continuous function $g$ supported on $U$. Note that $\operatorname{Jac}_{\Phi}(x)=j_{\mathcal{F}, J}(x)$, i.e., the Jacobian of the mapping $\Phi$ at $x \in U$ is equal to the expression given in (6-2), and that the measure $d \omega_{\mathcal{F}}$ is supported on $S_{\mathcal{F}}$. Define the local coordinates $y_{j}=f_{j}(x)$ for $1 \leq j \leq n$ and $y_{j}=x_{j}$ for $n<j \leq d$. Then

$$
d y_{1} \wedge \cdots \wedge d y_{d}=d f_{1} \wedge \cdots \wedge d f_{n} \wedge d x_{n+1} \wedge \cdots \wedge d x_{d}=\operatorname{Jac}_{\Phi}(x) d x_{1} \wedge \cdots \wedge d x_{d}
$$

and thus

$$
d x_{1} \wedge \cdots \wedge d x_{d}=\operatorname{Jac}_{\Phi}(x)^{-1} d f_{1} \wedge \cdots \wedge d f_{n} \wedge d x_{n+1} \wedge \cdots \wedge d x_{d}=d f_{1} \wedge \cdots \wedge d f_{n} \wedge d \omega_{\mathcal{F}}
$$

This shows that the measure $d \omega_{\mathcal{F}}$ (given as a differential ( $d-n$ )-form on $S_{\mathcal{F}} \cap U$ ) is independent of the choice of local coordinates $x_{I}$. Then $\omega_{\mathcal{F}}$ is defined on $S_{\mathcal{F}}^{0}$ and moreover the set $S_{\mathcal{F}}^{0} \backslash S_{\mathcal{F}, J}$ is of measure zero with respect to $\omega_{F}$, as it is a proper analytic subset on $\mathbb{R}^{d-n}$ in any other admissible local coordinates.

Let $x=(z, y)$ be a partition of coordinates in $\mathbb{R}^{d}$, with $y=x_{J_{2}}, z=X_{J_{1}}$, and assume that for $i=1, \ldots, m$ the functions $f_{i}$ depend only on the $z$-variables. We say that the partition of coordinates is admissible if there is a point $x=(z, y) \in S_{\mathcal{F}}$ such that both the gradient vectors $\nabla_{z} f_{1}(x), \ldots, \nabla_{z} f_{m}(x)$ and the vectors $\nabla_{y} f_{m+1}(x), \ldots, \nabla_{y} f_{n}(x)$ form a linearly independent system. Partition the system $\mathcal{F}=\mathcal{F}_{1} \cup \mathcal{F}_{2}$ with $\mathcal{F}_{1}=\left\{f_{1}, \ldots, f_{m}\right\}$ and $\mathcal{F}_{2}=\left\{f_{m+1}, \ldots, f_{n}\right\}$. Then there is a set $J_{1}^{\prime} \subseteq J_{1}$ for which

$$
j_{\mathcal{F}_{1}, J_{1}^{\prime}}(z):=\operatorname{det}\left(\frac{\partial f_{i}}{\partial x_{j}}(z)\right)_{1 \leq i \leq m, j \in J_{1}^{\prime}} \neq 0
$$

and also a set $J_{2}^{\prime} \subseteq J_{2}$ such that

$$
j_{\mathcal{F}_{2}, J_{2}^{\prime}}(z, y):=\operatorname{det}\left(\frac{\partial f_{i}}{\partial x_{j}}(z, y)\right)_{m+1 \leq i \leq n, j \in J_{2}^{\prime}} \neq 0
$$

Since $\nabla_{y} f_{i} \equiv 0$ for $1 \leq i \leq m$, it follows that the set of coordinates $J^{\prime}=J_{1}^{\prime} \cup J_{2}^{\prime}$ is admissible, moreover,

$$
j_{\mathcal{F}, J^{\prime}}(y, z)=j_{\mathcal{F}_{1}, J_{1}^{\prime}}(z) j_{\mathcal{F}_{2}, J_{2}^{\prime}}(y, z)
$$

For fixed $z$, let $f_{i, z}(y):=f_{i}(z, y)$ and let $\mathcal{F}_{2, z}=\left\{f_{m+1, z}, \ldots, f_{n, z}\right\}$. Then clearly $j_{\mathcal{F}_{2}, J_{2}^{\prime}}(y, z)=$ $j_{\mathcal{F}_{2, z}, J_{2}^{\prime}}(y)$ as it only involves partial derivatives with respect to the $y$-variable. Thus we have an analogue of Fubini's theorem, namely,

$$
\begin{equation*}
\int g(x) d \omega_{\mathcal{F}}(x)=\iint g(z, y) d \omega_{\mathcal{F}_{2, z}}(y) d \omega_{\mathcal{F}_{1}}(z) \tag{6-4}
\end{equation*}
$$

Consider now algebraic sets given as the intersection of spheres. Let $x_{1}, \ldots, x_{m} \in \mathbb{R}^{d}, t_{1}, \ldots, t_{m}>0$ and $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$, where $f_{i}(x)=\left|x-x_{i}\right|^{2}-t_{i}$ for $i=1, \ldots, m$. Then $S_{\mathcal{F}}$ is the intersection of spheres centered at the points $x_{i}$ of radius $r_{i}=t_{i}^{1 / 2}$. If the set of points $X=\left\{x_{1}, \ldots, x_{m}\right\}$ is in general position (i.e., they span an ( $m-1$ )-dimensional affine subspace), then a point $x \in S_{\mathcal{F}}$ is nonsingular if $x \notin \operatorname{span} X$, i.e., if $x$ cannot be written as linear combination of $x_{1}, \ldots, x_{m}$. Indeed, since $\nabla f_{i}(x)=2\left(x-x_{i}\right)$, we have that

$$
\sum_{i=1}^{m} a_{i} \nabla f_{i}(x)=0 \quad \Longleftrightarrow \quad \sum_{i=1}^{m} a_{i} x=\sum_{i=1}^{m} a_{i} x_{i}
$$

which implies that $\sum_{i=1}^{m} a_{i}=0$ and $\sum_{i=1}^{m} a_{i} x_{i}=0$. By replacing the equations $\left|x-x_{i}\right|^{2}=t_{i}$ with $\left|x-x_{1}\right|^{2}-\left|x-x_{i}\right|^{2}=t_{1}-t_{i}$, which is of the form $x \cdot\left(x_{1}-x_{i}\right)=c_{i}$, for $i=2, \ldots, m$, it follows that $S_{\mathcal{F}}$ is the intersection of the sphere with an ( $n-1$ )-codimensional affine subspace $Y$, perpendicular to the affine subspace spanned by the points $x_{i}$. Thus $S_{\mathcal{F}}$ is an $m$-codimensional sphere of $\mathbb{R}^{d}$ if $S_{\mathcal{F}}$ has one point $x \notin \operatorname{span}\left\{x_{1}, \ldots, x_{m}\right\}$ and all of its points are nonsingular. Let $x^{\prime}$ be the orthogonal projection of $x$ to span $X$. If $y \in Y$ is a point with $\left|y-x^{\prime}\right|=\left|x-x^{\prime}\right|$ then by the Pythagorean theorem we have that $\left|y-x_{i}\right|=\left|x-x_{i}\right|$ and hence $y \in S_{\mathcal{F}}$. It follows that $S_{\mathcal{F}}$ is a sphere centered at $x^{\prime}$ and contained in $Y$.

Let $T=T_{X}$ be the inner product matrix with entries $t_{i j}:=\left(x-x_{i}\right) \cdot\left(x-x_{j}\right)$ for $x \in S_{\mathcal{F}}$. Since

$$
\left(x-x_{i}\right) \cdot\left(x-x_{j}\right)=\frac{1}{2}\left(t_{i}+t_{j}-\left|x_{i}-x_{j}\right|^{2}\right)
$$

the matrix $T$ is independent of $x$. We will show that $d \omega_{\mathcal{F}}=c_{T} d \sigma_{S_{\mathcal{F}}}$, where $d \sigma_{S_{\mathcal{F}}}$ denotes the surface area measure on the sphere $S_{\mathcal{F}}$ and $c_{T}=2^{-m} \operatorname{det}(T)^{-1 / 2}>0$, i.e., for a function $g \in C_{0}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{S_{\mathcal{F}}} g(x) d \omega_{\mathcal{F}}(x)=c_{T} \int_{S_{\mathcal{F}}} g(x) d \sigma_{S_{\mathcal{F}}}(x) \tag{6-5}
\end{equation*}
$$

Let $x \in S_{\mathcal{F}}$ be fixed and let $e_{1}, \ldots, e_{d}$ be an orthonormal basis so that the tangent space $T_{x} S_{\mathcal{F}}$ equals $\operatorname{span}\left\{e_{m+1}, \ldots, e_{d}\right\}$, and moreover we have that $\operatorname{span}\left\{\nabla f_{1}, \ldots, \nabla f_{m}\right\}=\operatorname{span}\left\{e_{1}, \ldots, e_{m}\right\}$. Let $x_{1}, \ldots, x_{n}$ be the corresponding coordinates on $\mathbb{R}^{d}$ and note that in these coordinates the surface area measure, as a $(d-m)$-form at $x$, is

$$
d \sigma_{S_{\mathcal{F}}}(x)=d x_{m+1} \wedge \cdots \wedge d x_{d}
$$

On the other hand, in local coordinates $x_{I}=\left(x_{m+1}, \ldots, x_{d}\right)$, it is easy to see from (6-2)-(6-3) that $j_{\mathcal{F}, J}(x)=2^{m} \operatorname{vol}\left(x-x_{1}, \ldots, x-x_{m}\right)$, and hence

$$
d \omega_{\mathcal{F}}(x)=2^{-m} \operatorname{vol}\left(x-x_{1}, \ldots, x-x_{m}\right)^{-1} d x_{m+1} \wedge \cdots \wedge d x_{d}
$$

where $\operatorname{vol}\left(x-x_{1}, \ldots, x-x_{m}\right)$ is the volume of the parallelotope with side vectors $x-x_{j}$. Finally, it is a well-known fact from linear algebra that

$$
\operatorname{vol}\left(x-x_{1}, \ldots, x-x_{m}\right)^{2}=\operatorname{det}(T)
$$

i.e., the volume of a parallelotope is the square root of the Gram matrix formed by the inner products of its side vectors.
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[^0]:    ${ }^{1}$ We would like to thank Giorgis Petridis for bringing this observation to our attention.

