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OVERDETERMINED BOUNDARY PROBLEMS WITH NONCONSTANT DIRICHLET AND NEUMANN DATA

Miguel Domínguez-Vázquez, Alberto Enciso and Daniel Peralta-Salas


#### Abstract

We consider the overdetermined boundary problem for a general second-order semilinear elliptic equation on bounded domains of $\mathbb{R}^{n}$, where one prescribes both the Dirichlet and Neumann data of the solution. We are interested in the case where the data are not necessarily constant and where the coefficients of the equation can depend on the position, so that the overdetermined problem does not generally admit a radial solution. Our main result is that, nevertheless, under minor technical hypotheses nontrivial solutions to the overdetermined boundary problem always exist.


## 1. Introduction

The study of overdetermined boundary problems, that is, problems where one prescribes both Dirichlet and Neumann data, has grown into a major field of research in the theory of elliptic PDEs since its appearance in Lord Rayleigh's classic treatise [1877]. An outburst of activity started with the groundbreaking paper [Serrin 1971], where he combined an adaptation of Alexandrov's moving planes method with a subtle refinement of the maximum principle to prove a symmetry result for an overdetermined problem. More precisely, Serrin proved that, under mild technical hypotheses, positive solutions to elliptic equations of the form

$$
\Delta u+F(u)=0
$$

inside a bounded domain $\Omega \subset \mathbb{R}^{n}$ satisfying the boundary conditions

$$
\begin{equation*}
u=0 \quad \text { and } \quad \partial_{\nu} u=-c \quad \text { on } \partial \Omega, \tag{1-1}
\end{equation*}
$$

where $c$ is an unspecified constant that can be picked freely, only exist if $\Omega$ is a ball, in which case $u$ is radial. The result remains true if $F$ also depends on the norm of the gradient of $u$ and if we replace the Laplacian by other position-independent operators of variational form [Cianchi and Salani 2009].

The influence of Serrin's result is such that the very considerable body of literature devoted to overdetermined boundary problems is mostly limited to proofs that solutions need to be radial in cases that can be handled using the method of moving planes. Without attempting to be comprehensive, some remarkable results about overdetermined boundary value problems include alternative approaches to radial symmetry results using $P$-functions [Garofalo and Lewis 1989; Kawohl 1998] or Pohozaev-type integral identities [Brandolini et al. 2008; Magnanini and Poggesi 2020a; 2020b], extensions of the moving plane method to the hyperbolic space and the hemisphere [Kumaresan and Prajapat 1998], to degenerate
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elliptic equations such as the $p$-Laplace equation [Damascelli et al. 1999], and to exterior [Aftalion and Busca 1998; Garofalo and Sartori 1999], unbounded [Farina and Valdinoci 2010] or nonsmooth domains [Prajapat 1998], and stability of symmetry [Aftalion et al. 1999]. Another direction of research that has attracted considerable recent attention is the study of connections with the theory of constant mean curvature surfaces and the construction of nontrivial solutions to Serrin-type problems in exterior domains [Traizet 2014; del Pino et al. 2015; Ros et al. 2020]. Nontrivial solutions for partially overdetermined problems or with degenerate ellipticity are also known to exist [Alessandrini and Garofalo 1989; Fragalà and Gazzola 2008; Fragalà et al. 2006; Farina and Valdinoci 2013].

In two surprising papers, Pacard and Sicbaldi [2009] and Delay and Sicbaldi [2015] proved the existence of extremal domains with small volume for the first eigenvalue of the Laplacian in any compact Riemannian manifold, that is, domains for which the overdetermined problem for the linear elliptic equation

$$
\Delta_{g} u+\lambda u=0
$$

has a positive solution with zero Dirichlet data and constant Neumann data. Here $\Delta_{g}$ is the Laplacian operator associated with a Riemannian metric $g$ on a compact manifold and the constant $\lambda$ (which one eventually chooses as the first Dirichlet eigenvalue of the domain $\Omega$ ) is not specified a priori. Very recently we managed to show the existence of nontrivial solutions, with the same overdetermined Dirichlet and Neumann conditions, for fairly general semilinear elliptic equations of second order with possibly nonconstant coefficients [Domínguez-Vázquez et al. 2019].

In all these results, the fact that one is imposing precisely the standard overdetermined boundary conditions (1-1) plays a crucial role. Roughly speaking, this is because one can relate the existence of overdetermined solutions with the critical points of certain functional via a variational argument. Therefore, the gist of the argument in these papers is that the overdetermined condition with constant data is connected with the local extrema for a natural energy functional, restricted to a specific class of functions labeled by points in the physical space. This ultimately permits one to derive the existence of solutions from the fact that a continuous function attains its maximum on a compact manifold. However, this strategy is successful only for constant boundary data. To our best knowledge, the only result in the literature which considers nonconstant (albeit special) Neumann data in relation to overdetermined boundary problems is [Bianchini et al. 2014].

In the recent paper [Domínguez-Vázquez et al. 2021], we have constructed new families of compactly supported stationary solutions to the three-dimensional Euler equation by proving that there are solutions to an associated overdetermined problem in two dimensions where one prescribes (modulo constants that can be picked freely) zero Dirichlet data and nonconstant Neumann data. The proof uses crucially that the space is two-dimensional, which ensures that the kernel and cokernel of a certain operator are one-dimensional, and does not work in higher dimensions.

Our objective in this paper is to prove the existence of solutions to overdetermined problems where one prescribes general Dirichlet and Neumann data (just as before, up to unspecified constants). For concreteness, we consider the model semilinear equation

$$
\begin{equation*}
L u+\lambda F(x, u)=0 \tag{1-2}
\end{equation*}
$$

in a bounded domain $\Omega \subset \mathbb{R}^{n}$, with Dirichlet and Neumann boundary conditions

$$
\begin{equation*}
u=f_{0}(x), \quad \nu \cdot A(x) \nabla u=-c f_{1}(x) \quad \text { on } \partial \Omega \tag{1-3}
\end{equation*}
$$

Here $f_{0}, f_{1}$ are functions on $\mathbb{R}^{n}, F$ is a function on $\mathbb{R}^{n} \times \mathbb{R}, \lambda, c$ are unspecified positive constants, $v$ is the outer unit normal on $\partial \Omega$ and $L$ is the second-order operator

$$
L u:=a_{i j}(x) \partial_{i j} u+b_{i}(x) \partial_{i} u,
$$

where $A(x)=\left(a_{i j}(x)\right)$ is a (symmetric) matrix-valued function on $\mathbb{R}^{n}$ satisfying the (possibly nonuniform) ellipticity condition

$$
\min _{|\xi|=1} \xi \cdot A(x) \xi>0 \quad \text { for all } x \in \mathbb{R}^{n}
$$

Theorem 1.1. Given any noninteger $s>2$, let us take any functions $F, f_{0}, f_{1}, b$ of class $C^{s}$ and $A$ of class $C^{s+2}$. Assume that the functions $F\left(\cdot, f_{0}(\cdot)\right)$ and $f_{1}$ are positive and that the function $f_{0}$ has a nondegenerate critical point. Then there is a family of domains $\Omega_{\varepsilon, \bar{\lambda}}$ for which the overdetermined problem (1-2)-(1-3) admits a solution.

More precisely, let $p \in \mathbb{R}^{n}$ be a nondegenerate critical point of $f_{0}$. Then, for any $\varepsilon \neq 0$ small enough and $\bar{\lambda}>0$, the following statements hold:
(i) The domain $\Omega_{\varepsilon, \bar{\lambda}}$ is a small deformation of the ball of radius $\varepsilon$ centered at $p$, characterized by an equation of the form $|x-p|^{2}<\varepsilon^{2}+O\left(\varepsilon^{3}\right)$.
(ii) The dependence of $\lambda$ and $c$ on the parameter $\varepsilon$ is of the form

$$
\lambda=\varepsilon^{-2} \bar{\lambda}, \quad c=\varepsilon^{-1} \bar{c}
$$

where $\bar{c}=\bar{c}(\varepsilon, \bar{\lambda})$ is a positive constant of order 1 .
Remark 1.2. In the case of the torsion problem, i.e., $\Delta u+\lambda=0$ (i.e., $F(x, u)=1$ in the previous notation), the condition that $f_{0}$ has a critical point can be relaxed: it is enough that the function $G_{\kappa}:=f_{0}+\kappa \log f_{1}$ has at least one nondegenerate critical point for some constant $\kappa>0$. The statement then applies if $p$ is a nondegenerate critical point of $G_{\kappa}$ and taking $\bar{\lambda}:=n \kappa>0$ (not necessarily small).

Also, it is easy to obtain different variations on our main theorem following the same method of proof. In fact, one obtains new results even for the linear equation $\Delta u+b(x) \cdot \nabla u+\lambda f(x)=0$ with standard overdetermined boundary data $f_{0}:=0, f_{1}:=1$; specifically, if $p$ is a nondegenerate zero of the vector field $n \nabla f-f b$, then the statement still holds taking any $\bar{\lambda}>0$. This does not follow from [Domínguez-Vázquez et al. 2019]. However, we shall not pursue these generalizations here.

Compared with [Domínguez-Vázquez et al. 2019], a major difference is that the theorem does not only ensure the existence of domains where the overdetermined problem under consideration admits a nontrivial solution, but also specifies the points around which those domains are located. This immediately permits one to translate this existence result to problems that are only defined in a subset of $\mathbb{R}^{n}$ or on a differentiable manifold. In view of the heuristic but fruitful connection between overdetermined boundary problems and the study of CMC hypersurfaces, a result that is somehow akin to our existence results for
overdetermined boundary problems for semilinear equations is Ye's classical theorem [1991] on foliations by small CMC spheres on $n$-dimensional Riemannian manifolds.

The paper is organized as follows. We will start by setting up the problem in Section 2. For clarity of exposition, in Sections 2 to 4 we have chosen to assume that the matrix $A(x)$ is the identity and carry out the proof in this context. An essential ingredient of the proof is the computation of asymptotic expansions for the solution to the Dirichlet problem in small perturbations of a ball of radius $\varepsilon \ll 1$, when the constants $\lambda$ and $c$ scale with the radius as in Theorem 1.1. This computation is carried out in Section 3. These asymptotic estimates are put to use in Section 4, where we prove Theorem 1.1 in the particular case when $A(x)=I$. To obtain the general result, in Section 5 we show that the case of a general matrix-valued function $A(x)$ reduces to the study of the easiest case $A(x)=I$ subject to an inessential perturbation of order $\varepsilon^{2}$. Making this precise, however, involves using a heavier notation and geodesic-type normal coordinates adapted to the matrix $A(x)$ that might unnecessarily obscure the simple ideas the proof is based on. As a side remark, let us point out that the reason we ask for more regularity of the matrix $A$ (which is of class $C^{s+2}$ in contrast with the $C^{s}$ regularity of the other functions) is precisely due to our use of geodesic coordinates.

## 2. Setting up the problem

For clarity of exposition, until Section 5 we will assume that $A(x)=I$. This assumption will enable us to obtain more compact expressions for the various quantities that appear in the problem and it will make it easier to point out the salient features of the proof.

Let us fix a point $p \in \mathbb{R}^{n}$ and introduce rescaled coordinates $z \in \mathbb{R}^{n}$ centered at $p$ as

$$
z:=\frac{x-p}{\varepsilon},
$$

where $\varepsilon$ is a suitably small nonzero constant. We now consider spherical coordinates $(r, \omega) \in \mathbb{R}^{+} \times \mathbb{S}$ for $z$, defined as

$$
r:=|z|=\left|\frac{x-p}{\varepsilon}\right|, \quad \omega:=\frac{z}{|z|}=\frac{x-p}{|x-p|} .
$$

Here and in what follows,

$$
\mathbb{S}:=\left\{\omega \in \mathbb{R}^{n}:|\omega|=1\right\}
$$

denotes the unit sphere of dimension $n-1$. For simplicity of notation, we will notationally omit the dependence on the point $p$. Also, with some abuse of notation, we will denote the expression of the function $u(x)$ in these coordinates simply by $u(r, \omega)$.

Let us now consider a $C^{s+1}$ function $B: \mathbb{S} \rightarrow \mathbb{R}$ and, for suitably small $\varepsilon$, let us describe the domain in terms of the above coordinates as

$$
\begin{equation*}
\Omega_{p, \varepsilon B}:=\{r<1+\varepsilon B(\omega)\} . \tag{2-1}
\end{equation*}
$$

We now consider (1-2) in the domain $\Omega_{p, \varepsilon B}$ and choose the constants $\lambda, c$ as

$$
\lambda=: \varepsilon^{-2} \bar{\lambda}, \quad c=: \varepsilon^{-1} \bar{c}
$$

where we think of $\varepsilon$ as a small constant and of $\bar{\lambda}, \bar{c}$ as positive constants of order 1. Equation (1-2) can then be rewritten in the rescaled coordinates as

$$
\begin{equation*}
\tilde{L} u+\bar{\lambda} \widetilde{F}(z, u)=0 \tag{2-2}
\end{equation*}
$$

where

$$
\widetilde{F}(z, u):=F(p+\varepsilon z, u)
$$

and $\tilde{L}$ is the differential operator

$$
\tilde{L} u=\Delta u+\varepsilon \tilde{b}(z) \cdot \nabla u
$$

with $\tilde{b}_{i}(z):=b_{i}(p+\varepsilon z)$. We also denote the functions $f_{0}$ and $f_{1}$ in these coordinates as

$$
\tilde{f}_{0}(z):=f_{0}(p+\varepsilon z), \quad \tilde{f}_{1}(z):=f_{1}(p+\varepsilon z) .
$$

Here and in what follows, $\Delta$ and $\nabla$ denote the Laplacian and gradient operators in the rescaled coordinates $z$.

The Dirichlet boundary condition on $\partial \Omega_{p, \varepsilon B}$ can be simply written in rescaled hyperspherical coordinates as

$$
\begin{equation*}
u(1+\varepsilon B(\omega), \omega)=\tilde{f}_{0}(1+\varepsilon B(\omega), \omega)=: \tilde{f}_{0}(\varepsilon, \omega) \tag{2-3}
\end{equation*}
$$

We notice that $\tilde{f}_{0}(0, \omega)=f_{0}(p)$. Analogously, the Neumann boundary condition reads as

$$
\partial_{\nu} u(1+\varepsilon B(\omega), \omega)=-\bar{c} \tilde{f}_{1}(1+\varepsilon B(\omega), \omega),
$$

where $v$ is the outwards normal unit vector on $\partial \Omega_{p, \varepsilon B}$.
We denote by $C_{\text {Dir }}^{s}(\mathbb{B})$ the space of $C^{s}$ functions on the unit $n$-dimensional ball $\mathbb{B}:=\{|z|<1\}$ with zero trace to the boundary. Also, $\mathcal{K} \subset C^{\infty}(\mathbb{S})$ denotes the restriction to the unit sphere of the space of linear functions on $\mathbb{R}^{n}$,

$$
\mathcal{K}:=\left\{V \cdot z:|z|=1, V \in \mathbb{R}^{n}\right\}
$$

Equivalently, $\mathcal{K}$ is the eigenspace of the Laplacian $\Delta_{\mathbb{S}}$ of the unit sphere corresponding to the second eigenvalue, $n-1$. Also, in what follows we will denote the partial derivatives of $F$ (or $\widetilde{F}$ ) as

$$
F^{\prime}(x, u):=\partial_{u} F(x, u), \quad \nabla F(x, u):=\nabla_{x} F(x, u), \quad \partial_{j} F(x, u):=\partial_{x_{j}} F(x, u)
$$

The following lemma is a reformulation of [Domínguez-Vázquez et al. 2019, Theorem 2.3 and Proposition 2.4]. Here $s>2$ is assumed to be a noninteger real.
Lemma 2.1. For each $p \in \mathbb{R}^{n}$, there is some $\bar{\lambda}_{p}>0$ such that the following statements hold for all $\bar{\lambda} \in\left(0, \bar{\lambda}_{p}\right)$ :
(i) There is a unique function $\phi_{p, \bar{\lambda}}(r)$ of class $C^{s+2}$ satisfying the $O D E$

$$
\phi_{p, \bar{\lambda}^{\prime \prime}}(r)+\frac{n-1}{r} \phi_{p, \bar{\lambda}^{\prime}}(r)+\bar{\lambda} F\left(p, f_{0}(p)+\phi_{p, \bar{\lambda}}(r)\right)=0
$$

and the boundary condition $\phi_{p, \bar{\lambda}}(1)=0$ which is regular at $r=0$. The function $\phi_{p, \bar{\lambda}}$ is well-defined for $r \in\left[0,1+\delta_{p}\right]$, with $\delta_{p}>0$. Furthermore, $\phi_{p, \bar{\lambda}}(r)>0$ for $r<1$ and $\phi_{p, \bar{\lambda}}{ }^{\prime}(1)<0$.
(ii) The operator

$$
T_{p, \bar{\lambda}} v:=\Delta v+\bar{\lambda} F^{\prime}\left(p, f_{0}(p)+\phi_{p, \bar{\lambda}}(|z|)\right) v
$$

defines an invertible map $T_{p, \bar{\lambda}}: C_{\text {Dir }}^{s+1}(\mathbb{B}) \rightarrow C^{s-1}(\mathbb{B})$.
(iii) Consider the map $H_{p, \bar{\lambda}}$ defined for each function $\psi$ on the boundary of the ball as

$$
H_{p, \bar{\lambda}} \psi:=-\phi_{p, \bar{\lambda}} \bar{\lambda}^{\prime}(1) \partial_{\nu} v_{\psi}+\phi_{p, \bar{\lambda}} \bar{\lambda}^{\prime \prime}(1) v_{\psi},
$$

where $v_{\psi}$ is the only solution to the problem $T_{p, \bar{\lambda}} v_{\psi}=0$ on $\mathbb{B},\left.v_{\psi}\right|_{\partial \mathbb{B}}=\psi$. Then $H_{p, \bar{\lambda}}$ maps $C^{s+1}(\mathbb{S}) \rightarrow C^{s}(\mathbb{S})$, its kernel is $\mathcal{K}$, and its range is the set $C^{s}(\mathbb{B}) \cap \mathcal{K}^{\perp}$ of $C^{s}$ functions orthogonal to $\mathcal{K}$. Furthermore,

$$
\begin{equation*}
\|\psi\|_{C^{s+1}} \leqslant C_{p, \bar{\lambda}}\left\|H_{p, \bar{\lambda}} \psi\right\|_{C^{s}} \tag{2-4}
\end{equation*}
$$

for all $\psi \in C^{s+1} \cap \mathcal{K}^{\perp}$.

Remark 2.2. When the equation is linear (that is, $F(x, u)=f(x)$ ), one can take $\bar{\lambda}_{p}$ arbitrarily large and

$$
\phi_{p, \bar{\lambda}}(r)=-\frac{\bar{\lambda}}{2 n} f(p)\left(r^{2}-1\right) .
$$

The operator $H_{p, \bar{\lambda}}$ is then

$$
H_{p, \bar{\lambda}} \psi=\frac{\bar{\lambda}}{n} f(p)\left(\Lambda_{0} \psi-\psi\right)
$$

where $\Lambda_{0}:=\left[(n / 2-1)^{2}-\Delta_{\mathrm{S}}\right]^{1 / 2}-n / 2+1$ is the Dirichlet-Neumann map of the ball.
In what follows we shall always assume that $\bar{\lambda}<\bar{\lambda}_{p}$.
Proposition 2.3. For any $\varepsilon$ small enough and any function $B \in C^{s+1}(\mathbb{S})$ with $\|B\|_{C^{s+1}}<1$, there is a unique function $u=u_{p, \varepsilon, \bar{\lambda}, B}$ in a small neighborhood of $f_{0}(p)+\phi_{p, \bar{\lambda}}$ in $C^{s+1}\left(\Omega_{p, \varepsilon B}\right)$ that satisfies (2-2) and the Dirichlet boundary condition (2-3).
Proof. Let $\chi_{p, \varepsilon B}: \mathbb{B} \rightarrow \Omega_{p, \varepsilon B}$ be the diffeomorphism defined in spherical coordinates as

$$
(\rho, \omega) \mapsto([1+\varepsilon \chi(\rho) B(\omega)] \rho, \omega)
$$

where $\chi(\rho)$ is a smooth cutoff function that is zero for $\rho<\frac{1}{4}$ and 1 for $\rho>\frac{1}{2}$. Then one can define a map

$$
\mathcal{H}_{p, \bar{\lambda}, B}:\left(-\varepsilon_{p}, \varepsilon_{p}\right) \times C_{\mathrm{Dir}}^{s+1}(\mathbb{B}) \rightarrow C^{s-1}(\mathbb{B})
$$

as

$$
\mathcal{H}_{p, \bar{\lambda}, B}(\varepsilon, \phi):=\left[\tilde{L}\left(\phi \circ \chi_{p, \varepsilon B}^{-1}\right)\right] \circ \chi_{p, \varepsilon B}+E \circ \chi_{p, \varepsilon B}+\bar{\lambda}\left[\widetilde{F}\left(\cdot, \tilde{f}_{0}+\phi \circ \chi_{p, \varepsilon B}^{-1}\right)\right] \circ \chi_{p, \varepsilon B},
$$

with the function $E$ defined as

$$
\begin{equation*}
E:=\tilde{L} \tilde{f}_{0} \tag{2-5}
\end{equation*}
$$

Note that $\|E\|_{C^{s-1}\left(\Omega_{p, \varepsilon B}\right)} \leqslant C \varepsilon^{2}$ because $\tilde{f}_{0}(z):=f_{0}(p+\varepsilon z)$. Clearly, $\mathcal{H}_{p, \bar{\lambda}, B}(\varepsilon, \phi)=0$ if and only if $u:=\tilde{f}_{0}+\phi \circ \chi_{p, \varepsilon B}^{-1}$ solves the Dirichlet problem (2-2)-(2-3) in $\Omega_{p, \varepsilon B}$.

Note that, by definition and using (2-5), $\mathcal{H}_{p, \bar{\lambda}, B}\left(0, \phi_{p, \bar{\lambda}}\right)=0$. Also, a short computation shows that the derivative of $\mathcal{H}_{p, \bar{\lambda}, B}(\varepsilon, \phi)$ with respect to $\phi$ satisfies

$$
D_{\phi} \mathcal{H}_{p, \bar{\lambda}, B}\left(0, \phi_{p, \bar{\lambda}}\right)=T_{p, \bar{\lambda}},
$$

so it is an invertible map $C_{\mathrm{Dir}}^{s+1}(\mathbb{B}) \rightarrow C^{s-1}(\mathbb{B})$; see Lemma 2.1. The implicit function theorem in Banach spaces then ensures that, for any $\varepsilon$ close enough to 0 , there is a unique function $\phi^{\varepsilon}$ in a small neighborhood of $\phi_{p, \bar{\lambda}}$ in $C_{\mathrm{Dir}}^{s+1}(\mathbb{B})$ satisfying

$$
\mathcal{H}_{p, \bar{\lambda}, B}\left(\varepsilon, \phi^{\varepsilon}\right)=0 .
$$

Then $u_{p, \varepsilon, \bar{\lambda}, B}:=\tilde{f}_{0}+\phi^{\varepsilon} \circ \chi_{p, \varepsilon B}^{-1}$ is the desired solution to the Dirichlet problem in $\Omega_{p, \varepsilon B}$.
We will henceforth denote by

$$
\mathbb{P}_{p, \bar{\lambda}, \varepsilon B}: C^{s+1}(\mathbb{S}) \rightarrow C^{s+1}\left(\Omega_{p, \varepsilon B}\right)
$$

the map $\psi \mapsto v_{\psi}$, where $v_{\psi}$ is the only solution to the problem

$$
T_{p, \bar{\lambda}} v_{\psi}=0 \quad \text { in } \Omega_{p, \varepsilon B},
$$

with the boundary condition

$$
v_{\psi}(1+\varepsilon B(\omega), \omega)=\psi(\omega) .
$$

Note that the existence and uniqueness of $v_{\psi}$ is an easy consequence of Lemma 2.1.
For future reference, let us record here the definition of the associated Dirichlet-Neumann operator $\Lambda_{p, \bar{\lambda}, \varepsilon B}: C^{s+1}(\mathbb{S}) \rightarrow C^{s}(\mathbb{S})$,

$$
\Lambda_{p, \bar{\lambda}, \varepsilon B} \psi(\omega):=v \cdot A \nabla \mathbb{P}_{p, \bar{\lambda}, \varepsilon B} \psi(1+\varepsilon B(\omega), \omega)
$$

As $\Lambda_{p, \bar{\lambda}, \varepsilon B}$ reduces to the standard Dirichlet-Neumann map $\Lambda_{0}$ when $\varepsilon=\bar{\lambda}=0$, it is standard that

$$
\begin{align*}
& \left\|\Lambda_{p, \bar{\lambda}, \varepsilon B}-\Lambda_{p, \bar{\lambda}, 0}\right\|_{C^{s+1}(\mathbb{S}) \rightarrow C^{s}(\mathbb{S})} \leqslant C|\varepsilon|,  \tag{2-6}\\
& \left\|\Lambda_{p, \bar{\lambda}, \varepsilon B}-\Lambda_{0}\right\|_{C^{s+1}(\mathbb{S}) \rightarrow C^{s}(\mathbb{S})} \leqslant C(|\varepsilon|+\bar{\lambda}) . \tag{2-7}
\end{align*}
$$

## 3. Asymptotic expansions

In this section we compute asymptotic formulas for the solution to the Dirichlet problem in the domain (2-1) obtained in Proposition 2.3, valid for $|\varepsilon| \ll 1$. Let us begin with the estimates for the solutions to the Dirichlet problem:

Proposition 3.1. The function $u_{p, \varepsilon, \bar{\lambda}, B}$ is of the form

$$
u_{p, \varepsilon, \bar{\lambda}, B}=f_{0}(p)+\phi_{p, \bar{\lambda}}(r)+\varepsilon\left\{W_{p, \bar{\lambda}}(r) \cdot z+\mathbb{P}_{p, \bar{\lambda}, \varepsilon B}\left[\nabla f_{0}(p) \cdot \omega-\phi_{p, \bar{\lambda}^{\prime}}{ }^{\prime}(1) B\right]\right\}+O\left(\varepsilon^{2}\right),
$$

where $W_{p, \bar{\lambda}}:\left[0,1+\delta_{p}\right] \rightarrow \mathbb{R}^{n}$ is a function with $\left\|W_{p, \bar{\lambda}}\right\|_{C^{s+1}} \leqslant C \bar{\lambda}$.

Remark 3.2. In the case when $F(x, u)=f(x)$, the formula is slightly more explicit:

$$
\begin{aligned}
& u_{p, \varepsilon, \bar{\lambda}, B}=f_{0}(p)-\frac{\bar{\lambda}}{2 n} f(p)\left(r^{2}-1\right) \\
&+\varepsilon\left\{\left[\nabla f_{0}(p)-\frac{\bar{\lambda}\left(r^{2}-1\right)}{2 n+4}\left(\nabla f(p)-\frac{f(p) b(p)}{n}\right)\right] \cdot z+\frac{\bar{\lambda} f(p)}{n} \mathbb{P}_{\varepsilon B} B\right\}+O\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Here we are using the notation $\mathbb{P}_{\varepsilon B} \equiv \mathbb{P}_{p, 0, \varepsilon B}$, which does not depend on $p$ because $F^{\prime}=0$.
Proof. Note that $u_{0}:=f_{0}(p)+\phi_{p, \bar{\lambda}}(r)$ satisfies the equation

$$
\Delta u_{0}+\bar{\lambda} F\left(p, u_{0}\right)=0,\left.\quad u_{0}\right|_{r=1}=f_{0}(p) .
$$

Let us write $u_{1}:=\left(u_{p, \varepsilon, \bar{\lambda}, B}-u_{0}\right) / \varepsilon$ and observe that

$$
\widetilde{F}\left(z, u_{p, \varepsilon, \bar{\lambda}, B}\right)=F\left(p+\varepsilon z, u_{0}+\varepsilon u_{1}\right)=F\left(p, u_{0}\right)+\varepsilon\left[\nabla F\left(p, u_{0}\right) \cdot z+F^{\prime}\left(p, u_{0}\right) u_{1}\right]+O\left(\varepsilon^{2}\right) .
$$

As $\tilde{L} u_{p, \varepsilon, \bar{\lambda}, B}+\bar{\lambda} \widetilde{F}\left(z, u_{p, \varepsilon, \bar{\lambda}, B}\right)=0$ with the boundary condition

$$
u_{p, \varepsilon, \bar{\lambda}, B}(1+\varepsilon B(\omega), \omega)=\tilde{f}_{0}(1+\varepsilon B(\omega), \omega)=f_{0}(p)+\varepsilon \nabla f_{0}(p) \cdot \omega+O\left(\varepsilon^{2}\right)
$$

this ensures that $u_{1}$ satisfies an equation of the form

$$
T_{p, \bar{\lambda}} u_{1}+\bar{\lambda} \nabla F\left(p, u_{0}\right) \cdot z+b(p) \cdot \frac{z}{r} \phi_{p, \bar{\lambda}^{\prime}(r)+O(\varepsilon)=0}
$$

in $\Omega_{p, \varepsilon B}$ and the boundary condition

$$
u_{1}(1+\varepsilon B(\omega), \omega)=\nabla f_{0}(p) \cdot \omega-\phi_{p, \bar{\lambda}^{\prime}}(1) B(\omega)+O(\varepsilon) .
$$

To analyze $u_{1}$, we start by noting that

$$
u_{1}^{*}:=\mathbb{P}_{p, \bar{\lambda}, \varepsilon B}\left[\nabla f_{0}(p) \cdot \omega-\phi_{p, \bar{\lambda}^{\prime}}{ }^{\prime}(1) B(\omega)\right]
$$

satisfies the equation $T_{p, \bar{\lambda}} u_{1}^{*}=0$ in $\Omega_{p, \varepsilon B}$ and the boundary condition

$$
u_{1}^{*}(1+\varepsilon B(\omega), \omega)=\nabla f_{0}(p) \cdot \omega-\phi_{p, \bar{\lambda}^{\prime}}(1) B(\omega) .
$$

It is an easy consequence of Lemma 2.1 that the equation

$$
T_{p, \bar{\lambda}} w+\bar{\lambda} \nabla F\left(p, u_{0}(|z|)\right) \cdot z+b(p) \cdot \frac{z}{r} u_{0}^{\prime}(|z|)=0 \quad \text { in } \mathbb{B},\left.\quad w\right|_{\partial \mathbb{B}}=0,
$$

has a unique solution $w$, which is then of the form $w=W_{p, \bar{\lambda}}(|z|) \cdot z$ for some $\mathbb{R}^{n}$-valued function $W_{p, \bar{\lambda}}$. Specifically, its $j$-th component $W_{j}(r):=W_{p, \bar{\lambda}}(r) \cdot e_{j}$ satisfies the ODE

$$
W_{j}^{\prime \prime}(r)+\frac{n+1}{r} W_{j}^{\prime}(r)+\bar{\lambda} F^{\prime}\left(p, u_{0}(r)\right) W_{j}(r)+\bar{\lambda} \partial_{j} F\left(p, u_{0}(r)\right)+b_{j}(p) \frac{u_{0}^{\prime}(r)}{r}=0
$$

with the boundary condition $W_{j}(1)=0$ and the requirement that $W_{j}$ must be regular at 0 . As $u_{0}(r)$ is well-defined up to $r=1+\delta_{p}$, so is $W_{j}(r)$. The function $W_{p, \bar{\lambda}}$ is obviously bounded as

$$
\left\|W_{p, \bar{\lambda}}\right\|_{C^{s+1}\left(\left(0,1+\delta_{p}\right)\right)} \leqslant C \bar{\lambda}\left\|\partial_{j} F\left(p, u_{0}\right)\right\|_{C^{s-1}\left(\left(0,1+\delta_{p}\right)\right)}+C\left\|\frac{u_{0}^{\prime}}{r}\right\|_{C^{s-1}\left(\left(0,1+\delta_{p}\right)\right)}
$$

Since $\left\|u_{0}^{\prime}\right\|_{C^{s}\left(\left(0,1+\delta_{p}\right)\right)} \leqslant C \bar{\lambda}$ by Lemma 2.1, we infer that $\left\|W_{p, \bar{\lambda}}\right\|_{C^{s+1}}=O(\bar{\lambda})$ as well.

By construction, we immediately obtain that $u_{1}=u_{1}^{*}+w+O(\varepsilon)$, so the proposition follows. The expression of Remark 3.2 follows from the same argument taking into account the formula for $\phi_{p, \bar{\lambda}}$ provided in Remark 2.2.

Next we obtain asymptotic formulas for the normal derivative of $u$ :
Proposition 3.3. The normal derivative of the function $u_{p, \varepsilon, \bar{\lambda}, B}$ satisfies

$$
\partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B}=\phi_{p, \lambda^{\prime}}(1)+\varepsilon\left\{H_{p, \bar{\lambda}} B+\left[\nabla f_{0}(p)+V_{p, \bar{\lambda}}\right] \cdot \omega\right\}+O\left(\varepsilon^{2}\right),
$$

where the constant vector $V_{p, \bar{\lambda}} \in \mathbb{R}^{n}$ satisfies $\left|V_{p, \bar{\lambda}}\right| \leqslant C \bar{\lambda}$.
Remark 3.4. When $F(x, u)=f(x)$, one can obtain a more compact formula:

$$
\begin{align*}
& \partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B} \\
& =-\frac{\bar{\lambda}}{n} f(p)+\varepsilon\left\{-\frac{\bar{\lambda}}{n} f(p)\left(B-\Lambda_{0} B\right)+\nabla f_{0}(p) \cdot \omega-\frac{\bar{\lambda}}{n+2}\left(\nabla f(p)-\frac{f(p) b(p)}{n}\right) \cdot \omega\right\}+O\left(\varepsilon^{2}\right) . \tag{3-1}
\end{align*}
$$

Proof. Since the boundary of $\Omega_{p, \varepsilon B}$ is the zero set of the function $r-\varepsilon B(\omega)-1$, it is clear that its unit normal vector at the point $(1+\varepsilon B(\omega), \omega)$ is

$$
\nu=\left(\omega-\frac{\varepsilon}{1+\varepsilon B(\omega)} \nabla_{\mathbb{S}} B(\omega)\right)\left(1+\frac{\varepsilon^{2}}{(1+\varepsilon B(\omega))^{2}}\left|\nabla_{\mathbb{S}} B(\omega)\right|^{2}\right)^{-1 / 2}=\omega-\varepsilon \nabla_{\mathbb{S}} B(\omega)+O\left(\varepsilon^{2}\right),
$$

where $\nabla_{\mathbb{S}}$ denotes covariant differentiation on the unit sphere.
Using this formula, it follows from Proposition 3.1 that

$$
\begin{aligned}
\partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B} & =v \cdot \nabla u_{p, \varepsilon, \bar{\lambda}, B}(1+\varepsilon B(\omega), \omega) \\
& =\phi_{p, \bar{\lambda}^{\prime}}(1+\varepsilon B(\omega))+\varepsilon\left\{\left(r W_{p, \bar{\lambda}}\right)^{\prime}(1) \cdot \omega+v \cdot \nabla \mathbb{P}_{p, \bar{\lambda}, \varepsilon B}\left[\nabla f_{0}(p) \cdot \omega-\phi_{p, \bar{\lambda}^{-}}(1) B\right]\right\}+O\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Since $\phi_{p, \bar{\lambda}}(r)$ is $C^{s+1}$-smooth for $r<1+\delta_{p}$, let us now expand $\phi_{p, \bar{\lambda}}{ }^{\prime}$ and use the definition of the operator $\Lambda_{p, \bar{\lambda}, \varepsilon B}$ to write

Let us now recall that $H_{p, \bar{\lambda}} B:=\phi_{p, \bar{\lambda}^{\prime \prime}}(1) B-\phi_{p, \bar{\lambda}^{\prime}}(1) \Lambda_{p, \bar{\lambda}, 0} B$ (see Lemma 2.1) and that the usual Dirichlet-Neumann map of the ball satisfies $\Lambda_{0}(V \cdot \omega)=V \cdot \omega$ for all $V \in \mathbb{R}^{n}$. Therefore, we can use the bounds (2-6)-(2-7) and the estimate $\left|V_{p, \bar{\lambda}}\right| \leqslant C \bar{\lambda}$ with

$$
V_{p, \bar{\lambda}}:=W_{p, \bar{\lambda}}^{\prime}(1),
$$

proven in Proposition 3.1, to obtain the formula of the statement. The expression of Remark 3.4 follows from the above argument after taking into account the expression for $u_{p, \varepsilon, \bar{\lambda}, B}$ given in Remark 3.2.

## 4. Proof of Theorem 1.1 when $A(x)=I$

For any given point $p \in \mathbb{R}^{n}$, let us now define a map

$$
\mathcal{F}_{p, \bar{\lambda}}:\left(-\varepsilon_{p}, \varepsilon_{p}\right) \times X_{s+1}^{1} \rightarrow C^{s}(\mathbb{S}),
$$

with $X_{s}^{1}:=\left\{b \in C^{s}(\mathbb{S}):\|b\|_{C^{s}}<1\right\}$, as

$$
\mathcal{F}_{p, \bar{\lambda}}(\varepsilon, B):=\partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B}-\frac{\phi_{p, \bar{\lambda}}{ }^{\prime}(1)}{f_{1}(p)} \tilde{f}_{1} .
$$

Roughly speaking, this map measures how far the Dirichlet solution $u_{p, \varepsilon, \bar{\lambda}, B}$ is from satisfying the Neumann condition in the domain $\Omega_{p, \varepsilon B}$ with a constant

$$
\bar{c}:=-\frac{\phi_{p, \bar{\lambda}^{\prime}}(1)}{f_{1}(p)}>0 .
$$

An immediate consequence of the asymptotic formulas for $\partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B}$ proved in Proposition 3.3 and the fact that

$$
\tilde{f}_{1}(1+\varepsilon B(\omega), \omega)=f_{1}(p)+\varepsilon \nabla f_{1}(p) \cdot \omega+O\left(\varepsilon^{2}\right)
$$

is the following:
Proposition 4.1. For any fixed $p \in \mathbb{R}^{n}$, any $B \in X_{s+1}^{1}(\mathbb{S})$ and any $|\varepsilon|<\varepsilon_{p}$,

$$
\mathcal{F}_{p, \bar{\lambda}}(\varepsilon, B)=\varepsilon\left\{H_{p, \bar{\lambda}} B+\left[\nabla f_{0}(p)-\frac{\phi_{p, \bar{\lambda}^{\prime}(1)}}{f_{1}(p)} \nabla f_{1}(p)+V_{p, \bar{\lambda}}\right] \cdot \omega\right\}+O\left(\varepsilon^{2}\right) .
$$

Remark 4.2. When $F(x, u)=f(x)$, one can obtain a slightly more explicit formula:

$$
\begin{align*}
\mathcal{F}_{p, \bar{\lambda}}(\varepsilon, B)=\varepsilon\left\{-\frac{\bar{\lambda}}{n} f(p)\left(B-\Lambda_{0} B\right)+\left[\nabla f_{0}(p)\right.\right. & \left.+\frac{\bar{\lambda} f(p)}{n f_{1}(p)} \nabla f_{1}(p)\right] \cdot \omega \\
& \left.-\frac{\bar{\lambda}}{n+2}\left[\nabla f(p)-\frac{f(p) b(p)}{n}\right] \cdot \omega\right\}+O\left(\varepsilon^{2}\right) . \tag{4-1}
\end{align*}
$$

It then follows that the function $\mathcal{F}_{p, \bar{\lambda}}(\varepsilon, B) / \varepsilon$ can be defined at $\varepsilon=0$ by continuity. Furthermore, its derivative with respect to $B$ involves the operator $H_{p, \bar{\lambda}}$, whose kernel was shown to be the space $\mathcal{K}$ in Lemma 2.1. Consequently, let us define the spaces

$$
\mathcal{X}_{s}:=\left\{b \in C^{s}(\mathbb{S}): \mathcal{P}_{\mathcal{K}} b=0\right\}, \quad \mathcal{X}_{s}^{1}:=\left\{b \in \mathcal{X}_{s}:\|b\|_{C^{s}}<1\right\}
$$

with $\mathcal{P}_{\mathcal{K}}$ being the orthogonal projector onto the subspace $\mathcal{K}$. We also define the operator

$$
\mathcal{P} b:=b-\mathcal{P}_{\mathcal{K}} b .
$$

It is clear from these expressions that $\mathcal{P}$ maps each space $C^{s}(\mathbb{S})$ into itself and $\mathcal{X}_{s}^{1} \subset X_{s}^{1}$.
By Proposition 4.1, we can now define a map

$$
\mathcal{G}_{p, \bar{\lambda}}:\left(-\varepsilon_{p}, \varepsilon_{p}\right) \times \mathcal{X}_{s+1}^{1} \rightarrow \mathcal{X}_{s}
$$

as

$$
\mathcal{G}_{p, \bar{\lambda}}(\varepsilon, B):=\frac{\mathcal{P} \mathcal{F}_{p, \bar{\lambda}}(\varepsilon, B)}{\varepsilon} .
$$

Lemma 4.3. Let $U \subset \mathbb{R}^{n}$ be any bounded domain. For any $\bar{\lambda} \in\left(0, \bar{\lambda}_{U}\right)$, with

$$
\bar{\lambda}_{U}:=\inf _{p \in U} \bar{\lambda}_{p}>0
$$

there exist some $\varepsilon_{U, \bar{\lambda}}>0$ and a $C^{s}$ function $Y_{\varepsilon, \bar{\lambda}}: U \rightarrow \mathbb{R}^{n}$ such that

$$
\partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B_{\varepsilon, p, \bar{\lambda}}}-\frac{\phi_{p, \bar{\lambda}}^{\prime^{\prime}(1)}}{f_{1}(p)} \tilde{f}_{1}=Y_{\varepsilon, \bar{\lambda}}(p) \cdot \omega
$$

for all $p \in U$ and all $|\varepsilon|<\varepsilon_{U, \bar{\lambda}}$. Here $Y_{\varepsilon, \bar{\lambda}}(p):=Y(\varepsilon, p, \bar{\lambda})$ is of class $C^{s}$ in all its arguments, and can be interpreted as a family of parametrized vector fields on $U$, and $B_{\varepsilon, p, \bar{\lambda}}$ is a certain function in $\mathcal{X}_{s+1}^{1}$.

Proof. Let us begin by showing that the Fréchet derivative $D_{B} \mathcal{G}_{p, \bar{\lambda}}(0,0): \mathcal{X}_{s+1} \rightarrow \mathcal{X}_{s}$ is one-to-one. To see this, note that Proposition 4.1 and the fact that $\mathcal{P}(A \cdot \omega)=0$ for any $A \in \mathbb{R}^{n}$ imply that the derivative of $\mathcal{G}_{p, \bar{\lambda}}$ with respect to $B$ is of the form

$$
D_{B} \mathcal{G}_{p, \bar{\lambda}}(\varepsilon, 0)=H_{p, \bar{\lambda}}+\mathcal{E},
$$

with $\|\mathcal{E}\|_{\mathcal{X}_{s+1} \rightarrow \mathcal{X}_{s}} \leqslant C|\varepsilon|$. Here we have used that, by Lemma 2.1, $\mathcal{P} H_{p, \bar{\lambda}}=H_{p, \bar{\lambda}}$ because the range of the elliptic first-order operator $H_{p, \bar{\lambda}}$ is contained in $\mathcal{K}^{\perp}$. The estimate (2-4) then ensures that $D_{B} \mathcal{G}_{p, \bar{\lambda}}(\varepsilon, 0)$ is an invertible map $\mathcal{X}_{s+1} \rightarrow \mathcal{X}_{s}$ provided that $\varepsilon$ is small enough.

As $\mathcal{G}_{p, \bar{\lambda}}(0,0)=0$, the invertibility of $D_{B} \mathcal{G}_{p, \bar{\lambda}}(\varepsilon, 0)$ implies, via the implicit function theorem, that for any $\varepsilon$ small enough, there is a unique function $B_{\varepsilon, p, \bar{\lambda}}$ in a small neighborhood of 0 such that

$$
\mathcal{G}_{p, \bar{\lambda}}\left(\varepsilon, B_{\varepsilon, p, \bar{\lambda}}\right)=0 .
$$

By the definition of $\mathcal{F}_{p, \bar{\lambda}}$ and the fact that $\mathcal{K}=\left\{Y \cdot \omega: Y \in \mathbb{R}^{n}\right\}$, this implies that there is some $Y(\varepsilon, p, \bar{\lambda}) \in \mathbb{R}^{n}$ such that

$$
\partial_{\nu} u_{p, \varepsilon, \bar{\lambda}, B_{\varepsilon, p, \bar{\lambda}}}-\frac{\phi_{p, \bar{\lambda}^{\prime}}(1)}{f_{1}(p)} \tilde{f}_{1}=Y(\varepsilon, p, \bar{\lambda}) \cdot \omega .
$$

Furthermore, $Y(\varepsilon, p, \bar{\lambda})$ is a $C^{s}$-smooth function of its arguments because so is the left-hand side of this identity.

Let us now note that the asymptotic expression of the vector field $Y_{\varepsilon, \bar{\lambda}}(p)$ can be read off Proposition 4.1:
Lemma 4.4. The vector field $Y_{\varepsilon, \bar{\lambda}}$ is of the form

$$
Y_{\varepsilon, \bar{\lambda}}(p)=\varepsilon\left[\nabla f_{0}(p)-\frac{\phi_{p, \bar{\lambda}}{ }^{\prime}(1)}{f_{1}(p)} \nabla f_{1}(p)+V_{p, \bar{\lambda}}\right]+O\left(\varepsilon^{2}\right) .
$$

When $F(x, u)=f(x)$, one can write down the more precise expression

$$
Y_{\varepsilon, \bar{\lambda}}(p)=\varepsilon\left\{\nabla f_{0}(p)+\frac{\bar{\lambda} f(p)}{n f_{1}(p)} \nabla f_{1}(p)-\frac{\bar{\lambda}}{n+2}\left[\nabla f(p)-\frac{f(p) b(p)}{n}\right]\right\}+O\left(\varepsilon^{2}\right) .
$$

Proof of Theorem 1.1 when $A(x)=I$ and of Remark 1.2. Let us suppose that $p^{*}$ is a nondegenerate critical point of the function $f_{0}$. As $\phi_{p, \bar{\lambda}^{\prime}}(1)=O(\bar{\lambda})$ by Lemma 2.1, Lemma 4.4 implies that

$$
\frac{Y_{\varepsilon, \bar{\lambda}}(p)}{\varepsilon}=\nabla f_{0}(p)+\mathcal{E}
$$

with an error bounded as $\|\mathcal{E}\|_{C^{1}(U)} \leqslant C_{U}|\bar{\lambda}|+C_{U}|\varepsilon|$ for any bounded domain $U \ni p^{*}$. If $|\bar{\lambda}|$ and $|\varepsilon|$ are small enough, it is then standard that there is a unique point $p_{\varepsilon, \bar{\lambda}}$ in a small neighborhood of $p^{*}$ such that

$$
Y_{\varepsilon, \bar{\lambda}}\left(p_{\varepsilon, \bar{\lambda}}\right)=0 .
$$

By Lemma 4.3, and setting $\bar{c}:=-\phi_{p_{\varepsilon, \bar{\lambda}}, \bar{\lambda}}^{\prime}(1) / f_{1}\left(p_{\varepsilon, \bar{\lambda}}\right)$, this ensures that

$$
\partial_{\nu} u_{\varepsilon, p_{\varepsilon, \bar{\lambda}}, \bar{\lambda}, B_{\varepsilon, p, \bar{\lambda}}}+\bar{c} \tilde{f}_{1} \equiv 0,
$$

which implies the claim of the theorem with the domain $\Omega_{p_{\varepsilon, \bar{\lambda}}, \varepsilon B_{\varepsilon, p, \bar{\lambda}}}$.
To prove Remark 1.2 on overdetermined solutions for the torsion problem, let us assume that $F(x, u)=$ $f(x)=1$ and that $p^{*}$ is a nondegenerate critical point of the function $f_{0}+\kappa \log f_{1}$ for some constant $\kappa>0$. In this case, since $f(x)=1$ and $b(x)=0$, Lemma 4.4 implies that

$$
\frac{Y_{\varepsilon, \bar{\lambda}}(p)}{\varepsilon}=\nabla f_{0}(p)+\frac{\bar{\lambda}}{n} \nabla \log f_{1}(p)+\mathcal{E}^{\prime}
$$

with $\left\|\mathcal{E}^{\prime}\right\|_{C^{1}(U)} \leqslant C_{U} \varepsilon$. As one can pick any positive value of $\bar{\lambda}$ by Remark 2.2, let us fix $\bar{\lambda}=\bar{\lambda}^{*}:=n \kappa>0$. The previous argument then allows us to conclude that, for any $\varepsilon$ small enough, there exists some point $p_{\varepsilon}$ close to $p^{*}$ for which $Y_{\varepsilon, \bar{\lambda}}\left(p_{\varepsilon}\right)=0$. Note that the condition that $p^{*}$ is a nondegenerate critical point of $f_{0}+\kappa \log f_{1}$ is crucially used to solve

$$
\nabla f_{0}\left(p_{\varepsilon}\right)+\kappa \nabla \log f_{1}\left(p_{\varepsilon}\right)=-\mathcal{E}^{\prime}
$$

for small $\varepsilon>0$ via the inverse function theorem. As above, this implies the existence of solutions to the overdetermined torsion problem. The case of $f_{0}=0, f_{1}=1$ and $F(x, u)=f(x)$ is handled similarly, so Remark 1.2 then follows.

## 5. Introduction of a nonconstant matrix $\boldsymbol{A}(\boldsymbol{x})$ and conclusion of the proof

In this section we will show why the proof of Theorem 1.1 carried out for the case when $A(x)=I$ remains valid, with only minor variations, in the case of a general matrix $A(x)$.

The key idea is that we are constructing domains that are small deformations of the ball of radius $\varepsilon$, with $\varepsilon \ll 1$. Over scales of order $\varepsilon$, the function $A(x)$ is essentially constant, so it stands to reason that one might be able to compensate for the effect of having a nonconstant matrix $A(x)$ (at least, to some orders when considering an asymptotic expansion in $\varepsilon$ ) by deforming the balls accordingly. More visually, this would correspond essentially to picking an ellipsoidal domain at each point $x$ with axes determined by the matrix $A(x)$.

The way to implement this idea is through (a rescaling of) the normal coordinates associated with the matrix-valued function $A$, which we now regard as a Riemannian metric on $\mathbb{R}^{n}$ of class $C^{s+2}$. These are
defined through the exponential map at a point $p \in \mathbb{R}^{n}$,

$$
\exp _{p}^{A}: U_{p} \rightarrow \mathbb{R}^{n}
$$

which maps a certain domain $U_{p} \subset \mathbb{R}^{n}$ diffeomorphically onto its image. It is standard [DeTurck and Kazdan 1981] that $\exp _{p}^{A}(Z)$ is a $C^{s+1}$ function of $Z \in U_{p}$ and of $p \in \mathbb{R}^{n}$. The normal coordinates at $p$ are just the Cartesian coordinates $Z=\left(Z_{1}, \ldots, Z_{n}\right)$ on $U_{p} \subset \mathbb{R}^{n}$. In these coordinates, the metric reads as $\hat{A}(Z)=I+O\left(|Z|^{2}\right)$. More precisely, $\hat{A}(Z)=\left(\hat{a}_{i j}(Z)\right)$ is given by the pullback by the exponential map of the metric tensor, which is well known to be of the form

$$
\left(\exp _{p}^{A}\right)^{*}\left[a_{i j}(x) d x_{i} d x_{j}\right]=: \hat{a}_{i j}(Z) d Z_{i} d Z_{j}
$$

with functions $\hat{a}_{i j}$ of class $C^{s}\left(U_{p}\right)$ such that

$$
\hat{a}_{i j}(0)=\delta_{i j}, \quad \partial_{Z_{k}} \hat{a}_{i j}(0)=0 .
$$

Therefore, normal coordinates enable us to write the matrix as the identity plus a $C^{s}$-smooth quadratic error. Incidentally, it is well known that the leading-order contribution of the error is determined by the curvature of the metric $A$ at the point $p$.

We are now ready to reformulate the overdetermined problem with a general function $A$ as a small perturbation of the case $A(x)=I$. For each function $B \in C^{s+1}(\mathbb{S})$ with $\|B\|_{C^{s+1}}<1$ and each $\varepsilon$ small enough, one can then define the domain $\Omega_{p, \varepsilon B} \subset \mathbb{R}^{n}$ (which will play the same role as (2-1)) as

$$
\Omega_{p, \varepsilon B}:=\left\{\exp _{p}^{A}(\varepsilon z):|z|<1+\varepsilon B(z /|z|)\right\} .
$$

Note that, in terms of the spherical coordinates associated with a point $z$,

$$
r:=|z| \in(0, \infty), \quad \omega:=\frac{z}{|z|} \in \mathbb{S},
$$

the above condition reads simply as $r<1+\varepsilon B(\omega)$. In the domain $\Omega_{p, \varepsilon B}$, (1-2) reads in the rescaled normal coordinates $z$ at $p$ as

$$
\hat{L} u+\bar{\lambda} \widehat{F}(z, u)=0,
$$

where $\widehat{F}(z, u):=F\left(\exp _{p}^{A}(\varepsilon z), u\right)$ and now the linear operator $\hat{L}$ is of the form

$$
\hat{L} u:=\hat{a}_{i j}(\varepsilon z) \partial_{z_{i} z_{j}} u+\varepsilon \hat{b}_{i}(\varepsilon z) \partial_{z_{i}} u,
$$

with $\hat{a}_{i j}(Z)$ as above and some functions $\hat{b}_{i}(Z)$ of class $C^{s}$.
Therefore,

$$
\hat{L} u=\Delta u+\varepsilon \hat{b}_{i}(\varepsilon z) \partial_{z_{i}} u+\mathcal{E} u,
$$

where the error term is bounded as $\|\mathcal{E} u\|_{C^{s-1}} \leqslant C \varepsilon^{2}\|u\|_{C^{s+1}}$ and $\hat{L} u-\mathcal{E} u$ is just like the operator $\tilde{L} u$ introduced below (2-2). One can now go over the proof of Theorem 1.1 and readily see that all the arguments remain valid when one introduces an error of this form in the expressions. This is not surprising, as the proof only uses the formulas for the terms in the equations that are of zeroth and first order in $\varepsilon$. Since the nondegenerate critical points of $f_{0}$ do not depend on the coordinate system, Theorem 1.1 is then proven for a general matrix-valued function $A$.
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# MONGE-AMPÈRE GRAVITATION AS A $\Gamma$-LIMIT OF GOOD RATE FUNCTIONS 

Luigi Ambrosio, Aymeric Baradat and Yann Brenier


#### Abstract

Monge-Ampère gravitation is a modification of the classical Newtonian gravitation where the linear Poisson equation is replaced by the nonlinear Monge-Ampère equation. This paper is concerned with the rigorous derivation of Monge-Ampère gravitation for a finite number of particles from the stochastic model of a Brownian point cloud, following the formal ideas of a recent work by Brenier (Bull. Inst. Math. Acad. Sin. 11:1(2016), 23-41). This is done in two steps. First, we compute the good rate function corresponding to a large deviation problem related to the Brownian point cloud at fixed positive diffusivity. Second, we study the $\Gamma$-convergence of this good rate function, as the diffusivity tends to zero, toward a (nonsmooth) Lagrangian encoding the Monge-Ampère dynamic. Surprisingly, the singularities of the limiting Lagrangian correspond to dissipative phenomena. As an illustration, we show that they lead to sticky collisions in one space dimension.


## 1. Introduction

Monge-Ampère gravitation. On a periodic domain such as $\mathbb{T}^{d}=(\mathbb{R} / \mathbb{Z})^{d}$, Newtonian gravitation is commonly described in terms of the density of probability $f(t, x, \xi)$ to find gravitating matter at time $t$, position $x \in \mathbb{T}^{d}$ and velocity $\xi \in \mathbb{R}^{d}$, subject to the Vlasov-Poisson equation

$$
\begin{gathered}
\partial_{t} f(t, x, \xi)+\operatorname{div}_{x}(\xi f(t, x, \xi))-\operatorname{div}_{\xi}(\nabla \varphi(t, x) f(t, x, \xi))=0, \\
\Delta \varphi(t, x)=\int_{\mathbb{R}^{d}} f(t, x, \xi) \mathrm{d} \xi-1, \quad(t, x, \xi) \in \mathbb{R} \times \mathbb{T}^{d} \times \mathbb{R}^{d},
\end{gathered}
$$

where $\varphi$ is the gravitational potential. Notice that the averaged density, say 1 , has been subtracted out from the right-hand side of the Poisson equation, due to the periodicity of the spatial domain. This is a common feature of computational cosmology and it lets the uniform density be a stationary solution. The Vlasov-Poisson system can be seen as an "approximation" to the more nonlinear Vlasov-Monge-Ampère (VMA) system

$$
\begin{align*}
& \partial_{t} f(t, x, \xi)+\operatorname{div}_{x}(\xi f(t, x, \xi))-\operatorname{div}_{\xi}(\nabla \varphi(t, x) f(t, x, \xi))=0,  \tag{1}\\
& \operatorname{det}\left(\mathbb{D}+\mathrm{D}^{2} \varphi(t, x)\right)=\int_{\mathbb{R}^{d}} f(t, x, \xi) \mathrm{d} \xi, \quad(t, x, \xi) \in \mathbb{R} \times \mathbb{T}^{d} \times \mathbb{R}^{d}, \tag{2}
\end{align*}
$$

where the fully nonlinear Monge-Ampère equation substitutes for the linear Poisson equation of Newtonian gravitation. Indeed, for "weak" gravitational potentials, by expanding the determinant around the identity matrix [, we get

$$
\operatorname{det}\left(\mathbb{\square}+\mathrm{D}^{2} \varphi(t, x)\right) \sim 1+\operatorname{tr}\left(\mathrm{D}^{2} \varphi(t, x)\right)=1+\Delta \varphi(t, x)
$$

[^1]and recover the Newtonian model approximately (and exactly as $d=1$ ). In this paper, we will speak of "Monge-Ampère gravitation" ("MAG" in short). The Vlasov-Monge-Ampère system was introduced and related to the Vlasov-Poisson system in [Brenier and Loeper 2004], and studied as an ODE on the Wasserstein space in [Ambrosio and Gangbo 2008]. It can also be solved numerically thanks to efficient Monge-Ampère solvers recently designed by Mérigot [2011]. It was argued in [Brenier 2011] that MAG may also be seen as an approximation of Newtonian gravitation for which the "Zeldovich approximation" [1970] (see [Frisch et al. 2002; Brenier et al. 2003]), popular in computational cosmology, becomes exact.

Derivation of a discrete model of MAG. In what follows, we will not be directly interested in the aforementioned system, but rather in its discrete version, i.e., when the number of particles is finite. As is well known in optimal transport theory [Brenier 1987; 1991; Villani 2003], the Monge-Ampère equation (2) is solved by the unique function $\varphi$ such that the map $\mathrm{Id}+\nabla \varphi$ realizes the optimal transport with quadratic cost from the density $\int f \mathrm{~d} \xi$ to the Lebesgue measure. Then, the kinetic equation (1) is known to be the continuous version of the Newton equations of classical mechanics in a potential given by $\varphi$.

In the discrete setting, the stationary Lebesgue measure is replaced by a family $A=\left(a_{1}, \ldots, a_{N}\right) \in$ $\left(\mathbb{R}^{d}\right)^{N}$ of $N \geq 1$ points in $\mathbb{R}^{d}$ (here we make the presentation in $\mathbb{R}^{d}$ instead of $\mathbb{T}^{d}$ for the sake of simplicity). One can for instance think of a regular lattice approximating in some region a constant density, even though in the sequel the particular choice of $\left(a_{1}, \ldots, a_{N}\right)$ will play no role. We will consider the evolution of a cloud $X=\left(x_{1}, \ldots, x_{N}\right)$ of $N$ particles $x_{1}, \ldots, x_{N}$ in $\mathbb{R}^{d}$ whose dynamic is ruled by the $(-1 / N)$-convex function induced by the discrete optimal transport problem

$$
\begin{equation*}
F(X):=-\min _{\sigma \in \mathfrak{S}_{N}} \frac{1}{2 N} \sum_{i=1}^{N}\left|x_{i}-a_{\sigma(i)}\right|^{2}=-\frac{1}{2} W_{2}^{2}\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{a_{i}}, \frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}\right), \tag{3}
\end{equation*}
$$

where $W_{2}$ is the so-called Wasserstein distance on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, the set of Borel probability measures on $\mathbb{R}^{d}$ having a finite second-order moment. At least in the case where the optimization problem in (3) admits a unique minimizer $\sigma_{\mathrm{opt}}=\sigma_{\mathrm{opt}}^{X}$, the analogue of (1), (2) in this framework is easily seen to be formally,

$$
\begin{equation*}
\text { for all } i=1, \ldots, N, \quad \frac{\mathrm{~d}^{2}}{\mathrm{~d} t^{2}} x_{i}(t)=x_{i}(t)-a_{\sigma_{\mathrm{opt}}(i)}, \tag{4}
\end{equation*}
$$

which can be rewritten as, letting $\mathcal{X}_{t}:=\left(x_{1}(t), \ldots, x_{N}(t)\right)$,

$$
\begin{equation*}
\frac{1}{N} \frac{\mathrm{~d}^{2}}{\mathrm{~d} t^{2}} \mathcal{X}_{t}=-\nabla F\left(\mathcal{X}_{t}\right) \tag{5}
\end{equation*}
$$

Following the ideas of the recent paper [Brenier 2016], we will derive this discrete dynamic from the very elementary stochastic model of a Brownian point cloud. However, in [Brenier 2016], the derivation was obtained by applying two successive large deviation principles (LDP), through a purely formal use of the Freidlin-Wentzell theory [1998]. The main purpose of the present paper is to explain how such a derivation can be made rigorous by substituting for one of the applications of the LDP a PDE method inspired by the famous concept of "onde pilote" introduced by Louis de Broglie [1927] at the early stage of quantum mechanics.

Dealing with the singularities. Due to the lack of uniqueness in the discrete optimal transport problem, solutions of (4) are not always well-defined a priori. Otherwise stated, $F$ is singular, and therefore $\nabla F$ in (5) is not everywhere meaningful. A standard choice to give sense to (5) is to restate it as

$$
\begin{equation*}
-\frac{1}{N} \frac{\mathrm{~d}^{2}}{\mathrm{~d} t^{2}} \mathcal{X}_{t} \in \partial F\left(\mathcal{X}_{t}\right) \tag{6}
\end{equation*}
$$

where $\partial F\left(\mathcal{X}_{t}\right)$ is the subdifferential of $F$ at $\mathcal{X}_{t}$, or

$$
-\frac{1}{N} \frac{\mathrm{~d}^{2}}{\mathrm{~d} t^{2}} \mathcal{X}_{t}=\bar{\nabla} F\left(\mathcal{X}_{t}\right)
$$

where $\bar{\nabla} F\left(\mathcal{X}_{t}\right)$ is the element of $\partial F\left(\mathcal{X}_{t}\right)$ with minimal Euclidean norm (see Definition 8 below). In these formulations, existence results are available even in the nondiscrete case [Ambrosio and Gangbo 2008].

This is not what we do: our approach selects minimizers of actions appearing as $\Gamma$-limits of good rate functions associated with some LDP, under endpoint constraints. These curves do solve (4) in the case where $\sigma_{\text {opt }}$ is unique, but this time, the relaxation is made at the level of the Lagrangian formulation, and not at the level of the Hamiltonian one. In view of (5), we would expect to find the action

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left\{\frac{\left|\dot{\mathcal{X}}_{t}\right|^{2}}{2}-N F\left(\mathcal{X}_{t}\right)\right\} \mathrm{d} t \tag{7}
\end{equation*}
$$

where $t_{0}, t_{1}$ are some prescribed initial and final times. Instead, our derivation ends up with the smaller action

$$
\begin{gather*}
\int_{t_{0}}^{t_{1}}\left\{\frac{\left|\dot{\mathcal{X}}_{t}\right|^{2}}{2}+\frac{\left|\mathcal{X}_{t}-\bar{\nabla} f\left(\mathcal{X}_{t}\right)\right|^{2}}{2}\right\} \mathrm{d} t  \tag{8}\\
f(X):=\max _{\sigma \in \mathfrak{S}_{N}} \sum_{i=1}^{N} x_{i} a_{\sigma(i)}=\sum_{i=1}^{N} x_{i} a_{\sigma_{\text {opt }}^{X}(i)}, \quad X=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N} .
\end{gather*}
$$

Note that these two actions coincide on curves $\mathcal{X}$ such that, for almost every $t, \sigma_{\mathrm{opt}}^{\mathcal{X}_{t}}$ is unique (see Section 2.7 for more details). Unexpectedly, this action is exactly the one previously suggested by the third author in [Brenier 2011] in order to include dissipative phenomena (such as sticky collisions in one space dimension) in the Monge-Ampère gravitational model!

The classical theory for sticky particles vs. our approach. Systems of particles moving along the line and that stick together when they meet have been studied for a long time, for instance because they were suggested to model the formation of large structures in the universe [Zeldovich 1970]. On the mathematical side, a lot of works have been devoted to studying the limit of this kind of system when the number of particles tends to infinity (see for instance [E et al. 1996; Brenier and Grenier 1998]), and the most recent works generally build on a connection with the theory of optimal transport (see [Natile and Savaré 2009; Brenier et al. 2013; Hynd 2020]). An example illustrating this link, which is one of the main theorems in [Natile and Savaré 2009], is that up to a change of time, the one-dimensional pressureless Euler system with sticky collisions is the gradient flow in the Wasserstein space of $-\frac{1}{2} W_{2}^{2}(m, \cdot)$, where $m \in \mathcal{P}_{2}(\mathbb{R})$ is a reference probability measure on the line. In plain English, in these models, particles are only allowed to stick when they meet, and it corresponds to the optimal way of decreasing a certain functional.

Our approach is different. In fact, our model is a least action principle, and therefore is conservative and time-reversible. In this context, sticky collisions happen due to the presence of an internal energy, corresponding to the discontinuities of the potential energy $X \mapsto-\frac{1}{2}|X-\bar{\nabla} f(X)|^{2}$ (see formula (51)), and which grows when particles aggregate. Kinetic energy can hence be transferred into internal energy through perfectly inelastic shocks. An output of these considerations is that in our case, particles are not only allowed to stick together; they can also separate.

Outline. In Section 2 we show how to derive MAG starting from a finite number of Brownian particles. This is done in several steps, the main one being the $\Gamma$-convergence towards the "effective" singular functional (8) of the good rate functions associated with the large deviations of the solutions of a family of SDEs (up to a change of time). This is stated in Theorem 9, which is our main result. Section 3 is devoted to the proof of Theorem 9. The purpose of Section 4 is to show that in one space dimension, the dissipative phenomena induced by this functional lead to sticky collisions.

Notation. We will work with $N$ particles in $\mathbb{R}^{d}$, and hence in $\left(\mathbb{R}^{d}\right)^{N}$. Points of $\left(\mathbb{R}^{d}\right)^{N}$ will be denoted with capital letters, mainly $X, Y$ or $Z$. Curves with values in $\left(\mathbb{R}^{d}\right)^{N}$ will be denoted with calligraphic letters $\mathcal{X}, \mathcal{Y}$ or $\mathcal{Z}$. The positions of $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ at time $t \in \mathbb{R}$ will be denoted by $\mathcal{X}_{t}, \mathcal{Y}_{t}$ and $\mathcal{Z}_{t}$ respectively.

In order to avoid heavy notation, in most cases, the laws of the processes that we will consider will be continuously parametrized. In these cases, we will use abuses of notation: for instance, we will say that the family of laws $\left(\mu_{\eta}\right)_{\eta>0}$ is tight whenever it is tight for sufficiently small values of $\eta$. This is equivalent to $\left(\mu_{\eta_{n}}\right)_{n \in \mathbb{N}}$ being tight for all $\left(\eta_{n}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{\mathbb{N}}$ decreasing to 0 .

## 2. Derivation of the discrete model

2.1. The stochastic model of a lattice with Brownian motion. Take $A=\left(a_{1}, \ldots, a_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$ to be a family of $N>1$ points in $\mathbb{R}^{d}$. We assume each point of this lattice to be subject to Brownian motion for times $t \geq 0$. At time $t$, the position of point $i$ is

$$
a_{i}+\sqrt{\varepsilon} B_{t}^{i}
$$

where $\left(B^{i}\right)_{i=1, \ldots, d}$ is a family of $N$ independent normalized Brownian curves and $\varepsilon$ monitors the (common) level of noise. As a consequence, at time $t>0$, the density of probability $\rho_{\varepsilon}(t, X)$ for the point cloud

$$
\left(a_{1}+\sqrt{\varepsilon} B_{t}^{1}, \ldots, a_{N}+\sqrt{\varepsilon} B_{t}^{N}\right)
$$

to be observed at location $X=\left(x_{1}, \ldots, x_{d}\right) \in\left(\mathbb{R}^{d}\right)^{N}$, up to a permutation $\sigma \in \mathfrak{S}_{N}$ of the labels, is easy to compute. We find

$$
\rho_{\varepsilon}(t, X)=\frac{1}{N!\sqrt{2 \pi \varepsilon t} d N} \sum_{\sigma \in \mathfrak{S}_{N}} \prod_{i=1}^{N} \exp \left(-\frac{\left|x_{i}-a_{\sigma(i)}\right|^{2}}{2 \varepsilon t}\right),
$$

or, in short,

$$
\frac{1}{N!\sqrt{2 \pi \varepsilon t}^{N d}} \sum_{\sigma \in \mathfrak{G}_{N}} \exp \left(-\frac{\left|X-A^{\sigma}\right|^{2}}{2 \varepsilon t}\right),
$$

where $|\cdot|$ denotes the euclidean norm in $\mathbb{R}^{d}$ or $\left(\mathbb{R}^{d}\right)^{N}$ depending on the context, and where, for all $X=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$, we let

$$
X^{\sigma}=\left(x_{\sigma(1)}, \ldots, x_{\sigma(N)}\right)
$$

This was the starting point of the discussion made in [Brenier 2016], using a double large deviation principle.

In the present paper, we rather turn to a PDE viewpoint, where $\rho_{\varepsilon}$ is the solution of the heat equation in $\left(\mathbb{R}^{d}\right)^{N}$,

$$
\begin{equation*}
\frac{\partial \rho_{\varepsilon}}{\partial t}(t, X)=\frac{\varepsilon}{2} \Delta \rho_{\varepsilon}(t, X) \tag{9}
\end{equation*}
$$

with, as initial condition, the delta measure located at $A=\left(a_{1}, \ldots, a_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$ and symmetrized with respect to $\sigma \in \mathfrak{S}_{N}$, namely

$$
\begin{equation*}
\rho_{\varepsilon}(0, X)=\frac{1}{N!} \sum_{\sigma \in \mathfrak{S}_{N}} \delta_{A^{\sigma}} \tag{10}
\end{equation*}
$$

In some sense, we have solved the heat equation in the space of "point clouds" $\left(\mathbb{R}^{d}\right)^{N} / \mathfrak{S}_{N}$, with initial position $A$, defined up to a permutation $\sigma \in \mathfrak{S}_{N}$ of the labels $i=1, \ldots, N$.
2.2. "Surfing" the "heat wave". After solving the heat equation (9)-(10), in the space of "clouds" $\left(\mathbb{R}^{d}\right)^{N} / \mathfrak{S}_{N}$, we introduce the companion ODE in the space $\left(\mathbb{R}^{d}\right)^{N}$ :

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{X}_{t}^{\varepsilon}}{\mathrm{d} t}=v_{\varepsilon}\left(t, \mathcal{X}_{t}^{\varepsilon}\right), \quad v_{\varepsilon}(t, X)=-\frac{\varepsilon}{2} \nabla \log \rho_{\varepsilon}(t, X) \tag{11}
\end{equation*}
$$

or, more explicitly

$$
\begin{align*}
v_{\varepsilon}(t, X) & =\frac{1}{2 t} \frac{\sum_{\sigma \in \mathfrak{S}_{N}}\left(X-A^{\sigma}\right) \exp \left(-\left|X-A^{\sigma}\right|^{2} /(2 \varepsilon t)\right)}{\sum_{\sigma \in \mathfrak{S}_{N}} \exp \left(-\left|X-A^{\sigma}\right|^{2} /(2 \varepsilon t)\right)} \\
& =\frac{1}{2 t}\left(X-\frac{\sum_{\sigma \in \mathfrak{S}_{N}} A^{\sigma} \exp \left(\left(X \cdot A^{\sigma}\right) /(\varepsilon t)\right)}{\sum_{\sigma \in \mathfrak{S}_{N}} \exp \left(\left(X \cdot A^{\sigma}\right) /(\varepsilon t)\right)}\right), \tag{12}
\end{align*}
$$

where if $U$ and $V$ are in $\left(\mathbb{R}^{d}\right)^{N}$, then $U \cdot V$ denotes the inner product between $U$ and $V$. This velocity is chosen so that

$$
\frac{\partial \rho_{\varepsilon}}{\partial t}(t, X)+\operatorname{div}\left(\rho_{\varepsilon}(t, X) v_{\varepsilon}(t, X)\right)=0
$$

i.e., for the density $\rho_{\varepsilon}$ to be transported by the velocity field $v_{\varepsilon}$. We may solve this ODE for arbitrarily chosen position $\mathcal{X}_{t_{0}} \in\left(\mathbb{R}^{d}\right)^{N}$ (up to reordering) and initial time $t_{0}>0$.

Put another way, we consider the characteristics corresponding to the heat equation (9)-(10), interpreted as a continuity equation, associated to our Brownian point cloud.

Remark 1. By doing that change of perspective, we just mimic the idea of quantum particles driven by the "onde pilote", as imagined by Louis de Broglie [1927; 1959] at the early stage of quantum mechanics.

Indeed, in our case, the velocity $v^{\varepsilon}=\nabla \varphi^{\varepsilon}$ is the gradient of the scalar function $\varphi^{\varepsilon}:=(-\varepsilon / 2) \log \rho^{\varepsilon}$, and the pair $\left(\rho^{\varepsilon}, \varphi^{\varepsilon}\right)$ is easily seen to solve the system

$$
\left\{\begin{array}{c}
\partial_{t} \rho^{\varepsilon}+\operatorname{div}\left(\rho^{\varepsilon} \nabla \varphi^{\varepsilon}\right)=0,  \tag{13}\\
\partial_{t} \varphi^{\varepsilon}+\frac{1}{2}\left|\nabla \varphi^{\varepsilon}\right|^{2}=-\frac{\varepsilon^{2}}{2} \frac{\Delta \sqrt{\rho^{\varepsilon}}}{\sqrt{\rho^{\varepsilon}}},
\end{array}\right.
$$

that is, the characteristics follow the trajectories of Newton's law in a potential induced by $\rho^{\varepsilon}$.
In the quantum case, something very similar can be found with the help of the Madelung transform [1927]. Namely, if the complex function $\Psi^{\varepsilon}$ solves the Schrödinger equation

$$
i \partial_{t} \Psi^{\varepsilon}+\frac{\varepsilon}{2} \Delta \Psi^{\varepsilon}=0
$$

writing $\Psi^{\varepsilon}=\sqrt{\rho^{\varepsilon}} e^{i \varphi^{\varepsilon} / \varepsilon}$ for a pair ( $\rho^{\varepsilon}, \varphi^{\varepsilon}$ ) of real functions, then this pair is shown to formally solve the very similar system

$$
\left\{\begin{array}{c}
\partial_{t} \rho^{\varepsilon}+\operatorname{div}\left(\rho^{\varepsilon} \nabla \varphi^{\varepsilon}\right)=0,  \tag{14}\\
\partial_{t} \varphi^{\varepsilon}+\frac{1}{2}\left|\nabla \varphi^{\varepsilon}\right|^{2}=\frac{\varepsilon^{2}}{2} \frac{\Delta \sqrt{\rho^{\varepsilon}}}{\sqrt{\rho^{\varepsilon}}}
\end{array}\right.
$$

and this observation was the starting point of de Broglie's interpretation of quantum mechanics. In this case, the potential in the right-hand side of the second equation is called the Bohm quantum potential. However, the analysis of (14) is substantially more difficult than the one of (13), due to the possible vanishing of the wave function $\Psi^{\varepsilon}$ during the evolution.

This analogy is not a coincidence. Indeed, it is known [von Renesse 2012] that the Schrödinger equation in its Madelung formulation (14) is formally the Hamiltonian flow corresponding to the Lagrangian

$$
\mathcal{L}_{\text {quantum }}^{\varepsilon}(\rho, \nabla \varphi):=\frac{1}{2} \int\left\{|\nabla \varphi|^{2}-\left|\frac{\varepsilon}{2} \nabla \log \rho\right|^{2}\right\} \rho,
$$

in the geometry of optimal transport, while system (13), which admits solutions of the heat equations as particular solutions, is rigorously the Hamiltonian flow corresponding to the Lagrangian

$$
\mathcal{L}_{\text {heat }}^{\varepsilon}(\rho, \nabla \varphi):=\frac{1}{2} \int\left\{|\nabla \varphi|^{2}+\left|\frac{\varepsilon}{2} \nabla \log \rho\right|^{2}\right\} \rho,
$$

in the geometry of optimal transport [Conforti 2019]. The latter Lagrangian appears naturally in the theory of entropic optimal transport; see [Gentil et al. 2017; Gigli and Tamanini 2020].
2.3. Large deviations of the "heat wave" ODE. Let us now add to the ODE of the previous subsection a noise of the form

$$
\begin{equation*}
\mathrm{d} \mathcal{X}_{t}^{\varepsilon, \eta}=v_{\varepsilon}\left(t, \mathcal{X}_{t}^{\varepsilon, \eta}\right) \mathrm{d} t+\sqrt{\frac{\eta}{t}} \mathrm{~d} \mathcal{W}_{t} \tag{15}
\end{equation*}
$$

where $\eta$ is a positive number, $\left(\mathcal{W}_{t}\right)$ is a standard Brownian motion in $\left(\mathbb{R}^{d}\right)^{N}$, and where the scaling prefactor $1 / \sqrt{t}$ has been chosen to recover MAG at Section 2.6. That is, we include a second timedependent level of noise to the model: we perturb the characteristics that were already generated, through the heat equation, by the Brownian motion of our original point cloud.

Our main finding is that when $\eta$ and $\varepsilon$ are small and up to a change of time, the trajectories charged by the solution of this SDE starting from $P \in\left(\mathbb{R}^{d}\right)^{N}$ at time $t_{0}>0$ and which happen to be close to $Q \in\left(\mathbb{R}^{d}\right)^{N}$ at time $t_{1}>t_{0}$ are well-approximated by MAG.

The purpose of the rest of this section will be to make this rough statement precise. When we say that some random trajectories are well-approximated by MAG, we mean that they are close in the uniform topology to minimizers of the action (8), with large probability. Justifying this fact will require several steps and intermediate functionals. As the times $t_{0}$ and $t_{1}$, as well as the endpoints $P$ and $Q$, will be fixed in what follows, we decided not to refer to them in the notation for the different functionals and laws that will appear.

Since for fixed $\varepsilon>0$ and $t \geq t_{0}>0, v_{\varepsilon}$ is a smooth velocity field, the existence of a strong solution and pathwise uniqueness for (15) is standard once fixed a law for the initial position $\mathcal{X}_{t_{0}}^{\varepsilon, \eta}$ at some $t_{0}>0$. Since we want to consider indistinguishable particles, a relevant choice of initial law consists in taking $\mathcal{X}_{t_{0}}^{\varepsilon, \eta}=P^{\sigma}$ with probability $1 /(N!)$, given some $P \in\left(\mathbb{R}^{d}\right)^{N}$ and $\sigma \in \mathfrak{S}_{N}$. For convenience, from now on, we denote by $\left\{P^{\sigma}\right\}$ the set $\left\{P^{\sigma}: \sigma \in \mathfrak{S}_{N}\right\}$. The law just described is nothing but the uniform law on $\left\{P^{\sigma}\right\}$.

Remark 2. Actually, at this stage, it would be possible to reintroduce distinguishability: Theorem 3, Corollary 4, Proposition 7 and Theorem 9 below could easily be written for distinguishable particles, that is, with constraints on the endpoints of the curves, and not on these endpoints up to reordering. We decided to keep on working on clouds of indistinguishable particles in order to avoid crossings of trajectories in Section 4.

The first step consists in using classical Freidlin-Wentzell theory [1998] (see also [Dembo and Zeitouni 1998]) in order to pass to the limit $\eta \rightarrow 0$, while $\varepsilon>0$ is kept fixed, in the sense of large deviations (we omit the proof since it consists in adapting in a straightforward way [Dembo and Zeitouni 1998, Theorem 5.6.3] to time-dependent entries and more general initial law for the SDE).

Theorem 3. Let us fix two positive times $0<t_{0}<t_{1}$ and $P \in\left(\mathbb{R}^{d}\right)^{N}$. For fixed $\varepsilon>0$ and as $\eta \rightarrow 0$, the family of laws $\left(\mu_{\varepsilon, \eta}\right)$ of the solution of $(15)$ between times $t_{0}$ and $t_{1}$ and starting from the uniform law on $\left\{P^{\sigma}\right\}$ satisfies the $L D P$ on $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ with good rate function $L_{\varepsilon}^{0}$ defined for all $\mathcal{X}=\left(\mathcal{X}_{t}\right)_{t \in\left[t_{0}, t_{1}\right]}$ by

$$
L_{\varepsilon}^{0}(\mathcal{X})= \begin{cases}\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-v_{\varepsilon}\left(t, \mathcal{X}_{t}\right)\right|^{2} \times t \mathrm{~d} t & \text { if } \mathcal{X} \in H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right) \text { and } \mathcal{X}_{t_{0}} \in\left\{P^{\sigma}\right\}  \tag{16}\\ +\infty, & \text { else. }\end{cases}
$$

In the rest of the article, we will call these kind of functionals "actions", instead of the usual terminology "good rate function".

An outcome of this result is that with large probability, when $\eta$ is small, $\mathcal{X}_{t_{1}}^{\eta, \varepsilon}$ is close to the position at time $t_{1}$ of the solution of the ODE (11) starting from $P$, up to reordering. But now, we want to use Theorem 3 in order to describe the behavior of the solutions of the $\operatorname{SDE}$ (15) when $\eta$ is small, under the large deviation assumption that its final position $\mathcal{X}_{t_{1}}^{\varepsilon, \eta}$ is far from this expected value.

For this, we take $Q \in\left(\mathbb{R}^{d}\right)^{N}$, and we assume that we observe $\mathcal{X}_{t_{1}}^{\varepsilon, \eta}$ to be close to $Q$, up to reordering. To quantify this closeness, we consider a new small parameter $\delta>0$, and we work with the laws ( $\mu_{\varepsilon, \eta}$ ) from Theorem 3, conditioned to the event $\left\{\mathcal{X}_{t_{1}}^{\varepsilon, \eta} \in \bigcup_{\sigma \in \mathfrak{S}_{N}} \bar{B}\left(Q^{\sigma}, \delta\right)\right\}$, where for a given $X \in\left(\mathbb{R}^{d}\right)^{N}$, $\bar{B}(X, \delta)$ stands for the closed ball of center $X$ and radius $\delta$. MAG will be obtained by studying the limit
of these conditional laws when $\eta \rightarrow 0$, then $\delta \rightarrow 0$ and finally $\varepsilon \rightarrow 0$. We refer to Remark 12 for a discussion about the order in which we let the different parameters tend to 0 .

Concerning the limit $\eta \rightarrow 0$, Theorem 3 implies the following.
Corollary 4. Let us fix $\varepsilon, \delta>0$, and call $\mathcal{E}^{\delta}$ the closed subset of $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ defined by

$$
\mathcal{E}^{\delta}:=\left\{\mathcal{X} \in C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right): \mathcal{X}_{t_{1}} \in \bigcup_{\sigma \in \mathfrak{S}_{N}} \bar{B}\left(Q^{\sigma}, \delta\right)\right\} .
$$

The family of conditional laws $\left(\mu_{\varepsilon, \eta}^{\delta}:=\mu_{\varepsilon, \eta}\left(\cdot: \mathcal{E}^{\delta}\right)\right)_{\eta>0}$ is tight. Moreover, its limit points for the topology of narrow convergence as $\eta \rightarrow 0$ only charge minimizers of the functional
$L_{\varepsilon}^{\delta}(\mathcal{X})= \begin{cases}\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-v_{\varepsilon}\left(t, \mathcal{X}_{t}\right)\right|^{2} \times t \mathrm{~d} t & \text { if } \mathcal{X} \in H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{X}_{t_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{X}_{t_{1}} \in \bigcup_{\sigma \in \mathfrak{S}_{N}} \bar{B}\left(Q^{\sigma}, \delta\right), \\ +\infty, & \text { else. }\end{cases}$
Proof. Let us first prove the tightness property. Let $\mathcal{X}$ be a curve in the interior of $\mathcal{E}^{\delta}$. As it satisfies an LDP associated with a good rate function in a Polish space, by virtue of [Dembo and Zeitouni 1998, Exercise 4.1.10], for fixed $\varepsilon>0$, the family of laws $\left(\mu_{\varepsilon, \eta}\right)_{\eta>0}$ is exponentially tight. Hence, there is a compact $K$ (we call $K^{c}$ its complement in $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ ) such that

$$
\limsup _{\eta \rightarrow 0} \eta \log \mu_{\varepsilon, \eta}\left(K^{c}\right) \leq-L_{\varepsilon}^{0}(\mathcal{X})-1
$$

Therefore, we find

$$
\begin{aligned}
\limsup _{\eta \rightarrow 0} \eta \log \mu_{\varepsilon, \eta}^{\delta}\left(K^{c}\right) & =\limsup _{\eta \rightarrow 0}\left\{\eta \log \mu_{\varepsilon, \eta}\left(K^{c} \cap \mathcal{E}^{\delta}\right)-\eta \log \mu_{\varepsilon, \eta}\left(\mathcal{E}^{\delta}\right)\right\} \\
& \leq \limsup _{\eta \rightarrow 0} \eta \log \mu_{\varepsilon, \eta}\left(K^{c}\right)-\liminf _{\eta \rightarrow 0} \eta \log \mu_{\varepsilon, \eta}\left(\mathcal{E}^{\delta}\right) \\
& \leq-L_{\varepsilon}^{0}(\mathcal{X})-1+L_{\varepsilon}^{0}(\mathcal{X}) \leq-1
\end{aligned}
$$

The tightness follows.
Now, let us consider $\mu$ a limit point of $\left(\mu_{\varepsilon, \eta}^{\delta}\right)$ as $\eta \rightarrow 0$, and $\left(\eta_{n}\right)$ a sequence of positive numbers decreasing to 0 , with $\mu_{\varepsilon, \eta_{n}}^{\delta} \rightarrow \mu$ as $n \rightarrow+\infty$. We will argue that whenever $\mathcal{X}$ is not a minimizer of $L_{\varepsilon}^{\delta}$, then $\mathcal{X}$ is not in the support of $\mu$. First, for all $\eta>0$, the support of $\mu_{\mathcal{\varepsilon}, \eta}^{\delta}$ is a subset of $\mathcal{E}^{\delta}$. As the latter is closed, this is also the case for the support of $\mu$. So let us take $\mathcal{X} \in \mathcal{E}^{\delta}$, which is not a minimizer of $L_{\varepsilon}^{\delta}$. In particular, $L_{\varepsilon}^{0}(\mathcal{X})>\inf _{\mathcal{E}^{\delta}} L_{\varepsilon^{0}}^{0}$. As $L_{\varepsilon}^{0}$ is lower semicontinuous, there exists an open set $U$ of $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ containing $\mathcal{X}$ such that $\inf _{\bar{U}} L_{\varepsilon}^{0}>\inf _{\mathcal{E}^{\delta}} L_{\varepsilon}^{0}$. Let us show that $\mu(U)=0$.

By the Portmanteau theorem, we have

$$
\mu(U) \leq \liminf _{n \rightarrow+\infty} \mu_{\varepsilon, \eta_{n}}^{\delta}(U)
$$

By the definition of ( $\mu_{\varepsilon, \eta}^{\delta}$ ), we have

$$
\eta_{n} \log \mu_{\varepsilon, \eta_{n}}^{\delta}(U)=\eta_{n} \log \mu_{\varepsilon, \eta_{n}}\left(U \cap \mathcal{E}^{\delta}\right)-\eta_{n} \log \mu_{\varepsilon, \eta_{n}}\left(\mathcal{E}^{\delta}\right) \leq \eta_{n} \log \mu_{\varepsilon, \eta_{n}}(\bar{U})-\eta_{n} \log \mu_{\varepsilon, \eta_{n}}\left(\dot{\mathcal{E}}^{\delta}\right)
$$

The large deviation principle of Theorem 3 lets us estimate the lim sup of this quantity by

$$
\limsup _{n \rightarrow+\infty} \eta_{n} \log \mu_{\varepsilon, \eta_{n}}^{\delta}(U) \leq \inf _{\mathcal{E}^{\delta}} L_{\varepsilon}^{0}-\inf _{\bar{U}} L_{\varepsilon}^{0} .
$$

To conclude that this quantity is negative, and therefore that $\mu_{\varepsilon, \eta_{n}}^{\delta}(U)$ tends to 0 as $n \rightarrow+\infty$, it suffices to notice that $\inf _{\mathcal{E}^{\delta}} L_{\varepsilon}^{0}=\inf _{\mathcal{E}^{\delta}} L_{\varepsilon}^{0}$ (for instance by the easy fact that the infimum of $L_{\varepsilon}^{\delta}$ is continuous with respect to $\delta$ ), and to use the definition of $U$. The result follows.
2.4. From the $\Gamma$-convergence of the actions to the narrow convergence of the laws. In the previous subsection, we justified why the conditional laws $\left(\mu_{\varepsilon, \eta}^{\delta}\right)$ from Corollary 4 are well-described by the action $L_{\varepsilon}^{\delta}$ defined by formula (17) as $\eta \rightarrow 0$ : in this limit, these laws mainly charge small neighborhoods of minimizers of that action. Now, we want to argue that in order to study these laws when not only $\eta$ is small, but also $\delta$ and $\varepsilon$, we have to study the action $L_{\varepsilon}^{\delta}$ in that regime, in the sense of $\Gamma$-convergence.

This assertion relies on the two following lemmas:
Lemma 5. Let $(\Omega, d)$ be a metric space, and $\left(\mathcal{L}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of lower semicontinuous functionals from $\Omega$ to $\mathbb{R}_{+} \cup\{+\infty\}$ having compact sublevels, uniformly in $n \in \mathbb{N}$. Assume that $\left(\mathcal{L}_{n}\right)$ has a $\Gamma$-limit $\mathcal{L}$. Assume furthermore that $\mathcal{L}$ is not uniformly equal to $+\infty$. Finally, consider $\left(\mu_{n}\right) \in \mathcal{P}(\Omega)^{\mathbb{N}}$ a sequence of Borel probability measures on $\Omega$, such that, for all $n, \mu_{n}$ only charges minimizers of $\mathcal{L}_{n}$. Then, $\left(\mu_{n}\right)$ is tight, and any of its limit points in the narrow topology only charges minimizers of $\mathcal{L}$.
Lemma 6. The family of actions $\left(L_{\varepsilon}^{\delta}\right)$ defined in (17) have compact sublevels in $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$, uniformly in $\varepsilon, \delta>0$.

Using these lemmas, we see that if we manage to identify a $\Gamma$-limit $L$ for $L_{\varepsilon}^{\delta}$ as $\varepsilon, \delta \rightarrow 0$, then in this limit, any family ( $\mu_{\varepsilon}^{\delta}$ ) of limits of ( $\mu_{\varepsilon, \eta}^{\delta}$ ) as $\eta \rightarrow 0$ will mainly charge small neighborhoods of minimizers of the limiting $L$. Before doing so in the next subsection, let us prove our two lemmas.
Proof of Lemma 5. Let $x$ be a minimizer of $\mathcal{L}$, and $\left(x_{n}\right)$ be an associated recovery sequence, that is, $x_{n} \rightarrow x$ as $n \rightarrow+\infty$, and $\lim \sup _{n \rightarrow+\infty} \mathcal{L}_{n}\left(x_{n}\right) \leq \mathcal{L}(x)=\inf \mathcal{L}$. Up to forgetting the first terms, we can assume that $\mathcal{L}_{n}\left(x_{n}\right)$ is finite for all $n \in \mathbb{N}$. Now, call $M:=\sup _{n \in \mathbb{N}} \mathcal{L}_{n}\left(x_{n}\right)$. By assumption, the set

$$
K:=\overline{\bigcup_{n \in \mathbb{N}}\left\{z \in \Omega: \mathcal{L}_{n}(z) \leq M\right\}}
$$

is compact, and by definition of $M$ it contains all the minimizers of all the functionals $\mathcal{L}_{n}, n \in \mathbb{N}$. Therefore, for all $n \in \mathbb{N}, \mu_{n}(K)=1$, and the tightness follows.

Let $\mu$ be a limit point of $\left(\mu_{n}\right)$ for the topology of narrow convergence. Up to considering a subsequence, we assume that $\mu_{n} \rightarrow \mu$. Let $x$ be in the support of $\mu$. It is easy to see that there exists a sequence $\left(x_{n}\right)$ such that $x_{n} \rightarrow x$ as $n \rightarrow+\infty$, and, for all $n \in \mathbb{N}, x_{n}$ is in the support of $\mu_{n}$. But then by assumption, for all $n, x_{n}$ is a minimizer of $\mathcal{L}_{n}$, and therefore, by standard considerations about $\Gamma$-convergence, $x$ is a minimizer of $\mathcal{L}$.
Proof of Lemma 6. For all $\varepsilon, \delta>0$, the action $L_{\varepsilon}^{\delta}$ coincides with $L_{\varepsilon}^{0}$ (defined in (16)) inside of the closed set $\mathcal{E}^{\delta}$ and is $+\infty$ outside of this closed set. Therefore, we just need to prove that $L_{\varepsilon}^{0}$ has compact sublevels, uniformly in $\varepsilon>0$. Actually, precompacity suffices by lower semicontinuity of $L_{\varepsilon}^{0}$. To do so, we will use the following bound, which holds as a consequence of (12) for all $\varepsilon>0, t \in\left[t_{0}, t_{1}\right]$ and $X \in\left(\mathbb{R}^{d}\right)^{N}$ :

$$
\begin{equation*}
\left|v_{\varepsilon}(t, X)\right| \leq \frac{|A|+|X|}{2 t_{0}} \tag{18}
\end{equation*}
$$

We will prove that, for all $M>0$, there exists $M^{\prime}>0$ (uniform in $\varepsilon$ ) such that, for all $\varepsilon>0$ and $\mathcal{X} \in C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$, whenever $L_{\varepsilon}^{0}(\mathcal{X}) \leq M$, we have

$$
\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}\right|^{2} \mathrm{~d} t \leq M^{\prime}
$$

This is enough to conclude since it is well-known that the set $H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ is compactly embedded in $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$.

So let us consider $M, \varepsilon>0$, and a curve $\mathcal{X}$ such that $L_{\varepsilon}^{0}(\mathcal{X}) \leq M$. Note that in particular, $\mathcal{X}_{t_{0}} \in\left\{P^{\sigma}\right\}$. We have, for all $t \in\left[t_{0}, t_{1}\right]$,

$$
\begin{aligned}
\frac{1}{2} \int_{t_{0}}^{t}\left|\dot{\mathcal{X}}_{s}\right|^{2} \mathrm{~d} s & =\int_{t_{0}}^{t} \frac{\left|\dot{\mathcal{X}}_{s}-v_{\varepsilon}\left(s, \mathcal{X}_{s}\right)+v_{\varepsilon}\left(s, \mathcal{X}_{s}\right)\right|^{2}}{2} \mathrm{~d} s \\
& \leq \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{s}-v_{\varepsilon}\left(s, \mathcal{X}_{s}\right)\right|^{2} \mathrm{~d} s+\int_{t_{0}}^{t}\left|v_{\varepsilon}\left(s, \mathcal{X}_{s}\right)\right|^{2} \mathrm{~d} s \\
& \leq \frac{1}{t_{0}} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{s}-v_{\varepsilon}\left(s, \mathcal{X}_{s}\right)\right|^{2} \times s \mathrm{~d} s+\frac{1}{4 t_{0}^{2}} \int_{t_{0}}^{t}\left(|A|+\left|\mathcal{X}_{s}\right|\right)^{2} \mathrm{~d} s \\
& \leq \frac{2 M}{t_{0}}+\frac{\left(t_{1}-t_{0}\right)|A|^{2}}{2 t_{0}^{2}}+\frac{1}{2 t_{0}^{2}} \int_{t_{0}}^{t}\left|\mathcal{X}_{t_{0}}+\int_{t_{0}}^{s} \dot{\mathcal{X}}_{\tau} \mathrm{d} \tau\right|^{2} \mathrm{~d} s \\
& \leq \frac{2 M}{t_{0}}+\frac{t_{1}-t_{0}}{t_{0}^{2}}\left\{\frac{|A|^{2}}{2}+|P|^{2}+\int_{t_{0}}^{t} \int_{t_{0}}^{s}\left|\dot{\mathcal{X}}_{\tau}\right|^{2} \mathrm{~d} \tau \mathrm{~d} s\right\}
\end{aligned}
$$

where we used (18) to get the third line. We deduce our claim from the Grönwall lemma.
2.5. The convergence results. As already explained, understanding the behavior of families $\left(\mu_{\varepsilon}^{\delta}\right)$ of limit points of ( $\mu_{\varepsilon, \eta}^{\delta}$ ) as $\eta \rightarrow 0$ when $\varepsilon$ and $\delta$ are small amounts to understanding the behavior of the family of actions $\left(L_{\varepsilon}^{\delta}\right)$ in the $\Gamma$-convergence sense. This is what we propose to do now. More specifically, we will see that $\left(L_{\varepsilon}^{\delta}\right)$ has a $\Gamma$-limit, when first $\delta \rightarrow 0$, and then $\varepsilon \rightarrow 0$. Doing so, we ensure that limit points of the family $\left(\mu_{\varepsilon}^{\delta}\right)$ in the relevant asymptotic only charge minimizers of the corresponding actions; see Corollary 11 below. We discuss the question of swapping these limits in Remark 12.

Thanks to the smoothness of $v^{\varepsilon}$, the first $\Gamma$-limit, as $\delta \rightarrow 0$, is very simple and we omit the proof.
Proposition 7. Let $\varepsilon>0$. As $\delta$ tends to zero, the family of actions $\left(L_{\varepsilon}^{\delta}\right) \Gamma$-converges to

$$
L_{\varepsilon}(\mathcal{X})= \begin{cases}\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-v_{\varepsilon}\left(t, \mathcal{X}_{t}\right)\right|^{2} \times t \mathrm{~d} t & \text { if } \mathcal{X} \in H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{X}_{t_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{X}_{t_{1}} \in\left\{Q^{\sigma}\right\} \\ \text { else. }\end{cases}
$$

The second $\Gamma$-convergence, as $\varepsilon \rightarrow 0$, is more intricate and can be seen as the main result of this paper, because it involves the singular limit of the vector fields $\left(v^{\varepsilon}\right)$ as $\varepsilon \rightarrow 0$. Before stating it, we need to introduce a few objects.

Define the following smooth functions, which are convex in $X$ :

$$
\begin{equation*}
\text { for all } \varepsilon>0, t>0, X \in\left(\mathbb{R}^{d}\right)^{N}, \quad f_{\varepsilon}(t, X):=\varepsilon t \log \left[\frac{1}{N!} \sum_{\sigma \in \mathfrak{S}_{N}} \exp \left(\frac{X \cdot A^{\sigma}}{t \varepsilon}\right)\right] . \tag{19}
\end{equation*}
$$

It has the property that, for all $\varepsilon>0, t>0$, and $X \in\left(\mathbb{R}^{d}\right)^{N}$,

$$
v_{\varepsilon}(t, X)=\frac{X-\nabla f_{\varepsilon}(t, X)}{2 t}
$$

As a consequence, we can rewrite $L_{\varepsilon}$ for all $\varepsilon>0$ as
$L_{\varepsilon}(\mathcal{X})= \begin{cases}\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-\left(\mathcal{X}_{t}-\nabla f_{\varepsilon}\left(t, \mathcal{X}_{t}\right)\right) /(2 t)\right|^{2} \times t \mathrm{~d} t & \text { if } \mathcal{X} \in H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{X}_{t_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{X}_{t_{1}} \in\left\{Q^{\sigma}\right\}, \\ +\infty & \text { else. }\end{cases}$
When $\varepsilon$ tends to zero, by virtue of the so-called Laplace's principle, we have the pointwise convergence

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} f_{\varepsilon}(t, X)=\max _{\sigma \in \mathfrak{S}_{N}} X \cdot A^{\sigma}=: f(X) \tag{20}
\end{equation*}
$$

Notice that $f$ is linked to the function $F$ defined in (3) by the formula,

$$
\begin{equation*}
\text { for all } X \in\left(\mathbb{R}^{d}\right)^{N}, \quad f(X)=\frac{|A|^{2}+|X|^{2}}{2}+N F(X) . \tag{21}
\end{equation*}
$$

The function $f$ no longer depends on the time variable, and it is a convex function with finite values. As a consequence, for each $X \in\left(\mathbb{R}^{d}\right)^{N}$, the subdifferential $\partial f(X)$ of $f$ at $X$ is nonempty. We will consider the extended gradient $\bar{\nabla} f(X)$ of $f$ at $X$ defined as:
Definition 8 (extended gradient). We define the extended gradient of a real-valued convex function $h$ at $X$, denoted by $\bar{\nabla} h(X)$, to be the element of $\partial h(X)$ with minimal Euclidean norm.

We are now ready to state our result concerning the limit $\varepsilon \rightarrow 0$.
Theorem 9. As $\varepsilon$ tends to 0 , the family of actions $\left(L_{\varepsilon}\right)_{\varepsilon>0} \Gamma$-converges to

$$
L(\mathcal{X})= \begin{cases}\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-\left(\mathcal{X}_{t}-\bar{\nabla} f\left(\mathcal{X}_{t}\right)\right) /(2 t)\right|^{2} \times t \mathrm{~d} t & \text { if } \mathcal{X} \in H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{X}_{t_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{X}_{t_{1}} \in\left\{Q^{\sigma}\right\},  \tag{22}\\ +\infty & \text { else }\end{cases}
$$

for the topology of uniform convergence of $C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$.
Remark 10. It is relevant to wonder what exactly in the convergence $f_{\varepsilon} \rightarrow f$ implies Theorem 9. It is not so simple to answer due to the dependence in $t$ of $f_{\varepsilon}$ and because the proof involves several manipulations of formula (22). However, the main step of the proof is Lemma 15 below. Now, at least in the autonomous case, several works that are posterior to the first version of the present paper study results similar to Lemma 15 in greater generality, namely in Hilbert spaces [Ambrosio et al. 2021] or in measured metric spaces [Monsaingeon et al. 2023]. In [Ambrosio et al. 2021], the good notion of convergence for $f_{\varepsilon} \rightarrow f$ is Mosco convergence. We give more details on this in Remark 16.

As a consequence of Lemmas 5 and 6 , this theorem clearly implies the following.
Corollary 11. Consider the family of laws $\left(\mu_{\varepsilon, \eta}^{\delta}\right)$ defined in Corollary 4 , and three sequences $\left(\eta_{n}\right)_{n \in \mathbb{N}}$, $\left(\delta_{m}\right)_{m \in \mathbb{N}}$ and $\left(\varepsilon_{p}\right)_{p \in \mathbb{N}}$ decreasing to 0 . Then, there exist subsequences $\left(\eta_{n}^{\prime}\right)_{n \in \mathbb{N}},\left(\delta_{m}^{\prime}\right)_{m \in \mathbb{N}}$ and $\left(\varepsilon_{p}^{\prime}\right)_{p \in \mathbb{N}}$ such that the triple limit

$$
\lim _{p \rightarrow+\infty} \lim _{m \rightarrow+\infty} \lim _{n \rightarrow+\infty} \mu_{\varepsilon_{p}, \eta_{n}}^{\delta_{m}}
$$

exists in the topology of narrow convergence and only charge minimizers of $L$ as defined by (22).

In particular, if $L$ admits a unique minimizer $\mathcal{X}$, the whole family converges:

$$
\lim _{\varepsilon \rightarrow 0} \lim _{\delta \rightarrow 0} \lim _{\eta \rightarrow 0} \mu_{\varepsilon, \eta}^{\delta}=\delta \mathcal{X}
$$

Let us now comment on the order in which these limits are taken.
Remark 12. Up to potentially considering subsequences, we are studying the behavior of the conditioned laws $\left(\mu_{\varepsilon, \eta}^{\delta}\right)$ in the limit $\lim _{\varepsilon \rightarrow 0} \lim _{\delta \rightarrow 0} \lim _{\eta \rightarrow 0}$, and one could wonder whether these limits could be swapped. We recall that $\varepsilon$ stands for the level of noise of the original point cloud, that $\eta$ stands for the level of perturbation of the companion ODE, and that $\delta$ is the precision of the observation at the final time.

- Swapping $\lim _{\varepsilon \rightarrow 0}$ and $\lim _{\delta \rightarrow 0}$ is easy: it amounts to studying the dependence of the limiting action (22) when $Q$ varies. Essentially, this swap would be a consequence of the fact that $v^{\varepsilon}$ is bounded on compact sets, uniformly in time and $\varepsilon$.
- Swapping $\lim _{\delta \rightarrow 0}$ and $\lim _{\eta \rightarrow 0}$ would be more delicate, but doable as well. We would first need to prove that the family ( $\mu_{\varepsilon, \eta}^{\delta}$ ) from Corollary 4 converges when $\delta \rightarrow 0$, with fixed $\varepsilon$ and $\eta$, as classically done in the theory of bridges of processes, and then write a large deviation principle for these bridges in place of Theorem 3.
- Finally, not taking into consideration the limit in $\delta$ because of the two previous points, the question of how to swap $\lim _{\varepsilon \rightarrow 0}$ with $\lim _{\eta \rightarrow 0}$ relates to the question of building solutions to SDEs with singular coefficients, and lies beyond the scope of this article. A related question that we also do not want to address is the question of quantifying how small $\eta$ needs to be with respect to $\varepsilon$ to be able to take a simultaneous limit in $\varepsilon$ and $\eta$. To answer it, we would need to study the dependence in $\varepsilon$ of the rates of convergence in the large deviation principle, which is probably a very delicate question, once again because of the singularities of $v^{\varepsilon}$ appearing as $\varepsilon \rightarrow 0$.

We will prove Theorem 9 in Section 3 below, but before doing so, let us show that up to changing time, we recover MAG. Notice $L$ has compact sublevels as a consequence of the $\Gamma$-convergence and Lemma 6 . Hence, the existence of global minimizers for $L$ (and hence for all the forthcoming functionals) follows from the direct method of calculus of variations.
2.6. A change of time leading to Monge-Ampère gravitation. Through the change of variable

$$
t=\exp (2 \theta), \quad \mathcal{Z}_{\theta}=\mathcal{X}_{\exp (2 \theta)}, \quad \theta_{0}=\frac{1}{2} \log t_{0}, \quad \theta_{1}=\frac{1}{2} \log t_{1},
$$

we observe that, for all $\mathcal{X} \in C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), L(\mathcal{X})=\frac{1}{2} \Lambda(\mathcal{Z})$, with

$$
\Lambda(\mathcal{Z})= \begin{cases}\frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left|\dot{\mathcal{Z}}_{\theta}-\left(\mathcal{Z}_{\theta}-\bar{\nabla} f\left(\mathcal{Z}_{\theta}\right)\right)\right|^{2} \mathrm{~d} \theta & \text { if } \mathcal{Z} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{Z}_{\theta_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{Z}_{\theta_{1}} \in\left\{Q^{\sigma}\right\}, \\ +\infty & \text { else. }\end{cases}
$$

(Recall the definition (20) of $f$.)
It turns out to be equivalent to the following one (in which we recognize (8)):

$$
\Lambda^{\prime}(\mathcal{Z})= \begin{cases}\int_{\theta_{0}}^{\theta_{1}}\left\{\frac{1}{2}\left|\dot{\mathcal{Z}}_{\theta}\right|^{2}+\frac{1}{2}\left|\mathcal{Z}_{\theta}-\bar{\nabla} f\left(\mathcal{Z}_{\theta}\right)\right|^{2}\right\} \mathrm{d} \theta & \text { if } \mathcal{Z} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{Z}_{\theta_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{Z}_{\theta_{1}} \in\left\{Q^{\sigma}\right\} \\ +\infty & \text { else. }\end{cases}
$$

To see this, it suffices to expand the square and to remark that the mixed product is an exact time derivative, so that its integral only involves the endpoints $P$ and $Q$. This is done in a slightly different context in the proof of Lemma 14 below.
2.7. Application of the least action principle. We observe that the points $Z$ where $f$ is differentiable are those for which the maximum in the definition (20) of $f$ is reached by a unique permutation $\sigma_{\text {opt }}$ so that $\nabla f(Z)$ is nothing but $A^{\sigma_{\text {opt }}}$. For such points $Z$, we get

$$
\frac{1}{2}|Z-\nabla f(Z)|^{2}=\frac{1}{2}\left|Z-A^{\sigma_{\mathrm{opt}}}\right|^{2}=-N F(Z)
$$

(by definition (3) of $F$ ), while, on the set $\mathcal{N}$ of nondifferentiability of $f$, we rather have

$$
\frac{1}{2}|Z-\bar{\nabla} f(Z)|^{2}<-N F(Z)
$$

see for instance Proposition 27 below in the case of dimension 1. So the action we have obtained in the previous section, namely $\Lambda^{\prime}$, bounds from below

$$
\Lambda^{+}(\mathcal{Z})= \begin{cases}\int_{\theta_{0}}^{\theta_{1}}\left\{\frac{1}{2}\left|\dot{\mathcal{Z}}_{\theta}\right|^{2}-N F\left(\mathcal{Z}_{\theta}\right)\right\} \mathrm{d} \theta & \text { if } \mathcal{Z} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right), \mathcal{Z}_{\theta_{0}} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{Z}_{\theta_{1}} \in\left\{Q^{\sigma}\right\} \\ +\infty & \text { else. }\end{cases}
$$

This second action, already announced in (7), is definitely strictly larger than the first one for those curves $\theta \rightarrow \mathcal{Z}_{\theta}$ which take values in $\mathcal{N}$ (where $f$ and $F$ are not differentiable) on a set of times $\theta \in\left[\theta_{0}, \theta_{1}\right]$ with positive Lebesgue measure. So the least action principle may provide different optimal curves, depending on the action we choose. However, if a curve is optimal for $\Lambda^{\prime}$ and almost surely takes value outside of $\mathcal{N}$, then it must also be optimal for $\Lambda^{+}$. Clearly, it is much easier to get the optimality equation for such a curve, by working with $\Lambda^{+}$rather than with $\Lambda^{\prime}$. By varying action $\Lambda^{+}$, we get (6) as optimality equation. Therefore, the optimal curves of our functional $\Lambda^{\prime}$ taking value in $\mathcal{N}$ for a negligible set of times solve (4) (in a distributional sense), which is the MAG discrete model announced in the Introduction.

Of course, these equations have to be suitably modified for those curves which are optimal for the action $\Lambda^{\prime}$ but not for $\Lambda^{+}$because they take values in $\mathcal{N}$ for a nonnegligible amount of time. At this stage, we do not know how to do it. However, at least in the one-dimensional case $d=1$, such modifications are tractable and correspond to sticky collisions as $x_{i}(t)=x_{j}(t)$ occurs for different "particles" of labels $i \neq j$ and during intervals of times of strictly positive Lebesgue measure; see Section 4.

## 3. Proof of the $\Gamma$-convergence

The purpose of this section is to prove Theorem 9 .
3.1. The proof as a consequence of three lemmas. As we will see, Theorem 9 will be a consequence of three lemmas that we state below. Lemmas 14 and 15 both involve a family of smooth functions $\left(g_{\varepsilon}\right)_{\varepsilon>0}$ on $\left[\theta_{0}, \theta_{1}\right] \times \mathbb{R}^{p}$ for some $\theta_{0}<\theta_{1}$ and $p \in \mathbb{N}$, pointwise converging to a $L_{\text {loc }}^{1}$ function $g$. On these functions, we will assume the following:

Assumptions 13. (H1) For all $\varepsilon>0$ and $\theta \in\left[\theta_{0}, \theta_{1}\right], g_{\varepsilon}(\theta, 0)=0$.
(H2) For all $\varepsilon>0$ and $\theta \in\left[\theta_{0}, \theta_{1}\right], g_{\varepsilon}(\theta, \cdot)$ is convex. Therefore, $g(\theta, \cdot)$ is convex as well.
(H3) The maps $\nabla g_{\varepsilon}$ are uniformly bounded, that is,

$$
\begin{equation*}
L:=\sup _{\varepsilon>0} \sup _{\theta \in\left[\theta_{0}, \theta_{1}\right]} \sup _{Y \in \mathbb{R}^{p}}\left|\nabla g_{\varepsilon}(\theta, Y)\right|<+\infty . \tag{23}
\end{equation*}
$$

Therefore, we also have

$$
\sup _{\theta \in\left[\theta_{0}, \theta_{1}\right]} \sup _{Y \in \mathbb{R}^{p}}|\bar{\nabla} g(\theta, Y)| \leq L
$$

(H4) The distributional derivative $\partial_{\theta} g$ is $L^{2}\left(\left[\theta_{0}, \theta_{1}\right] ; L_{\text {loc }}^{\infty}\left(\mathbb{R}^{d}\right)^{N}\right)$, and, for all $\mathcal{Y} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$, the map $\theta \mapsto g\left(\theta, \mathcal{Y}_{\theta}\right)$ is also $H^{1}$, with, for almost all $\theta \in\left[\theta_{0}, \theta_{1}\right]$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \theta} g\left(\theta, \mathcal{Y}_{\theta}\right)=\partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right)+\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right) \cdot \dot{\mathcal{Y}}_{\theta} \tag{24}
\end{equation*}
$$

(H5) The maps $\partial_{\theta} \nabla g_{\varepsilon}$ are uniformly bounded, that is,

$$
\begin{equation*}
M:=\sup _{\varepsilon>0} \sup _{\theta \in\left[\theta_{0}, \theta_{1}\right]} \sup _{Y \in \mathbb{R}^{p}}\left|\partial_{\theta} \nabla g_{\varepsilon}(\theta, Y)\right|<+\infty \tag{25}
\end{equation*}
$$

In order to keep the proofs simple, we did not try to optimize these assumptions for Lemmas 14 and 15, which are probably true in a far more general context (see Remark 16 in the case of Lemma 15). However, as we will see in the proof of Theorem 9, it suffices to check these assumptions for the family $\left(f_{\varepsilon}\right)_{\varepsilon>0}$ after suitable change of temporal and spatial scale. This is done in Lemma 17.

Lemma 14. Let us consider $\theta_{0}<\theta_{1} \in \mathbb{R}, \eta \in C^{\infty}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}_{+}^{*}\right)$ and a family $\left(g_{\varepsilon}\right)_{\varepsilon>0}$ of smooth functions from $\left[\theta_{0}, \theta_{1}\right] \times \mathbb{R}^{p}$ to $\mathbb{R}$ pointwise converging to a function $g$, which satisfy (H1), (H3), (H4) and (H5) from Assumptions 13. If a family of curves $\left(\mathcal{Y}^{\varepsilon}\right)_{\varepsilon>0}$ in $H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}^{p}\right)$ uniformly converges to a curve $\mathcal{Y} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}^{p}\right)$, then

$$
\int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta}^{\varepsilon} \cdot \nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \eta(\theta) \mathrm{d} \theta \xrightarrow[\varepsilon \rightarrow 0]{ } \int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta} \cdot \bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta
$$

Lemma 15. Let us consider $\theta_{0}<\theta_{1} \in \mathbb{R}, \eta \in C^{\infty}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}_{+}^{*}\right)$ and a family $\left(g_{\varepsilon}\right)_{\varepsilon>0}$ of smooth functions from $\left[\theta_{0}, \theta_{1}\right] \times \mathbb{R}^{p}$ to $\mathbb{R}$ pointwise converging to a function $g$, and satisfying (H2), (H3) and (H5) from Assumptions 13. Let us fix $R, S \in \mathbb{R}^{p}$ and define for $\varepsilon>0$ and $\mathcal{Y} \in C^{0}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}^{p}\right)$

$$
\begin{aligned}
K_{\varepsilon}(\mathcal{Y}) & :=\left\{\begin{array}{ll}
\frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta & \text { if } \mathcal{Y} \in H^{1}\left(\left[\theta_{1}, \theta_{1}\right] ; \mathbb{R}^{p}\right), \mathcal{Y}_{\theta_{0}}=R \text { and } \mathcal{Y}_{\theta_{1}}=S, \\
+\infty & \text { else, }, \\
K(\mathcal{Y}) & := \begin{cases}\frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta & \text { if } \mathcal{Y} \in H^{1}\left(\left[\theta_{1}, \theta_{1}\right] ; \mathbb{R}^{p}\right), \mathcal{Y}_{\theta_{0}}=R \text { and } \mathcal{Y}_{\theta_{1}}=S, \\
+\infty, & \text { else. }\end{cases}
\end{array} .\right.
\end{aligned}
$$

Then $\left(K_{\varepsilon}\right)_{\varepsilon>0} \Gamma$-converges to $K$ for the topology of uniform convergence of $C^{0}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}^{p}\right)$.
Remark 16. This lemma is the keystone of the proof, and one may wonder how it can be generalized and what is really necessary among our assumptions. In [Ambrosio et al. 2021], we show that at least when $\left(g_{\varepsilon}\right)$ and $g$ have no dependence on $\theta$ and $\eta \equiv 1$, the result holds true, even in Hilbert spaces, whenever $\left(g_{\varepsilon}\right)$ is a family of proper lower semicontinuous uniformly $\lambda$-convex functions Mosco converging towards $g$, plus some uniform Lipschitz conditions at the extreme points.

Lemma 17. With the notation of Theorem 9, let us define $\theta_{0}:=\log t_{0} / 2, \theta_{1}:=\log t_{1} / 2, p=d N$, and for $\theta \in\left[\theta_{0}, \theta_{1}\right], \varepsilon>0$ and $Y \in\left(\mathbb{R}^{d}\right)^{N}$,

$$
\begin{equation*}
g_{\varepsilon}(\theta, Y):=\frac{f_{\varepsilon}(\exp (2 \theta), \exp (\theta) Y)}{\exp (2 \theta)} \quad \text { and } \quad g(\theta, Y):=\frac{f(\exp (\theta) Y)}{\exp (2 \theta)} . \tag{26}
\end{equation*}
$$

Then $\left(g_{\varepsilon}\right)_{\varepsilon>0}$ converges pointwise to $g$, and satisfies (H1), (H2), (H3), (H4) and (H5) from Assumptions 13.
In the next subsections, we will prove these three lemmas one by one. The most involved one is undoubtedly Lemma 15, which can be seen as the main step in the proof of Theorem 9. Let us start by proving Theorem 9 using Lemmas 14, 15 and 17.

Proof of Theorem 9. In this proof, the notation $\mathcal{X}=\mathcal{X}_{t}$ will stand for a generic curve from $\left[t_{0}, t_{1}\right]$ to $\left(\mathbb{R}^{d}\right)^{N}$. Associated with $\mathcal{X}$, we define by $\mathcal{Y}=\mathcal{Y}_{\theta}$ the curve from $\left[\theta_{0}, \theta_{1}\right]$ to $\left(\mathbb{R}^{d}\right)^{N}$, where $\theta_{0}:=\log t_{0} / 2$, $\theta_{1}:=\log t_{1} / 2$, and, for all $\theta \in\left[\theta_{0}, \theta_{1}\right], \mathcal{Y}_{\theta}:=\mathcal{X}_{\exp (2 \theta)} / \exp (\theta)$. Note that $\mathcal{X}$ is $H^{1}$ if and only if $\mathcal{Y}$ is $H^{1}$. If $\left(\mathcal{X}^{\varepsilon}\right)_{\varepsilon>0}$ is a family of curves from $\left[t_{0}, t_{1}\right]$ to $\left(\mathbb{R}^{d}\right)^{N}$, we define in the same way the family of corresponding curves $\left(\mathcal{Y}^{\varepsilon}\right)_{\varepsilon>0}$ from $\left[\theta_{0}, \theta_{1}\right]$ to $\left(\mathbb{R}^{d}\right)^{N}$.

A quick computation shows that, for all $\mathcal{X} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$, considering $\eta(\theta):=\exp (2 \theta)$ and $\left(g_{\varepsilon}\right)_{\varepsilon>0}, g$ as defined in Lemma 17, we have

$$
\begin{align*}
L_{\varepsilon}(\mathcal{X}) & =\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-\frac{\mathcal{X}_{t}-\nabla f_{\varepsilon}\left(t, \mathcal{X}_{t}\right)}{2 t}\right|^{2} \frac{\mathrm{~d} t}{t}=\frac{1}{4} \int_{\theta_{0}}^{\theta_{1}}\left|\dot{\mathcal{Y}}_{\theta}+\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2} \eta(\theta) \mathrm{d} \theta  \tag{27}\\
& =\frac{1}{4} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta+\frac{1}{2} \int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta} \cdot \nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta \tag{28}
\end{align*}
$$

and

$$
\begin{align*}
L(\mathcal{X}) & =\frac{1}{2} \int_{t_{0}}^{t_{1}}\left|\dot{\mathcal{X}}_{t}-\frac{\mathcal{X}_{t}-\bar{\nabla} f\left(\mathcal{X}_{t}\right)}{2 t}\right|^{2} \frac{\mathrm{~d} t}{t}=\frac{1}{4} \int_{\theta_{0}}^{\theta_{1}}\left|\dot{\mathcal{Y}}_{\theta}+\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2} \eta(\theta) \mathrm{d} \theta \\
& =\frac{1}{4} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta+\frac{1}{2} \int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta} \cdot \bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta \tag{29}
\end{align*}
$$

(Note that due to Lemma 17, $g$ is convex with respect to the space variable, and so $\bar{\nabla} g$ is well-defined.) Proof of the $\Gamma$-liminf: Let $\mathcal{X}^{\varepsilon} \underset{\varepsilon \rightarrow 0}{\longrightarrow} \mathcal{X}$ for the topology of uniform convergence. Of course, we also have $\mathcal{Y}^{\varepsilon} \underset{\varepsilon \rightarrow 0}{\longrightarrow} \mathcal{Y}$. Without loss of generality, we can suppose

$$
\liminf _{\varepsilon \rightarrow 0} L_{\varepsilon}\left(\mathcal{X}^{\varepsilon}\right)<+\infty
$$

Indeed, if it is not the case, there is nothing to prove. Let us take $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ to be a sequence tending to 0 along which the lim inf is achieved.

As $\nabla g_{\varepsilon}(\theta, Y)$ is bounded uniformly in $\varepsilon, \theta, Y$ (this is (H3)), we easily deduce with (27)

$$
\limsup _{n \rightarrow+\infty} \int_{\theta_{0}}^{\theta_{1}}\left|\dot{\mathcal{Y}}_{\theta}^{\varepsilon_{n}}\right|^{2} \mathrm{~d} \theta<+\infty
$$

In particular, by the lower semicontinuity of this $H^{1}$ seminorm with respect to uniform convergence, $\mathcal{Y}$ is in $H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$. Applying Lemma 14, thanks to Lemma 17, we have

$$
\begin{equation*}
\int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta}^{\varepsilon_{n}} \cdot \nabla g_{\varepsilon_{n}}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon_{n}}\right) \eta(\theta) \mathrm{d} \theta \xrightarrow[n \rightarrow+\infty]{ } \int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta} \cdot \bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta \tag{30}
\end{equation*}
$$

On the other hand, for $n$ sufficiently large, $L_{\varepsilon_{n}}\left(\mathcal{X}^{\varepsilon_{n}}\right)<+\infty$. So the endpoints of $\mathcal{X}^{\varepsilon_{n}}$ belong to a finite set, and because of the convergence $\mathcal{X}^{\varepsilon_{n}} \rightarrow \mathcal{X}$, for even larger $n$ the endpoints of $\mathcal{X}^{\varepsilon_{n}}$ are independent of $n$. In other terms, $\mathcal{X}_{t_{0}}^{\varepsilon_{n}}=P^{\sigma_{0}}$ and $\mathcal{X}_{t_{1}}^{\varepsilon_{n}}=Q^{\sigma_{1}}$ with $\sigma_{0}, \sigma_{1}$ independent of $n$. Hence, for such $n, \mathcal{Y}^{\varepsilon_{n}}$ satisfies the endpoint constraint for $K_{\varepsilon_{n}}$ with $R:=P^{\sigma_{0}} / \sqrt{t_{0}}$ and $S:=Q^{\sigma_{1}} / \sqrt{t_{1}}$. Hence, applying Lemma 15 thanks to Lemma 17, we have

$$
\begin{align*}
\frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta & =K(\mathcal{Y}) \leq \liminf _{n \rightarrow+\infty} K_{\varepsilon_{n}}\left(\mathcal{Y}^{\varepsilon_{n}}\right) \\
& =\liminf _{n \rightarrow+\infty} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}^{\varepsilon_{n}}\right|^{2}+\left|\nabla g_{\varepsilon_{n}}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon_{n}}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \tag{31}
\end{align*}
$$

The result follows easily by gathering (28), (30), (31) and (29).
Proof of the $\Gamma$-lim sup: Let $\mathcal{X} \in C^{0}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$. Without loss of generality, we can suppose that $\mathcal{X} \in H^{1}\left(\left[t_{0}, t_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ and that it satisfies the endpoint constraint for $L$. In particular, $\mathcal{Y}$ belongs to $H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ and satisfies the endpoint constraint for $K$ with $R:=\mathcal{X}_{t_{0}} / \sqrt{t_{0}}$ and $S:=\mathcal{X}_{t_{0}} / \sqrt{t_{1}}$. Lemmas 15 and 17 let us find a family $\left(\mathcal{Y}^{\varepsilon}\right)_{\varepsilon>0}$ converging to the corresponding $\mathcal{Y}$ such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} K_{\varepsilon}\left(\mathcal{Y}^{\varepsilon}\right) \leq K(\mathcal{Y}) . \tag{32}
\end{equation*}
$$

In particular $\mathcal{Y}^{\varepsilon}$ is in $H^{1}$ for sufficiently small $\varepsilon$, and by Lemmas 14 and 17,

$$
\begin{equation*}
\int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta}^{\varepsilon} \cdot \nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \eta(\theta) \mathrm{d} \theta \underset{\varepsilon \rightarrow 0}{\longrightarrow} \int_{\theta_{0}}^{\theta_{1}} \dot{\mathcal{Y}}_{\theta} \cdot \bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta \tag{33}
\end{equation*}
$$

The result follows easily from (28), (32), (33) and (29), by noticing, that because of (32), $\mathcal{Y}^{\varepsilon}$ satisfies the endpoint constraint for $K_{\varepsilon}$. Hence, for such $\varepsilon, \mathcal{X}^{\varepsilon}$ satisfies the endpoint constraint for $L_{\varepsilon}$.
3.2. Proof of Lemma 14. The proof of Lemma 14 just consists in integrating by parts and using the convergence properties of $\left(g_{\varepsilon}\right)_{\varepsilon>0}$.

Proof of Lemma 14. Integration by parts: First, notice that as soon as $\mathcal{Y} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}^{p}\right)$ and $\varepsilon>0$, then $\theta \mapsto g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right)$ and $\theta \mapsto g\left(\theta, \mathcal{Y}_{\theta}\right)$ are also in $H^{1}$, with, for almost every $\theta$,

$$
\frac{\mathrm{d}}{\mathrm{~d} \theta} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right)=\partial_{\theta} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right)+\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}\right) \cdot \dot{\mathcal{Y}}_{\theta} \quad \text { and } \quad \frac{\mathrm{d}}{\mathrm{~d} \theta} g\left(\theta, \mathcal{Y}_{\theta}\right)=\partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right)+\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right) \cdot \dot{\mathcal{Y}}_{\theta}
$$

It is clear in the case of $g_{\varepsilon}$ because $g_{\varepsilon}$ is smooth, and it is the assumption ( H 4 ) in the case of $g$. As a consequence, by an integration by parts, it suffices to prove that whenever $\left(\mathcal{Y}^{\varepsilon}\right)_{\varepsilon>0}$ converges to $\mathcal{Y}$ as $\varepsilon \rightarrow 0$ for the topology of uniform convergence,

$$
\begin{aligned}
g_{\varepsilon}\left(\theta_{1}, \mathcal{Y}_{\theta_{1}}^{\varepsilon}\right) \eta\left(\theta_{1}\right)-g_{\varepsilon}\left(\theta_{0}, \mathcal{Y}_{\theta_{0}}^{\varepsilon}\right) \eta\left(\theta_{0}\right)-\int_{\theta_{0}}^{\theta_{1}} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \eta^{\prime}(\theta) \mathrm{d} \theta-\int_{\theta_{0}}^{\theta_{1}} \partial_{\theta} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \eta(\theta) \mathrm{d} \theta \\
\xrightarrow[\varepsilon \rightarrow 0]{\longrightarrow} g\left(\theta_{1}, \mathcal{Y}_{\theta_{1}}\right) \eta\left(\theta_{1}\right)-g\left(\theta_{0}, \mathcal{Y}_{\theta_{0}}\right) \eta\left(\theta_{0}\right)-\int_{\theta_{0}}^{\theta_{1}} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta^{\prime}(\theta) \mathrm{d} \theta-\int_{\theta_{0}}^{\theta_{1}} \partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta
\end{aligned}
$$

Convergence term by term: The convergence

$$
g_{\varepsilon}\left(\theta_{1}, \mathcal{Y}_{\theta_{1}}^{\varepsilon}\right) \eta\left(\theta_{1}\right)-g_{\varepsilon}\left(\theta_{0}, \mathcal{Y}_{\theta_{0}}^{\varepsilon}\right) \eta\left(\theta_{0}\right) \underset{\varepsilon \rightarrow 0}{\longrightarrow} g\left(\theta_{1}, \mathcal{Y}_{\theta_{1}}\right) \eta\left(\theta_{1}\right)-g\left(\theta_{0}, \mathcal{Y}_{\theta_{0}}\right) \eta\left(\theta_{0}\right)
$$

is an easy consequence of the pointwise convergence and of the uniform Lipschitz bound (H3).
For the same reason, we have, for all $\theta \in\left[\theta_{0}, \theta_{1}\right], g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \underset{\varepsilon \rightarrow 0}{\longrightarrow} g\left(\theta, \mathcal{Y}_{\theta}\right)$. But on the other hand, because of (H1) and (H3), $g_{\varepsilon}$ is locally bounded, uniformly in $\varepsilon$. Hence,

$$
\int_{\theta_{0}}^{\theta_{1}} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \eta^{\prime}(\theta) \mathrm{d} \theta \underset{\varepsilon \rightarrow 0}{\longrightarrow} \int_{\theta_{0}}^{\theta_{1}} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta^{\prime}(\theta) \mathrm{d} \theta
$$

is a consequence of the dominated convergence theorem.
Because of (H1) and (H5), for all $\theta,\left(\partial_{\theta} g_{\varepsilon}(\theta, \cdot)\right)_{\varepsilon>0}$ is compact for the topology of local uniform convergence. But its only possible limit point is the distributional derivative $\partial_{\theta} g$. As a consequence, $\left(\partial_{\theta} g_{\varepsilon}\right)_{\varepsilon>0}$ converges pointwise to $\partial_{\theta} g$, and because of the uniform bound (H5), for all $\theta, \partial_{\theta} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \xrightarrow[\varepsilon \rightarrow 0]{\longrightarrow}$ $\partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right)$. Because of (H1) and (H5), $\partial_{\theta} g_{\varepsilon}$ is locally bounded, uniformly in $\varepsilon$, and so

$$
\int_{\theta_{0}}^{\theta_{1}} \partial_{\theta} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\varepsilon}\right) \eta(\theta) \mathrm{d} \theta \underset{\varepsilon \rightarrow 0}{\longrightarrow} \int_{\theta_{0}}^{\theta_{1}} \partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right) \eta(\theta) \mathrm{d} \theta
$$

is also a consequence of the dominated convergence theorem.
3.3. Proof of Lemma 15. Before entering the proof of Lemma 15, we need to state a few standard results concerning the extended gradient $\bar{\nabla}$ as defined in Definition 8 , and its links with the so-called resolvent map. These tools could even be set in the infinite-dimensional setting, that is, in Hilbert spaces [Strömberg 1996], or in metric spaces [Ambrosio et al. 2005].

The following proposition is a lower semicontinuity property of the slope with respect to both convergence of the function and of the evaluation point.
Proposition 18. Consider $h: \mathbb{R}^{p} \rightarrow \mathbb{R}$ a convex function with finite values. Let $\left(h_{\varepsilon}\right)_{\varepsilon>0}$ be a family of convex functions on $\mathbb{R}^{p}$ pointwise converging to $h$, and let $\left(X^{\varepsilon}\right)_{\varepsilon>0}$ be a family of points in $\mathbb{R}^{p}$ converging to $X$. Then

$$
|\bar{\nabla} h(X)| \leq \liminf _{\varepsilon \rightarrow 0}\left|\bar{\nabla} h_{\varepsilon}\left(X^{\varepsilon}\right)\right| .
$$

Proof. As all these functions are convex and $h$ has finite values, standard arguments show that the convergence of $h_{\varepsilon} \rightarrow h$ is also locally uniform. First of all, if

$$
\liminf _{\varepsilon \rightarrow 0}\left|\bar{\nabla} h_{\varepsilon}\left(X^{\varepsilon}\right)\right|=+\infty
$$

there is nothing to prove. Else, up to considering a subsequence, there exists $D \in \mathbb{R}^{p}$ such that

$$
\lim _{\varepsilon \rightarrow 0} \bar{\nabla} h_{\varepsilon}\left(X^{\varepsilon}\right)=D
$$

But sending $\varepsilon \rightarrow 0$ in the inequality,

$$
\text { for all } Y \in \mathbb{R}^{p}, \quad h_{\varepsilon}(Y) \geq h_{\varepsilon}\left(X^{\varepsilon}\right)+\left\langle\bar{\nabla} h_{\varepsilon}\left(X^{\varepsilon}\right), Y-X^{\varepsilon}\right\rangle,
$$

and using the local uniformity of the convergence, we see that $D \in \partial h(X)$ (that is, the subdifferential is upper semicontinuous). So $|D| \geq|\bar{\nabla} h(X)|$, and the result follows.

For $\tau>0$ and $X \in \mathbb{R}^{p}$, define the resolvent operator by

$$
J_{\tau, h}(X):=\underset{Y \in \mathbb{R}^{p}}{\operatorname{argmin}} h(Y)+\frac{|Y-X|^{2}}{2 \tau} .
$$

Once again, the following proposition is standard. It is an application in the very simple case of convex functions in finite dimension of the so-called maximal monotone operators theory in Hilbert spaces, for which we refer for instance to [Brézis 1973] (see in particular Section 2.4 for the properties of the resolvent in a general setting).

Proposition 19. (1) We have for all $X \in \mathbb{R}^{p}$ and $\tau>0$,

$$
\begin{equation*}
\left|\bar{\nabla} h\left(J_{\tau, h}(X)\right)\right| \leq\left|\frac{X-J_{\tau, h}(X)}{\tau}\right| \leq|\bar{\nabla} h(X)| . \tag{34}
\end{equation*}
$$

(2) If $h$ is differentiable at $J_{\tau, h}(X)$ for some $X \in \mathbb{R}^{p}$, then the following first-order condition holds:

$$
\frac{X-J_{\tau, h}(X)}{\tau}=\nabla h\left(J_{\tau, h}(X)\right) .
$$

(3) If $\left(h_{\varepsilon}\right)_{\varepsilon>0}$ is a family of convex functions on $\mathbb{R}^{p}$ pointwise converging to $h$, then, for all $\tau>0$ and $X \in \mathbb{R}^{p}$,

$$
\begin{equation*}
J_{\tau, h_{\varepsilon}}(X) \underset{\varepsilon \rightarrow 0}{\longrightarrow} J_{\tau, h}(X) \tag{35}
\end{equation*}
$$

Proof. By [Brézis 1973, Lemma 2.1], we have

$$
\begin{equation*}
\frac{X-J_{\tau, h}(X)}{\tau} \in \partial h\left(J_{\tau, h}(X)\right) \tag{36}
\end{equation*}
$$

The first inequality in (34) and the second point of the statement follow.
To get the second inequality in (34), apply the monotone inequality of [Brézis 1973, Definition 2.1] to the maximal monotone operator $\partial h$ (see [Brézis 1973, Example 2.1.4]), with $x_{1}=X, x_{2}=J_{\tau, h}(X)$, $y_{1}=\bar{\nabla} h(X) \in \partial h(X)$ and $\left(X-J_{\tau, h}(X)\right) / \tau \in \partial h\left(J_{\tau, h}(X)\right)$, thanks to (36). We find

$$
\left\langle\bar{\nabla} h(X)-\frac{X-J_{\tau, h}(X)}{\tau}, X-J_{\tau, h}(X)\right\rangle \geq 0
$$

which can be rewritten as

$$
\left|\frac{X-J_{\tau, h}(X)}{\tau}\right|^{2} \leq\left\langle\frac{X-J_{\tau, h}(X)}{\tau}, \bar{\nabla} h(X)\right\rangle .
$$

Therefore, the result follows from the Cauchy-Schwarz inequality.
Let us now focus on the third point. Let us fix $\tau>0$ and $X \in \mathbb{R}^{p}$, and set,

$$
\text { for all } \varepsilon>0, Y \in \mathbb{R}^{p}, \quad f_{\varepsilon}(Y):=h_{\varepsilon}(Y)+\frac{|Y-X|^{2}}{2 \tau} \quad \text { and } \quad f(Y):=h(Y)+\frac{|Y-X|^{2}}{2 \tau} .
$$

The family $\left(f_{\varepsilon}\right)_{\varepsilon>0}$ converges pointwise to $f$, but by convexity and finiteness of the limit, as before, this convergence is also locally uniform. As a consequence, the only thing to prove is that for sufficiently small
$\varepsilon_{0}>0$, the set $\left\{J_{\tau, h_{\varepsilon}}(X): 0<\varepsilon \leq \varepsilon_{0}\right\}$ is bounded. Indeed, if it is the case, by local uniform convergence, any limit point $Z$ of $J_{\tau, h_{\varepsilon}}(X)$ as $\varepsilon$ tends to 0 would satisfy

$$
f(Z) \leq \limsup _{\varepsilon \rightarrow 0} f_{\varepsilon}\left(J_{\tau, h_{\varepsilon}}(X)\right) \leq \lim _{\varepsilon \rightarrow 0} f_{\varepsilon}\left(J_{\tau, h}(X)\right)=f\left(J_{\tau, h}(X)\right),
$$

so that, by the definition of $J_{\tau, h}(X), Z=J_{\tau, h}(X)$, which lets us conclude.
Call $B$ the open ball of center $J_{\tau, h}(X)$ and radius 1 . We have by the strict convexity of $f$ and minimality of $J_{\tau, h}(X)$

$$
f\left(J_{\tau, h}(X)\right)<\inf _{Y \in \partial B} f(Y),
$$

and this property is open for the topology of local uniform convergence. Hence, we can find $\varepsilon_{0}$ sufficiently small so that for all $\varepsilon \leq \varepsilon_{0}$

$$
f_{\varepsilon}\left(J_{\tau, h}(X)\right)<\inf _{Y \in \partial B} f_{\varepsilon}(Y) .
$$

Then, if $Y \notin B$, we call $\bar{Y}$ the projection of $Y$ on $\partial B$ and $\lambda:=1 /\left|Y-J_{\tau, h}(X)\right| \leq 1$, so that $\bar{Y}=$ $(1-\lambda) J_{\tau, h}(X)+\lambda Y$. As soon as $\varepsilon \leq \varepsilon_{0}, f_{\varepsilon}(\bar{Y})>f_{\varepsilon}\left(J_{\tau, h}(X)\right)$. By using the convexity inequality

$$
f_{\varepsilon}(\bar{Y}) \leq(1-\lambda) f_{\varepsilon}\left(J_{\tau, h}(X)\right)+\lambda f_{\varepsilon}(Y),
$$

we find $f_{\varepsilon}(Y)>f_{\varepsilon}\left(J_{\tau, h}(X)\right)$. As a consequence, $\left\{J_{\tau, h_{\varepsilon}}(X): 0<\varepsilon \leq \varepsilon_{0}\right\} \subset B$ and the result follows.
We are now ready for the proof of Lemma 15.
Proof of Lemma 15. Proof of the $\Gamma$-liminf: It is straightforward using Fatou's lemma, Proposition 18 and the lower semicontinuity of $\mathcal{Y} \mapsto \int_{\theta_{0}}^{\theta_{1}}\left|\dot{\mathcal{Y}}_{\theta}\right|^{2} \mathrm{~d} \theta$ with respect to the topology of uniform convergence.
Proof of the $\Gamma$-lim sup: Let us consider a curve $\mathcal{Y} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ; \mathbb{R}^{p}\right)$ with $\mathcal{Y}_{\theta_{0}}=R$ and $\mathcal{Y}_{\theta_{1}}=S$ (else there is nothing to prove). For all $\varepsilon>0$ and $\tau>0$, we define

$$
\mathcal{Y}^{\tau, \varepsilon}: \theta \mapsto J_{\tau, g_{\varepsilon}(\theta, \cdot)}\left(\mathcal{Y}_{\theta}\right),
$$

and correspondingly

$$
\mathcal{Y}^{\tau}: \theta \mapsto J_{\tau, g(\theta, \cdot)}\left(\mathcal{Y}_{\theta}\right)
$$

First, we prove

$$
\begin{equation*}
\limsup _{\tau \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}^{\tau, \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau, \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \leq \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \tag{37}
\end{equation*}
$$

We will then choose $\tau$ as a function of $\varepsilon$ and show how to fix the endpoints.
Proof of (37): By the second point of Proposition 19, for all $\varepsilon, \tau, \theta$, we have

$$
\mathcal{Y}_{\theta}=\mathcal{Y}_{\theta}^{\tau, \varepsilon}+\tau \nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau, \varepsilon}\right)
$$

For all $\theta, g_{\varepsilon}(\theta, \cdot)$ is convex, so $Y \mapsto Y+\nabla g_{\varepsilon}(\theta, Y)$ is invertible and its inverse is 1-Lipschitz. In addition, the smoothness of $g_{\varepsilon}=g_{\varepsilon}(\theta, Y)$ with respect to $\theta$ lets us deduce from $\mathcal{Y} \in H^{1}$ that $\mathcal{Y}^{\tau, \varepsilon}$ is in $H^{1}$, and that, for almost all $\theta$,

$$
\dot{\mathcal{Y}}_{\theta}=\left(\mathbb{\square}+\tau \mathrm{D}^{2} g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau, \varepsilon}\right)\right) \cdot \dot{\mathcal{Y}}_{\theta}^{\tau, \varepsilon}+\tau \partial_{\theta} \nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau, \varepsilon}\right) .
$$

By the convexity of $g_{\varepsilon}$, we have $\mathbb{\square} \leq \square+\tau \mathrm{D}^{2} g_{\varepsilon}$ in the sense of symmetric matrices, and hence

$$
\begin{equation*}
\left|\dot{\mathcal{Y}}_{\theta}^{\tau, \varepsilon}\right| \leq\left|\dot{\mathcal{Y}}_{\theta}-\tau \partial_{\theta} \nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau, \varepsilon}\right)\right| \leq\left|\dot{\mathcal{Y}}_{\theta}\right|+\tau M . \tag{38}
\end{equation*}
$$

Recall that $M$ was defined in the uniform integrability assumption (25) on $\partial_{\theta} \nabla g_{\varepsilon}$. (In the case when $\partial_{\theta} \nabla g_{\varepsilon}=0$, we recover the known fact that for $h$ independent of time, $J_{\tau, h}$ is contractive.) Then, we deduce

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}^{\tau, \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau, \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta & \stackrel{(34),(38)}{\leq} \limsup _{\varepsilon \rightarrow 0} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left(\left|\dot{\mathcal{Y}}_{\theta}\right|+\tau M\right)^{2}+\left|\frac{\mathcal{Y}_{\theta}-\mathcal{Y}_{\theta}^{\tau, \varepsilon}}{\tau}\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \\
& \stackrel{(35)}{\leq} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left(\left|\dot{\mathcal{Y}}_{\theta}\right|+\tau M\right)^{2}+\left|\frac{\mathcal{Y}_{\theta}-\mathcal{Y}_{\theta}^{\tau}}{\tau}\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \\
& \stackrel{(34)}{\leq} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left(\left|\dot{\mathcal{Y}}_{\theta}\right|+\tau M\right)^{2}+\left|\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta
\end{aligned}
$$

Formula (37) follows.
Choice of $\tau=\tau(\varepsilon)$ : Because of (37), and because,

$$
\text { for all } \varepsilon>0, \quad \mathcal{Y}_{\theta_{0}}^{\tau, \varepsilon} \underset{\tau \rightarrow 0}{\longrightarrow} R \quad \text { and } \quad \mathcal{Y}_{\theta_{1}}^{\tau, \varepsilon} \xrightarrow[\tau \rightarrow 0]{\longrightarrow} S \text {, }
$$

it is possible to find a nonincreasing function $\tau=\tau(\varepsilon)$ converging sufficiently slowly to 0 so that

$$
\begin{gather*}
\limsup _{\varepsilon \rightarrow 0} \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}^{\tau(\varepsilon), \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau(\varepsilon), \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \leq \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}\right|^{2}+\left|\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta  \tag{39}\\
\mathcal{Y}_{\theta_{0}}^{\tau(\varepsilon), \varepsilon} \underset{\varepsilon \rightarrow 0}{\longrightarrow} R \quad \text { and } \quad \mathcal{Y}_{\theta_{1}}^{\tau(\varepsilon), \varepsilon} \underset{\tau \rightarrow 0}{\longrightarrow} S \tag{40}
\end{gather*}
$$

Fixing the endpoints: For fixed $\varepsilon$ and small $\delta>0$, we will define $\mathcal{Z}^{\delta, \varepsilon}$ as a slight modification of the curve $\mathcal{Y}^{\varepsilon, \tau(\varepsilon)}$ in such a way that $\mathcal{Z}^{\delta, \varepsilon}$ joins $R$ to $S$. For this, we just set for $\theta \in\left[\theta_{0}, \theta_{1}\right]$

$$
\mathcal{Z}_{\theta}^{\delta, \varepsilon}= \begin{cases}R+\left(\left(\theta-\theta_{0}\right) / \delta\right)\left(\mathcal{Y}_{\delta_{0}+\delta}^{\tau(\varepsilon), \varepsilon}-R\right) & \text { if } \theta \in\left[\theta_{0}, \theta_{0}+\delta\right] \\ \mathcal{Y}_{\theta}^{\tau(()), \varepsilon} & \text { if } \theta \in\left[\theta_{0}+\delta, \theta_{1}-\delta\right] \\ S+\left(\left(\theta_{1}-\theta\right) / \delta\right)\left(\mathcal{Y}_{\delta_{1}-\delta}^{\tau(\varepsilon), \varepsilon}-S\right) & \text { if } \theta \in\left[\theta_{1}-\delta, \theta_{1}\right]\end{cases}
$$

A quick computation shows

$$
\begin{align*}
& \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Z}}_{\theta}^{\delta, \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Z}_{\theta}^{\delta, \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \\
& \leq \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}^{\tau(\varepsilon), \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau(\varepsilon), \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta+\|\eta\|_{\infty}\left(\frac{\left|\mathcal{Y}_{\theta_{0}+\delta}^{\tau(\varepsilon), \varepsilon}-R\right|^{2}}{2 \delta}+\frac{\left|\mathcal{Y}_{\theta_{1}-\delta}^{\tau(\varepsilon), \varepsilon}-S\right|^{2}}{2 \delta}+\delta L^{2}\right), \tag{41}
\end{align*}
$$

where $L$ is defined in the uniform Lipschitz assumption (23) for $g_{\varepsilon}$.
Let us estimate $\left|\mathcal{Y}_{\theta_{0}+\delta}^{\tau(\varepsilon), \varepsilon}-R\right|^{2} / 2 \delta$. We have

$$
\frac{\left|\mathcal{Y}_{\theta_{0}+\delta}^{\tau(\varepsilon), \varepsilon}-R\right|^{2}}{2 \delta} \leq \frac{\left|\mathcal{Y}_{\theta_{0}}^{\tau(\varepsilon), \varepsilon}-R\right|^{2}}{\delta}+\frac{\left|\mathcal{Y}_{\theta_{0}+\delta}^{\tau(\varepsilon), \varepsilon}-\mathcal{Y}_{\theta_{0}}^{\tau(\varepsilon), \varepsilon}\right|^{2}}{\delta} \leq \frac{\left|\mathcal{Y}_{\theta_{0}}^{\tau(\varepsilon), \varepsilon}-R\right|^{2}}{\delta}+\int_{\theta_{0}}^{\theta_{0}+\delta}\left|\dot{\mathcal{Y}}_{\theta}^{\tau(\varepsilon), \varepsilon}\right|^{2} \mathrm{~d} \theta
$$

Because of (38), (25) and $\mathcal{Y} \in H^{1}$, the integral $\int_{\theta_{0}}^{\theta_{0}+\delta}\left|\dot{\mathcal{Y}}_{\theta}^{\tau(\varepsilon), \varepsilon}\right|^{2} \mathrm{~d} \theta$ tends to 0 as $\delta \rightarrow 0$, uniformly in $\varepsilon$ : we bound it by a function $v_{i}=v_{i}(\delta)$ tending to 0 as $\delta \rightarrow 0$. In the same way,

$$
\frac{\left|\mathcal{Y}_{\theta_{1}-\delta}^{\tau(\varepsilon), \varepsilon}-S\right|^{2}}{2 \delta} \leq \frac{\left|\mathcal{Y}_{\theta_{1}}^{\tau(\varepsilon), \varepsilon}-S\right|^{2}}{\delta}+v_{f}(\delta)
$$

where $v_{f}(\delta) \rightarrow 0$ as $\delta \rightarrow 0$.
Plugging these bounds into (41), we get

$$
\begin{aligned}
& \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Z}}_{\theta}^{\delta, \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Z}_{\theta}^{\delta, \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta \\
& \quad \leq \frac{1}{2} \int_{\theta_{0}}^{\theta_{1}}\left\{\left|\dot{\mathcal{Y}}_{\theta}^{\tau(\varepsilon), \varepsilon}\right|^{2}+\left|\nabla g_{\varepsilon}\left(\theta, \mathcal{Y}_{\theta}^{\tau(\varepsilon), \varepsilon}\right)\right|^{2}\right\} \eta(\theta) \mathrm{d} \theta+\|\eta\|_{\infty}\left(\frac{u(\varepsilon)}{\delta}+v(\delta)\right),
\end{aligned}
$$

where $u(\varepsilon):=\left|\mathcal{Y}_{\theta_{0}}^{\tau(\varepsilon), \varepsilon}-R\right|^{2}+\left|\mathcal{Y}_{\theta_{1}}^{\tau(\varepsilon), \varepsilon}-S\right|^{2} \rightarrow 0$ as $\varepsilon \rightarrow 0$ by (40), and $v(\delta):=v_{i}(\delta)+v_{f}(\delta)+\delta L^{2} \rightarrow 0$ as $\delta \rightarrow 0$. Hence, choosing $\delta(\varepsilon):=\sqrt{u(\varepsilon)}$, we find with the help of (39) that $\mathcal{Z}^{\delta(\varepsilon), \varepsilon}$ is a recovery sequence for the $\Gamma-\lim$ sup of $K_{\varepsilon}$ towards $K$.
3.4. Proof of Lemma 17. The proof is straightforward, and relies on explicit computations.

Proof of Lemma 17. Let us define for $X \in\left(\mathbb{R}^{d}\right)^{N}$

$$
\begin{equation*}
h(X):=\log \left[\frac{1}{N!} \sum_{\sigma \in \mathfrak{S}_{N}} \exp \left(X \cdot A^{\sigma}\right)\right] . \tag{42}
\end{equation*}
$$

For $\varepsilon>0, \theta \in\left[\theta_{0}, \theta_{1}\right]$ and $Y \in\left(\mathbb{R}^{d}\right)^{N}$, we have by the definition of $f_{\varepsilon}$ and $g_{\varepsilon}$ (formulas (19) and (26) respectively)

$$
\begin{equation*}
g_{\varepsilon}(\theta, Y)=\varepsilon h\left(\frac{Y}{\varepsilon \exp (\theta)}\right) . \tag{43}
\end{equation*}
$$

Proof of (H1): It is obvious.
Proof of (H2): By (43), it suffices to check that $h$ is convex. Differentiating (42) twice, we get for all $X \in\left(\mathbb{R}^{d}\right)^{N}$

$$
\begin{equation*}
\mathrm{D}^{2} h(X)=\left\langle A^{\sigma} \otimes A^{\sigma}\right\rangle_{X}-\left\langle A^{\sigma}\right\rangle_{X} \otimes\left\langle A^{\sigma}\right\rangle_{X}=\left\langle A^{\sigma}-\left\langle A^{\sigma}\right\rangle_{X}\right\rangle_{X} \otimes\left\langle A^{\sigma}-\left\langle A^{\sigma}\right\rangle_{X}\right\rangle_{X} \tag{44}
\end{equation*}
$$

where if $a$ is a function of $\sigma$, then $\langle a(\sigma)\rangle_{X}$ stands for

$$
\langle a(\sigma)\rangle_{X}:=\frac{\sum_{\sigma \in \mathfrak{S}_{N}} a(\sigma) \exp \left(X \cdot A^{\sigma}\right)}{\sum_{\sigma \in \mathfrak{S}_{N}} \exp \left(X \cdot A^{\sigma}\right)} .
$$

It follows that $\mathrm{D}^{2} h(X)$ is a nonnegative symmetric matrix.
Proof of (H3): In view of (43) and as $\theta_{0}>-\infty$, it suffices to check that $\nabla h$ is bounded. Differentiating (42) at $X \in\left(\mathbb{R}^{d}\right)^{N}$ leads to

$$
\nabla h(X)=\left\langle A^{\sigma}\right\rangle_{X}
$$

which is clearly bounded by $|A|$.
Proof of (H4): By the definitions (20) of $f$ and (26) of $g$, we have for all $\theta \in\left[\theta_{0}, \theta_{1}\right]$ and $Y \in\left(\mathbb{R}^{d}\right)^{N}$

$$
g(\theta, Y)=\frac{f(Y)}{\exp (\theta)}
$$

The integrability property of $\partial_{\theta} g$ is clear; let us check (24). Let us consider $\mathcal{Y} \in H^{1}\left(\left[\theta_{0}, \theta_{1}\right] ;\left(\mathbb{R}^{d}\right)^{N}\right)$. The function $g$ is locally Lipschitz both in $\theta$ and $Y$. As a consequence, the map $G: \theta \mapsto g\left(\theta, \mathcal{Y}_{\theta}\right)$ is also $H^{1}$.

Now, instead of proving (24), we will prove that for all curves $\mathcal{D}=\mathcal{D}_{\theta}$ such that, for almost all $\theta \in\left[\theta_{0}, \theta_{1}\right], \mathcal{D}_{\theta}$ belongs to the subdifferential of $g(\theta, \cdot)$ at $Y=\mathcal{Y}_{\theta}$, we have for almost all $\theta \in\left[\theta_{0}, \theta_{1}\right]$

$$
\frac{\mathrm{d}}{\mathrm{~d} \theta} g\left(\theta, \mathcal{Y}_{\theta}\right)=\partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right)+\mathcal{D}_{\theta} \cdot \dot{\mathcal{Y}}_{\theta}
$$

so that (24) is an application of this property to $\mathcal{D}_{\theta}:=\bar{\nabla} g\left(\theta, \mathcal{Y}_{\theta}\right)$. Notice that this property implies that up to negligible sets, $\mathcal{D}_{\theta} \cdot \dot{\mathcal{Y}}_{\theta}$ does not depend on the choice of $\mathcal{D}$. Let us give ourselves such a curve $\mathcal{D}$.

Let us take a point $\theta \in\left(\theta_{0}, \theta_{1}\right)$ where both $\mathcal{Y}$ and $G$ are differentiable (this happens for almost every $\theta$ ). We have

$$
\begin{aligned}
G^{\prime}(\theta) & =\lim _{\delta \downarrow 0} \frac{1}{\delta}\left\{\frac{f\left(\mathcal{Y}_{\theta+\delta}\right)}{\exp (\theta+\delta)}-\frac{f\left(\mathcal{Y}_{\theta}\right)}{\exp (\theta)}\right\}=-\frac{f\left(\mathcal{Y}_{\theta}\right)}{\exp (\theta)}+\lim _{\delta \downarrow 0} \frac{g\left(\theta, \mathcal{Y}_{\theta+\delta}\right)-g\left(\theta, \mathcal{Y}_{\theta}\right)}{\delta} \\
& \geq-\frac{f\left(\mathcal{Y}_{\theta}\right)}{\exp (\theta)}+\limsup _{\delta \downarrow 0} \mathcal{D}_{\theta} \cdot \frac{\mathcal{Y}_{\theta+\delta}-\mathcal{Y}_{\theta}}{\delta}=\partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right)+\mathcal{D}_{\theta} \cdot \dot{\mathcal{Y}}_{\theta},
\end{aligned}
$$

where we used $g\left(\theta, \mathcal{Y}_{\theta+\delta}\right) \geq g\left(\theta, \mathcal{Y}_{\theta}\right)+\mathcal{D}_{\theta} \cdot\left(\mathcal{Y}_{\theta+\delta}-\mathcal{Y}_{\theta}\right)$ to get the second line.
In the same way, we have

$$
G^{\prime}(\theta)=\lim _{\delta \downarrow 0} \frac{1}{\delta}\left\{\frac{f\left(\mathcal{Y}_{\theta}\right)}{\exp (\theta)}-\frac{f\left(\mathcal{Y}_{\theta-\delta}\right)}{\exp (\theta-\delta)}\right\} \leq \partial_{\theta} g\left(\theta, \mathcal{Y}_{\theta}\right)+\mathcal{D}_{\theta} \cdot \dot{\mathcal{Y}}_{\theta}
$$

The result follows from gathering these two inequalities.
Proof of (H5): Using (43), we get for all $\varepsilon>0, \theta \in\left[\theta_{0}, \theta_{1}\right]$ and $Y \in\left(\mathbb{R}^{d}\right)^{N}$,

$$
\partial_{\theta} \nabla g_{\varepsilon}(\theta, Y)=-\frac{1}{\exp (\theta)}\left(\nabla h\left(\frac{Y}{\varepsilon \exp (\theta)}\right)+\mathrm{D}^{2} h\left(\frac{Y}{\varepsilon \exp (\theta)}\right) \cdot \frac{Y}{\varepsilon \exp (\theta)}\right) .
$$

As we already saw in (H3) that $\nabla h$ is bounded, it suffices to prove that $X \mapsto \mathrm{D}^{2} h(X) \cdot X$ is bounded. Let us expand everything in (44) and apply $X$ to the right. We get

$$
\mathrm{D}^{2} h(X) \cdot X=\frac{\sum_{\sigma, \eta \in \mathfrak{S}_{N}} X \cdot\left(A^{\sigma}-A^{\eta}\right) A^{\sigma} \exp \left(X \cdot\left(A^{\sigma}+A^{\eta}\right)\right)}{\sum_{\sigma, \eta \in \mathfrak{S}_{N}} \exp \left(X \cdot\left(A^{\sigma}+A^{\eta}\right)\right)} .
$$

As a consequence, it suffices to show that, for each $\sigma, \eta \in \mathfrak{S}_{N}$,

$$
T(\sigma, \eta, X):=\frac{X \cdot\left(A^{\sigma}-A^{\eta}\right) \exp \left(X \cdot\left(A^{\sigma}+A^{\eta}\right)\right)}{\sum_{\sigma^{\prime}, \eta^{\prime} \in \mathfrak{S}_{N}} \exp \left(X \cdot\left(A^{\sigma^{\prime}}+A^{\eta^{\prime}}\right)\right)}
$$

is bounded, uniformly in $X$. First, if $\eta=\sigma$, then $T(\sigma, \sigma, X)=0$. Else, let us use the bound

$$
\sum_{\sigma^{\prime}, \eta^{\prime} \in \mathfrak{S}_{N}} \exp \left(X \cdot\left(A^{\sigma^{\prime}}+A^{\eta^{\prime}}\right)\right) \leq \exp \left(2 X \cdot A^{\sigma}\right)+\exp \left(2 X \cdot A^{\eta}\right)
$$

obtained by only keeping the terms corresponding to $\sigma^{\prime}=\eta^{\prime}=\sigma$ and $\sigma^{\prime}=\eta^{\prime}=\eta$ in the sum. This leads to

$$
|T(\sigma, \eta, X)| \leq \frac{\left|X \cdot\left(A^{\sigma}-A^{\eta}\right)\right| \exp \left(X \cdot\left(A^{\sigma}+A^{\eta}\right)\right)}{\exp \left(2 X \cdot A^{\sigma}\right)+\exp \left(2 X \cdot A^{\eta}\right)}=\frac{\left|X \cdot\left(A^{\sigma}-A^{\eta}\right)\right|}{\exp \left(-\left|X \cdot\left(A^{\sigma}-A^{\eta}\right)\right|\right)+\exp \left(\left|X \cdot\left(A^{\sigma}-A^{\eta}\right)\right|\right)}
$$

which is clearly bounded uniformly in $X$. The result follows.

## 4. The case of dimension 1: sticky collisions

In this section, we will study the global minimizers of the functional $\Lambda^{\prime}$ obtained in Section 2.6, in dimension $d=1$. If we call $t$ the time variable and if we replace $\theta_{0}$ and $\theta_{1}$ by 0 and $T$ respectively, due to the invariance of the functional through translation in time, $\Lambda^{\prime}$ reads

$$
\Lambda^{\prime}(\mathcal{Z})= \begin{cases}\int_{0}^{T}\left\{\frac{1}{2}\left|\dot{\mathcal{Z}}_{t}\right|^{2}+\frac{1}{2}\left|\mathcal{Z}_{t}-\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right|^{2}\right\} \mathrm{d} t & \text { if } \mathcal{Z} \in H^{1}\left([0, T] ; \mathbb{R}^{N}\right), \mathcal{Z}_{0} \in\left\{P^{\sigma}\right\} \text { and } \mathcal{Z}_{T} \in\left\{Q^{\sigma}\right\}  \tag{45}\\ +\infty & \text { else }\end{cases}
$$

where

$$
\begin{equation*}
f(X)=\max _{\sigma \in \mathfrak{S}_{N}} X \cdot A^{\sigma}, \quad X \in \mathbb{R}^{N} . \tag{46}
\end{equation*}
$$

Here, we chose a strictly ordered $A=\left(a_{1}, \ldots, a_{N}\right)$, that is, such that $a_{1}<\cdots<a_{N}, P, Q \in \mathbb{R}^{N}$ and $T>0$. Once again, when $X=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N}$ and $\sigma \in \mathfrak{S}_{N}$, we let $X^{\sigma}:=\left(x_{\sigma(1)}, \ldots, x_{\sigma(N)}\right)$, and $\left\{P^{\sigma}\right\}$ and $\left\{Q^{\sigma}\right\}$ refer to $\left\{P^{\sigma}: \sigma \in \mathfrak{S}_{N}\right\}$ and $\left\{Q^{\sigma}: \sigma \in \mathfrak{S}_{N}\right\}$ respectively. Of course $P=\left(p_{1}, \ldots, p_{N}\right)$ and $Q=\left(q_{1}, \ldots, q_{N}\right)$ can be supposed to be ordered, that is, $p_{1} \leq \cdots \leq p_{N}$ and $q_{1} \leq \cdots \leq q_{N}$. We recall that we defined the extended gradient $\bar{\nabla} f$ in Definition 8. As already noticed in Section 2.5, the existence of global minimizers for $\Lambda^{\prime}$ follows from the direct method of calculus of variations. Uniqueness does not hold in general, even up to permutations.

The purpose of the section is two-fold. On the one hand, we will show that the model has nice regularity properties: any global minimizer of $\Lambda^{\prime}$ is smooth except on a finite number of "sticking" or "separation" times. ${ }^{1}$ On the other hand, we will justify as claimed in Section 2 that $\Lambda^{\prime}$ describes a model with sticky collisions in the sense that a minimizer $\mathcal{Z}=\left(z_{1}(t), \ldots, z_{N}(t)\right)$ of $\Lambda^{\prime}$ will typically exhibit some sticking effects as $z_{i}(t)=z_{j}(t)$ for $i \neq j$ on nontrivial intervals.

To describe the sticking effect, it is convenient to introduce the following definition:
Definition 20 (partition of $\llbracket 1, N \rrbracket)$. Let $X \in \mathbb{R}^{N}$. We say that $X$ is divided according to $\pi(X)$ when $\pi(X)$ is the partition of $\llbracket 1, N \rrbracket$ induced by the relation,

$$
\text { for all }(i, j) \in \llbracket 1, N \rrbracket^{2}, \quad i \sim j \Longleftrightarrow x_{i}=x_{j}
$$

We call $C(X, i)$ the class of $i \in \llbracket 1, N \rrbracket$ in $\pi(X)$, namely, $C(X, i)=\left\{j: x_{j}=x_{i}\right\}$.
The main result of the section is the following:
Theorem 21 (regularity of the optimal trajectories). For given $A, P, Q \in \mathbb{R}^{N}$ and $T>0$ as before, let $\mathcal{Z}$ be a global minimizer of $\Lambda^{\prime}$ defined in (45). Then $\mathcal{Z}$ is continuous and there exist

$$
0=t_{0}<t_{1}<\cdots<t_{p}=T
$$

a family of times such that, for each $i=1, \ldots, p, \mathcal{Z}$ is smooth on $\left[t_{i-1}, t_{i}\right]$, and $\pi(\mathcal{Z})$ is constant on ( $t_{i-1}, t_{i}$ ).

It will be quite clear from the proof that sticking effects do occur. This exactly means that there exist trajectories $\mathcal{Z}$ for which, with the notation of Section $2.7, \Lambda^{\prime}(\mathcal{Z})<\Lambda^{+}(\mathcal{Z})$. For such trajectories, $\mathcal{Z}_{t}$ is

[^2]located on the set where $f$ is not differentiable for a set of times of positive Lebesgue measure. But in dimension 1 , this set is exactly the set where at least two particles are located at the same place. That is, the set of times when $\pi(\mathcal{Z}) \neq\{\{1\}, \ldots,\{N\}\}$ is typically of positive Lebesgue measure. As a consequence of Theorem 21, it is even a finite union of intervals.

Still it might be convenient to illustrate the sticking effects included in the model by the following easy proposition. It asserts that the set of times when all the particles are stuck is an interval: if all the particles are stuck at two different times, the cheapest behavior between these two times is to remain stuck. It also shows that this phenomenon occurs: if all the particles are sufficiently close at the initial and final time, then they necessarily stick together during a nontrivial interval along the evolution.

Proposition 22 (intervals of full degeneration). (1) For given $A, P, Q \in \mathbb{R}^{N}$ and $T>0$ as before, let $\mathcal{Z}=\left(z_{1}(t), \ldots, z_{N}(t)\right)$ be a global minimizer of $\Lambda^{\prime}$. Suppose there exist two times $0 \leq t_{1}<t_{2} \leq T$ such that

$$
z_{1}\left(t_{1}\right)=\cdots=z_{N}\left(t_{1}\right) \quad \text { and } \quad z_{1}\left(t_{2}\right)=\cdots=z_{N}\left(t_{2}\right)
$$

Then, for all $t \in\left[t_{1}, t_{2}\right]$, we have $z_{1}(t)=\cdots=z_{N}(t)$.
(2) For given $A \in \mathbb{R}^{N}$ and $T>0$ as before, the set $\mathcal{U}$ of endpoints $P, Q \in \mathbb{R}^{N}$ with the property that, for all minimizers $\mathcal{Z}=\left(z_{1}(t), \ldots, z_{N}(t)\right)$ of $\Lambda^{\prime}$, the set of times

$$
\left\{t \in[0, T]: z_{1}(t)=\cdots=z_{N}(t)\right\}
$$

is a nontrivial interval, is a neighborhood of $\left\{P, Q \in \mathbb{R}^{N}: p_{1}=\cdots=p_{N}\right.$ and $\left.q_{1}=\cdots=q_{N}\right\}$.
The proof of Proposition 22 uses almost nothing and is given in Section 4.2. Except for that, the whole section is dedicated to the proof of Theorem 21. For this we take once for all $A, P, Q \in \mathbb{R}^{N}$ and $T>0$, $A$ being strictly ordered and $P, Q$ being ordered.

Even if all the arguments are elementary, we will need a certain number of steps, including:

- The explicit computation of the potential $|X-\bar{\nabla} f(X)|^{2}$ (Section 4.1 and 4.4).
- The justification of a priori knowledge on the optimal trajectories: they can be supposed to be ordered at all times (Section 4.3).
- The conservation of energy and momentum holds during shocks ${ }^{2}$ (Section 4.5).

Then, the main ingredient in the proof of Theorem 21 is an estimate given in Section 4.6: during a nonpathological shock (pathological shocks are excluded a posteriori), at least one particle has a lower-bounded jump in its velocity (Proposition 31). We finally provide the proof of Theorem 21 in Section 4.7.

Throughout the section, we will work with several types of finite sets: the partitions of type $\pi(X)$ and the class of particles of type $C(X, i)$. Some of the arguments or computations will deal with their cardinality. Thus, if $\mathcal{F}$ is a finite set, we will denote by $\# \mathcal{F}$ its cardinality.

[^3]4.1. Properties of the extended gradient. In Lemma 24, we gather easy properties of $\bar{\nabla} f$ that will be needed in the following. Before doing so, let us introduce some notation.
Definition 23. Let $\pi$ be a partition of $\llbracket 1, N \rrbracket$. We call $E_{\pi}$ the linear subspace of $\mathbb{R}^{N}$ of all $X$ such that $\pi$ is a refinement of $\pi(X)$, that is,
$$
E_{\pi}:=\bigcap_{C \in \pi} \bigcap_{i, j \in C}\left\{X=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N}: x_{i}=x_{j}\right\}
$$

Lemma 24 (properties of $\bar{\nabla} f$ ). (1) The extended gradient $\bar{\nabla} f$ has the following symmetry:

$$
\begin{equation*}
\text { for all } X \in \mathbb{R}^{N}, \sigma \in \mathfrak{S}_{N}, \quad \bar{\nabla} f\left(X^{\sigma}\right)=(\bar{\nabla} f(X))^{\sigma} . \tag{47}
\end{equation*}
$$

(2) The function $X \mapsto|X-\bar{\nabla} f(X)|$ is symmetric:

$$
\begin{equation*}
\text { for all } X \in \mathbb{R}^{N}, \sigma \in \mathfrak{S}_{N}, \quad\left|X^{\sigma}-\bar{\nabla} f\left(X^{\sigma}\right)\right|^{2}=|X-\bar{\nabla} f(X)|^{2} \tag{48}
\end{equation*}
$$

(3) If $X$ is ordered, then $\bar{\nabla} f(X)$ is the orthogonal projection of $A$ on $E_{\pi(X)}$.
(4) If $X$ is ordered and $i \in\{1, \ldots, N\}$,

$$
\begin{equation*}
(\bar{\nabla} f(X))_{i}=\frac{1}{\# C(X, i)} \sum_{j \in C(X, i)} a_{j} \tag{49}
\end{equation*}
$$

(Recall that $C(X, i)$ is defined in Definition 20.)
Remark 25. The extended gradient $\bar{\nabla} f$ is completely characterized by points (1) and (3) (or (4)) of Lemma 24.

Proof. (1) Let $\sigma \in \mathfrak{S}_{N}$. By the definition (46) of $f$, for all $X \in \mathbb{R}^{N}, f\left(X^{\sigma}\right)=f(X)$. Letting $I^{\sigma}: X \mapsto X^{\sigma}$, we easily deduce that at the level of subdifferentials: $\partial f\left(X^{\sigma}\right)=I^{\sigma}(\partial f(X))$. We conclude by the fact that $I^{\sigma}$ is orthogonal.
(2) It is a direct consequence of point (1).
(3) Let $X=\left(x_{1}, \ldots x_{N}\right) \in \mathbb{R}^{N}$ be an ordered vector. Considering the definition (46) of $f$ and noticing that the maximum is achieved exactly for those $\sigma$ such that $X^{\sigma}=X$, it appears that $\bar{\nabla} f(X)$ belongs to the convex hull:

$$
\operatorname{Conv}\left(\left\{A^{\sigma}: \sigma \in \mathfrak{S}_{N} \text { such that } X^{\sigma}=X\right\}\right)
$$

For a given $i \in\{1, \ldots, N\}$, we call $V^{i} \in \mathbb{R}^{N}$ the vector whose $j$-th coordinate is 1 if $j \in C(X, i)$ and 0 otherwise. On the one hand, we have $E_{\pi(X)}=\operatorname{Span}\left\{V^{i}: i=1, \ldots, N\right\}$, and on the other hand, for all $i$, the scalar product $V^{i} \cdot Y$ is constant on the above-mentioned convex hull. So we deduce

$$
A-\bar{\nabla} f(X) \in\left(E_{\pi(X)}\right)^{\perp}
$$

Hence, we just have to prove that $\bar{\nabla} f(X) \in E_{\pi(X)}$. If $i, j \in\{1, \ldots, N\}$ are such that $x_{i}=x_{j}$, let us apply formula (47) to the permutation $\sigma:=(i, j)$ :

$$
(\bar{\nabla} f(X))_{i}=\left((\bar{\nabla} f(X))^{\sigma}\right)_{j}=\left(\bar{\nabla} f\left(X^{\sigma}\right)\right)_{j}=(\bar{\nabla} f(X))_{j}
$$

The result follows.
(4) Let $X$ be ordered and $i \in\{1, \ldots, N\}$. As $\bar{\nabla} f(X) \in E_{\pi(X)}$, with the notation of the proof of (3),

$$
\begin{aligned}
(\bar{\nabla} f(X))_{i} & =\frac{1}{\# C(X, i)} \sum_{j \in C(X, i)}(\bar{\nabla} f(X))_{j}=\frac{1}{\# C(X, i)} \bar{\nabla} f(X) \cdot V^{i} \\
& =\frac{1}{\# C(X, i)} A \cdot V^{i}=\frac{1}{\# C(X, i)} \sum_{j \in C(X, i)} a_{j},
\end{aligned}
$$

where we used $A-\bar{\nabla} f(X) \perp V^{i}$ to get the first identity in the second line.
The three next subsections will be dedicated to consequences of this lemma:

- A proof of Proposition 22.
- When proving Theorem 21, it is enough to consider ordered trajectories (Proposition 26).
- For ordered trajectories, the potential in $\Lambda^{\prime}$ can be decomposed as sum of a smooth "external" potential and an "internal" energy only depending on $\pi(X)$ (Proposition 27).
4.2. Proof of Proposition 22. With the help of Lemma 24, we are ready to prove Proposition 22.

Proof of Proposition 22. (1) Without loss of generality, we can suppose $t_{1}=0$ and $t_{2}=T$, that is, $P=\left(p_{1}, \ldots, p_{N}\right)$ and $Q=\left(q_{1}, \ldots, q_{N}\right)$ are such that $p_{1}=\cdots=p_{N}$ and $q_{1}=\cdots=q_{N}$.

Call $\Psi$ the orthogonal projection on the line $E_{\llbracket 1, N \rrbracket}:=\left\{X=\left(x_{1} \ldots, x_{N}\right) \in \mathbb{R}^{N} \mid x_{1}=\cdots=x_{N}\right\}$. It suffices to prove that when $\mathcal{Z}$ is a continuous trajectory joining $P$ to $Q$, then $\Lambda^{\prime}(\Psi(\mathcal{Z})) \leq \Lambda^{\prime}(\mathcal{Z})$, and with equality if and only if $\mathcal{Z}=\Psi(\mathcal{Z})$. As $\Psi$ is 1-Lipschitz, it reduces the kinetic part of $\Lambda^{\prime}$. For the potential part, we remark that, for all $X \in \mathbb{R}^{N}, E_{\pi(\Psi(X))}=E_{\llbracket 1, N \rrbracket} \subset E_{\pi(X)}$. As a consequence, by point (3) of Lemma 24, we have as soon as $X$ is ordered $\bar{\nabla} f(\Psi(X))=\Psi(\bar{\nabla} f(X))$. Hence

$$
|\Psi(X)-\bar{\nabla} f(\Psi(X))|^{2}=|\Psi(X-\bar{\nabla} f(X))|^{2} \leq|X-\bar{\nabla} f(X)|^{2},
$$

with equality if and only if $X \in E_{\llbracket 1, N \|}$, i.e., if and only if $\Psi(X)=X$. This property is extended to nonordered $X$ using (48), and the result follows.
(2) The function $\overline{\Lambda^{\prime}}=\overline{\Lambda^{\prime}}(P, Q)$, defined for all $P, Q \in \mathbb{R}^{N}$ as the minimal value of $\Lambda^{\prime}$, is continuous. Indeed, if $P, P^{\prime}, Q, Q^{\prime} \in \mathbb{R}^{N}$ are chosen so that $\left|P^{\prime}-P\right|+\left|Q^{\prime}-Q\right| \ll 1$ and if $\mathcal{Z}$ is a trajectory joining $P$ to $Q$, we can find a trajectory $\widetilde{\mathcal{Z}}$ joining $P^{\prime}$ to $Q^{\prime}$ with ${ }^{3}$

$$
\begin{equation*}
\Lambda^{\prime}(\widetilde{\mathcal{Z}}) \leq \Lambda^{\prime}(\mathcal{Z})+\underset{\left(P^{\prime}, Q^{\prime}\right) \rightarrow(P, Q)}{o} \tag{50}
\end{equation*}
$$

To do so, it suffices to choose $\tau \sim\left|P^{\prime}-P\right|+\left|Q^{\prime}-Q\right|$, and to define $\widetilde{\mathcal{Z}}$ as the trajectory joining $P^{\prime}$ to $P$ in straight line between times 0 and $\tau$, joining $P$ to $Q$ between times $\tau$ and $T-\tau$ by following $\mathcal{Z}$ with a proper affine change of time, and finally joining $Q$ to $Q^{\prime}$ in straight line between times $T-\tau$ and $T$. This shows that $\overline{\Lambda^{\prime}}$ is lower semicontinuous, but the continuity is obtained by noticing that the $o$ in (50) is locally uniform on $P, Q \in \mathbb{R}^{N}$. The argument is easily adapted to show that $\widetilde{\Lambda}^{\prime}=\widetilde{\Lambda}^{\prime}(P, Q)$, defined

[^4]for $P, Q \in \mathbb{R}^{N}$ by
$$
\tilde{\Lambda}^{\prime}(P, Q):=\inf \left\{\Lambda^{\prime}(\mathcal{Z}): \mathcal{Z} \text { whose set of } t \text { such that } \mathcal{Z}_{t} \in E_{\llbracket 1, N \rrbracket} \text { is negligible }\right\}
$$
is also continuous. Additionally, the set $\mathcal{U}$ defined in the statement clearly satisfies
$$
\mathcal{V}:=\left\{P, Q \in \mathbb{R}^{N}: \overline{\Lambda^{\prime}}(P, Q)<\widetilde{\Lambda}^{\prime}(P, Q)\right\} \subset \mathcal{U}
$$

By the continuity of $\overline{\Lambda^{\prime}}$ and $\widetilde{\Lambda}^{\prime}, \mathcal{V}$ is an open set. Hence it remains to prove that

$$
\left\{P, Q \in \mathbb{R}^{N}: p_{1}=\cdots=p_{N} \text { and } q_{1}=\cdots=q_{N}\right\}=E_{\llbracket 1, N \rrbracket} \times E_{\llbracket 1, N \rrbracket} \subset \mathcal{V}
$$

To do so, we take $P, Q \in E_{\llbracket 1, N \rrbracket}$ and $\mathcal{Z}$ a curve joining $P$ to $Q$ such that $\left\{t: \mathcal{Z}_{t} \in E_{\llbracket 1, N \rrbracket}\right\}$ is negligible, we still call $\Psi$ the orthogonal projection on $E_{\llbracket 1, N \rrbracket}$, and we prove that

$$
\Lambda^{\prime}(\mathcal{Z}) \geq \Lambda^{\prime}(\Psi(\mathcal{Z}))+a,
$$

where $a>0$ does not depend on $\mathcal{Z}$. Let us call $\Phi:=\mathrm{Id}-\Psi$ the orthogonal projection on the orthogonal of $E_{\llbracket 1, N \rrbracket}$. As in the proof of the first point, $\bar{\nabla} f \circ \Psi=\Psi \circ \bar{\nabla} f$. As a consequence

$$
\begin{aligned}
\Lambda^{\prime}(\mathcal{Z}) & =\int_{0}^{T}\left\{\left|\Psi\left(\dot{\mathcal{Z}}_{t}\right)\right|^{2}+\left|\Psi\left(\mathcal{Z}_{t}\right)-\Psi\left(\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right)\right|^{2}\right\} \mathrm{d} t+\int_{0}^{T}\left\{\left|\Phi\left(\dot{\mathcal{Z}}_{t}\right)\right|^{2}+\left|\Phi\left(\mathcal{Z}_{t}\right)-\Phi\left(\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right)\right|^{2}\right\} \mathrm{d} t \\
& =\Lambda^{\prime}(\Psi(\mathcal{Z}))+\int_{0}^{T}\left\{\left|\dot{\mathcal{Z}}_{t}^{\perp}\right|^{2}+\left|\mathcal{Z}_{t}^{\perp}-\Phi\left(\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right)\right|^{2}\right\} \mathrm{d} t
\end{aligned}
$$

where $\mathcal{Z}^{\perp}=\mathcal{Z}_{t}^{\perp}:=\Phi\left(\mathcal{Z}_{t}\right)$ is a curve joining 0 to 0 . But for almost all $t, \mathcal{Z}_{t} \notin E_{\llbracket 1, N \rrbracket}$, so as we saw in the proof of the first point, $\bar{\nabla} f\left(\mathcal{Z}_{t}\right) \notin E_{\llbracket 1, N \rrbracket}$. As $\bar{\nabla} f$ only takes a finite number of values (see Lemma 24), for almost all $t, \Phi\left(\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right)$ belongs to some finite set, say $\mathcal{G}$, which does not contain 0 . Hence,

$$
\int_{0}^{T}\left\{\left|\dot{\mathcal{Z}}_{t}^{\perp}\right|^{2}+\left|\mathcal{Z}_{t}^{\perp}-\Phi\left(\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right)\right|^{2}\right\} \mathrm{d} t \geq \int_{0}^{T}\left\{\left|\dot{\mathcal{Z}}_{t}^{\perp}\right|^{2}+\operatorname{dist}\left(\mathcal{Z}_{t}^{\perp}, \mathcal{G}\right)^{2}\right\} \mathrm{d} t
$$

where $\operatorname{dist}(Z, \mathcal{G})$ denotes the distance from $Z$ to $\mathcal{G}$. Because $\mathcal{Z}^{\perp}$ joins 0 to 0 and $\mathcal{G}$ does not contain 0 , this last integral is easily seen to be bounded below away from 0 independently of $\mathcal{Z}$, and the result follows.
4.3. Ordering of the particles. The purpose of this subsection is to show that when proving Theorem 21, we can restrict ourselves to study trajectories that remain ordered (see Figure 1). This is due to the following proposition.

Proposition 26. Let $\mathcal{Z}=\mathcal{Z}_{t}$ be a global minimizer of $\Lambda^{\prime}$. We call $\widetilde{\mathcal{Z}}=\widetilde{\mathcal{Z}}_{t}$ the trajectory obtained by reordering the coordinates of $\mathcal{Z}$ in increasing order. Then $\widetilde{\mathcal{Z}}$ is also a global minimizer of $\Lambda^{\prime}$.

Moreover, $\mathcal{Z}$ has the regularity stated in Theorem 21 if and only if $\widetilde{\mathcal{Z}}$ does.
In particular, $\Lambda^{\prime}$ always admits an ordered minimizer, and it is enough to prove Theorem 21 for such minimizers.

Thanks to this proposition, from now on, we only work with ordered minimizers of $\Lambda^{\prime}$. These minimizers $\mathcal{Z}=\mathcal{Z}_{t}$ satisfy in particular $\mathcal{Z}_{0}=P$ and $\mathcal{Z}_{T}=Q$ (as we chose them to be ordered in the first place).



Figure 1. These two trajectories share their initial and final positions up to ordering and their actions. But to the right, the order is preserved, while to the left, this is not the case.

Proof. Let $\mathcal{Z}$ and $\widetilde{\mathcal{Z}}$ be as in the statement of the proposition. Point (2) of Lemma 24 implies

$$
\int_{0}^{T}\left|\widetilde{\mathcal{Z}}_{t}-\bar{\nabla} f\left(\widetilde{\mathcal{Z}}_{t}\right)\right|^{2} \mathrm{~d} t=\int_{0}^{T}\left|\mathcal{Z}_{t}-\bar{\nabla} f\left(\mathcal{Z}_{t}\right)\right|^{2} \mathrm{~d} t
$$

We call $\Psi: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ the operator that reorders the coordinates of a vector in increasing order, so that in particular, for all $t, \widetilde{\mathcal{Z}}_{t}=\Psi\left(\mathcal{Z}_{t}\right)$. A simple application of the rearrangement inequality shows that $\Psi$ is 1-Lipschitz. In particular, it reduces the action of curves

$$
\int_{0}^{T}\left|\dot{\widetilde{Z}}_{t}\right|^{2} \mathrm{~d} t \leq \int_{0}^{T}\left|\dot{\mathcal{Z}}_{t}\right|^{2} \mathrm{~d} t
$$

By adding the two last formulas, and by noticing that the endpoint constraint is fulfilled, we get $\Lambda^{\prime}(\widetilde{\mathcal{Z}}) \leq$ $\Lambda^{\prime}(\mathcal{Z})$. As $\mathcal{Z}$ is a minimizer, this inequality is in fact an equality, and $\widetilde{\mathcal{Z}}$ is also a minimizer.

Note that both $\mathcal{Z}$ and $\widetilde{\mathcal{Z}}$ are continuous because they have finite action. Hence, the second claim of the proposition is a consequence of the two following facts:

- For all $t \in[0, T], \# \pi\left(\widetilde{\mathcal{Z}}_{t}\right)=\# \pi\left(\mathcal{Z}_{t}\right)$.
- For any continuous trajectory $t \in I \mapsto \mathcal{X}_{t} \in \mathbb{R}^{N}$, where $I$ is an interval, $t \mapsto \pi\left(\mathcal{X}_{t}\right)$ is constant if and only if $t \mapsto \# \pi\left(\mathcal{X}_{t}\right)$ is constant.
Indeed in that case, $t \mapsto \pi\left(\mathcal{Z}_{t}\right)$ and $t \mapsto \pi\left(\widetilde{\mathcal{Z}}_{t}\right)$ are constant on the same intervals, and the result follows.
The first point and the "only if" part of the second point are trivial.
For the "if" part of the second one, we reason by contraposition. Suppose $s \mapsto \pi\left(\mathcal{X}_{s}\right)$ has a discontinuity at time $t$ and we prove that $s \mapsto \# \pi\left(\mathcal{X}_{s}\right)$ also does. If $s \mapsto \pi\left(\mathcal{X}_{s}\right)$ has a discontinuity at time $t$, we can find two distinct accumulation points $\pi_{1}$ and $\pi_{2}$ of $s \mapsto \pi\left(\mathcal{X}_{s}\right)$ at time $t$. As the set $E_{\pi}$ is closed for all $\pi$, we find that $\mathcal{X}_{t}$ belongs to $E_{\pi_{1}} \cap E_{\pi_{2}}$. But this set is nothing but $E_{\bar{\pi}}$, where $\bar{\pi}$ is the finest partition of which $\pi_{1}$ and $\pi_{2}$ are refinements, that is, the partition corresponding to the relation

$$
i \sim j \quad \Longleftrightarrow \quad \text { there exists } C \in \pi_{1} \cup \pi_{2} \text { such that }\{i, j\} \subset C
$$

In particular, $\pi\left(\mathcal{X}_{t}\right)$ is a refinement of $\bar{\pi}$ and as $\pi_{1} \neq \pi_{2}$,

$$
\# \pi\left(\mathcal{X}_{t}\right) \leq \# \bar{\pi}<\max \left(\# \pi_{1}, \# \pi_{2}\right)
$$

So $s \mapsto \# \pi\left(\mathcal{X}_{s}\right)$ has a discontinuity at time $t$, and the result follows.
4.4. Decomposition of the potential. Here, we compute explicitly the values of the potential $X \mapsto$ $|X-\bar{\nabla} f(X)|^{2}$ on ordered vectors $X \in \mathbb{R}^{N}$. Notice that, for such vectors $X, \pi(X)$ has an additional structure: if $C \in \pi(X)$, then $C$ is an interval of integers. We say that such partitions are ordered. We prove the following:
Proposition 27. For all ordered $X \in \mathbb{R}^{N}$,

$$
\begin{equation*}
|X-\bar{\nabla} f(X)|^{2}=|X-A|^{2}+h(\pi(X))-|A|^{2} \tag{51}
\end{equation*}
$$

where $h$ is defined on a partition $\pi$ of $\llbracket 1, N \rrbracket$ by

$$
\begin{equation*}
h(\pi):=\sum_{C \in \pi} \frac{1}{\# C}\left|\sum_{j \in C} a_{j}\right|^{2} . \tag{52}
\end{equation*}
$$

In particular, $h$ has the following monotonicity property: if $\pi$ and $\pi^{\prime}$ are two ordered partitions and if $\pi^{\prime}$ is a strict refinement of $\pi$, then $h(\pi)<h\left(\pi^{\prime}\right)$.

The more particles are stuck together, the lower $h$ is. This is the reason for which $\Lambda^{\prime}$ favors the sticking of particles. The function $-h / 2$ can be understood as the internal energy of the system.

Dropping the constant term $|A|^{2} / 2$ in (51) and defining $\Lambda^{\prime \prime}$ on a trajectory $\mathcal{Z}$ by

$$
\Lambda^{\prime \prime}(\mathcal{Z})= \begin{cases}\frac{1}{2} \int_{0}^{T}\left\{\left|\dot{\mathcal{Z}}_{t}\right|^{2}+\left|\mathcal{Z}_{t}-A\right|^{2}+h\left(\pi\left(\mathcal{Z}_{t}\right)\right)\right\} \mathrm{d} t & \text { if } \mathcal{Z} \in H^{1}\left([0, T] ; \mathbb{R}^{N}\right), \mathcal{Z}_{0}=P \text { and } \mathcal{Z}_{T}=Q  \tag{53}\\ +\infty & \text { else },\end{cases}
$$

it is clear that $\Lambda^{\prime}$ and $\Lambda^{\prime \prime}$ have the same minimizers in the class of ordered trajectories. Hence, as a consequence of Proposition 26, it suffices to prove the conclusion of Theorem 21 for the minimizers of $\Lambda^{\prime \prime}$ in the class of ordered trajectories.
Proof of Proposition 27. Let $X \in \mathbb{R}^{N}$ be an ordered vector. By point (3) of Lemma 24, we have $A-\bar{\nabla} f(X) \in\left(E_{\pi(X)}\right)^{\perp}$ and both $X$ and $\bar{\nabla} f(X) \in E_{\pi(X)}$. So using the Pythagorean theorem twice, we get

$$
|X-\bar{\nabla} f(X)|^{2}=|X-A|^{2}-|A-\bar{\nabla} f(X)|^{2}=|X-A|^{2}+|\bar{\nabla} f(X)|^{2}-|A|^{2} .
$$

The identities (51) and (52) are obtained by computing $|\bar{\nabla} f(X)|^{2}$ using (49).
If we recap, $h(\pi)$ is the squared norm of the orthogonal projection of $A$ on $E_{\pi}$. But if $\pi^{\prime}$ is a refinement of $\pi, E_{\pi} \subset E_{\pi^{\prime}}$, and hence $h(\pi) \leq h\left(\pi^{\prime}\right)$. The strict inequality is obtained by noticing with the help of (49) and using the strict ordering of $A$ that if in addition $\pi$ and $\pi^{\prime}$ are ordered and $\pi^{\prime} \neq \pi$, then the projection of $A$ on $E_{\pi^{\prime}}$ does not belong to $E_{\pi}$.
4.5. Conserved quantities. In this subsection, we discuss two simple and yet structural properties of the dynamic prescribed by the functionals $\Lambda^{\prime}, \Lambda^{\prime \prime}$ : the Hamiltonian of the system is conserved (Proposition 28), and its center of mass draws a smooth curve (Proposition 29). In particular, the momentum of the system is conserved during shocks.
Proposition 28. Let $\mathcal{Z}$ be an ordered minimizer of $\Lambda^{\prime \prime}$. Then

$$
\begin{equation*}
\mathcal{E}=\mathcal{E}(t):=\frac{1}{2}\left\{\left|\dot{\mathcal{Z}}_{t}\right|^{2}-\left|\mathcal{Z}_{t}-A\right|^{2}-h\left(\pi\left(\mathcal{Z}_{t}\right)\right)\right\} \tag{54}
\end{equation*}
$$

is constant in the sense of distributions.

Proof. The proof is completely standard and is done by comparing the value of $\Lambda^{\prime \prime}$ on $\mathcal{Z}$ and $t \mapsto \mathcal{Z}_{t+\varepsilon \varphi(t)}$ for small $\varepsilon$ and functions $\varphi$ that are smooth and compactly supported in $(0, T)$.

Proposition 29. Let $\mathcal{Z}=\left(z_{1}(t), \ldots, z_{N}(t)\right)$ be an ordered minimizer of $\Lambda^{\prime \prime}$. Call $a:=\left(a_{1}+\cdots+a_{N}\right) / N$ and for $t \in[0, T]$

$$
\mathcal{M}(t):=\frac{1}{N} \sum_{i=1}^{N} z_{i}(t) \quad \text { and } \quad \mathcal{P}(t):=\frac{1}{N} \sum_{i=1}^{N} \dot{z}_{i}(t)
$$

( $\mathcal{M}$ is well-defined for all $t$, and $\mathcal{P}$ for almost all $t$.) Then $\mathcal{M}, \mathcal{P}$ solve distributionally

$$
\dot{\mathcal{M}}(t)=\mathcal{P}(t), \quad \dot{\mathcal{P}}(t)=\mathcal{M}(t)-a .
$$

In particular, $\mathcal{M}$ is smooth and $\mathcal{P}$ coincide almost surely with a smooth function.
Proof. Here the proof consists in comparing the value of $\Lambda^{\prime \prime}$ on $\mathcal{Z}$ and $t \mapsto \mathcal{Z}_{t}+\varepsilon \varphi(t) V$ for small $\varepsilon$, smooth and compactly supported $\varphi$, and where we call $V=(1, \ldots, 1)$. The only somehow unusual thing to remark is that $\pi$ and hence $h \circ \pi$ are invariant under translations in the direction of $V$.
4.6. Shocks, isolated shocks and minimal deviation. This subsection contains the main estimate that allows us to prove Theorem 21. Roughly speaking, if at time $t$ some of the particles stick or separate, there is a lower bound on the change of the velocity of at least one particle. The proof of Theorem 21 will then consist in showing that this cannot happen an infinite number of times.

Let us first define as "shocks" these sticking and separating behaviors:
Definition 30 (shocks). Let $\mathcal{X}=\mathcal{X}_{t}=\left(x_{1}(t), \ldots, x_{N}(t)\right)$ be a continuous trajectory on $\mathbb{R}^{N}$.
(1) We call a shock of $\mathcal{X}$ a triplet $(t, q, C)$ with $t \in[0, T], q \in \mathbb{R}$ and $C \subset \llbracket 1, N \rrbracket$ such that

- $C \in \pi\left(\mathcal{X}_{t}\right)$,
- for all $i \in C, x_{i}(t)=q$,
- for all $\tau>0$, there exists $s \in(t-\tau, t+\tau)$ such that $C \notin \pi\left(\mathcal{X}_{s}\right)$.
(2) If $(t, q, C)$ is a shock of $\mathcal{X}$, we say that it is isolated if $(t, q)$ is isolated in

$$
\left\{\left(t^{\prime}, q^{\prime}\right): \text { there exists } C^{\prime} \subset \llbracket 1, N \rrbracket \text { such that }\left(t^{\prime}, q^{\prime}, C^{\prime}\right) \text { is a shock }\right\}
$$

i.e., if there is no other shock than $(t, q, C)$ in the neighborhood of $(t, q) \in[0, T] \times \mathbb{R}$.

We provide in Figure 2 a picture of a shock which does not seem to be isolated. The following result is the main step in the proof of Theorem 21.
Proposition 31. Let $\mathcal{Z}=\left(z_{1}(t), \ldots, z_{N}(t)\right)$ be an ordered minimizer of $\Lambda^{\prime}$ (or equivalently a minimizer of $\Lambda^{\prime \prime}$ in the class of ordered trajectories), and let $t \in[0, T]$.
(1) If particle $i$ is not involved in a shock at time $t$, then for $s$ in the neighborhood of $t, C:=C\left(\mathcal{Z}_{s}, i\right)$ is constant and $z_{i}$ is a smooth solution of

$$
\begin{equation*}
\ddot{z}_{i}(s)=z_{i}(s)-\frac{1}{\# C} \sum_{j \in C} a_{j} . \tag{55}
\end{equation*}
$$



Figure 2. A shock with three particles which does not seem to be isolated. We will see later on that this kind of shock cannot occur in our model.

In particular, if $i$ is involved in an isolated shock at time $t$, then $z_{i}$ admits left and right derivatives at time $t$, denoted by $\dot{z}_{i}(t-)$ and $\dot{z}_{i}(t+)$ respectively.
(2) There is $\alpha=\alpha(N, A)>0$ such that for any isolated shock $(t, q, C)$, calling $i:=\min C$,

$$
\begin{equation*}
\dot{z}_{i}(t-)-\dot{z}_{i}(t+) \geq \alpha \tag{56}
\end{equation*}
$$

(Note that the quantity $\dot{z}_{i}(t-)-\dot{z}_{i}(t+)$ is not affected by time inversion. In particular, this lower bound is coherent with the invariance of the Lagrangian through time inversion.)

Proof. (1) If particle $i$ is not involved in a shock at time $t$, by the definition of a shock, it means that $C:=C\left(\mathcal{Z}_{t}, i\right) \in \pi\left(\mathcal{Z}_{s}\right)$ for all $s$ in a neighborhood of $t$. In particular, for all $j \in C$ and $s$ sufficiently close to $t$, by (49),

$$
\left(\bar{\nabla} f\left(\mathcal{Z}_{s}\right)\right)_{j}=\frac{1}{\# C} \sum_{k \in C} a_{k}
$$

On the other hand, it is easy to find a neighborhood $U$ of $\left(t, z_{i}(t)\right)$ in $[0, T] \times \mathbb{R}$ such that, for all $j \in\{1, \ldots, N\}$ and all $s \in[0, T],\left(s, z_{j}(s)\right) \in U$ implies $j \in C$.

As a consequence, if $\xi:[0, T] \rightarrow \mathbb{R}$ is smooth and compactly supported in a sufficiently small neighborhood of $t$, and if $\varepsilon$ is sufficiently small, by defining $\widetilde{\mathcal{Z}}=\left(\tilde{z}_{1}(s), \ldots, \tilde{z}_{N}(s)\right)$ for any $j \in\{1, \ldots, N\}$ and $s \in[0, T]$ by

$$
\tilde{z}_{j}(s):= \begin{cases}z_{j}(s)+\varepsilon \xi(s) & \text { if } j \in C \\ z_{j}(s) & \text { else }\end{cases}
$$

then $\pi(\mathcal{Z})$ and $\pi(\widetilde{\mathcal{Z}})$ (and hence $\bar{\nabla} f(\mathcal{Z})$ and $\bar{\nabla} f(\widetilde{\mathcal{Z}})$ ) coincide at all time. The ODE follows from comparing the values of $\Lambda^{\prime}$ on $\mathcal{Z}$ and trajectories of type $\widetilde{\mathcal{Z}}$.

In particular, by boundedness of $\mathcal{Z}$, if particle $i$ is not involved in a shock at time $t,\left|\ddot{z}_{i}\right|$ is bounded by a constant that is not depending on $t$. The existence of $\dot{z}_{i}(t-)$ and $\dot{z}_{i}(t+)$ at the times of isolated shocks follows easily.
(2) This is the heart of our study of the dynamical system, and maybe the less standard part of Section 4. But still the idea is very easy: with the notation of the statement, if $\dot{z}_{i}(t-)-\dot{z}_{i}(t+)$ is too small, then it is cheaper to stick particle $i$ with other particles, as shown in Figure 3. The proof goes as follows.



Figure 3. To the left, a piece of the trajectory $\mathcal{Z}$, and to the right, the competitor $\mathcal{Z}^{\sigma, \lambda}$ that we describe in the proof.

Step 1: Definition of a competitor. Let us consider $(t, q, C)$ an isolated shock. Because it is isolated, we can find $\tau>0$ such that the particles of $C$ are not involved in another shock between times $t-\tau$ and $t+\tau$. By the definition of a shock, we cannot have $C \in \pi\left(\mathcal{Z}_{s}\right)$ for all $s \in(t-\tau, t+\tau)$, so either, for all $s \in(t-\tau, t), C \notin \pi\left(\mathcal{Z}_{s}\right)$ or, for all $s \in(t, t+\tau), C \notin \pi\left(\mathcal{Z}_{s}\right)$. Without loss of generality, we suppose that the second one holds: the particles of $C$ are not all stuck right after the shock. Moreover, by our choice of $\tau$, for all $C^{\prime} \subset C$, the assertion $C^{\prime} \in \pi\left(\mathcal{Z}_{s}\right)$ is either true or false independently of $s \in(t, t+\tau)$. Then, for $s \in(t, t+\tau)$, the following definitions of $C_{1}, C_{2} \in \pi\left(\mathcal{Z}_{s}\right)$ do not depend on $s$ :

$$
C_{1}:=C\left(\mathcal{Z}_{s}, i\right) \quad \text { for } i=\min C \quad \text { and } \quad C_{2}:=C\left(\mathcal{Z}_{s}, i\right) \quad \text { for } i=\min C \backslash C_{1} .
$$

(The classes $C_{1}$ and $C_{2}$ are the two leftmost packs of particles of $C$ right after the shock.) Let us define for $j=1,2$

$$
\begin{equation*}
k_{j}:=\# C_{j}, \quad v_{j}:=\dot{z}_{i}(t+) \quad \text { for } i \in C_{j}, \quad \text { and } \quad p:=\frac{k_{1} v_{1}+k_{2} v_{2}}{k_{1}+k_{2}} . \tag{57}
\end{equation*}
$$

For $0 \leq \sigma<\tau$ and $\lambda \in[0,1)$, we define a competitor $\mathcal{Z}^{\sigma, \lambda}=\left(z_{1}^{\sigma, \lambda}(s), \ldots, z_{N}^{\sigma, \lambda}(s)\right)$ by setting for all $i=\{1, \ldots, N\}$ and $s \in[0, T]$

$$
z_{i}^{\sigma, \lambda}(s)= \begin{cases}z_{i}(s) & \text { if } i \notin C_{1} \cup C_{2} \text { or } s \notin(t, t+\sigma), \\ q+(s-t) p & \text { if } i \in C_{1} \cup C_{2} \text { and } s \in(t, t+\lambda \sigma), \\ \frac{t+\sigma-s}{(1-\lambda) \sigma}(q+\lambda \sigma p)+\frac{s-(t+\lambda \sigma)}{(1-\lambda) \sigma} z_{i}(t+\sigma) & \text { if } i \in C_{1} \cup C_{2} \text { and } s \in(t+\lambda \sigma, t+\sigma) .\end{cases}
$$

(See Figure 3 for an illustration of this competitor.) We will get a lower bound on $v_{2}-v_{1}$ by comparing the value of $\Lambda^{\prime \prime}$ on $\mathcal{Z}$ and $\mathcal{Z}^{\sigma, \lambda}$, and by differentiating the corresponding inequality first with respect to $\sigma$ at $\sigma=0$ (we zoom so that the particles of $\mathcal{Z}$ only travel along straight lines), and then with respect to $\lambda$ at $\lambda=0$ (we compute the first variation of the action when we let the particles stick together).
Step 2: A lower bound on $v_{2}-v_{1}$. The partitions $\pi\left(\mathcal{Z}_{s}^{\sigma, \lambda}\right)$ and $\pi\left(\mathcal{Z}_{s}\right)$ coincide at all times except between $t$ and $t+\lambda \sigma$, when $\pi\left(\mathcal{Z}_{s}\right)$ is a strict refinement of $\pi\left(\mathcal{Z}_{s}^{\sigma, \lambda}\right)$. Hence, letting
$\delta=\delta(N, A):=\min \left\{h(\pi)-h\left(\pi^{\prime}\right):\left(\pi, \pi^{\prime}\right)\right.$ ordered partition of $\llbracket 1, N \rrbracket, \pi$ strict refinement of $\left.\pi^{\prime}\right\}>0$,
we have, for all $s \in(t, t+\lambda \sigma)$,

$$
\begin{equation*}
h\left(\pi\left(\mathcal{Z}_{s}^{\lambda, \sigma}\right)\right)+\delta \leq h\left(\pi\left(\mathcal{Z}_{s}\right)\right) \tag{58}
\end{equation*}
$$

As $\mathcal{Z}^{\sigma}$ coincide with $\mathcal{Z}$ for times outside $(t, t+\sigma)$ and for coordinates that are not in $C_{1} \cup C_{2}$, by definition (53) of $\Lambda^{\prime \prime}$, we have

$$
\begin{align*}
\Lambda^{\prime \prime}\left(\mathcal{Z}^{\sigma, \lambda}\right)-\Lambda^{\prime \prime}(\mathcal{Z})= & \sum_{i \in C_{1} \cup C_{2}} \int_{t}^{t+\sigma}\left\{\left|\dot{z}_{i}^{\sigma, \lambda}(s)\right|^{2}+\left|z_{i}^{\sigma, \lambda}(s)-a_{i}\right|^{2}-\left|\dot{z}_{i}(s)\right|^{2}-\left|z_{i}(s)-a_{i}\right|^{2}\right\} \mathrm{d} s \\
& +\int_{t}^{t+\lambda \sigma}\left\{h\left(\pi\left(\mathcal{Z}_{s}^{\sigma, \lambda}\right)\right)-h\left(\pi\left(\mathcal{Z}_{s}\right)\right)\right\} \mathrm{d} s \\
\leq & \sum_{i \in C_{1} \cup C_{2}} \int_{t}^{t+\sigma}\left\{\left|\dot{z}_{i}^{\tau, \sigma}(s)\right|^{2}-\left|\dot{z}_{i}(s)\right|^{2}\right\} \mathrm{d} s-\delta \lambda \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma), \tag{59}
\end{align*}
$$

where to obtain the second line, we used (58) and the fact that between times $t$ and $t+\sigma$, both $z_{i}$ and $z_{i}^{\sigma, \lambda}$ remain at a distance of order $\sigma$ of $q$.

Let us consider $i \in C_{j}$ for $j=1,2$. On one hand, as $z_{i}$ admits $v_{j}$ as a right derivative at time $t$, we have

$$
\begin{equation*}
\int_{t}^{t+\sigma}\left|\dot{z}_{i}(s)\right|^{2} \mathrm{~d} s=v_{j}^{2} \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma) \tag{60}
\end{equation*}
$$

On the other hand, we can compute explicitly

$$
\begin{align*}
\int_{t}^{t+\sigma}\left|\dot{z}_{i}^{\sigma, \lambda}(s)\right|^{2} \mathrm{~d} s & =\lambda p^{2} \sigma+(1-\lambda) \sigma\left(\frac{z_{i}(t+\sigma)-(q+\lambda p \sigma)}{(1-\lambda) \sigma}\right)^{2} \\
& =\lambda p^{2} \sigma+\frac{1}{(1-\lambda) \sigma}\left(q+v_{j} \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma)-q-\lambda p \sigma\right)^{2} \\
& =\lambda p^{2} \sigma+\left(v_{j}-\lambda p\right)^{2} \frac{\sigma}{1-\lambda}+\underset{\sigma \rightarrow 0}{o}(\sigma) . \tag{61}
\end{align*}
$$

By plugging (60) and (61) into (59) and by using the definition (57) of $k_{1}, k_{2}$ and $p$, we get

$$
\begin{aligned}
\Lambda^{\prime \prime}\left(\mathcal{Z}^{\sigma, \lambda}\right)-\Lambda^{\prime \prime}(\mathcal{Z}) & \leq\left\{\left(k_{1}+k_{2}\right) \lambda p^{2}+\frac{k_{1}\left(v_{1}-\lambda p\right)^{2}+k_{2}\left(v_{2}-\lambda p\right)^{2}}{1-\lambda}-k_{1} v_{1}^{2}-k_{2} v_{2}^{2}-\delta \lambda\right\} \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma) \\
& =\left\{\left(k_{1}+k_{2}\right) p^{2}+k_{1} v_{1}^{2}+k_{2} v_{2}^{2}-2 p\left(k_{1} v_{1}+k_{2} v_{2}\right)-\delta(1-\lambda)\right\} \frac{\lambda}{1-\lambda} \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma) \\
& =\left\{k_{1} v_{1}^{2}+k_{2} v_{2}^{2}-\frac{\left(k_{1} v_{1}+k_{2} v_{2}\right)^{2}}{k_{1}+k_{2}}-\delta(1-\lambda)\right\} \frac{\lambda}{1-\lambda} \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma) \\
& =\left\{\frac{k_{1} k_{2}}{k_{1}+k_{2}}\left(v_{2}-v_{1}\right)^{2}-\delta(1-\lambda)\right\} \frac{\lambda}{1-\lambda} \sigma+\underset{\sigma \rightarrow 0}{o}(\sigma) .
\end{aligned}
$$

By the minimality of $\Lambda^{\prime \prime}(\mathcal{Z})$, this quantity must be nonnegative. If we divide it by $\lambda \sigma$, and if we let $\sigma$ and then $\lambda$ go to zero, we end up with

$$
\begin{equation*}
\frac{k_{1} k_{2}}{k_{1}+k_{2}}\left(v_{2}-v_{1}\right)^{2} \geq \delta \tag{62}
\end{equation*}
$$

Step 3: Conservation of momentum during an isolated shock and conclusion. Because $(t, q, C)$ is isolated, it is easy to justify that we can replace $V$ by the vector $V^{C}$ whose $j$-th coordinate is 1 if $j \in C$ and 0 otherwise in the proof of Proposition 29. Doing so, we obtain the "local" conservation of momentum

$$
\frac{1}{\# C} \sum_{i \in C} \dot{z}_{i}(t-)=\frac{1}{\# C} \sum_{i \in C} \dot{z}_{i}(t+)=: \mathcal{P}^{C}(t)
$$

By ordering of the particles, we have, for $i=\min C$,

$$
\dot{z}_{i}(t-) \geq \mathcal{P}^{C}(t)=\frac{1}{\# C} \sum_{i \in C} \dot{z}_{i}(t+) \geq \frac{k_{1}}{\# C} v_{1}+\frac{\# C-k_{1}}{\# C} v_{2} .
$$

(Indeed, $j \in C \mapsto \dot{z}_{j}(t-)$ and $j \in C \mapsto \dot{z}_{j}(t+)$ are clearly nonincreasing and nondecreasing respectively.) By recalling that $v_{1}=\dot{z}_{i}(t+)$ and using (62), we get

$$
\dot{z}_{i}(t-)-\dot{z}_{i}(t+) \geq \frac{\# C-k_{1}}{\# C}\left(v_{2}-v_{1}\right) \geq \frac{\# C-k_{1}}{\# C} \sqrt{\frac{k_{1}+k_{2}}{k_{1} k_{2}} \delta} .
$$

The minimal right-hand side's value is $\sqrt{\delta /\left(\# C^{2}-\# C\right)}$, obtained for $k_{1}=\# C-1$ and $k_{2}=1$. Hence, we get the result by choosing $\alpha=\sqrt{\delta /\left(N^{2}-N\right)}$.
4.7. Conclusion: proof of Theorem 21. We are now ready to give the proof of Theorem 21. We give ourselves $\mathcal{Z}$ a global minimizer of $\Lambda^{\prime}$. Thanks to Proposition 26, we can suppose that $\mathcal{Z}$ is ordered, and thanks to Proposition 27, we can consider $\Lambda^{\prime \prime}$ instead of $\Lambda^{\prime}$.

Because of Proposition 31, it suffices to prove that there is a finite number of shocks. Indeed, in that case one can take for $0=t_{0}<t_{1}<\cdots<t_{p}=T$ the moments of these shocks (and the endpoints of $[0, T])$. The smoothness of $\mathcal{Z}$ on each $\left[t_{i-1}, t_{i}\right], i=1, \ldots, p$, follows directly from Proposition 31. Then $\pi(\mathcal{Z})$ is constant on each $\left(t_{i-1}, t_{i}\right), i=1, \ldots, p$, because by Definition 30 of a shock, at each time of discontinuity of $\pi(\mathcal{Z})$, there is at least one shock.

The set

$$
\left\{\left(t^{\prime}, q^{\prime}\right): \text { there exists } C^{\prime} \subset \llbracket 1, N \rrbracket \text { such that }\left(t^{\prime}, q^{\prime}, C^{\prime}\right) \text { is a shock }\right\}
$$

is easily seen to be compact. So if it is not finite, it admits at least one accumulation point. That is, if there is an infinite number of shocks, then there is at least one shock which is not isolated. Let us consider such a shock $(t, q, C)$ with minimal number of particles involved, i.e., with minimal \#C. The rest of the proof is dedicated to showing that the existence of $(t, q, C)$ leads to a contradiction.
Step 1: The velocities are bounded. As $\mathcal{Z}$ is continuous on $[0, T]$, it is bounded. On the other hand, by definition, $h \leq|A|^{2}$. Now if $i \in\{1, \ldots, N\}$ and $t \in[0, T]$ is such that $\mathcal{Z}$ is differentiable at $t$ (which is true for almost any $t$ ), recalling the definition (54) of $\mathcal{E}$,

$$
\dot{z}_{i}(t)^{2} \leq\left|\dot{Z}_{t}\right|^{2} \leq 2 \mathcal{E}+\left|\mathcal{Z}_{t}-A\right|^{2}+h\left(\pi\left(\mathcal{Z}_{t}\right)\right)
$$

which is bounded uniformly in $t$.
Step 2: All the shocks in the neighborhood of $(t, q)$ that are distinct from $(t, q)$ are isolated. Let $U$ be a neighborhood of $(t, q)$ in $[0, T] \times \mathbb{R}$ such that, for all $s \in[0, T]$ and $i \in\{1, \ldots, N\},\left(s, z_{i}(s)\right) \in U$ implies $i \in C$. This is possible since $\mathcal{Z}$ is continuous and, for all $j \notin C, z_{j}(t) \neq q$ by Definition 30 of a
shock. Let us consider $\left(t^{\prime}, q^{\prime}, C^{\prime}\right)$ a shock with $\left(t^{\prime}, q^{\prime}\right) \in U$. If \# $C^{\prime}<\# C$, then $\left(t^{\prime}, q^{\prime}, C^{\prime}\right)$ is isolated by the minimality of $\# C$. If $\# C^{\prime}=\# C$, then $C^{\prime}=C$ by the definition of $U$. But then it is easy to adapt the proof of point (1) of Proposition 22 to prove that $C \in \pi\left(\mathcal{Z}_{s}\right)$ for all $s$ between $t$ and $t^{\prime}$, and so there is no shock in $U$ between $t$ and $t^{\prime}$. Hence there exists at most one such shock in $U$ : either one before $t$ or one after $t$, but not both because else $(t, q, C)$ would contradict the third point of the definition of a shock. Up to reducing $U$, we can then exclude ( $t^{\prime}, q^{\prime}, C^{\prime}$ ).
Step 3: Conclusion using Proposition 31. As $(t, q, C)$ is not isolated, there is an infinite number of (isolated) shocks in $U$. Without loss of generality, we can assume that there is an infinite number of shocks in $U$ after time $t$. Call $i \in C$ the smallest index such that particle $i$ is involved in an infinite number of shocks in $U$ after time $t$. When $i \neq \min C$, up to reducing $U$ and by the minimality of $i$, we can assume that no particle $j \in C$ with $j<i$ is involved in a shock in $U$ after time $t$.

As the shocks in $U$ involving $i$ after time $t$ are isolated (Step 2), we can enumerate their times in decreasing order $\left(t_{p}\right)_{p \in \mathbb{N}}$. The boundedness of $\mathcal{Z}$ together with (55) allows us to take $M$ as an upper bound for $\ddot{z}_{i}$ between the times of shocks. For all $p \in \mathbb{N}$ and $s \in\left(t_{p+1}, t_{p}\right)$, taking $\alpha$ as in (56), we have

$$
\begin{aligned}
\dot{z}_{i}(s) & =\dot{z}_{i}\left(t_{0}-\right)+\sum_{k=1}^{p}\left\{\dot{z}_{i}\left(t_{k}-\right)-\dot{z}_{i}\left(t_{k}+\right)-\int_{t_{k-1}}^{t_{k}} \ddot{z}_{i}(\tau) \mathrm{d} \tau\right\}-\int_{t_{p}}^{s} \ddot{z}_{i}(\tau) \mathrm{d} \tau \\
& \geq \dot{z}_{i}\left(t_{0}-\right)+p \alpha-M\left(t_{0}-t\right)
\end{aligned}
$$

which contradicts Step 1 as soon as $p$ is sufficiently large.
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# IDA AND HANKEL OPERATORS ON FOCK SPACES 

Zhanguian Hu and Jani A. Virtanen

We introduce a new space IDA of locally integrable functions whose integral distance to holomorphic functions is finite, and use it to completely characterize boundedness and compactness of Hankel operators on weighted Fock spaces. As an application, for bounded symbols, we show that the Hankel operator $H_{f}$ is compact if and only if $H_{\bar{f}}$ is compact, which complements the classical compactness result of Berger and Coburn. Motivated by recent work of Bauer, Coburn, and Hagger, we also apply our results to the Berezin-Toeplitz quantization.

## 1. Introduction

Denote by $L^{2}$ the Hilbert space of all Gaussian square-integrable functions $f$ on $\mathbb{C}^{n}$, that is,

$$
\int_{\mathbb{C}^{n}}|f(z)|^{2} e^{-|z|^{2}} d v(z)<\infty,
$$

where $v$ is the standard Lebesgue measure on $\mathbb{C}^{n}$. The Fock space $F^{2}$ (aka Segal-Bargmann space) consists of all holomorphic functions in $L^{2}$. The orthogonal projection of $L^{2}$ onto $F^{2}$ is denoted by $P$ and called the Bergman projection. For a suitable function $f: \mathbb{C}^{n} \rightarrow \mathbb{C}$, the Hankel operator $H_{f}$ and the Toeplitz operator $T_{f}$ are defined on $F^{2}$ by

$$
H_{f}=(I-P) M_{f} \quad \text { and } \quad T_{f}=P M_{f} .
$$

The function $f$ is referred to as the symbol of $H_{f}$ and $T_{f}$. Since $P$ is a bounded operator, it follows that both $H_{f}$ and $T_{f}$ are well-defined and bounded on $F^{2}$ if $f$ is a bounded function. For unbounded symbols, despite considerable efforts, see, e.g., [Bauer 2005; Berger and Coburn 1994; Coburn et al. 2021; Hu and Wang 2018], characterization of boundedness or compactness of these operators has remained an open problem for more than 20 years.

In this paper, as a natural evolution from BMO (see [John and Nirenberg 1961; Zhu 2012]), we introduce a notion of integral distance to holomorphic (aka analytic) functions IDA and use it to completely characterize boundedness and compactness of Hankel operators on Fock spaces. Recently, in [Hu and Virtanen 2022], which continues our present work, we used IDA in the Hilbert space setting to characterize the Schatten class properties of Hankel operators. Indeed, the space IDA is broad in scope, and should have more applications, which we hope to demonstrate in future work in connection with Toeplitz operators.

All our results are proved for weighted Fock spaces $F^{p}(\varphi)$ consisting of holomorphic functions for which

$$
\int_{\mathbb{C}^{n}}|f(z)|^{p} e^{-p \varphi(z)} d v(z)<\infty
$$
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where $0<p<\infty$ and $\varphi$ is a suitable weight function (see Section 2 for further details). Obviously, with $p=2$ and $\varphi(z)=(\alpha / 2)|z|^{2}$, we obtain the weighted Fock space $F_{\alpha}^{2}$. The study of $L^{p}$-type Fock spaces was initiated in [Janson et al. 1987] and has since grown considerably, as seen in [Zhu 2012].

We also revisit and complement a surprising result due to [Berger and Coburn 1987], which states that for bounded symbols

$$
H_{f}: F^{2} \rightarrow L^{2} \text { is compact if and only if } H_{\bar{f}} \text { is compact. }
$$

In particular, we give a new proof and show that this phenomenon remains true for Hankel operators from $F^{p}(\varphi)$ to $L^{q}(\varphi)$ for general weights. What also makes this result striking is that it is not true for Hankel operators acting on other important function spaces, such as Hardy or Bergman spaces.

As an application, we will apply our results to the Berezin-Toeplitz quantization, which complements the results in [Bauer et al. 2018].

1A. Main results. We introduce the following new function spaces to characterize bounded and compact Hankel operators. Let $0<s \leq \infty$ and $0<q<\infty$. For $f \in L_{\text {loc }}^{q}$, set

$$
\left(G_{q, r}(f)(z)\right)^{q}=\inf _{h \in H(B(z, r))} \frac{1}{|B(z, r)|} \int_{B(z, r)}|f-h|^{q} d v, \quad z \in \mathbb{C}^{n},
$$

where $H(B(z, r))$ stands for the set of holomorphic functions in the ball $B(z, r)$. We say that $f \in L_{\text {loc }}^{q}$ is in IDA $^{s, q}$ if

$$
\|f\|_{\mathrm{IDA}^{s, q}}=\left\|G_{q, 1}(f)\right\|_{L^{s}}<\infty
$$

We further write $\mathrm{BDA}^{q}$ for $\mathrm{IDA}^{\infty, q}$ and say that $f \in \mathrm{VDA}^{q}$ if

$$
\lim _{z \rightarrow \infty} G_{q, 1}(f)(z)=0
$$

The properties of these spaces will be studied in Section 3.
We denote by $\mathcal{S}$ the set of all measurable functions $f$ that satisfy the condition in (2-7), which ensures that the Hankel operator $H_{f}$ is densely defined on $F^{p}(\varphi)$ provided that $0<p<\infty$ and $\varphi$ is a suitable weight. Notice that the symbol class $\mathcal{S}$ contains all bounded functions. Further, we write $\operatorname{Hess}_{\mathbb{R}} \varphi$ for the Hessian of $\varphi$ and E for the $2 n \times 2 n$ identity matrix - these concepts will be discussed in more detail in Section 2. It is important to notice that the condition $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq \mathrm{E}$ in the following theorems is satisfied by the classical Fock space $F^{2}$, the Fock spaces $F_{\alpha}^{2}$ generated by standard weights $\varphi(z)=(\alpha / 2)|z|^{2}$, $\alpha>0$, Fock-Sobolev spaces, and a large class of nonradial weights.

Theorem 1.1. Let $f \in \mathcal{S}$ and suppose that $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq \mathrm{E}$ as in (2-1).
(a) For $0<p \leq q<\infty$ and $q \geq 1, H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is bounded if and only if $f \in \mathrm{BDA}^{q}$, and $H_{f}$ is compact if and only if $f \in \mathrm{VDA}^{q}$. For the operator norm of $H_{f}$, we have the estimate

$$
\begin{equation*}
\left\|H_{f}\right\| \simeq\|f\|_{\mathrm{BDA}^{q}} \tag{1-1}
\end{equation*}
$$

(b) For $1 \leq q<p<\infty, H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is bounded if and only if it is compact, which is equivalent to $f \in \mathrm{IDA}^{s, q}$, where $s=p q /(p-q)$, and

$$
\begin{equation*}
\left\|H_{f}\right\| \simeq\|f\|_{\mathrm{IDA}^{s, q}} . \tag{1-2}
\end{equation*}
$$

(c) For $0<p \leq q \leq 1$ and $f \in L^{\infty}, H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is bounded with

$$
\begin{equation*}
\left\|H_{f}\right\| \leq C\|f\|_{L^{\infty}} \tag{1-3}
\end{equation*}
$$

and compact if and only if $f \in \mathrm{VDA}^{q}$.
We first note that Theorem 1.1 is new even for Hankel operators acting from $F^{2}$ to $L^{2}$. Previously only characterizations for $H_{f}$ and $H_{\bar{f}}$ to be simultaneously bounded (or simultaneously compact) were known. These were given in terms of the bounded (or vanishing) mean oscillation of $f$ in [Bauer 2005] for $F^{2}$ and in [Hu and Wang 2018] for Hankel operators from $F_{\alpha}^{p}$ to $L_{\alpha}^{q}$. In Theorem 7.1 of Section 7, we obtain these results as a simple consequence of Theorem 1.1. We also mention our recent work [ Hu and Virtanen 2022], which gives a complete characterization of Schatten class Hankel operators.

Theorem 1.1 should also be compared with the results for Hankel operators on Bergman spaces $A^{p}$. Indeed, characterizations for boundedness and compactness can be found in [Axler 1986] for antianalytic symbols, in [Hagger and Virtanen 2021] for bounded symbols, and in [Hu and Lu 2019; Li 1994; Luecking 1992; Pau et al. 2016] for unbounded symbols. These two cases are different to study because of properties such as $F^{p} \subset F^{q}$ for $p \leq q$ (as opposed to $A^{q} \subset A^{p}$ ) and certain nice geometry on the boundary of these bounded domains, which in turn helps with the treatment of the $\bar{\partial}$-problem.

What is very different about the results on Hankel operators acting on these two types of spaces is that our next result is only true in Fock spaces (see [Hagger and Virtanen 2021] for an interesting counterexample for the Bergman space).
Theorem 1.2. Let $f \in L^{\infty}$ and suppose that $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq \mathrm{E}$ as in (2-1). If $0<p \leq q<\infty$ or $1 \leq q<p<\infty$, then $H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is compact if and only if $H_{\bar{f}}$ is compact.

For Hankel operators on the Fock space $F^{2}$, Theorem 1.2 was proved in [Berger and Coburn 1987] using $C^{*}$-algebra and Hilbert space techniques and in [Stroethoff 1992] using elementary methods. More recently in [Hagger and Virtanen 2021], limit operator techniques were used to treat the reflexive Fock spaces $F_{\alpha}^{p}$. However, our result is new even in the Hilbert space case because of the more general weights that we consider. As a natural continuation of our present work, in [Hu and Virtanen 2022], we prove that, for $f \in L^{\infty}$, the Hankel operator $H_{f}$ is in the Schatten class $S_{p}$ if and only if $H_{\bar{f}}$ is in the Schatten class $S_{p}$ provided that $1<p<\infty$.

As an application and further generalization of our results, in Section 6, we provide a complete characterization of those $f \in L^{\infty}$ for which

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}\right\|_{t}=0 \tag{1-4}
\end{equation*}
$$

for all $g \in L^{\infty}$, where $T_{f}^{(t)}=P^{(t)} M_{f}: F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)$ and $P^{(t)}$ is the orthogonal projection of $L_{t}^{2}(\varphi)$ onto $F_{t}^{2}(\varphi)$. Here $L_{t}^{2}=L^{2}\left(\mathbb{C}^{n}, d \mu_{t}\right)$ and

$$
d \mu_{t}(z)=\frac{1}{t^{n}} \exp \left\{-2 \varphi\left(\frac{z}{\sqrt{t}}\right)\right\} d v(z)
$$

The importance of the semiclassical limit in (1-4) stems from the fact that it is one of the essential ingredients of the deformation quantization of [Rieffel 1989; 1990] in mathematical physics. Our conclusion related to (1-4) extends and complements the main result in [Bauer et al. 2018].

1B. Approach. A careful inspection shows that the methods and techniques used in [Berger and Coburn 1986; 1987; Hagger and Virtanen 2021; Perälä et al. 2014; Stroethoff 1992] depend heavily upon the following three aspects. First, the explicit representation of the Bergman kernel $K(z, w)$ for standard weights $\varphi(z)=(\alpha / 2)|z|^{2}$ has the property that

$$
\begin{equation*}
K(z, w) e^{-(\alpha / 2)|z|^{2}-(\alpha / 2)|w|^{2}}=e^{(\alpha / 2)|z-w|^{2}} \tag{1-5}
\end{equation*}
$$

However, for the class of weights we consider, this quadratic decay is known not to hold (even in dimension $n=1$ ) and is expected to be very rare [Christ 1991]. The second aspect involves the Weyl unitary operator $W_{a}$ defined as

$$
W_{a} f=f \circ \tau_{a} k_{a},
$$

where $\tau_{a}$ is the translation by $a$ and $k_{a}$ is the normalized reproducing kernel. As a unitary operator on $F_{\alpha}^{p}$ (or on $L_{\alpha}^{p}$ ), $W_{a}$ plays a very important role in the theory of the Fock spaces $F_{\alpha}^{p}$ (see [Zhu 2012]). Unfortunately, no analogue of Weyl operators is currently available for $F^{p}(\varphi)$ when $\varphi \neq(\alpha / 2)|w|^{2}$. The third aspect we mention is Banach (or Hilbert) space techniques, such as the adjoint (for example, $H_{f}^{*}$ ) and the duality. However, when $0<p<1, F^{p}(\varphi)$ is only an $F$-space (in the sense of [Rudin 1973]) and the usual Banach space techniques can no longer be applied.

To overcome the three difficulties mentioned above, we introduce function spaces IDA, BDA and VDA, and develop their theory, which we use to characterize those symbols $f$ such that $H_{f}$ are bounded (or compact) from $F^{p}(\varphi)$ to $L^{q}(\varphi)$. Our characterization of the boundedness of $H_{f}$ extends the main results of [Bauer 2005; Hu and Wang 2018; Perälä et al. 2014]. It is also worth noting that as a natural generalization of BMO, the space IDA will have its own interest and will likely be useful to study other (related) operators (such as Toeplitz operators).

In our analysis, we appeal to the $\bar{\partial}$-techniques several times. As the canonical solution to $\bar{\partial} u=g \partial f$, $H_{f} g$ is naturally connected with the $\bar{\partial}$-theory. Hörmander's theory provides us with the $L^{2}$-estimate, but less is known about $L^{p}$-estimates on $\mathbb{C}^{n}$ when $p \neq 2$. With the help of a certain auxiliary integral operator, we obtain $L^{p}$-estimates of the Berndtsson-Anderson solution [1982] to the $\bar{\partial}$-equation. Our approach to handling weights whose curvature is uniformly comparable to the Euclidean metric form is similar to the treatment in [Schuster and Varolin 2012] which was initiated in [Berndtsson and Ortega Cerdà 1995], and a number of the techniques we use here were inspired by this approach. Although the work in [Berndtsson and Ortega Cerdà 1995] is restricted to $n=1$, some of the results were extended to higher dimensions in [Lindholm 2001], and the others are easy to modify.

The outline of the paper is as follows. In Section 2 we study preliminary results on the Bergman kernel which are needed throughout the paper, and we also establish estimates for the $\bar{\partial}$-solution developed in [Berndtsson and Andersson 1982]. In Section 3, a notion of function spaces IDA $^{s, q}$ is introduced. We obtain a useful decomposition for functions in IDA $^{s, q}$ (compare with the decompositions of BMO
and VMO). Using this decomposition, we obtain the completeness of $\operatorname{IDA}^{s, q} / H\left(\mathbb{C}^{n}\right)$ in $\|\cdot\|_{\text {IDA }^{s, q}}$. In Sections 4 and 5 we prove Theorems 1.1 and 1.2, respectively. For the latter theorem, we also appeal to the Calderón-Zygmund theory of singular integrals, and in particular employ the Ahlfors-Beurling operator to obtain certain estimates on $\partial$ - and $\bar{\partial}$-derivatives. In Section 6, we present an application of our results to quantization. In the last section, we give further remarks together with two conjectures.

Throughout the paper, $C$ stands for positive constants which may change from line to line, but does not depend on functions being considered. Two quantities $A$ and $B$ are called equivalent, denoted by $A \simeq B$, if there exists some $C$ such that $C^{-1} A \leq B \leq C A$.

## 2. Preliminaries

Let $\mathbb{C}^{n}=\mathbb{R}^{2 n}$ be the $n$-dimensional complex Euclidean space and denote by $v$ the Lebesgue measure on $\mathbb{C}^{n}$. For $z=\left(z_{1}, \ldots, z_{n}\right)$ and $w=\left(w_{1}, \ldots, w_{n}\right)$ in $\mathbb{C}^{n}$, we write $z \cdot \bar{w}=z_{1} \bar{w}_{1}+\cdots+z_{n} \bar{w}_{n}$ and $|z|=\sqrt{z \cdot \bar{z}}$. Let $H\left(\mathbb{C}^{n}\right)$ be the family of all holomorphic functions on $\mathbb{C}^{n}$. Given a domain $\Omega$ in $\mathbb{C}^{n}$ and a positive Borel measure $\mu$ on $\Omega$, we denote by $L^{p}(\Omega, d \mu)$ the space of all Lebesgue measurable functions $f$ on $\Omega$ for which

$$
\|f\|_{L^{p}(\Omega, d \mu)}=\left\{\int_{\Omega}|f|^{p} d \mu\right\}^{1 / p}<\infty \quad \text { for } 0<p<\infty
$$

and $\|f\|_{L^{\infty}(\Omega, d v)}=\operatorname{ess} \sup _{z \in \Omega}|f(z)|<\infty$ for $p=\infty$. For ease of notation, we simply write $L^{p}$ for the space $L^{p}\left(\mathbb{C}^{n}, d v\right)$.

2A. Weighted Fock spaces. For a real-valued weight $\varphi \in C^{2}\left(\mathbb{C}^{n}\right)$ and $0<p<\infty$, denote by $L^{p}(\varphi)$ the space $L^{p}\left(\mathbb{C}^{n}, e^{-p \varphi} d v\right)$ with norm $\|\cdot\|_{p, \varphi}=\|\cdot\|_{L^{p}\left(\mathbb{C}^{n}, e^{-p \varphi} d v\right)}$. Then the Fock space $F^{p}(\varphi)$ is defined as

$$
\begin{aligned}
F^{p}(\varphi) & =L^{p}(\varphi) \cap H\left(\mathbb{C}^{n}\right) \\
F^{\infty}(\varphi) & =\left\{f \in H\left(\mathbb{C}^{n}\right):\|f\|_{\infty, \varphi}=\sup _{z \in \mathbb{C}^{n}}|f(z)| e^{-\varphi(z)}<\infty\right\}
\end{aligned}
$$

For $1 \leq p \leq \infty, F^{p}(\varphi)$ is a Banach space in the norm $\|\cdot\|_{p, \varphi}$ and $F^{2}(\varphi)$ is a Hilbert space. For $0<p<1$, $F^{p}(\varphi)$ is an $F$-space with metric given by $d(f, g)=\|f-g\|_{p, \varphi}^{p}$.

Other related and widely studied holomorphic function spaces include the Bergman spaces $A_{\alpha}^{p}\left(\mathbb{B}^{n}\right)$ of the unit ball $\mathbb{B}^{n}$ consisting of all holomorphic functions $f$ in $L^{p}\left(\mathbb{B}^{n}, d v_{\alpha}\right)$, where $0<p<\infty$, $d v_{\alpha}(z)=\left(1-|z|^{2}\right)^{\alpha} d v(z)$ and $\alpha>-1$.

In this paper we are interested in Fock spaces $F^{p}(\varphi)$ with certain uniformly convex weights $\varphi$. More precisely, suppose $\varphi=\varphi\left(x_{1}, x_{2}, \ldots, x_{2 n}\right) \in C^{2}\left(\mathbb{R}^{2 n}\right)$ is real-valued, and there are positive constants $m$ and $M$ such that $\operatorname{Hess}_{\mathbb{R}} \varphi$, the real Hessian, satisfies

$$
\begin{equation*}
m \mathrm{E} \leq \operatorname{Hess}_{\mathbb{R}} \varphi(x)=\left(\frac{\partial^{2} \varphi(x)}{\partial x_{j} \partial x_{k}}\right)_{j, k=1}^{2 n} \leq M \mathrm{E} \tag{2-1}
\end{equation*}
$$

where E is the $2 n \times 2 n$ identity matrix; above, for symmetric matrices $A$ and $B$, we used the convention that $A \leq B$ if $B-A$ is positive semidefinite. When (2-1) is satisfied, we write $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq$ E. A typical model of such weights is given by $\varphi(z)=(\alpha / 2)|z|^{2}$ for $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ with $z_{j}=x_{2 j-1}+\mathrm{i} x_{2 j}$, which induces the weighted Fock space $F_{\alpha}^{p}$ studied by many authors (see, e.g., [Zhu 2012]). Another popular
example is $\varphi(z)=|z|^{2}-\frac{1}{2} \log \left(1+|z|^{2}\right)$, which gives the so-called Fock-Sobolev spaces studied for example in [Cho and Zhu 2012]. Notice that the weights $\varphi$ satisfying (2-1) are not only radial functions, as the example $\varphi(z)=|z|^{2}+\sin \left[\left(z_{1}+\bar{z}_{1}\right) / 2\right]$ clearly shows.

For $x=\left(x_{1}, x_{2}, \ldots, x_{2 n}\right), t=\left(t_{1}, t_{2}, \ldots, t_{2 n}\right) \in \mathbb{R}^{2 n}$, write $z_{j}=x_{2 j-1}+\mathrm{i} x_{2 j}, \xi_{j}=t_{2 j-1}+\mathrm{i} t_{2 j}$ and $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$. An elementary calculation similar to that on page 125 of [Krantz 1992] shows

$$
\operatorname{Re} \sum_{j, k=1}^{n} \frac{\partial^{2} \varphi}{\partial z_{j} \partial z_{k}}(z) \xi_{j} \xi_{k}+\sum_{j, k=1}^{n} \frac{\partial^{2} \varphi}{\partial z_{j} \partial \bar{z}_{k}}(z) \xi_{j} \bar{\xi}_{k}=\frac{1}{2} \sum_{j, k=1}^{2 n} \frac{\partial^{2} \varphi}{\partial x_{j} \partial x_{k}}(x) t_{j} t_{k} \geq \frac{1}{2} m|\xi|^{2}
$$

Replacing $\xi$ with $\mathrm{i} \xi$ in the above inequality gives

$$
-\operatorname{Re} \sum_{j, k=1}^{n} \frac{\partial^{2} \varphi}{\partial z_{j} \partial z_{k}}(z) \xi_{j} \xi_{k}+\sum_{j, k=1}^{n} \frac{\partial^{2} \varphi}{\partial z_{j} \partial \bar{z}_{k}}(z) \xi_{j} \bar{\xi}_{k} \geq \frac{1}{2} m|\xi|^{2} .
$$

Thus,

$$
\sum_{j, k=1}^{n} \frac{\partial^{2} \varphi}{\partial z_{j} \partial \bar{z}_{k}}(z) \xi_{j} \bar{\xi}_{k} \geq \frac{1}{2} m|\xi|^{2}
$$

Similarly, we have an upper bound for the complex Hessian of $\varphi$. Therefore, $m \omega_{0} \leq d d^{c} \varphi \leq M \omega_{0}$, where $\omega_{0}=d d^{c}|z|^{2}$ is the Euclidean Kähler form on $\mathbb{C}^{n}$ and $d^{c}=\frac{1}{4} \sqrt{-1}(\bar{\partial}-\partial)$. This implies that the theory in [Schuster and Varolin 2012; Hu and Lv 2014] is applicable in the present setting.

For $z \in \mathbb{C}^{n}$ and $r>0$, let $B(z, r)=\left\{w \in \mathbb{C}^{n}:|w-z|<r\right\}$ be the ball with center at $z$ with radius $r$. For the proof of the following weighted Bergman inequality, we refer to Proposition 2.3 of [Schuster and Varolin 2012].
Lemma 2.1. Suppose $0<p \leq \infty$. For each $r>0$ there is some $C>0$ such that if $f \in F^{p}(\varphi)$ then

$$
\left|f(z) e^{-\varphi(z)}\right|^{p} \leq C \int_{B(z, r)}\left|f(\xi) e^{-\varphi(\xi)}\right|^{p} d v(\xi)
$$

It follows from the preceding lemma that $\|f\|_{q, \varphi} \leq C\|f\|_{p, \varphi}$ and

$$
\begin{equation*}
F^{p}(\varphi) \subseteq F^{q}(\varphi) \quad \text { for } 0<p \leq q \leq \infty . \tag{2-2}
\end{equation*}
$$

This inclusion is completely different from that of the Bergman spaces.
Lemma 2.2. There exist positive constants $\theta$ and $C_{1}$, depending only on $n, m$ and $M$, such that

$$
\begin{equation*}
|K(z, w)| \leq C_{1} e^{\varphi(z)+\varphi(w)} e^{-\theta|z-w|} \quad \text { for all } z, w \in \mathbb{C}^{n} \tag{2-3}
\end{equation*}
$$

and there exist positive constants $C_{2}$ and $r_{0}$ such that

$$
\begin{equation*}
|K(z, w)| \geq C_{2} e^{\varphi(z)+\varphi(w)} \tag{2-4}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$ and $w \in B\left(z, r_{0}\right)$.
The estimate (2-3) appeared in [Christ 1991] for $n=1$ and in [Delin 1998] for $n \geq 2$, while the inequality (2-4) can be found in [Schuster and Varolin 2012].

For $z \in \mathbb{C}^{n}$, write

$$
k_{z}(\cdot)=\frac{K(\cdot, z)}{\sqrt{K(z, z)}}
$$

for the normalized Bergman kernel. Then Lemma 2.2 implies

$$
\begin{equation*}
\frac{1}{C} e^{\varphi(z)} \leq\|K(\cdot, z)\|_{p, \varphi} \leq C e^{\varphi(z)} \quad \text { and } \quad \frac{1}{C} \leq\left\|k_{z}\right\|_{p, \varphi} \leq C \quad \text { for } z \in \mathbb{C}^{n}, \tag{2-5}
\end{equation*}
$$

and $\lim _{|z| \rightarrow \infty} k_{z}(\xi)=0$ uniformly in $\xi$ on compact subsets of $\mathbb{C}^{n}$.
2B. The Bergman projection. For Fock spaces, we denote by $P$ the orthogonal projection of $L^{2}(\varphi)$ onto $F^{2}(\varphi)$, and refer to it as the Bergman projection. It is well known that $P$ can be represented as an integral operator

$$
\begin{equation*}
P f(z)=\int_{\mathbb{C}^{n}} K(z, w) f(w) e^{-2 \varphi(w)} d v(w) \tag{2-6}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$, where $K(\cdot, \cdot)$ is the Bergman (reproducing) kernel of $F^{2}(\varphi)$.
As a consequence of Lemma 2.2, it follows that the Bergman projection $P$ is bounded on $L^{p}(\varphi)$ for $1 \leq p \leq \infty$, and $\left.P\right|_{F^{p}(\varphi)}=\mathrm{I}$ for $0<p \leq \infty$; for further details, see Proposition 3.4 and Corollary 3.7 of [Schuster and Varolin 2012].

2C. Hankel operators. To define Hankel operators with unbounded symbols, consider

$$
\Gamma=\left\{\sum_{j=1}^{N} a_{j} K\left(\cdot, z_{j}\right): N \in \mathbb{N}, a_{j} \in \mathbb{C}, z_{j} \in \mathbb{C}^{n} \text { for } 1 \leq j \leq N\right\}
$$

and the symbol class

$$
\begin{equation*}
\mathcal{S}=\left\{f \text { measurable on } \mathbb{C}^{n}: f g \in L^{1}(\varphi) \text { for } g \in \Gamma\right\} \tag{2-7}
\end{equation*}
$$

Given $f \in \mathcal{S}$, the Hankel operator $H_{f}=(\mathrm{I}-P) M_{f}$ with symbol $f$ is well-defined on $\Gamma$. According to Proposition 2.5 of [Hu and Virtanen 2020], for $0<p<\infty$, the set $\Gamma$ is dense in $F^{p}(\varphi)$, and hence the Hankel operator $H_{f}$ is densely defined on $F^{p}(\varphi)$.

2D. Lattices in $\mathbb{C}^{n}$. Given $r>0$, a sequence $\left\{a_{k}\right\}_{k=1}^{\infty}$ in $\mathbb{C}^{n}$ is called an $r$-lattice if the balls $\left\{B\left(a_{k}, r\right)\right\}_{k=1}^{\infty}$ cover $\mathbb{C}^{n}$ and $\left\{B\left(a_{k}, r /(2 \sqrt{n})\right)\right\}_{k=1}^{\infty}$ are pairwise disjoint. A typical model of an $r$-lattice is the sequence

$$
\begin{equation*}
\left\{\frac{r}{\sqrt{n}}\left(m_{1}+k_{1} \mathrm{i}, m_{2}+k_{2} \mathrm{i}, \ldots, m_{n}+k_{n} \mathrm{i}\right) \in \mathbb{C}^{n}: m_{j}, k_{j} \in \mathbb{Z}, j=1,2, \ldots, n\right\} \tag{2-8}
\end{equation*}
$$

Notice that there exists an integer $N$ depending only on the dimension of $\mathbb{C}^{n}$ such that, for any $r$-lattice $\left\{a_{k}\right\}_{k=1}^{\infty}$,

$$
\begin{equation*}
1 \leq \sum_{k=1}^{\infty} \chi_{B\left(a_{k}, 2 r\right)}(z) \leq N \tag{2-9}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$, where $\chi_{E}$ is the characteristic function of $E \subset \mathbb{C}^{n}$. These well-known facts are explained in [Zhu 2012] when $n=1$ and they can be easily generalized to any $n \in \mathbb{N}$.

2E. Fock Carleson measures. In the theory of Bergman spaces, Carleson measures provide an essential tool for treating various problems, especially in connection with bounded operators, functions of bounded mean oscillation, and their applications; see, e.g., [Zhu 2005]. In Fock spaces, Carleson measures play a similar role; see [Zhu 2012] for the Fock spaces $F_{\alpha}^{p}$. Carleson measures for Fock-Sobolev spaces were
described in [Cho and Zhu 2012]. In [Schuster and Varolin 2012], Carleson measures for generalized Fock spaces (which include the weights considered in the present work) were used to study bounded and compact Toeplitz operators. Finally, their generalization to $(p, q)$-Fock Carleson measures was carried out in [ Hu and Lv 2014], which is indispensable to the study of operators between distinct Banach spaces and will be applied to analyze Hankel operators acting from $F^{p}(\varphi)$ to $L^{q}(\varphi)$ in our work.

We recall the basic theory of these measures. Let $0<p, q<\infty$ and let $\mu \geq 0$ be a positive Borel measure on $\mathbb{C}^{n}$. We call $\mu$ a $(p, q)$-Fock Carleson measure if the embedding I: $F^{p}(\varphi) \rightarrow L^{q}\left(\mathbb{C}^{n}, e^{-q \varphi} d \mu\right)$ is bounded. Further, the measure $\mu$ is referred to as a vanishing $(p, q)$-Fock Carleson measure if in addition

$$
\lim _{j \rightarrow \infty} \int_{\mathbb{C}^{n}}\left|f_{j}(z) e^{-\varphi(z)}\right|^{q} d \mu(z)=0
$$

whenever $\left\{f_{j}\right\}_{j=1}^{\infty}$ is bounded in $F^{p}(\varphi)$ and converges to 0 uniformly on any compact subset of $\mathbb{C}^{n}$ as $j \rightarrow \infty$. Fock Carleson measures were completely characterized in [Hu and Lv 2014] and we only add the following simple result, which is trivial for Banach spaces and can be easily proved in the other cases.

Proposition 2.3. Let $0<p, q<\infty$ and $\mu$ be a positive Borel measure on $\mathbb{C}^{n}$. Then $\mu$ is a vanishing $(p, q)$-Fock Carleson measure if and only if the inclusion map I is compact from $F^{p}(\varphi) \rightarrow L^{q}\left(\mathbb{C}^{n}, d \mu\right)$.

Proof. It is not difficult to show that the image of the unit ball of $F^{p}(\varphi)$ under the inclusion is relatively compact in $L^{q}\left(\mathbb{C}^{n}, e^{q \varphi} d \mu\right)$. We leave out the details.

2F. Differential forms and an auxiliary integral operator. As in [Krantz 1992], given two nonnegative integers $s, t \leq n$, we write

$$
\begin{equation*}
\omega=\sum_{|\alpha|=s,|\beta|=t} \omega_{\alpha, \beta} d z^{\alpha} \wedge d \bar{z}^{\beta} \tag{2-10}
\end{equation*}
$$

for a differential form of type $(s, t)$. We denote by $L_{s, t}$ the family of all ( $s, t$ )-forms $\omega$ as in (2-10) with coefficients $\omega_{\alpha, \beta}$ measurable on $\mathbb{C}^{n}$ and set

$$
\begin{equation*}
|\omega|=\sum_{|\alpha|=s,|\beta|=t}\left|\omega_{\alpha, \beta}\right| \quad \text { and } \quad\|\omega\|_{p, \varphi}=\||\omega|\|_{p, \varphi} \tag{2-11}
\end{equation*}
$$

Given a weight function $\varphi$ satisfying (2-1), we define an integral operator $A_{\varphi}$ as

$$
\begin{equation*}
A_{\varphi}(\omega)(z)=\int_{\mathbb{C}^{n}} e^{\langle 2 \partial \varphi, z-\xi\rangle} \sum_{j<n} \omega(\xi) \wedge \frac{\partial|\xi-z|^{2} \wedge(2 \bar{\partial} \partial \varphi(\xi))^{j} \wedge\left(\bar{\partial} \partial|\xi-z|^{2}\right)^{n-1-j}}{j!|\xi-z|^{2 n-2 j}} \tag{2-12}
\end{equation*}
$$

for $\omega \in L_{0,1}$, where

$$
\langle\partial \varphi(\xi), z-\xi\rangle=\sum_{j=1}^{n} \frac{\partial \varphi}{\partial \xi_{j}}(\xi)\left(z_{j}-\xi_{j}\right)
$$

as denoted on page 92 in [Berndtsson and Andersson 1982].
For an ( $s_{1}, t_{1}$ )-form $\omega_{A}$ and an ( $s_{2}, t_{2}$ )-form $\omega_{B}$ with $s_{1}+s_{2} \leq n, t_{1}+t_{2} \leq n$, it is easy to verify that $\left|\omega_{A} \wedge \omega_{B}\right| \leq\left|\omega_{A}\right|\left|\omega_{B}\right|$. Therefore, for the ( $n, n$ )-form inside the integral of the right-hand side of (2-12),
we obtain

$$
\left|\omega(\xi) \wedge \frac{\partial|\xi-z|^{2} \wedge(2 \bar{\partial} \partial \varphi)^{j} \wedge\left(\bar{\partial} \partial|\xi-z|^{2}\right)^{n-1-j}}{j!|\xi-z|^{2 n-2 j}}\right| \leq C \frac{|\omega(\xi)|}{|\xi-z|^{2 n-2 j-1}}
$$

because $\mathrm{i} \partial \bar{\partial} \varphi(\xi) \simeq \mathrm{i} \partial \bar{\partial}|\xi|^{2}$.
Recall that

$$
\Gamma=\left\{\sum_{j=1}^{N} a_{j} K_{z_{j}}: N \in \mathbb{N}, a_{j} \in \mathbb{C}, z_{j} \in \mathbb{C}^{n} \text { for } 1 \leq j \leq N\right\}
$$

is dense in $F^{p}(\varphi)$ for all $0<p<\infty$.
Lemma 2.4. Suppose $1 \leq p \leq \infty$.
(I) There is a constant $C$ such that $\left\|A_{\varphi}(\omega)\right\|_{p, \varphi} \leq C\|\omega\|_{p, \varphi}$ for $\omega \in L_{0,1}$.
(II) For $g \in \Gamma$ and $f \in C^{2}\left(\mathbb{C}^{n}\right)$ satisfying $|\bar{\partial} f| \in L^{p}$, it holds that $\bar{\partial} A_{\varphi}(g \bar{\partial} f)=g \bar{\partial} f$.

Proof. Let $z \in \mathbb{C}^{n}$. By (2-1), using Taylor expansion of $\varphi$ at $\xi$, we get

$$
\varphi(z)-\varphi(\xi) \geq 2 \operatorname{Re} \sum_{j=1}^{n} \frac{\partial \varphi(\xi)}{\partial \xi_{j}}\left(z_{j}-\xi_{j}\right)+m|z-\xi|^{2}
$$

Then (2-12) gives

$$
\begin{equation*}
\left|A_{\varphi}(\omega)(z) e^{-\varphi(z)}\right| \leq C \int_{\mathbb{C}^{n}}|\omega(\xi)| e^{-\varphi(\xi)}\left\{\frac{1}{|\xi-z|}+\frac{1}{|\xi-z|^{2 n-1}}\right\} e^{-m|\xi-z|^{2}} d v(\xi) \tag{2-13}
\end{equation*}
$$

For $l<2 n$ fixed, define another integral operator $\mathcal{A}_{l}$ as

$$
\mathcal{A}_{l}: h \mapsto \int_{\mathbb{C}^{n}} h(\xi) \frac{e^{-m|\xi-z|^{2}}}{|\xi-z|^{l}} d v(\xi)
$$

It is easy to verify, by interpolation, that $\mathcal{A}_{l}$ is bounded on $L^{p}$ for $1 \leq p \leq \infty$. Therefore,

$$
\begin{aligned}
\left\|A_{\varphi}(\omega)\right\|_{p, \varphi} & \leq C\left\|\left(\mathcal{A}_{1}+\mathcal{A}_{2 n-1}\right)\left(|\omega| e^{-\varphi}\right)\right\|_{L^{p}} \\
& \leq C\left(\left\|\mathcal{A}_{1}\right\|_{L^{p} \rightarrow L^{p}}+\mathcal{A}_{2 n-1} \|_{L^{p} \rightarrow L^{p}}\right)\|\omega\|_{p, \varphi}
\end{aligned}
$$

which completes the proof of part (A).
Notice that the convexity assumption in (2-1) yields $d d^{c} \varphi \simeq \omega_{0}$, which in turn means that $|\partial \bar{\partial} \varphi(\xi)| \simeq 1$. We use $p^{\prime}$ to denote the conjugate of $p, 1 / p+1 / p^{\prime}=1$. Now, for $f \in C^{2}\left(\mathbb{C}^{n}\right)$ satisfying $|\bar{\partial} f| \in L^{p}$, and $z, z_{0} \in \mathbb{C}^{n}$, we have

$$
\begin{aligned}
\int_{\mathbb{C}^{n}}\left|K\left(\xi, z_{0}\right) \bar{\partial} f(\xi)\right| \sum_{j=0}^{n-1} & \frac{e^{-\varphi(\xi)}|\bar{\partial} \partial \varphi(\xi)|^{j}}{|\xi-z|^{2 n-2 j-1}} d v(\xi) \\
& \leq C\left\{\sup _{\xi \in B(z, 1)}\left|K\left(\xi, z_{0}\right) \bar{\partial} f(\xi) e^{-\varphi(\xi)}\right|+\int_{\mathbb{C}^{n} \backslash B(z, 1)}\left|K\left(\xi, z_{0}\right) \bar{\partial} f(\xi)\right| e^{-\varphi(\xi)} d v(\xi)\right\} \\
& \leq C e^{\varphi\left(z_{0}\right)}\left\{\sup _{\xi \in B(z, 1)}|\bar{\partial} f(\xi)|+\|\bar{\partial} f\|_{L^{p}}\left\|K\left(\cdot, z_{0}\right)\right\|_{p^{\prime}, \varphi}\right\}<\infty .
\end{aligned}
$$

Hence, for $g \in \Gamma$ and $z \in \mathbb{C}^{n}$, it holds that

$$
\int_{\mathbb{C}^{n}}|g(\xi) \bar{\partial} f(\xi)| \sum_{j=0}^{n-1} \frac{e^{-\varphi(\xi)}|\bar{\partial} \partial \varphi(\xi)|^{j}}{|\xi-z|^{2 n-2 j-1}} d v(\xi)<\infty
$$

From Proposition 10 of [Berndtsson and Andersson 1982], we get (B) (pay attention to the mistake in the last line of that result where $f$ is left out on the right-hand side).
Corollary 2.5. Suppose $f \in \mathcal{S} \cap C^{1}\left(\mathbb{C}^{n}\right)$ and $|\bar{\partial} f| \in L^{s}$ with some $1 \leq s \leq \infty$. For $g \in \Gamma$, it holds that

$$
\begin{equation*}
H_{f}(g)=A_{\varphi}(g \bar{\partial} f)-P\left(A_{\varphi}(g \bar{\partial} f)\right) \tag{2-14}
\end{equation*}
$$

Proof. Given $f \in \mathcal{S} \cap C^{1}\left(\mathbb{C}^{n}\right)$ with $|\bar{\partial} f| \in L^{s}$ and $g \in \Gamma$, we have $\|g \bar{\partial} f\|_{1, \varphi} \leq\|g\|_{s^{\prime}, \varphi}\|\bar{\partial} f\|_{L^{s}}<\infty$, where $s^{\prime}$ is the conjugate of $s$. Lemma 2.4 implies that $u=A_{\varphi}(g \bar{\partial} f) \in L^{1}(\varphi)$ and $\bar{\partial} u=g \bar{\partial} f$. Then $f g-u \in L^{1}(\varphi)$. Notice that $\bar{\partial}(f g-u)=g \bar{\partial} f-\bar{\partial} u=0$, and so $f g-u \in F^{1}(\varphi)$. Since $\left.P\right|_{F_{\varphi}^{1}}=\mathrm{I}$, we have

$$
f g-u=P(f g-u)=P(f g)-P(u) .
$$

This shows that $H_{f}(g)=u-P(u)$.

## 3. The space IDA

We now introduce a new space to characterize boundedness and compactness of Hankel operators. The space IDA is related to the space of bounded mean oscillation BMO (see, e.g., [John and Nirenberg 1961; Zhu 2012]), which has played an important role in many branches of analysis and their applications for decades. We find that IDA is also broad in scope and should have more applications in operator theory and related areas.

3A. Definitions and preliminary lemmas. Let $0<q<\infty$ and $r>0$. For $f \in L_{\mathrm{loc}}^{q}$ (the collection of $q$-th locally Lebesgue integrable functions on $\mathbb{C}^{n}$ ), following [Luecking 1992], we define $G_{q, r}(f)$ as

$$
\begin{equation*}
G_{q, r}(f)(z)=\inf \left\{\left(\frac{1}{|B(z, r)|} \int_{B(z, r)}|f-h|^{q} d v\right)^{1 / q}: h \in H(B(z, r))\right\} \tag{3-1}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$.
Definition 3.1. Suppose $0<s \leq \infty$ and $0<q<\infty$. The space IDA $^{s, q}$ (integral distance to holomorphic functions) consists of all $f \in L_{\text {loc }}^{q}$ such that

$$
\|f\|_{\mathrm{IDA}^{s, q}}=\left\|G_{q, 1}(f)\right\|_{L^{s}}<\infty
$$

The space $\mathrm{IDA}^{\infty, q}$ is also denoted by $\mathrm{BDA}^{q}$. The space $\mathrm{VDA}^{q}$ consists of all $f \in \mathrm{BDA}^{q}$ such that

$$
\lim _{z \rightarrow \infty} G_{q, 1}(f)(z)=0
$$

We will see in Section 6 that $\mathrm{IDA}^{s, q}$ is an extension of the space $\mathrm{IMO}^{s, q}$ introduced in [ Hu and Wang 2018].

Notice that the space $\mathrm{BDA}^{2}$ was first introduced in the context of the Bergman spaces of the unit disk in [Luecking 1992], where it is called the space of functions with bounded distance to analytic functions (BDA).

Remark 3.2. As is the case with the classical $\mathrm{BMO}^{q}$ and $\mathrm{VMO}^{q}$ spaces, we have

$$
\mathrm{BDA}^{q_{2}} \subset \mathrm{BDA}^{q_{1}} \quad \text { and } \quad \mathrm{VDA}^{q_{2}} \subset \mathrm{VDA}^{q_{1}}
$$

properly for $0<q_{1}<q_{2}<\infty$.
Let $0<q<\infty$. For $z \in \mathbb{C}^{n}, f \in L^{q}(B(z, r), d v)$ and $r>0$, we define the $q$-th mean of $|f|$ over $B(z, r)$ by setting

$$
M_{q, r}(f)(z)=\left(\frac{1}{|B(z, r)|} \int_{B(z, r)}|f|^{q} d v\right)^{1 / q} .
$$

For $\omega \in L_{0,1}$, we set $M_{q, r}(\omega)(z)=M_{q, r}(|\omega|)(z)$.
Lemma 3.3. Suppose $0<q<\infty$. Then for $f \in L_{\mathrm{loc}}^{q}, z \in \mathbb{C}^{n}$ and $r>0$, there is some $h \in H(B(z, r))$ such that

$$
\begin{equation*}
M_{q, r}(f-h)(z)=G_{q, r}(f)(z) \tag{3-2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{w \in B(z, r / 2)}|h(w)| \leq C\|f\|_{L^{q}(B(z, r), d v)}, \tag{3-3}
\end{equation*}
$$

where the constant $C$ is independent of $f$ and $r$.
Proof. Let $f \in L_{\mathrm{loc}}^{q}, z \in \mathbb{C}^{n}$ and $r>0$. Taking $h=0$ in the integrand of (3-1), we get

$$
G_{q, r}(f)(z) \leq M_{q, r}(f)(z)<\infty
$$

Then for $j=1,2, \ldots$, we can pick $h_{j} \in H(B(z, r))$ such that

$$
\begin{equation*}
M_{q, r}\left(f-h_{j}\right)(z) \rightarrow G_{q, r}(f)(z) \tag{3-4}
\end{equation*}
$$

as $j \rightarrow \infty$. Hence, for $j$ sufficiently large,

$$
\begin{equation*}
M_{q, r}\left(h_{j}\right)(z) \leq C\left\{M_{q, r}\left(f-h_{j}\right)(z)+M_{q, r}(f)(z)\right\} \leq C M_{q, r}(f)(z) \tag{3-5}
\end{equation*}
$$

This shows that $\left\{h_{j}\right\}_{j=1}^{\infty}$ is a normal family. Thus, we can find a subsequence $\left\{h_{j_{k}}\right\}_{k=1}^{\infty}$ and a function $h \in H(B(z, r))$ so that $\lim _{k \rightarrow \infty} h_{j_{k}}(w) \rightarrow h(w)$ for $w \in B(z, r)$. By (3-4), applying Fatou's lemma, we have

$$
G_{q, r}(f)(z) \leq M_{q, r}(f-h)(z) \leq \liminf _{k \rightarrow \infty} M_{q, r}\left(f-h_{j_{k}}\right)(z)=G_{q, r}(f)(z),
$$

which proves (3-2). It remains to note that, with the plurisubharmonicity of $|h|^{q}$, for $w \in B(z, r / 2)$, we have

$$
|h(w)| \leq M_{q, r / 2}(h)(w) \leq C M_{q, r}(h)(z) \leq C M_{q, r}(f)(z),
$$

which completes the proof.
Corollary 3.4. For $0<s<r$, there is a constant $C>0$ such that for $f \in L_{\mathrm{loc}}^{q}$ and $w \in B(z, r-s)$, it holds that

$$
\begin{equation*}
G_{q, s}(f)(w) \leq M_{q, s}(f-h)(w) \leq C G_{q, r}(f)(z) \tag{3-6}
\end{equation*}
$$

where $h$ is as in Lemma 3.3.

Proof. For $0<s<r$ and $w \in B(z, r-s)$, we have $B(w, s) \subset B(z, r)$. Then, the first estimate in (3-6) comes from the definition of $G_{q, s}(f)$, while (3-2) yields

$$
M_{q, s}(f-h)(w) \leq C M_{q, r}(f-h)(z)=C G_{q, r}(f)(z),
$$

which completes the proof.
For $z \in \mathbb{C}^{n}$ and $r>0$, let

$$
A^{q}(B(z, r), d v)=L^{q}(B(z, r), d v) \cap H(B(z, r))
$$

be the $q$-th Bergman space over $B(z, r)$. Denote by $P_{z, r}$ the corresponding Bergman projection induced by the Bergman kernel for $A^{2}(B(z, r), d v)$. It is well known that $P_{z, r}(f)$ is well-defined for $f \in$ $L^{1}(B(z, r), d v)$.

Lemma 3.5. Suppose $1 \leq q<\infty$ and $0<s<r$. There is a constant $C>0$ such that, for $f \in L_{\mathrm{loc}}^{q}$ and $w \in B(z, r-s /(2))$,

$$
\begin{equation*}
G_{q, s}(f)(w) \leq M_{q, s}\left(f-P_{z, r}(f)\right)(w) \leq C G_{q, r}(f)(z) \quad \text { for } z \in \mathbb{C}^{n} \tag{3-7}
\end{equation*}
$$

Proof. We only need to prove the second inequality. Suppose $1<q<\infty$. Notice that $P_{0,1}$ is the standard Bergman projection on the unit ball of $\mathbb{C}^{n}$. Theorem 2.11 of [Zhu 2005] implies that

$$
\left\|P_{0,1}\right\|_{L^{q}(B(0,1), d v) \rightarrow A^{q}(B(0,1), d v)}<\infty .
$$

Now for $r>0$ fixed and $f \in L^{q}\left((B(0, r), d v)\right.$, set $f_{r}(w)=f(r w)$. Then

$$
\left\|f_{r}\right\|_{L^{q}(B(0,1), d v)}=r^{-2 n / q}\|f\|_{L^{q}(B(0,1), d v)}
$$

Furthermore, it is easy to verify that the operator $f \mapsto P_{0,1}\left(f_{r}\right)(\cdot / r)$ is self-adjoint and idempotent, and it maps $L^{2}\left((B(0, r), d v)\right.$ onto $A^{2}((B(0, r), d v)$. Therefore,

$$
P_{0, r}(f)(z)=P_{0,1}\left(f_{r}\right)\left(\frac{z}{r}\right) \quad \text { for } f \in L^{q}(B(0, r), d v)
$$

and hence

$$
\left\|P_{0, r}\right\|_{L^{q}(B(0, r), d v) \rightarrow A^{q}(B(0, r), d v)}=\left\|P_{0,1}\right\|_{L^{q}(B(0,1), d v) \rightarrow A^{q}(B(0,1), d v)} .
$$

Now for $z \in \mathbb{C}^{n}$ and $r>0$, using a suitable dilation, it follows that

$$
\begin{equation*}
\left\|P_{z, r}\right\|_{L^{q}(B(z, r), d v) \rightarrow A^{q}(B(z, r), d v)}=\left\|P_{0,1}\right\|_{L^{q}(B(0,1), d v) \rightarrow A^{q}(B(0,1), d v)}<\infty . \tag{3-8}
\end{equation*}
$$

Unfortunately, $P_{z, r}$ is not bounded on $L^{1}(B(z, r), d v)$, but with the same approach as above, by Fubini's theorem and Theorem 1.12 of [Zhu 2005], we have

$$
\begin{equation*}
\left\|P_{z, r}\right\|_{L^{1}(B(z, r), d v) \rightarrow A^{1}\left(B(z, r),\left(r^{2}-|\cdot-z|^{2}\right) d v\right)} \leq C \tag{3-9}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$ and $r>0$.

Choose $h$ as in Lemma 3.3. Then $h \in A^{q}(B(z, r), d v)$ because $f \in L_{\text {loc }}^{q}$. Thus, $P_{z, r}(h)=h$. Now for $w \in B(z,(r-s) / 2)$ and $1 \leq q<\infty$,

$$
\begin{align*}
\left\{\int_{B(w, s)} \mid f\right. & \left.-\left.P_{z, r}(f)\right|^{q} d v\right\}^{1 / q} \\
& \leq C\left\{\int_{B(z,(r+s) / 2)}\left|f-P_{z, r}(f)\right|^{q} d v\right\}^{1 / q} \\
& \leq C\left\{\int_{B(z, r)}\left|f(\xi)-P_{z, r}(f)(\xi)\right|^{q}\left(r^{2}-|\xi-z|^{2}\right) d v(\xi)\right\}^{1 / q} \\
& \leq C\left\{\left[\int_{B(z, r)}|f-h|^{q} d v\right]^{1 / q}+\left[\int_{B(z, r)}\left|P_{z, r}(f-h)(\xi)\right|^{q}\left(r^{2}-|\xi-z|^{2}\right) d v(\xi)\right]^{1 / q}\right\} \\
& \leq C\left\{\int_{B(z, r)}|f-h|^{q} d v\right\}^{1 / q} . \tag{3-10}
\end{align*}
$$

From this and Lemma 3.3, (3-7) follows.
Given $t>0$, let $\left\{a_{j}\right\}_{j=1}^{\infty}$ be a $(t / 2)$-lattice, set $J_{z}=\left\{j: z \in B\left(a_{j}, t\right)\right\}$ and denote by $\left|J_{z}\right|$ the cardinal number of $J_{z}$. By (2-9), $\left|J_{z}\right|=\sum_{j=1}^{\infty} \chi_{B\left(a_{j}, t\right)}(z) \leq N$. Choose a partition of unity $\left\{\psi_{j}\right\}_{j=1}^{\infty}, \psi_{j} \in C^{\infty}\left(\mathbb{C}^{n}\right)$, subordinate to $\left\{B\left(a_{j}, t / 2\right)\right\}$ such that

$$
\begin{gather*}
\operatorname{supp} \psi_{j} \subset B\left(a_{j}, t / 2\right), \quad \psi_{j}(z) \geq 0, \quad \sum_{j=1}^{\infty} \psi_{j}(z)=1  \tag{3-11}\\
\left|\bar{\partial} \psi_{j}(z)\right| \leq C t^{-1}, \quad \sum_{j=1}^{\infty} \bar{\partial} \psi_{j}(z)=0
\end{gather*}
$$

Given $f \in L_{\mathrm{loc}}^{q}$, for $j=1,2, \ldots$, pick $h_{j} \in H\left(B\left(a_{j}, t\right)\right)$ as in Lemma 3.3 so that

$$
M_{q, t}\left(f-h_{j}\right)\left(a_{j}\right)=G_{q, t}(f)\left(a_{j}\right)
$$

Define

$$
\begin{equation*}
f_{1}=\sum_{j=1}^{\infty} h_{j} \psi_{j} \quad \text { and } \quad f_{2}=f-f_{1} \tag{3-12}
\end{equation*}
$$

Notice that $f_{1}(z)$ is a finite sum for every $z \in \mathbb{C}^{n}$ and hence well-defined because we have supp $\psi_{j} \subset$ $B\left(a_{j}, t / 2\right) \subset B\left(a_{j}, t\right)$.

Inspired by a similar treatment on pages 254-255 of [Luecking 1992], using the partition of unity, we can prove the following estimate.

Lemma 3.6. Suppose $0<q<\infty$. For $f \in L_{\mathrm{loc}}^{q}$ and $t>0$, decomposing $f=f_{1}+f_{2}$ as in (3-12), we have $f_{1} \in C^{2}\left(\mathbb{C}^{n}\right)$ and

$$
\begin{equation*}
\left|\bar{\partial} f_{1}(z)\right|+M_{q, t / 2}\left(\bar{\partial} f_{1}\right)(z)+M_{q, t / 2}\left(f_{2}\right)(z) \leq C G_{q, 2 t}(f)(z) \tag{3-13}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$, where the constant $C$ is independent of $f$.
Proof. Observe first that $f_{1} \in C^{2}\left(\mathbb{C}^{n}\right)$ follows directly from the properties of the functions $h_{j}$ and $\psi_{j}$. For $z \in \mathbb{C}^{n}$, we may assume $z \in B\left(a_{1}, t / 2\right)$ without loss of generality. Then for those $j$ that satisfy $\bar{\partial} \psi_{j}(z) \neq 0$,
$\left|h_{j}-h_{1}\right|^{q}$ is plurisubharmonic on $B(z, t / 2) \subset B\left(a_{j}, t\right)$. Hence, by Corollary 3.4,

$$
\begin{aligned}
\left|\bar{\partial} f_{1}(z)\right| & =\left|\sum_{j=1}^{\infty}\left(h_{j}(z)-h_{1}(z)\right) \bar{\partial} \psi_{j}(z)\right| \leq \sum_{j=1}^{\infty}\left|h_{j}(z)-h_{1}(w)\right|\left|\bar{\partial} \psi_{j}(z)\right| \\
& \leq C \sum_{\left\{j:\left|a_{j}-z\right|<t / 2\right\}} M_{q, t / 4}\left(h_{j}-h_{1}\right)(z) \\
& \leq C \sum_{\left\{j:\left|a_{j}-z\right|<t / 2\right\}}\left[M_{q, t / 4}\left(f-h_{j}\right)(z)+M_{q, t / 4}\left(f-h_{1}\right)(w)\right] \\
& \leq C \sum_{\left\{j:\left|a_{j}-z\right|<t / 2\right\}} G_{q, t}(f)\left(a_{j}\right) .
\end{aligned}
$$

Thus, using Corollary 3.4 again, we get

$$
\left|\bar{\partial} f_{1}(z)\right| \leq C G_{q, 3 t / 2}(f)(z) \quad \text { for } z \in \mathbb{C}^{n},
$$

and so,

$$
M_{q, t / 2}\left(\bar{\partial} f_{1}\right)(z)^{q} \leq C \frac{1}{|B(z, t / 2)|} \int_{B(z, t / 2)} G_{q, 3 t / 2}(f)(w)^{q} d w \leq C G_{q, 2 t}(f)(z)^{q}
$$

Similarly, we have $\left|f_{2}(\xi)\right|^{q} \leq C \sum_{j=1}^{\infty}\left|f(\xi)-h_{j}(\xi)\right|^{q} \psi_{j}(\xi)^{q}$, and so

$$
M_{q, t / 2}\left(f_{2}\right)(z)^{q} \leq C \sum_{j=1}^{\infty} \frac{1}{|B(z, t / 2)|} \int_{B(z, t / 2)}\left|f-h_{j}\right|^{q} \psi_{j}^{q} d v \leq C \sum_{\left\{j:\left|a_{j}-z\right|<t / 2\right\}} G_{q, t}(f)\left(a_{j}\right)^{q} .
$$

Therefore,

$$
M_{q, t / 2}\left(f_{2}\right)(z) \leq C G_{q, 3 t / 2}(f)(z)
$$

Combining this and the other two estimates above gives (3-13).
Given $\left\{\psi_{j}\right\}$ as in (3-11), we have another decomposition $f=\mathfrak{F}_{1}+\mathfrak{F}_{2}$, where

$$
\begin{equation*}
\mathfrak{F}_{1}=\sum_{j=1}^{\infty} P_{a_{j}, t}(f) \psi_{j} \quad \text { and } \quad \mathfrak{F}_{2}=f-\mathfrak{F}_{1} \tag{3-14}
\end{equation*}
$$

When $q=2$, the two decompositions coincide.
Corollary 3.7. Suppose $1 \leq q<\infty$. For $f \in L_{\mathrm{loc}}^{q}$ and $t>0$, we have $\mathfrak{F}_{1} \in C^{2}\left(\mathbb{C}^{n}\right)$ and

$$
\begin{equation*}
\left|\bar{\partial} \mathfrak{F}_{1}(z)\right|+M_{q, t / 2}\left(\bar{\partial} \mathfrak{F}_{1}\right)(z)+M_{q, t / 2}\left(\mathfrak{F}_{2}\right)(z) \leq C G_{q, 2 t}(f)(z) \tag{3-15}
\end{equation*}
$$

for $z \in \mathbb{C}^{n}$, where the constant $C$ is independent of $f$.
Proof. The proof can be carried out as that of Lemma 3.6 using (3-7) instead of (3-6). We omit the details.

3B. The decomposition. In our analysis, we will appeal to $\bar{\partial}$-techniques several times. Let $\Omega \subset \mathbb{C}^{n}$ be strongly pseudoconvex with $C^{4}$ boundary, and let $S$ be a $\bar{\partial}$-closed $(0,1)$ form on $\Omega$ with $L^{p}$ coefficients,
$1 \leq p \leq \infty$. As in [Krantz 1992], we denote by $\mathrm{H}_{\Omega}(S)$ the Henkin solution of $\bar{\partial}$-equation $\bar{\partial} u=S$ on $\Omega$. We observe that Theorem 10.3.9 of that work implies that, for $1 \leq q<\infty$,

$$
\begin{equation*}
\left\|\mathrm{H}_{\Omega}(S)\right\|_{L^{q}(\Omega, d v)} \leq C\|S\|_{L^{q}(\Omega, d v)} \tag{3-16}
\end{equation*}
$$

where the constant $C$ is independent of $S$ and of "small" perturbations of the boundary. (We note that the second item in Theorem 10.3 .9 of [Krantz 1992] is stated incorrectly and should read $\|u\|_{L^{q}} \leq C_{p}\|f\|_{p}$ instead.) Indeed, to deduce (3-16), we consider three cases. First, for $1 \leq q<(2 n+2) /(2 n+1)$,

$$
\left\|\mathrm{H}_{\Omega}(S)\right\|_{L^{q}(\Omega, d v)} \leq C\|S\|_{L^{1}(\Omega, d v)} \leq C\|S\|_{L^{q}(\Omega, d v)}
$$

For $q=(2 n+2) /(2 n+1)$, take $1<p=q<2 n+2$ and $q_{1}=(2 n+2) /(2 n)>q$. Then $1 / q_{1}=$ $1 / p-1 /(2 n+2)$, and by the second item in Theorem 10.3.9 of [Krantz 1992], we have

$$
\left\|\mathrm{H}_{\Omega}(S)\right\|_{L^{q}(\Omega, d v)} \leq C\left\|\mathrm{H}_{\Omega}(S)\right\|_{L^{q_{1}}(\Omega, d v)} \leq C\|S\|_{L^{p}(\Omega, d v)} .
$$

Finally, for $q>(2 n+2) /(2 n+1)$, choose $p$ so that $1 / q=1 / p-1 /(2 n+2)$. Then $1<p<2 n+2$ and $p<q$. Now Theorem 10.3.9 of [Krantz 1992] implies

$$
\left\|\mathrm{H}_{\Omega}(S)\right\|_{L^{q}(\Omega, d v)} \leq C\|S\|_{L^{p}(\Omega, d v)} \leq C\|S\|_{L^{q}(\Omega, d v)}
$$

Theorem 3.8. Suppose $1 \leq q<\infty, 0<s<\infty$, and $f \in L_{\mathrm{loc}}^{q}$. Then $f \in \operatorname{IDA}^{s, q}$ if and only if $f$ admits a decomposition $f=f_{1}+f_{2}$ such that

$$
\begin{equation*}
f_{1} \in C^{2}\left(\mathbb{C}^{n}\right), \quad M_{q, r}\left(\bar{\partial} f_{1}\right)+M_{q, r}\left(f_{2}\right) \in L^{s} \tag{3-17}
\end{equation*}
$$

for some (or any) $r>0$. Furthermore, for fixed $\tau, r>0$, it holds that

$$
\begin{equation*}
\|f\|_{\mathrm{IDA}^{s, q}} \simeq\left\|G_{q, \tau}(f)\right\|_{L^{s}} \simeq \inf \left\{\left\|M_{q, r}\left(\bar{\partial} f_{1}\right)\right\|_{L^{s}}+\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{s}}\right\} \tag{3-18}
\end{equation*}
$$

where the infimum is taken over all possible decompositions $f=f_{1}+f_{2}$ that satisfy (3-17) with a fixed $r$. Proof. First, given $0<r<R<\infty$, we have some $\boldsymbol{a}_{1}, \boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m} \in \mathbb{C}^{n}$ so that $B(0, R) \subset \bigcup_{j=1}^{m} B\left(\boldsymbol{a}_{j}, r\right)$. Then, for $g \in L_{\mathrm{loc}}^{q}$,

$$
M_{q, R}(g)(z)^{s} \leq C \sum_{j=1}^{m} M_{q, r}(g)\left(z+\boldsymbol{a}_{j}\right)^{s}, \quad z \in \mathbb{C}^{n},
$$

and

$$
\begin{equation*}
\int_{\mathbb{C}^{n}} M_{q, R}(g)(z)^{s} d v(z) \leq C \sum_{j=1}^{m} \int_{\mathbb{C}^{n}} M_{q, r}(g)\left(z+\boldsymbol{a}_{j}\right)^{s} d v(z) \leq C \int_{\mathbb{C}^{n}} M_{q, r}(g)(z)^{s} d v(z) \tag{3-19}
\end{equation*}
$$

This implies that (3-17) holds for some $r$ if and only if it holds for any $r$.
Suppose that $f \in L_{\mathrm{loc}}^{q}$ with $\left\|G_{q, \tau}(f)\right\|_{L^{s}}<\infty$ for some $\tau>0$ and decompose $f=f_{1}+f_{2}$ as in Lemma 3.6 with $t=\tau / 2$. Then $f_{1} \in C^{2}\left(\mathbb{C}^{n}\right)$ and

$$
\left|\bar{\partial} f_{1}(z)\right|+M_{q, \tau / 4}\left(\bar{\partial} f_{1}\right)(z)+M_{q, \tau / 4}\left(f_{2}\right)(z) \leq C G_{q, \tau}(f)(z) .
$$

Now for any $r>0$, we have

$$
\begin{equation*}
\left\|M_{q, r}\left(\bar{\partial} f_{1}\right)\right\|_{L^{s}}+\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{s}} \leq C\left\|G_{q, \tau}(f)\right\|_{L^{s}} \tag{3-20}
\end{equation*}
$$

This implies that, $f=f_{1}+f_{2}$ satisfies (3-17).
Conversely, suppose $f=f_{1}+f_{2}$ with $f_{1} \in C^{2}\left(\mathbb{C}^{n}\right)$ and $M_{q, r}\left(\bar{\partial} f_{1}\right)+M_{q, r}\left(f_{2}\right) \in L^{s}$ for some $r>0$ as in Theorem 3.8. Then, for any $\tau>0$,

$$
\begin{equation*}
\left\|G_{q, \tau}\left(f_{2}\right)\right\|_{L^{s}} \leq C\left\|M_{q, \tau}\left(f_{2}\right)\right\|_{L^{s}} \leq C\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{s}} . \tag{3-21}
\end{equation*}
$$

So $f_{2} \in \operatorname{IDA}^{s, q}$. To consider $f_{1}$, we write $u=\mathrm{H}_{B(z, 2 \tau)}\left(\bar{\partial} f_{1}\right)$ for the Henkin solution of the equation $\bar{\partial} u=\bar{\partial} f_{1}$ on $B(z, 2 \tau)$. From (3-16) and (3-17), $u$ satisfies

$$
\begin{equation*}
M_{q, 2 \tau}(u)(z) \leq C M_{q, 2 \tau}\left(\bar{\partial} f_{1}\right)(z) \quad \text { for } z \in \mathbb{C}^{n}, \tag{3-22}
\end{equation*}
$$

which implies that $u \in L^{q}(B(z, 2 \tau), d v)$. Similarly to (3-10),

$$
M_{q, \tau}\left(\mathrm{P}_{z, 2 \tau}(u)\right)(z) \leq C M_{q, 2 \tau}(u)(z) .
$$

Thus,

$$
\begin{align*}
M_{q, \tau}\left(u-\mathrm{P}_{z, 2 \tau}(u)\right)(z) & \leq M_{q, \tau}(u)(z)+M_{q, \tau}\left(\mathrm{P}_{z, 2 \tau}(u)\right)(z) \\
& \leq C M_{q, 2 \tau}(u)(z) . \tag{3-23}
\end{align*}
$$

Since

$$
f_{1}-u \in L^{q}(B(z, 2 \tau), d v) \quad \text { and } \quad \bar{\partial}\left(f_{1}-u\right)=0,
$$

we have

$$
f_{1}-u \in A^{q}(B(z, 2 \tau), d v) .
$$

Notice that $\left.P_{z, 2 \tau}\right|_{A^{q}(B(z, 2 \tau), d v)}=\mathrm{I}$, and so

$$
\begin{equation*}
f_{1}(\xi)-\mathrm{P}_{z, 2 \tau}\left(f_{1}\right)(\xi)=u(\xi)-\mathrm{P}_{z, 2 \tau}(u)(\xi) \quad \text { for } \xi \in B(z, 2 \tau) \tag{3-24}
\end{equation*}
$$

Combining (3-22), (3-23) and (3-24), we get

$$
\begin{aligned}
M_{q, \tau}\left(f_{1}-\mathrm{P}_{z, 2 \tau}\left(f_{1}\right)\right)(z) & =M_{q, \tau}\left(u-\mathrm{P}_{z, 2 \tau}(u)\right)(z) \\
& \leq M_{q, 2 \tau}(u)(z) \leq C M_{q, 2 \tau}\left(\bar{\partial} f_{1}\right)(z) .
\end{aligned}
$$

Therefore, by (3-19),

$$
\begin{aligned}
\left\|G_{q, \tau}\left(f_{1}\right)\right\|_{L^{s}} & \leq\left\|M_{q, r}\left(f_{1}-\mathrm{P}_{z, 2 \tau}\left(f_{1}\right)\right)\right\|_{L^{s}} \\
& \leq C\left\|M_{q, 2 \tau}\left(\bar{\partial} f_{1}\right)\right\|_{L^{s}} \leq C\left\|M_{q, r}\left(\bar{\partial} f_{1}\right)\right\|_{L^{s}} .
\end{aligned}
$$

This and (3-21) yield

$$
\begin{equation*}
\left\|G_{q, \tau}(f)\right\|_{L^{s}} \leq C\left\{\left\|M_{q, r}\left(\bar{\partial} f_{1}\right)\right\|_{L^{s}}+\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{s}}\right\} . \tag{3-25}
\end{equation*}
$$

Thus, $f=f_{1}+f_{2} \in \operatorname{IDA}^{s, q}$.
It remains to note that the norm equivalence (3-18) follows from (3-20) and (3-25).
With a similar proof we have the following corollary.

Corollary 3.9. Suppose $1 \leq q<\infty$, and $f \in L_{\mathrm{loc}}^{q}$. Then $f \in \mathrm{BDA}^{q}\left(\right.$ or $\left.\mathrm{VDA}^{q}\right)$ if and only if $f=f_{1}+f_{2}$, where

$$
\begin{equation*}
f_{1} \in C^{2}\left(\mathbb{C}^{n}\right), \quad \bar{\partial} f_{1} \in L_{0,1}^{\infty} \quad\left(\text { or } \lim _{z \rightarrow \infty}\left|\bar{\partial} f_{1}\right|=0\right) \tag{3-26}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{q, r}\left(f_{2}\right) \in L^{\infty} \quad\left(\text { or } \lim _{z \rightarrow \infty} M_{q, r}\left(f_{2}\right)=0\right) \tag{3-27}
\end{equation*}
$$

for some (or any) $r>0$. Furthermore,

$$
\|f\|_{\mathrm{BDA}^{q}} \simeq \inf \left\{\left\|\bar{\partial} f_{1}\right\|_{L_{0,1}^{\infty}}+\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{\infty}}\right\},
$$

where the infimum is taken over all possible decompositions $f=f_{1}+f_{2}$, with $f_{1}$ and $f_{2}$ satisfying the conditions in (3-26) and (3-27).

Corollary 3.10. Suppose $1 \leq q<\infty$. Different values of $r$ give equivalent seminorms $\left\|G_{q, r}(\cdot)\right\|_{L^{s}}$ on $\mathrm{IDA}^{s, q}$ when $0<s<\infty$ and on both $\mathrm{BDA}^{q}$ and $\mathrm{VDA}^{q}$ when $s=\infty$.

Remark 3.11. Recall that each $f$ in $\mathrm{BMO}^{q}$ can be decomposed as $f=f_{1}+f_{2}$, where $f_{1}$ is of bounded oscillation BO and $f_{2}$ has a bounded average $\mathrm{BA}^{q}$ (see [Zhu 2012] for the one-dimensional case and [Lv 2019] for the general case). Furthermore, we may choose $f_{1}$ to be a Lipschitz function in $C^{2}\left(\mathbb{C}^{n}\right)$ (see Corollary 3.37 of [Zhu 2012]); that is, $f \in \mathrm{BMO}^{q}$ if and only if $f=f_{1}+f_{2}$ with all $\partial f_{1} / \partial x_{j} \in L^{\infty}$ for $j=1,2, \ldots, 2 n$ and $f_{2} \in \mathrm{BA}^{q}$, or in the language of complex analysis both $\bar{\partial} f_{1}$ and $\bar{\partial} \bar{f}_{1}$ are bounded. Therefore, $f \in \mathrm{BMO}^{q}$ if and only if $f, \bar{f} \in \mathrm{BDA}^{q}$. For a similar relationship between $\mathrm{IMO}^{q}$ and the IDA spaces, see Lemma 6.1 of [Hu and Virtanen 2022] and Theorem 7.1 below.

3C. IDA as a Banach space. We next prove that $\operatorname{IDA}^{s, q} / H\left(\mathbb{C}^{n}\right)$ with $1 \leq s, q<\infty$ is a Banach space when equipped with the induced norm

$$
\begin{equation*}
\left\|f+H\left(\mathbb{C}^{n}\right)\right\|=\|f\|_{\mathrm{IDA}^{s, q}} \tag{3-28}
\end{equation*}
$$

for $f \in \mathrm{IDA}^{s, q}$.
Theorem 3.12. For $1 \leq s, q<\infty$, the quotient space $\operatorname{IDA}^{s, q} / H\left(\mathbb{C}^{n}\right)$ is a Banach space with the norm induced by $\|\cdot\|_{\text {IDA }^{s, q}}$.
Proof. Obviously $H\left(\mathbb{C}^{n}\right) \subset \operatorname{IDA}^{s, q}$. Now given $f \in \operatorname{IDA}^{s, q}$ and $h \in H\left(\mathbb{C}^{n}\right)$, we have $G_{q, r}(f)=G_{q, r}(f+h)$. This means that the norm in (3-28) is well-defined on $\operatorname{IDA}^{s, q} / H\left(\mathbb{C}^{n}\right)$. If $\|f\|_{\text {IDA }}{ }^{s, q}=0$, then $G_{q, r}(f)(z)=0$ in $\mathbb{C}^{n}$. By Lemma 3.3, $f \in H(B(z, r))$ and hence $f \in H\left(\mathbb{C}^{n}\right)$.

Let $f_{1}, f_{2} \in \mathrm{IDA}^{s, q}$ and $z \in \mathbb{C}^{n}$. According to Lemma 3.3, there are functions $h_{j}$ holomorphic in $B(z, r)$ such that

$$
M_{q, r}\left(f_{j}-h_{j}\right)(z)=G_{q, r}\left(f_{j}\right)(z) \quad \text { for } j=1,2 .
$$

Then, since

$$
M_{q, r}\left(\left(f_{1}+f_{2}\right)-\left(h_{1}+h_{2}\right)\right)(z) \leq M_{q, r}\left(f_{1}-h_{1}\right)(z)+M_{q, r}\left(f_{2}-h_{2}\right)(z)
$$

we have

$$
G_{q, r}\left(f_{1}+f_{2}\right)(z) \leq G_{q, r}\left(f_{1}\right)(z)+G_{q, r}\left(f_{2}\right)(z) \quad \text { for } z \in \mathbb{C}^{n}
$$

Hence, $\left\|f_{1}+f_{2}\right\|_{\mathrm{IDA}^{s, q}} \leq\left\|f_{1}\right\|_{\mathrm{IDA}^{s, q}}+\left\|f_{2}\right\|_{\mathrm{IDA}^{s, q}}$. In addition, $\|f\|_{\mathrm{IDA}^{s, q}} \geq 0$ and $\|a f\|_{\mathrm{IDA}^{s, q}}=|a|\|f\|_{\mathrm{IDA}^{s, q}}$ for $a \in \mathbb{C}$. Therefore, $\|\cdot\|_{\text {IDA }^{s, q}}$ induces a norm on $\operatorname{IDA}^{s, q} / H\left(\mathbb{C}^{n}\right)$.

It remains to prove that the norm is complete. Suppose that $\left\{f_{m}\right\}_{m=1}^{\infty}$ is a Cauchy sequence in

$$
\|\cdot\|_{\mathrm{IDA}^{s, q}}=\left\|G_{q, 1}(\cdot)\right\|_{L^{s}} .
$$

According to Corollary 3.10, we may assume that $\left\{f_{m}\right\}_{m=1}^{\infty}$ is a Cauchy sequence in $\left\|G_{q, r}(\cdot)\right\|_{L^{s}}$ with $r>0$ fixed. We now embark on proving that, for some $f \in \operatorname{IDA}^{s, q}, \lim _{m \rightarrow \infty}\left\|G_{q, r / 2}\left(f_{m}-f\right)\right\|_{L^{s}}=0$, which implies $\left\{f_{m}\right\}_{m=1}^{\infty}$ converges to some $f \in$ IDA $^{s, q}$ in the $\|\cdot\|_{\text {IDA }^{s, q}}$-topology. For this purpose, let $\left\{a_{j}\right\}_{j=1}^{\infty}$ be some $t=(r / 4)$-lattice. We decompose each $f_{m}$ similarly to (3-14) as

$$
f_{m, 1}=\sum_{j=1}^{\infty} P_{a_{j}, r}\left(f_{m}\right) \psi_{j} \quad \text { and } \quad f_{m, 2}=f_{m}-f_{m, 1}
$$

where $\left\{\psi_{j}\right\}_{j=1}^{\infty}$ is the partition of unity subordinate to $\left\{B\left(a_{j}, r / 4\right)\right\}_{j=1}^{\infty}$ as in (3-11). It follows from Corollary 3.7 that

$$
\begin{aligned}
M_{q, r / 8}\left(f_{m, 2}-f_{k, 2}\right)(z)^{s} & =M_{q, r / 8}\left(\left(f_{m}-f_{k}\right)-\sum_{j=1}^{\infty} P_{a_{j}, t}\left(f_{m}-f_{k}\right) \psi_{j}\right)(z)^{s} \\
& \leq C G_{q, r / 2}\left(f_{m}-f_{k}\right)(z)^{s} \\
& \leq C \int_{B(z, r / 2)} G_{q, r}\left(f_{m}-f_{k}\right)(\xi)^{s} d v(\xi)
\end{aligned}
$$

This implies that $\left\{f_{m, 2}\right\}_{j=1}^{\infty}$ converges to some function $f_{2}$ in the $L_{\text {loc }}^{q}$-topology. In addition, by Lemma 3.5, we have

$$
M_{q, r / 2}\left(f_{m, 2}-f_{k, 2}-\mathrm{P}_{z, r}\left(f_{m, 2}-f_{k, 2}\right)\right)(z) \leq C G_{q, r}\left(f_{m, 2}-f_{k, 2}\right)(z)
$$

Letting $k \rightarrow \infty$ and applying Fatou's lemma, we get

$$
\begin{aligned}
G_{q, r / 2}\left(f_{m, 2}-f_{2}\right)(z)^{s} & \leq M_{q, r / 2}\left(f_{m, 2}-f_{2}-\mathrm{P}_{z, r}\left(f_{m, 2}-f_{2}\right)\right)(z)^{s} \\
& \leq C \liminf _{k \rightarrow \infty} G_{q, r}\left(f_{m, 2}-f_{k, 2}\right)(z)^{s} .
\end{aligned}
$$

Integrate both sides over $\mathbb{C}^{n}$ and apply Fatou's lemma again to obtain the estimate

$$
\int_{\mathbb{C}^{n}} G_{q, r / 2}\left(f_{m, 2}-f_{2}\right)^{s} d v \leq C \liminf _{k \rightarrow \infty}\left\|f_{m, 2}-f_{k, 2}\right\|_{\mathrm{IDA}^{s, q}} .
$$

Therefore,

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|f_{m, 2}-f_{2}\right\|_{\text {IDA }^{s, q}}=0 \tag{3-29}
\end{equation*}
$$

Next we consider $\left\{f_{m, 1}\right\}_{m=1}^{\infty}$. Applying the estimate (3-15) to $f_{m}-f_{k}$,

$$
\begin{equation*}
\left|\bar{\partial}\left(f_{m, 1}-f_{k, 1}\right)(z)\right| \leq C G_{q, r / 2}\left(f_{m}-f_{k}\right)(z) \tag{3-30}
\end{equation*}
$$

Hence, $\left\{\bar{\partial} f_{m, 1}\right\}_{m=1}^{\infty}$ is a Cauchy sequence in $L_{0,1}^{s}$ (see (2-11)). We may assume $\bar{\partial} f_{m, 1} \rightarrow S=\sum_{j=1}^{n} S_{j} d \bar{z}_{j}$ under the $L_{0,1}^{s}$-norm. Since $\bar{\partial}^{2}=0, \bar{\partial} f_{m, 1}$ is trivially $\bar{\partial}$-closed, and so, as the $L_{0,1}^{s}$ limit of $\left\{\bar{\partial} f_{m, 1}\right\}_{m=1}^{\infty}$, $S$ is also $\bar{\partial}$-closed weakly. Let $\phi(z)=\frac{1}{2}|z|^{2}$ and $g=1 \in \Gamma$, and define

$$
f_{1}(z)=A_{\phi}(S) \quad \text { and } \quad f_{m, 1}^{*}=A_{\phi}\left(\bar{\partial} f_{m, 1}\right)
$$

Then, by Lemma 2.4,

$$
f_{1}, f_{m, 1}^{*} \in L^{s}(\phi) \subset L_{\mathrm{loc}}^{s}, \quad \bar{\partial} f_{m, 1}^{*}=\bar{\partial} f_{m, 1}
$$

and $\left\{f_{m, 1}^{*}\right\}_{m=1}^{\infty}$ converges to $f_{1}$ in $L^{s}(\phi)$. Therefore, for $\psi \in C_{c}^{\infty}\left(\mathbb{C}^{n}\right)$ (the family of all $C^{\infty}$ functions with compact support) and $j=1,2, \ldots, n$, it holds that

$$
-\left\langle f_{1}, \frac{\partial \psi}{\partial z_{j}}\right\rangle_{L^{2}}=-\lim _{m \rightarrow \infty}\left\langle f_{m, 1}^{*}, \frac{\partial \psi}{\partial z_{j}}\right\rangle_{L^{2}}=\lim _{m \rightarrow \infty}\left\langle\frac{\partial f_{m, 1}^{*}}{\partial \bar{z}_{j}}, \psi\right\rangle_{L^{2}}=\lim _{m \rightarrow \infty}\left\langle\frac{\partial f_{m, 1}}{\partial \bar{z}_{j}}, \psi\right\rangle_{L^{2}}=\left\langle S_{j}, \psi\right\rangle_{L^{2}}
$$

Hence, $\bar{\partial} f_{1}=S$ weakly. Then for $\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)$, the Henkin solution to the equation $\bar{\partial} u=\bar{\partial} f_{m, 1}-S$ on $B(z, r)$, (3-16) gives

$$
\begin{equation*}
\left\|\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)\right\|_{L^{q}(B(z, r), d v)} \leq C\left\|\bar{\partial} f_{m, 1}-S\right\|_{L^{q}(B(z, r), d v)} \tag{3-31}
\end{equation*}
$$

In addition, according to (3-24), it holds that

$$
\left(f_{m, 1}-f_{1}\right)-\mathrm{P}_{z, r}\left(f_{m, 1}-f_{1}\right)=\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)-\mathrm{P}_{z, r}\left(\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)\right)
$$

on $B(z, r)$. Therefore, by (3-8), (3-9), and (3-31) we have

$$
\begin{align*}
&\left\|\left(f_{m, 1}-f_{1}\right)-\mathrm{P}_{z, r}\left(f_{m, 1}-f_{1}\right)\right\|_{L^{q}(B(z, r / 2), d v)}^{q} \\
&=\left\|\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)-\mathrm{P}_{z, r}\left(\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)\right)\right\|_{L^{q}(B(z, r / 2), d v)}^{q} \\
& \leq C\left\|\mathrm{H}_{B(z, r)}\left(\bar{\partial} f_{m, 1}-S\right)\right\|_{L^{q}(B(z, r), d v)}^{q} \\
& \leq C\left\|\bar{\partial} f_{m, 1}-S\right\|_{L^{q}(B(z, r), d v)}^{q} . \tag{3-32}
\end{align*}
$$

Since $S=\lim _{k \rightarrow \infty} \bar{\partial} f_{k, 1}$ in $L_{0,1}^{s}$, by Fatou's lemma,

$$
\begin{align*}
\left\|\bar{\partial} f_{m, 1}-S\right\|_{L^{q}(B(z, r), d v)}^{q} & \leq C \liminf _{k \rightarrow \infty}\left\|\bar{\partial}\left(f_{m, 1}-f_{k, 1}\right)\right\|_{L^{q}(B(z, r), d v)}^{q} \\
& \leq C \liminf _{k \rightarrow \infty} G_{q, 2 r}\left(f_{m, 1}-f_{k, 1}\right)(z)^{q} \tag{3-33}
\end{align*}
$$

where the last inequality follows from (3-30). We combine (3-32) and (3-33) to get

$$
\left\|\left(f_{m, 1}-f_{1}\right)-\mathrm{P}_{z, r}\left(f_{m, 1}-f_{1}\right)\right\|_{L^{q}(B(z, r / 2), d v)}^{s} \leq C \liminf _{k \rightarrow \infty} G_{q, 2 r}\left(f_{m, 1}-f_{k, 1}\right)(z)^{s}
$$

Integrating both sides over $\mathbb{C}^{n}$ with respect to $d v$ and applying Fatou's lemma once more gives the estimates

$$
\begin{align*}
\left\|f_{m, 1}-f_{1}\right\|_{\mathrm{IDA}^{s, q}}^{s} & \leq C \int_{\mathbb{C}^{n}}\left\|\left(f_{m, 1}-f_{1}\right)-\mathrm{P}_{z, r}\left(f_{m, 1}-f_{1}\right)\right\|_{L^{q}(B(z, r / 2))}^{s} d v \\
& \leq C \int_{\mathbb{C}^{n}} \liminf _{k \rightarrow \infty} G_{q, 2 r}\left(f_{m, 1}-f_{k, 1}\right)^{s} d v \\
& \leq C \liminf _{k \rightarrow \infty}\left\|f_{m, 1}-f_{k, 1}\right\|_{\mathrm{IDA}^{s, q}}^{s} . \tag{3-34}
\end{align*}
$$

Therefore, $\lim _{m \rightarrow \infty}\left\|f_{m, 1}-f_{1}\right\|_{\text {IDA }}{ }^{s, q}=0$. Set $f=f_{1}+f_{2} \in L_{\text {loc }}^{q}$. From (3-29) and (3-34) it follows that

$$
\lim _{m \rightarrow \infty}\left\|f_{m}-f\right\|_{\mathrm{IDA}^{s, q}} \leq \lim _{m \rightarrow \infty}\left(\left\|f_{m, 1}-f_{1}\right\|_{\mathrm{IDA}^{s, q}}+\left\|f_{m, 2}-f_{2}\right\|_{\mathrm{IDA}^{s, q}}\right)=0
$$

which completes the proof of the completeness and of the theorem.

Corollary 3.13. Let $1 \leq q<\infty$. With the norm induced by $\|\cdot\|_{\mathrm{BDA}^{q}}$, the quotient space $\mathrm{BDA}^{q} / H\left(\mathbb{C}^{n}\right)$ is a Banach space and $\mathrm{VDA}^{q}$ is a closed subspace of $\mathrm{BDA}^{q}$.

Proof. The proof of Theorem 3.12 works for $s=\infty$, so $\mathrm{BDA}^{q} / H\left(\mathbb{C}^{n}\right)$ is a Banach space in $\|\cdot\|_{\mathrm{BDA}^{q}}$. That $\mathrm{VDA}^{q}$ is a closed subspace of $\mathrm{BDA}^{q}$ can be proved in a standard way.

## 4. Proof of Theorem 1.1

Given two $F$-spaces X and Y , we write $B(\mathrm{X})$ for the unit ball of X . A linear operator T from X to Y is bounded (or compact) if $\mathrm{T}(B(\mathrm{X})$ ) is bounded (or relatively compact) in Y . The collection of all bounded (and compact) operators from X to Y is denoted by $\mathcal{B}(\mathrm{X}, \mathrm{Y})$ (and by $\mathcal{K}(\mathrm{X}, \mathrm{Y})$ respectively). We use $\|\mathrm{T}\|_{\mathrm{X} \rightarrow \mathrm{Y}}$ to denote the corresponding operator norm. In particular, we recall that when $0<p<1$, the Fock space $F^{p}(\varphi)$ with the metric given by $d(f, g)=\|f-g\|_{p, \varphi}^{p}$ is an $F$-space.

To deal with the boundedness and compactness of Hankel operators, we need an additional result involving positive measures and their averages. More precisely, given a positive Borel measure $\mu$ on $\mathbb{C}^{n}$ and $r>0$, we write $\hat{\mu}_{r}(z)=\mu(B(z, r))$. Notice, in particular, $\hat{\mu}_{r}$ is a constant multiple of the averaging function induced by the measure $\mu$.

Lemma 4.1. Suppose $0<p \leq 1$ and $r>0$. There is a constant $C$ such that, for $\mu$ a positive Borel measure on $\mathbb{C}^{n}, \Omega$ a domain in $\mathbb{C}^{n}$, and $g \in H\left(\mathbb{C}^{n}\right)$, it holds that

$$
\left(\int_{\Omega}\left|g(\xi) e^{-\varphi(\xi)}\right| d \mu(\xi)\right)^{p} \leq C \int_{\Omega_{r}^{+}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{p} \hat{\mu}_{r}(\xi)^{p} d v(\xi)
$$

where $\Omega_{r}^{+}=\bigcup_{\{z \in \Omega\}} B(z, r)$.
Proof. Let $\left\{a_{j}\right\}_{j=1}^{\infty}$ be an (r/4)-lattice. Notice that

$$
\hat{\mu}_{r / 4}\left(a_{j}\right) \leq C \inf _{w \in B\left(a_{j}, r / 2\right)} \hat{\mu}_{r}(w)
$$

for all $j \in \mathbb{N}$ and $(a+b)^{p} \leq a^{p}+b^{p}$ for $a, b \geq 0$. Then

$$
\begin{aligned}
\left(\int_{\Omega}\left|g(\xi) e^{-\varphi(\xi)}\right| d \mu(\xi)\right)^{p} & \leq \sum_{j=1}^{\infty}\left(\int_{B\left(a_{j}, r / 4\right) \cap \Omega}\left|g(\xi) e^{-\varphi(\xi)}\right| d \mu(\xi)\right)^{p} \\
& \leq C \sum_{\left\{j: B\left(a_{j}, r / 4\right) \cap \Omega \neq \varnothing\right\}} \sup _{\xi \in B\left(a_{j}, r / 4\right) \cap \Omega}\left|g(\xi) e^{-\varphi(\xi)}\right|^{p} \hat{\mu}_{r / 4}\left(a_{j}\right)^{p} \\
& \leq C \sum_{\left\{j: B\left(a_{j}, r / 4\right) \cap \Omega \neq \varnothing\right\}} \hat{\mu}_{r / 4}\left(a_{j}\right)^{p} \int_{B\left(a_{j}, r / 2\right)}\left|g(\xi) e^{-\varphi(\xi)}\right|^{p} d v(\xi) \\
& \leq C \sum_{\left\{j: B\left(a_{j}, r / 4\right) \cap \Omega \neq \varnothing\right\}} \int_{B\left(a_{j}, r / 2\right)}\left|g(\xi) e^{-\varphi(\xi)}\right|^{p} \hat{\mu}_{r}(\xi)^{p} d v(\xi) \\
& \leq C \int_{\Omega_{r}^{+}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{p} \hat{\mu}_{r}(\xi)^{p} d v(\xi),
\end{aligned}
$$

which completes the proof.

Remark 4.2. To prove compactness of Hankel operators on spaces that are not necessarily Banach spaces, we use the following result. For $0<p, q<\infty, H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is compact if and only if

$$
\lim _{m \rightarrow \infty}\left\|H_{f}\left(g_{m}\right)\right\|_{q, \varphi}=0
$$

for any sequences $\left\{g_{m}\right\}_{m=1}^{\infty}$ in $B\left(F^{p}(\varphi)\right)$ satisfying

$$
\lim _{m \rightarrow \infty} \sup _{w \in E}\left|g_{m}(w)\right|=0
$$

for compact subsets $E$ in $\mathbb{C}^{n}$.
Necessity is trivial. To prove sufficiency, we notice that $B\left(F^{p}(\varphi)\right)$ is a normal family, so for any sequence $\left\{g_{m}\right\}_{m=1}^{\infty} \subset B\left(F^{p}(\varphi)\right)$, there exist a holomorphic function $g_{0}$ on $\mathbb{C}^{n}$ and a subsequence $\left\{g_{m_{j}}\right\}_{j=1}^{\infty}$ such that

$$
\lim _{j \rightarrow \infty} \sup _{w \in E}\left|g_{m_{j}}(w)-g_{0}(w)\right|=0 .
$$

This and Fatou's lemma imply that $g_{0} \in B\left(F^{p}(\varphi)\right)$, and hence by the hypothesis, we get

$$
\lim _{j \rightarrow \infty}\left\|H_{f}\left(g_{m_{j}}\right)-H_{f}\left(g_{0}\right)\right\|_{q, \varphi}=\lim _{j \rightarrow \infty}\left\|H_{f}\left(g_{m_{j}}-g_{0}\right)\right\|_{q, \varphi}=0
$$

Thus, $H_{f}\left(B\left(F^{p}(\varphi)\right)\right)$ is sequentially compact in $L^{q}(\varphi)$, that is, the Hankel operator $H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is compact.

## 4A. The case $0<p \leq q<\infty$ and $q \geq 1$.

Proof of Theorem 1.1(a). By (2-3)-(2-5),

$$
\begin{equation*}
\left\|k_{z}\right\|_{p, \varphi} \leq C, \quad \sup _{\xi \in B\left(z, r_{0}\right)}\left|k_{z}(\xi)\right| e^{-\varphi(\xi)} \geq C \quad \text { and } \quad \lim _{z \rightarrow \infty} \sup _{w \in E}\left|k_{z}(w)\right|=0 \tag{4-1}
\end{equation*}
$$

for any compact subset $E \subset \mathbb{C}^{n}$. As in the proof of Theorem 4.2 of [ Hu and Lu 2019], there is an $r_{0}$ such that, for all $z \in \mathbb{C}^{n}$, we have

$$
\begin{align*}
\left\|H_{f}\left(k_{z}\right)\right\|_{q, \varphi}^{q} & \geq \int_{B\left(z, r_{0}\right)}\left|f k_{z}-P\left(f k_{z}\right)\right|^{q} e^{-q \varphi} d v \\
& \geq C \frac{1}{\left|B\left(z, r_{0}\right)\right|} \int_{B\left(z, r_{0}\right)}\left|f-\frac{1}{k_{z}} P\left(f k_{z}\right)\right|^{q} d v \geq C G_{q, r_{0}}^{q}(f)(z) . \tag{4-2}
\end{align*}
$$

If $H_{f} \in \mathcal{B}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$,

$$
\begin{equation*}
\|f\|_{\mathrm{BDA}^{q}} \leq C\left\|H_{f}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)}<\infty ; \tag{4-3}
\end{equation*}
$$

if $H_{f} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$, then $f \in \operatorname{VDA}^{q}$ because

$$
\begin{equation*}
\lim _{z \rightarrow \infty} G_{q, r_{0}}^{q}(f)(z) \leq C \lim _{z \rightarrow \infty}\left\|H_{f}\left(k_{z}\right)\right\|_{q, \varphi}=0 \tag{4-4}
\end{equation*}
$$

Next we prove sufficiency. Suppose that $f \in \mathrm{BDA}^{q}$ and decompose $f=f_{1}+f_{2}$ as in (3-12). Write $d \mu=\left|f_{2}\right|^{q} d v$ and $d \nu=\left|\bar{\partial} f_{1}\right|^{q} d v$. According to Theorem 2.6 of [Hu and Lv 2014] and Corollary 3.9,
both $d \mu$ and $d \nu$ are $(p, q)$-Fock Carleson measures. We claim that both $f_{1}, f_{2} \in \mathcal{S}$. Indeed, since $q \geq 1$, we can use Lemma 4.1 with $\Omega=\mathbb{C}^{n}$ and the measure $\left|f_{2}\right| d v$ to get

$$
\begin{align*}
\int_{\mathbb{C}^{n}}\left|f_{2}(\xi) K(\xi, z)\right| e^{-\varphi(\xi)} d v(\xi) & \leq C \int_{\mathbb{C}^{n}} M_{1, r}\left(f_{2}\right)(\zeta)|K(\zeta, z)| e^{-\varphi(\zeta)} d v(\zeta) \\
& \leq C \int_{\mathbb{C}^{n}} M_{q, r}\left(f_{2}\right)(\zeta)|K(\zeta, z)| e^{-\varphi(\zeta)} d v(\zeta) \tag{4-5}
\end{align*}
$$

Since $f \in \mathrm{BDA}^{q}$, Lemma 3.6 implies

$$
\int_{\mathbb{C}^{n}}\left|f_{2}(\xi) K(\xi, z)\right| e^{-\varphi(\xi)} d v(\xi) \leq C\|f\|_{B D A^{q}} \int_{\mathbb{C}^{n}}|K(\xi, z)| e^{-\varphi(\xi)} d v(\xi)<\infty
$$

for $z \in \mathbb{C}^{n}$. Hence, $f_{2} \in \mathcal{S}$, and so also $f_{1}=f-f_{2} \in \mathcal{S}$ because $f \in \mathcal{S}$ by the hypothesis. Since the Bergman projection $P$ is bounded on $L^{q}(\varphi)$ when $q \geq 1$, we have, for $g \in \Gamma$,

$$
\begin{aligned}
\left\|H_{f_{2}}(g)\right\|_{q, \varphi} & \leq\left(1+\|P\|_{L^{q}(\varphi) \rightarrow F^{q}(\varphi)}\right)\left\|f_{2} g\right\|_{q, \varphi} \\
& \leq C\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{\infty}}\|g\|_{q, \varphi} \leq C\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{\infty}}\|g\|_{p, \varphi},
\end{aligned}
$$

where the second inequality follows from Lemma 4.1. For $H_{f_{1}}(g)$ with $g \in \Gamma$, Corollary 2.5 shows that $H_{f_{1}}(g)=A_{\varphi}\left(g \bar{\partial} f_{1}\right)-P\left(A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right)$. Lemma 2.4 implies

$$
\begin{equation*}
\left\|H_{f_{1}}(g)\right\|_{q, \varphi} \leq C\left\|g\left|\bar{\partial} f_{1}\right|\right\|_{q, \varphi} \leq C\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}}\|g\|_{q, \varphi} \leq C\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}}\|g\|_{p, \varphi} \tag{4-6}
\end{equation*}
$$

From the above estimates and the fact that $\Gamma$ is dense in $F^{p}(\varphi)$, it follows that, for $0<p \leq q<\infty$, we have

$$
\begin{equation*}
\left\|H_{f}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)} \leq C\left\{\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}}+\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{\infty}}\right\} \leq C\|f\|_{\mathrm{BDA}^{q}}, \tag{4-7}
\end{equation*}
$$

where the latter inequality follows from Lemma 3.6.
For compactness, suppose $f \in \mathrm{VDA}^{q}$ so that $f=f_{1}+f_{2}$ is as (3-12). Notice that both $d \mu=\left|f_{2}\right|^{q} d v$ and $d v=\left|\bar{\partial} f_{1}\right|^{q} d v$ are vanishing $(p, q)$-Fock Carleson measures. Let $\left\{g_{m}\right\}$ be a bounded sequence in $F^{p}(\varphi)$ converging to zero uniformly on compact subsets of $\mathbb{C}^{n}$. Then

$$
\left\|H_{f_{2}}\left(g_{m}\right)\right\|_{L^{q}(\varphi)} \leq\left\|g_{m} f_{2}\right\|_{q, \varphi}+\left\|P\left(g_{m} f_{2}\right)\right\|_{q, \varphi} \leq C\left(\int_{\mathbb{C}}\left|g_{m} e^{-\varphi}\right|^{q} d \mu\right)^{1 / q} \rightarrow 0
$$

as $m \rightarrow \infty$. To prove $\lim _{m \rightarrow \infty}\left\|H_{f_{1}}\left(g_{m}\right)\right\|_{L^{q}(\varphi)}=0$, for each $m$ we pick some $g_{m}^{*} \in \Gamma$ so that $\left\|g_{m}-g_{m}^{*}\right\|_{p, \varphi}<$ $1 / m$. Clearly, $\left\{g_{m}^{*}\right\}_{m=1}^{\infty}$ is bounded in $F^{p}(\varphi)$, and $\lim _{z \rightarrow \infty} \sup _{w \in E}\left|g_{m}^{*}(w)\right|=0$ for any compact subset $E$. Again by Corollary 2.5,

$$
\left\|H_{f_{1}}\left(g_{m}^{*}\right)\right\|_{L^{q}(\varphi)} \leq C\left\|g_{m}^{*} \bar{\partial} f_{1}\right\|_{L^{q}(\varphi)} \leq C\left\|g_{m}^{*}\right\|_{L^{q}\left(\mathbb{C}^{n}, d \nu\right)} \rightarrow 0 \quad \text { as } m \rightarrow \infty .
$$

Thus, since Lemma 3.6 guarantees $H_{f_{1}} \in \mathcal{B}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$, it follows that $\lim _{m \rightarrow \infty}\left\|H_{f_{1}}\left(g_{m}\right)\right\|_{L^{q}(\varphi)}=0$, and so

$$
H_{f}=H_{f_{1}}+H_{f_{2}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right) .
$$

Finally, it remains to notice that the norm equivalence (1-1) follows from (4-3) and (4-7).

4B. The case $\mathbf{1} \leq \boldsymbol{q}<\boldsymbol{p}<\infty$. We can now prove the case $q<p$ under the assumption that $q \geq 1$.
Proof of Theorem 1.1(b). Suppose that $H_{f} \in \mathcal{B}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$. Because the proof of sufficiency is similar to the implication $(A) \Rightarrow(C)$ of Theorem 4.4 in [ Hu and Lu 2019], we only give the sketch here.

Indeed, take $r_{0}$ as in (4-1), and set $t=r_{0} / 4$. Let $\left\{a_{j}\right\}_{j=1}^{\infty}$ be a $(t / 2)$-lattice. By Lemma 2.4 of [Hu and Lv 2014], $\left\|\sum_{j=1}^{\infty} \lambda_{j} k_{a_{j}}\right\|_{p, \varphi} \leq C\left\|\left\{\lambda_{j}\right\}\right\|_{l^{p}}$ for all $\left\{\lambda_{j}\right\}_{j=1}^{\infty} \in l^{p}$, where the constant $C$ is independent of $\left\{\lambda_{j}\right\}_{j=1}^{\infty}$. Let $\left\{\phi_{j}\right\}_{j=1}^{\infty}$ be the sequence of Rademacher functions on the interval [0, 1]. Using the boundedness of $H_{f}$, we get

$$
\begin{equation*}
\left\|H_{f}\left(\sum_{j=1}^{\infty} \lambda_{j} \phi_{j}(s) k_{a_{j}}(\cdot)\right)\right\|_{q, \varphi} \leq C\left\|H_{f}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)}\left\|\left\{\left|\lambda_{j}\right|^{q}\right\}\right\|_{l^{p} / q}^{1 / q} \tag{4-8}
\end{equation*}
$$

for $s \in[0,1]$. On the other hand,

$$
\begin{equation*}
\int_{B\left(a_{j}, t\right)}\left|H_{f}\left(k_{z}\right)(\xi) e^{-\varphi(\xi)}\right|^{q} d v(\xi) \geq C G_{q, t}(f)\left(a_{j}\right)^{q} \tag{4-9}
\end{equation*}
$$

This and Khintchine's inequality yield

$$
\int_{0}^{1}\left\|H_{f}\left(\sum_{j=1}^{\infty} \lambda_{j} \phi_{j}(s) k_{a_{j}}(\cdot)\right)\right\|_{q, \varphi}^{q} d t \geq C \sum_{j=1}^{\infty}\left|\lambda_{j}\right|^{q} G_{q, t}(f)\left(a_{j}\right)^{q} .
$$

Combining this with (4-8) gives

$$
\sum_{j=1}^{\infty}\left|\lambda_{j}\right|^{q} G_{q, t}(f)\left(a_{j}\right)^{q} \leq C\left\|H_{f}\right\|_{F p(\varphi) \rightarrow L^{q}(\varphi)}^{q}\left\|\left\{\left|\lambda_{j}\right|^{q}\right\}\right\|_{l^{p / q}}
$$

for all $\left\{\left|\lambda_{j}\right|^{q}\right\}_{j=1}^{\infty} \in l^{p / q}$. By duality with the exponentials $p / q$ and its conjugate,

$$
\sum_{j=1}^{\infty} G_{q, t}(f)\left(a_{j}\right)^{p q /(p-q)} \leq C\left\|H_{f}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)}^{p q /(p-q)}
$$

Therefore, by (3-7),

$$
\begin{align*}
\int_{\mathbb{C}^{n}} G_{q, t / 2}(f)(z)^{p q /(p-q)} d v(z) & \leq \sum_{j=1}^{\infty} \int_{B\left(a_{j}, t / 2\right)} G_{q, t / 2}(f)(z)^{p q /(p-q)} d v(z) \\
& \leq C\left\|H_{f}\right\|_{F^{p}(p) \rightarrow L^{q}(\varphi)}^{p q /(p-q)} \tag{4-10}
\end{align*}
$$

which means that $f \in \operatorname{IDA}^{s, q}$ with the estimate $\|f\|_{\text {IDA }^{s, q}} \leq C\left\|H_{f}\right\|$.
It should be pointed out that the right-hand side of the estimate (4.24) (the analogue of (4-10) above) in [Hu and Lu 2019] should read $C\left\|H_{f}\right\|_{A_{\omega}^{p} \rightarrow L_{\omega}^{q}}^{p q /(p)}$, and not $C\left\|H_{f}\right\|_{A_{\omega}^{p} \rightarrow L_{\omega}^{q}}$ as stated there.

Conversely, suppose $f \in \operatorname{IDA}^{s, q}$. As before, decompose $f=f_{1}+f_{2}$ as in (3-12). From Lemma 3.6 we know that $\left\|M_{q, r}\left(f_{2}\right)\right\|_{p q /(p-q)} \leq C\|f\|_{\mathrm{IDA}^{s, q}}$. Applying Hölder's inequality to the right-hand side integral in (4-5) with exponent $p q /(p-q)$ and its conjugate exponent $t$, since we have $\|K(\cdot, z)\|_{t, \varphi}<\infty$, it follows that

$$
\int_{\mathbb{C}^{n}}\left|f_{2}(\xi) K_{z}(\xi)\right| e^{-\varphi(\xi)} d v(\xi) \leq C\left\|M_{q, r}\left(f_{2}\right)\right\|_{p q /(p-q)} \cdot\left\|K_{z}\right\|_{t, \varphi}<\infty
$$

This implies $f_{2} \in \mathcal{S}$, and so also $f_{1} \in \mathcal{S}$.

Now for $d \nu=\left|\bar{\partial} f_{1}\right|^{q} d v$, applying Hölder's inequality again with $p /(p-q)$ and its conjugate exponent $p / q$, we get

$$
\begin{align*}
\left\|\hat{v}_{r}\right\|_{L^{p /(p-q)}}^{p /(p-q)} & =C \int_{\mathbb{C}^{n}}\left\{\int_{B(\xi, r)}\left|\bar{\partial} f_{1}(\zeta)\right|^{q} d v(\zeta)\right\}^{p /(p-q)} d v(\xi) \\
& \leq C \int_{\mathbb{C}^{n}} d v(\xi) \int_{B(\xi, r)}\left|\bar{\partial} f_{1}(\zeta)\right|^{p q /(p-q)} d v(\zeta) \\
& \simeq C \int_{\mathbb{C}^{n}}\left|\bar{\partial} f_{1}(\zeta)\right|^{p q /(p-q)} d v(\zeta)<\infty \tag{4-11}
\end{align*}
$$

Theorem 2.8 of [Hu and Lv 2014] shows that $v$ is a vanishing ( $p, q$ )-Fock Carleson measure; that is, the multiplier $M_{f_{1}}: g \mapsto g\left|\bar{\partial} f_{1}\right|$ is compact from $F^{p}(\varphi)$ to $L^{q}(\varphi)$ (see Proposition 2.3). Therefore, by Lemma 2.4(A), $A_{\varphi}\left(\cdot \bar{\partial} f_{1}\right)$ is compact from $F^{p}(\varphi)$ to $L^{q}(\varphi)$. Moreover, $\Gamma$ is dense in $F^{p}(\varphi)$ and, by Corollary 2.5, $H_{f_{1}}(g)=A_{\varphi}\left(g \bar{\partial} f_{1}\right)-P \circ A_{\varphi}\left(g \bar{\partial} f_{1}\right)$ for $g \in \Gamma$. Hence, $H_{f_{1}}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is compact and we obtain the norm estimate

$$
\begin{equation*}
\left\|H_{f_{1}}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)} \leq C \sup _{\left\{g \in F^{p}(\varphi):\|g\|_{p, \varphi} \leq 1\right\}}\left\|A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right\|_{q, \varphi} \leq C\left\|\bar{\partial} f_{1}\right\|_{p q /(p-q)} . \tag{4-12}
\end{equation*}
$$

Similarly to (4-11), using Lemma 3.6, for $d \mu=\left|f_{2}\right|^{q} d v$, we get

$$
\begin{aligned}
\left\|\hat{\mu}_{r}\right\|_{L^{p /(p-q)}}^{p /(p-q)} & =C \int_{\mathbb{C}^{n}}\left\{\int_{B(\xi, r)}\left|f_{2}(\zeta)\right|^{q} d v(\zeta)\right\}^{p /(p-q)} d v(\xi) \\
& =C\left\|M_{q, r}\left(f_{2}\right)\right\|_{p q /(p-q)}^{p q /(p-q)} \leq C\|f\|_{\mathrm{IDA}^{s, q}}^{s}<\infty
\end{aligned}
$$

Hence, $d \mu=\left|f_{2}\right|^{q} d v$ is a vanishing $(p, q)$-Fock Carleson measure. It follows from Proposition 2.3 that the identity operator

$$
\mathrm{I}: F^{p}(\varphi) \rightarrow L^{q}\left(\mathbb{C}^{n}, e^{-q \varphi} d \mu\right)
$$

is compact. Using the inequality

$$
\begin{equation*}
\left\|H_{f_{2}}(g)\right\|_{q, \varphi} \leq C\left\|f_{2} g\right\|_{q, \varphi}=C\|\mathrm{I}(g)\|_{L^{q}\left(\mathbb{C}, e^{-q \varphi} d \mu\right)}, \tag{4-13}
\end{equation*}
$$

we see that $H_{f_{2}}$ is compact from $F^{p}(\varphi)$ to $L^{q}(\varphi)$.
It remains to notice that the norm equivalence in (1-2) follows from combining the estimates in (4-10), (4-12), and (4-13).

Remark 4.3. In [Stroethoff 1992], it was proved that for bounded symbols $f$, the Hankel operator $H_{f}: F^{2} \rightarrow L^{2}$ is compact if and only if

$$
\begin{equation*}
\left\|(I-P)\left(f \circ \phi_{\lambda}\right)\right\| \rightarrow 0 \tag{4-14}
\end{equation*}
$$

as $|\lambda| \rightarrow \infty$, where $\phi_{\lambda}(z)=z+\lambda$. This characterization was recently generalized to $F_{\alpha}^{p}$ with $1<p<\infty$ in [Hagger and Virtanen 2021]. Here we note that, using a generalization of Lemma 8.2 of [Zhu 2012] to the setting of $\mathbb{C}^{n}$, one can prove that Stroethoff's result remains true for Hankel operators acting from $F_{\alpha}^{p}$ to $L_{\alpha}^{q}$ whenever $1 \leq p, q<\infty$ even for unbounded symbols.

4C. The case $0<p \leq q \leq 1$ with bounded symbols. We start with the following preliminary lemma whose proof can be completed with a standard $\varepsilon$ argument.
Lemma 4.4. Suppose that $0<p<\infty, h \in L^{\infty}$ and $\lim _{z \rightarrow \infty} h(z)=0$. Then for any bounded sequence $\left\{g_{j}\right\}_{j=1}^{\infty}$ in $L_{\varphi}^{p}$ satisfying $\lim _{j \rightarrow \infty} g_{j}(z)=0$ uniformly on compact subsets of $\mathbb{C}^{n}$, it holds that $\lim _{j \rightarrow \infty}\left\|g_{j} h\right\|_{p, \varphi}=0$.

Proof. If $R$ is sufficiently large, there is a $C>0$ such that

$$
\begin{aligned}
\left\|g_{j} h\right\|_{p, \varphi}^{p} & =\left(\int_{B(0, R)}+\int_{\mathbb{C}^{n} \backslash B(0, R)}\right)\left|g_{j}(\xi) h(\xi) e^{-\varphi(\xi)}\right|^{p} d v(\xi) \\
& \leq\|h\|_{L^{\infty}}^{p} \sup _{|\xi| \leq R}\left|g_{j}(\xi) e^{-\varphi(\xi)}\right|^{p}+C\left\|g_{j}\right\|_{p, \varphi}^{p} \rightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty$.
Proof of Theorem 1.1(c). Suppose that $f \in \mathcal{S}$. Then $f \in L_{\text {loc }}^{q}$ for $0<q \leq 1$, and we may decompose $f=f_{1}+f_{2}$ as in (3-12) with $t=r / 2$. We claim that, for $g \in \Gamma$,

$$
\begin{align*}
& \left\|H_{f_{1}}(g)\right\|_{q, \varphi}^{q} \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q}\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)}^{q} d v(\xi),  \tag{4-15}\\
& \left\|H_{f_{2}}(g)\right\|_{q, \varphi}^{q} \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q} M_{1, r}\left(f_{2}\right)(\xi)^{q} d v(\xi) . \tag{4-16}
\end{align*}
$$

To estimate $\left\|H_{f_{1}}(g)\right\|_{q, \varphi}$, we use the representation

$$
H_{f_{1}}(g)=A_{\varphi}\left(g \bar{\partial} f_{1}\right)-P\left(A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right)
$$

(see (2-14)), which suggests that we define a measure $d \mu_{z}$ as

$$
d \mu_{z}(\xi)=\left|\bar{\partial} f_{1}(\xi)\right|\left\{\frac{1}{|\xi-z|}+\frac{1}{|\xi-z|^{2 n-1}}\right\} e^{-m|\xi-z|} d v(\xi)
$$

Then there is a constant $C$ such that, for $w \in \mathbb{C}^{n}$,

$$
\int_{B(w, r)}\left|\bar{\partial} f_{1}(\xi)\right|\left\{\frac{1}{|\xi-z|}+\frac{1}{|\xi-z|^{2 n-1}}\right\} e^{-m|\xi-z|^{2}} d v(\xi) \leq C \int_{B(w, r)} d \mu_{z}(\xi)
$$

Also, it is easy to verify that

$$
\left(\widehat{\mu_{z}}\right)_{r}(w) \leq C \sup _{\eta \in B(w, r)}\left|\bar{\partial} f_{1}(\eta)\right| e^{-m|w-z|},
$$

where the constant $C$ is independent of $z, w \in \mathbb{C}^{n}$. Recall that

$$
A_{\varphi}\left(g \bar{\partial} f_{1}\right)(z)=\int_{\mathbb{C}^{n}} e^{\langle 2 \partial \varphi, z-\xi\rangle} \sum_{j<n} g(\xi) \bar{\partial} f_{1}(\xi) \wedge \frac{\partial|\xi-z|^{2} \wedge(2 \bar{\partial} \partial \varphi(\xi))^{j} \wedge\left(\bar{\partial} \partial|\xi-z|^{2}\right)^{n-1-j}}{j!|\xi-z|^{2 n-2 j}}
$$

Therefore, using (2-13) and Lemma 4.1, we get

$$
\begin{align*}
\left|A_{\varphi}\left(g \bar{\partial} f_{1}\right)(z) e^{-\varphi(z)}\right|^{q} & \leq C\left(\int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right| d \mu_{z}(\xi)\right)^{q} \\
& \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q}\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)}^{q} e^{-q m|\xi-z|} d v(\xi) \tag{4-17}
\end{align*}
$$

Fubini's theorem yields

$$
\begin{align*}
\left\|A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right\|_{q, \varphi}^{q} & \leq C \int_{\mathbb{C}^{n}} d v(z) \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q}\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)}^{q} e^{-q m|\xi-z|} d v(\xi) \\
& \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q}\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)}^{q} d v(\xi) . \tag{4-18}
\end{align*}
$$

To deal with $P\left(A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right)$, we use Lemma 2.2 to obtain positive constants $\theta$ and $C$ so that, for $z \in \mathbb{C}^{n}$, we have

$$
\begin{aligned}
\int_{\mathbb{C}^{n}}|K(w, z)| e^{-m|\xi-z|} e^{-\varphi(z)} d v(z) & \leq C e^{\varphi(w)} \int_{\mathbb{C}^{n}} e^{-m|\xi-z|} e^{-\theta|w-z|} d v(z) \\
& =C e^{\varphi(w)}\left(\int_{\{z:|z-\xi| \geq|z-w|\}}+\int_{\{z:|z-\xi|<|z-w|\}}\right) e^{-m|w-z|} e^{-\theta|\xi-z|} d v(z) \\
& \leq C e^{\varphi(w)} e^{-\tau|\xi-w|}
\end{aligned}
$$

where $\tau=\min \{\theta, m\}$. Therefore, (4-17) and Fubini's theorem yield

$$
\begin{aligned}
\left|P\left(A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right)(w)\right| & \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r / 2), d v)} d v(\xi) \int_{\mathbb{C}^{n}}|K(w, z)| e^{-\theta|\xi-z|} e^{-\varphi(z)} d v(z) \\
& \leq C e^{\varphi(w)} \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r / 2), d v)} e^{-\tau|\xi-w|} d v(\xi)
\end{aligned}
$$

Lemma 4.1 again gives

$$
\left\|P\left(A_{\varphi}\left(g \bar{\partial} f_{1}\right)\right)(w)\right\|_{q, \varphi}^{q} \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q}\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)}^{q} d v(\xi)
$$

Combining this and (4-18), we get (4-15).
For (4-16), notice first that

$$
\begin{equation*}
\left\|f_{2} g\right\|_{q, \varphi}^{q} \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q} M_{q, r}^{q}\left(f_{2}\right)(\xi) d v(\xi), \tag{4-19}
\end{equation*}
$$

and, by Lemma 4.1 with the measure $M_{1, r / 2}\left(f_{2}\right) d v$, we have

$$
\begin{align*}
\left|P\left(f_{2} g\right)(z)\right|^{q} & \leq C\left(\int_{\mathbb{C}^{n}}\left|g(\xi) K(z, \xi) e^{-2 \varphi(\xi)}\right| M_{1, r / 2}\left(f_{2}\right)(\xi) d v(\xi)\right)^{q} \\
& \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) K(z, \xi) e^{-2 \varphi(\xi)}\right|^{q} M_{1, r}\left(f_{2}\right)(\xi)^{q} d v(\xi) . \tag{4-20}
\end{align*}
$$

Integrating both sides of (4-20) against $e^{-q \varphi} d v$ over $\mathbb{C}^{n}$ and using (2-5), we get

$$
\begin{equation*}
\left\|P\left(f_{2} g\right)\right\|_{q, \varphi}^{q} \leq C \int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q} M_{1, r}\left(f_{2}\right)(\xi)^{q} d v(\xi) \tag{4-21}
\end{equation*}
$$

This and (4-19) imply (4-16).
Now we suppose that $f \in L^{\infty}$ and $0<p \leq q<1$. For $g \in H\left(\mathbb{C}^{n}\right)$, similarly to the proof of (4-16), we have

$$
\left\|H_{f}(g)\right\|_{q, \varphi} \leq C\left(\int_{\mathbb{C}^{n}}\left|g(\xi) e^{-\varphi(\xi)}\right|^{q} M_{1, r}(f)(\xi)^{q} d v(\xi)\right)^{1 / q} \leq C\|f\|_{L^{\infty}\|g\|_{p, \varphi}}
$$

This implies boundedness of $H_{f}$ with the norm estimate (1-3).

For the second assertion, suppose first that $\lim _{|z| \rightarrow \infty} G_{q, r}(f)(z)=0$ for some $r>0$ and write $f=f_{1}+f_{2}$ as above. Since the unit ball $B\left(F^{p}(\varphi)\right)$ of $F^{p}(\varphi)$ is a normal family, to show that $H_{f}$ is compact from $F^{p}(\varphi)$ to $L^{q}(\varphi)$, it suffices to prove that, for $k=1,2$,

$$
\lim _{j \rightarrow \infty}\left\|H_{f_{k}}\left(g_{j}\right)\right\|_{q, \varphi}=\lim _{j \rightarrow \infty}\left\|f_{k} g_{j}-P\left(f_{k} g_{j}\right)\right\|_{q, \varphi}=0
$$

for any bounded sequence $\left\{g_{j}\right\}_{j=1}^{\infty}$ in $F^{p}(\varphi)$ with the property that

$$
\lim _{j \rightarrow \infty} \sup _{w \in E}\left|g_{j}(w)\right|=0
$$

for $E$ compact in $\mathbb{C}^{n}$. From the assumption that $\lim _{z \rightarrow \infty} M_{q, r}\left(f_{2}\right)(z)=0$, it follows that $d \mu=\left|f_{2}\right|^{q} d v$ is a vanishing ( $p, q$ )-Fock Carleson measure (see Theorem 2.7 of [Hu and Lv 2014] and Proposition 2.3). Therefore, we get

$$
\left\|f_{2} g_{j}\right\|_{q, \varphi}=\left\|g_{j}\right\|_{L^{q}\left(\mathbb{C}^{n},\left|f_{2}\right|^{q} d v\right)} \rightarrow 0 \quad \text { as } j \rightarrow \infty .
$$

Notice also that $\|g\|_{q, \varphi} \leq C\|g\|_{p, \varphi}$ for $g \in F^{q}(\varphi)$ and $p \leq q$. Further, by (4-16), we obtain

$$
M_{1, r}\left(f_{2}\right)(\xi) \leq\left\|f_{2}\right\|_{L^{\infty}}^{1-q} M_{q, r}\left(f_{2}\right)(\xi)^{q},
$$

and applying Lemma 4.4 to $h=M_{q, r}\left(f_{2}\right)^{q^{2}}$, we get

$$
\begin{aligned}
\left\|H_{f_{2}} g_{j}\right\|_{q, \varphi}^{q} & \leq C \int_{\mathbb{C}^{n}}\left|g_{j}(\xi) e^{-\varphi(\xi)}\right|^{q} M_{1, r}\left(f_{2}\right)(\xi)^{q} d v(\xi) \\
& \leq C\left\|f_{2}\right\|_{L^{\infty}}^{(1-q) q} \int_{\mathbb{C}^{n}}\left|g_{j}(\xi) e^{-\varphi(\xi)}\right|^{q} M_{q, r}\left(f_{2}\right)(\xi)^{q^{2}} d v(\xi) \rightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty$. So $H_{f_{2}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$. As for $H_{f_{1}}$, it follows from Lemma 3.6 that

$$
\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)} \leq C G_{q, r}(f)(\xi) \rightarrow 0 \quad \text { when } \xi \rightarrow \infty
$$

Therefore, by (4-15),

$$
\left\|H_{f_{1}}\left(g_{j}\right)\right\|_{q, \varphi}^{q} \leq C \int_{\mathbb{C}^{n}}\left|g_{j}(\xi) e^{-\varphi(\xi)}\right|^{q}\left\|\bar{\partial} f_{1}\right\|_{L^{\infty}(B(\xi, r), d v)}^{q} d v(\xi) \rightarrow 0
$$

as $j \rightarrow \infty$, and hence we have $H_{f_{1}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$.
Conversely, suppose that $H_{f}$ is compact from $F^{p}(\varphi)$ to $L^{q}(\varphi)$. Then, as in (4-4), we have

$$
\begin{equation*}
\lim _{z \rightarrow \infty} G_{q, r}(f)(z) \leq C \lim _{z \rightarrow \infty}\left\|H_{f}\left(k_{z}\right)\right\|_{q, \varphi}=0 \tag{4-22}
\end{equation*}
$$

for $r \in\left(0, r_{0}\right]$ fixed. We claim that (4-22) is valid for any $r>0$. To see this, we consider the Hankel operator $H_{f}$ on the Fock space $F_{\alpha}^{p}$. From (4-22), using the sufficiency part, it follows that $H_{f}$ is compact from $F_{\alpha}^{p}$ to $L^{q}\left(\mathbb{C}^{n}, e^{-(q \alpha / 2)|z|^{2}} d v\right)$. Notice that the equality (1-5) yields

$$
\inf _{w \in B(z, r)}|K(w, z)| \geq C>0
$$

for any $r>0$ fixed, where the constant $C$ is independent of $z \in \mathbb{C}^{n}$. As in (4-2), we have

$$
\lim _{z \rightarrow \infty} G_{q, r}(f)(z) \leq C \lim _{z \rightarrow \infty}\left\|H_{f}\left(k_{z}\right)\right\|_{L^{q}\left(\mathbb{C}^{n}, e^{-(q \alpha / 2)|z|^{2}} d v\right)}=0 .
$$

Thus, $f \in \mathrm{VDA}^{q}$.

The following Corollary 4.5 is a direct consequence of the proof of Theorem 1.1(c) which we use to complement and extend the classical result of Berger and Coburn in the next section.

Corollary 4.5. Suppose that $0<q<1$ and $f \in L^{\infty}$. Then the limit $\lim _{z \rightarrow \infty} G_{q, r}(f)(z)=0$ is independent of $r>0$.

## 5. Proof of Theorem 1.2

Proof of the case $0<p \leq q<\infty$. For $R>0$, let $\left\{a_{k}\right\}_{k=1}^{\infty}$ be the $(R / 2)$-lattice

$$
\left\{\frac{R}{2 \sqrt{n}}\left(m_{1}+k_{1} \mathrm{i}, m_{2}+k_{2} \mathrm{i}, \ldots, m_{n}+k_{n} \mathrm{i}\right) \in \mathbb{C}^{n}: m_{j}, k_{j} \in \mathbb{Z}, j=1,2, \ldots, n\right\} .
$$

Choose $\rho \in C^{\infty}\left(\mathbb{C}^{n}\right)$ such that

$$
0 \leq \rho \leq 1,\left.\quad \rho\right|_{B(0,1 / 2)} \equiv 1, \quad \operatorname{supp} \rho \subseteq B\left(0, \frac{3}{4}\right)
$$

Then $\|\nabla \rho\|_{L^{\infty}}<\infty$ and

$$
0<\sum_{k=1}^{\infty} \rho\left(\left(z-a_{k}\right) / R\right) \leq C
$$

for $z \in \mathbb{C}^{n}$. Define $\psi_{j, R} \in C^{\infty}\left(\mathbb{C}^{n}\right)$ by

$$
\psi_{j, R}(z)=\frac{\rho\left(\left(z-a_{j}\right) / R\right)}{\sum_{k=1}^{\infty} \rho\left(\left(z-a_{k}\right) / R\right)}
$$

Then $\left\{\psi_{j, R}\right\}_{j=1}^{\infty}$ is a partition of unity subordinate to $\left\{B\left(a_{j}, R\right)\right\}_{j=1}^{\infty}$ and

$$
\begin{equation*}
R\left\|\nabla \psi_{j, R}(\cdot)\right\|_{L^{\infty}} \leq C, \tag{5-1}
\end{equation*}
$$

where the constant $C$ is independent of $j$ and $R$.
Now we suppose that $f \in L^{\infty}$ and $H_{f} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$. Theorem 1.1 and Corollary 4.5 imply that

$$
\begin{equation*}
\lim _{z \rightarrow \infty} G_{q, 2 R}(f)(z)=0 \tag{5-2}
\end{equation*}
$$

for $R>0$ fixed. As in (3-2), pick $h_{j, R} \in H\left(B\left(a_{j}, 2 R\right)\right)$ so that

$$
\begin{equation*}
\frac{1}{\left|B\left(a_{j}, 2 R\right)\right|} \int_{B\left(a_{j}, 2 R\right)}\left|f-h_{j, R}\right|^{q} d v=G_{q, 2 R}(f)\left(a_{j}\right)^{q} . \tag{5-3}
\end{equation*}
$$

By (3-3),

$$
\sup _{z \in B\left(a_{j}, R\right)}\left|h_{j, R}(z)\right| \leq C\|f\|_{L^{\infty}} .
$$

Set

$$
f_{1, R}=\sum_{j=1}^{\infty} \psi_{j, R} h_{j, R} \quad \text { and } \quad f_{2, R}=f-f_{1, R} .
$$

From estimates (2-9) and (3-3), it follows that there is a positive constant $C$ such that

$$
\begin{equation*}
\left\|f_{1, R}\right\|_{L^{\infty}}+\left\|f_{2, R}\right\|_{L^{\infty}} \leq C\|f\|_{L^{\infty}} \tag{5-4}
\end{equation*}
$$

for $R>0$. Lemma 3.6 and (5-2) imply that

$$
\lim _{z \rightarrow \infty} M_{q, R}\left(\bar{f}_{2, R}\right)(z)=\lim _{z \rightarrow \infty} M_{q, R}\left(f_{2, R}\right)(z)=0,
$$

and so

$$
\begin{equation*}
H_{\bar{f}_{2, R}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right) \tag{5-5}
\end{equation*}
$$

Recall that $P_{z, R}$ is the standard Bergman projection from $L^{2}(B(z, R), d v)$ to $A^{2}(B(z, R), d v)$. Since $h_{j, R}$ is bounded on $B\left(a_{j}, R\right)$, we have $h_{j, R}=P_{a_{j}, R}\left(h_{j, R}\right)$, that is,

$$
\overline{h_{j, R}(z)}=\frac{1}{\pi} \int_{B\left(a_{j}, R\right)} \frac{R^{2} \overline{h_{j, R}(\xi)} d v(\xi)}{\left.\left(R^{2}-\left(\xi-a_{j}\right) \cdot \overline{\left(z-a_{j}\right.}\right)\right)^{n+1}}, \quad z \in B\left(a_{j}, R\right) .
$$

Hence,

$$
\begin{equation*}
\left|\bar{\partial} \overline{h_{j, R}(z)}\right| \leq C \frac{\left\|h_{j, R}\right\|_{L^{\infty}(B(z, R), d v)}}{R} \quad \text { for } z \in \overline{B\left(a_{j}, 3 R / 4\right)} . \tag{5-6}
\end{equation*}
$$

Notice that $\operatorname{supp} \psi_{j, R} h_{j, R} \subseteq \overline{B\left(a_{j}, 3 R / 4\right)}$, and the estimates (5-1) and (5-6) imply that

$$
\left|\bar{\partial} \bar{f}_{1, R}\right| \leq \sum_{j=1}^{\infty}\left|\left(\bar{\partial} \psi_{j, R}\right) \bar{h}_{j, R}\right|+\sum_{j=1}^{\infty} \psi_{j, R}\left|\bar{\partial}\left(\bar{h}_{j, R}\right)\right| \leq C \frac{\|f\|_{L^{\infty}}}{R} .
$$

Therefore, using (4-6) (when $q \geq 1$ ) and (4-15) (when $q<1$ ), we have

$$
\left\|H_{\bar{f}_{1, R}}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)}^{p} \leq C\left\|\bar{\partial} \bar{f}_{1, R}\right\|_{L^{\infty}} \leq C \frac{\|f\|_{L^{\infty}}}{R} .
$$

The constants $C$ above are all independent of $f$ and $R$. Therefore,

$$
\left\|H_{\bar{f}}-H_{\bar{f}_{2, R}}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)}=\left\|H_{\bar{f}_{1, R}}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)} \leq C \frac{\|f\|_{L^{\infty}}}{R} \rightarrow 0
$$

as $R \rightarrow \infty$. Finally, using (5-5) and the fact that $\mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$ is closed under the operator norm, we see that $H_{\bar{f}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$, which completes the proof.

To deal with the case $1 \leq q<p<\infty$, we use the Ahlfors-Beurling operator, which is a very well-known Calderón-Zygmund operator on $L^{p}(\mathbb{C}), 1<p<\infty$, defined as

$$
\mathfrak{T}(f)(z)=\text { p.v. }-\frac{1}{\pi} \int_{\mathbb{C}} \frac{f(\xi)}{(\xi-z)^{2}} d v(\xi),
$$

where p.v. means the Cauchy principal value. The Ahlfors-Beurling operator connects harmonic analysis and complex analysis, and it is of fundamental importance in several areas of mathematics including PDE and quasiconformal mappings. See [Ahlfors 2006; Astala et al. 2009] for further details and examples.

Lemma 5.1. Suppose $1<s<\infty$. Then there is some constant $C$, depending only on $s$, such that, for $f \in C^{2}\left(\mathbb{C}^{n}\right) \cap L^{\infty}$ and $j=1,2, \ldots, n$,

$$
\begin{equation*}
\left\|\frac{\partial f}{\partial z_{j}}\right\|_{L^{s}} \leq C\left\|\frac{\partial f}{\partial \bar{z}_{j}}\right\|_{L^{s}} \tag{5-7}
\end{equation*}
$$

Proof. We consider the case $n=1$ first. Let $f \in C^{2}(\mathbb{C}) \cap L^{\infty}$. If $\|\partial f / \partial \bar{z}\|_{L^{s}}=0$, then $f \in H(\mathbb{C}) \cap L^{\infty}$, which implies that the function $f$ is constant and the estimate (5-7) follows. Next we suppose that $\|\partial f / \partial \bar{z}\|_{L^{s}}>0$. Take $\psi(r) \in C^{\infty}(\mathbb{R})$ to be decreasing such that $\psi(x)=1$ for $x \leq 0, \psi(x)=0$ for $x \geq 1$, and $0 \leq-\psi^{\prime}(x) \leq 2$ for $x \in \mathbb{R}$. For $R>0$ fixed, we set $\psi_{R}(x)=\psi(x-R)$ for $x \in \mathbb{R}$ and define $f_{R}(z)=f(z) \psi_{R}(|z|)$ for $z \in \mathbb{C}$. Since $f \in C^{2}(\mathbb{C}) \cap L^{\infty}$, it is obvious that $f_{R}(z) \in C_{c}^{2}(\mathbb{C})$, the set of $C^{2}$ functions on $\mathbb{R}^{2}$ with compact support. From Theorem 2.1.1 of [Chen and Shaw 2001], it follows that

$$
f_{R}(z)=\frac{1}{2 \pi \mathrm{i}} \int_{\mathbb{C}} \frac{\partial f_{R} / \partial \bar{z}}{\xi-z} d \xi \wedge d \bar{\xi}
$$

Notice that $\partial f_{R} / \partial \bar{z}=\psi_{R}(\partial f / \partial \bar{z})+f\left(\partial \psi_{R} / \partial \bar{z}\right)$. By Lemma 2 on page 52 of [Ahlfors 2006], we get

$$
\begin{equation*}
\frac{\partial f_{R}}{\partial z}(z)=\mathfrak{T}\left(\frac{\partial f_{R}}{\partial \bar{z}}\right)(z)=\mathfrak{T}\left(\psi_{R} \frac{\partial f}{\partial \bar{z}}\right)(z)+\mathfrak{T}\left(f \frac{\partial \psi_{R}}{\partial \bar{z}}\right)(z) \tag{5-8}
\end{equation*}
$$

Now for $r>0$ and $|z|<r$, when $R$ is sufficiently large, it holds that

$$
\left|\mathfrak{T}\left(f \frac{\partial \psi_{R}}{\partial \bar{z}}\right)\right|(z) \leq \frac{\|f\|_{L^{\infty}}}{\pi(R-r)^{2}} \int_{R \leq|\xi| \leq R+1} d v(\xi) \leq \frac{3 R\|f\|_{L^{\infty}}}{(R-r)^{2}},
$$

and hence

$$
\begin{equation*}
\left\|\mathfrak{T}\left(f \frac{\partial \psi_{R}}{\partial \bar{z}}\right)\right\|_{L^{s}(D(0, r), d v)} \leq\left\|\frac{\partial f}{\partial \bar{z}}\right\|_{L^{s}}, \tag{5-9}
\end{equation*}
$$

where $D(0, r)=\{z \in \mathbb{C}:|z|<r\}$. In addition, by the boundedness of $\mathfrak{T}$ on $L^{s}$ (see, for example, the estimate (11) on page 53 in [Ahlfors 2006]), we get

$$
\begin{equation*}
\left\|\mathfrak{T}\left(\psi_{R} \frac{\partial f}{\partial \bar{z}}\right)\right\|_{L^{s}} \leq C\left\|\psi_{R} \frac{\partial f}{\partial \bar{z}}\right\|_{L^{s}} \leq C\left\|\frac{\partial f}{\partial \bar{z}}\right\|_{L^{s}} . \tag{5-10}
\end{equation*}
$$

For $R$ sufficiently large, from (5-8), (5-9) and (5-10) it follows that

$$
\left\|\frac{\partial f}{\partial z}\right\|_{L^{s}(D(0, r), d v)}=\left\|\frac{\partial f_{R}}{\partial z}\right\|_{L^{s}(D(0, r), d v)} \leq C\left\|\frac{\partial f}{\partial \bar{z}}\right\|_{L^{s}}
$$

Therefore,

$$
\begin{equation*}
\left\|\frac{\partial f}{\partial z}\right\|_{L^{s}} \leq C\left\|\frac{\partial f}{\partial \bar{z}}\right\|_{L^{s}} . \tag{5-11}
\end{equation*}
$$

Now for $n \geq 2$ and $f \in L^{\infty} \cap C^{2}\left(\mathbb{C}^{n}\right)$, by (5-11), we have

$$
\begin{aligned}
\int_{\mathbb{C}^{n}}\left|\frac{\partial f}{\partial z_{1}}(\xi)\right|^{s} d v(\xi) & =\int_{\mathbb{C}^{n-1}} d v\left(\xi^{\prime}\right) \int_{\mathbb{C}}\left|\frac{\partial f}{\partial z_{1}}\left(\xi_{1}, \xi^{\prime}\right)\right|^{s} d v\left(\xi_{1}\right) \\
& \leq C \int_{\mathbb{C}^{n-1}} d v\left(\xi^{\prime}\right) \int_{\mathbb{C}}\left|\frac{\partial f}{\partial \bar{z}_{1}}\left(\xi_{1}, \xi^{\prime}\right)\right|^{s} d v\left(\xi_{1}\right) .
\end{aligned}
$$

This implies (5-7) for $j=1$. Similarly, (5-7) holds for $j=2, \ldots, n$, and the proof is complete.
Proof of the case $1 \leq q<p<\infty$. Notice first that if $H_{f} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right.$, then by Theorem 1.1, we have $f \in \operatorname{IDA}^{s, q}$ with $s=p q /(p-q)>1$. We use a decomposition $f=f_{1}+f_{2}$ as in (3-17) with $r=1$.

Furthermore, by (5-4), we may assume that $\left\|f_{1}\right\|_{L^{\infty}} \leq C\|f\|_{L^{\infty}}$. Then, from Lemma 5.1 it follows that

$$
\left\|\bar{\partial} \bar{f}_{1}\right\|_{L^{s}} \leq C \sum_{j=1}^{n}\left\|\frac{\partial \bar{f}}{\partial \bar{z}_{j}}\right\|_{L^{s}}=C \sum_{j=1}^{n}\left\|\frac{\partial f}{\partial z_{j}}\right\|_{L^{s}} \leq C \sum_{j=1}^{n}\left\|\frac{\partial f}{\partial \bar{z}_{j}}\right\|_{L^{s}} \leq C\left\|\bar{\partial} f_{1}\right\|_{L^{s}} .
$$

We also observe that $\left\|M_{q, r}\left(\bar{f}_{2}\right)\right\|_{L^{s}}=\left\|M_{q, r}\left(f_{2}\right)\right\|_{L^{s}}<\infty$. Now Theorem 3.8 implies that $\bar{f}=\bar{f}_{1}+\bar{f}_{2} \in$ IDA $^{s, q}$, and hence, by Theorem 1.1, we get $H_{\bar{f}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$.
Remark 5.2. Notice that it follows from the preceding proof that

$$
\left\|H_{\bar{f}}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)} \leq C\left\|H_{f}\right\|_{F^{p}(\varphi) \rightarrow L^{q}(\varphi)} .
$$

## 6. Application to Berezin-Toeplitz quantization

As an application and further generalization of our results, we consider deformation quantization in the sense of [Rieffel 1989; 1990] and focus on one of its essential ingredients in the noncompact setting of $\mathbb{C}^{n}$ that involves the limit condition

$$
\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}=0
$$

Recently this and related questions were studied in [Bauer and Coburn 2016; Bauer et al. 2018; Fulsche 2020], which also provide further physical background and references for this type of quantization.

Recall that $\varphi \in C^{2}\left(\mathbb{C}^{n}\right)$ is real-valued and $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq \mathrm{E}$, where E is the $2 n \times 2 n$-unit matrix. For $t>0$, we set

$$
d \mu_{t}(z)=\frac{1}{t^{n}} \exp \left\{-2 \varphi\left(\frac{z}{\sqrt{t}}\right)\right\} d v(z)
$$

and denote by $L_{t}^{2}(\varphi)$ the space of all Lebesgue measurable functions $f$ in $\mathbb{C}^{n}$ such that

$$
\|f\|_{t}=\left\{\int_{\mathbb{C}^{n}}|f|^{2} d \mu_{t}(z)\right\}^{1 / 2}
$$

Further, we let $F_{t}^{2}(\varphi)=L_{t}^{2}(\varphi) \cap H\left(\mathbb{C}^{n}\right)$. Then clearly $F_{1}^{2}(\varphi)=F^{2}(\varphi)$ and $L_{1}^{2}(\varphi)=L^{2}(\varphi)$ in terms of the spaces that were considered in the previous sections. Given $f \in L^{\infty}$, we use the orthogonal projection $P^{(t)}$ from $L_{t}^{2}(\varphi)$ onto $F_{t}^{2}(\varphi)$ to define the Toeplitz operator $T_{f}^{(t)}$ and the Hankel operator $H_{f}^{(t)}$, respectively, by

$$
T_{f}^{(t)}=P^{(t)} M_{f} \quad \text { and } \quad H_{f}^{(t)}=\left(\mathrm{I}-P^{(t)}\right) M_{f}
$$

Let $U_{t}$ be the dilation acting on measurable functions in $\mathbb{C}^{n}$ as

$$
U_{t}: f \mapsto f(\cdot \sqrt{t})
$$

It is easy to verify that $U_{t}$ is a unitary operator from $L_{t}^{2}(\varphi)$ to $L^{2}(\varphi)$ (as well as a unitary operator from $F_{t}^{2}(\varphi)$ to $\left.F^{2}(\varphi)\right)$. Further, we have $U_{t} P^{(t)} U_{t}^{-1}=P^{(1)}$, which implies that

$$
\begin{equation*}
U_{t} T_{f}^{(t)} U_{t}^{-1}=T_{f(\cdot \sqrt{t})}, \quad U_{t} H_{f}^{(t)} U_{t}^{-1}=H_{f(\cdot \sqrt{t})} . \tag{6-1}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left\|T_{f}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}=\left\|T_{f(\cdot \sqrt{t})}\right\|_{F^{2}(\varphi) \rightarrow F^{2}(\varphi)} \tag{6-2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|H_{f}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow L_{t}^{2}(\varphi)}=\left\|H_{f(\cdot \sqrt{t})}\right\|_{F^{2}(\varphi) \rightarrow L^{2}(\varphi)} \tag{6-3}
\end{equation*}
$$

Given $f \in L_{\text {loc }}^{2}$, for $z \in \mathbb{C}^{n}$ and $r>0$ set

$$
M O_{2, r}(f)(z)=\left\{\frac{1}{|B(z, r)|} \int_{B(z, r)}\left|f-f_{B(z, r)}\right|^{2} d v\right\}^{1 / 2}
$$

where $f_{S}=(1 /|S|) \int_{S} f d v$ for $S \subset \mathbb{C}^{n}$ measurable.
The following definitions of BMO and VMO are analogous to the classical definition introduced in [John and Nirenberg 1961], but they differ from those widely used in the study of Bergman and Fock spaces.
Definition 6.1. We denote by BMO the set of all $f \in L_{\text {loc }}^{2}$ such that

$$
\|f\|_{*}=\sup _{z \in \mathbb{C}^{n}, r>0} M O_{2, r}(f)(z)<\infty
$$

and by VMO the set of all $f \in \mathrm{BMO}$ such that

$$
\lim _{r \rightarrow 0} \sup _{z \in \mathbb{C}^{n}} M O_{2, r}(f)(z)=0
$$

Definition 6.2. We define $\mathrm{BDA}_{*}$ to be the family of all $f \in L_{\text {loc }}^{2}$ such that

$$
\|f\|_{\mathrm{BDA}_{*}}=\sup _{z \in \mathbb{C}^{n}, r>0} G_{2, r}(f)(z)<\infty
$$

and $\mathrm{VDA}_{*}$ to be the subspace of all $f \in \mathrm{BDA}_{*}$ such that

$$
\lim _{r \rightarrow 0} \sup _{z \in \mathbb{C}^{n}} G_{2, r}(f)(z)=0
$$

Given a family $X$ of functions on $\mathbb{C}^{n}$, we set $\bar{X}=\{\bar{f}: f \in X\}$.
Proposition 6.3. It holds that

Furthermore, we have

$$
\begin{equation*}
\|f\|_{\mathrm{BMO}_{*}} \simeq\|f\|_{\mathrm{BDA}_{*}}+\|\bar{f}\|_{\mathrm{BDA}_{*}} \tag{6-4}
\end{equation*}
$$

for $f \in L_{\mathrm{loc}}^{2}$.
Proof. From a careful inspection of the proof of Proposition 2.5 in [Hu and Wang 2018], it follows that there is a constant $C>0$ such that, for $f \in L_{\mathrm{loc}}^{2}$ and $z \in \mathbb{C}^{n}, r>0$, there is a constant $c(z)$ for which

$$
\left\{\frac{1}{|B(z, r)|} \int_{B(z, r)}|f-c(z)|^{2} d v\right\}^{1 / 2} \leq C\left\{G_{2, r}(f)(z)+G_{2, r}(\bar{f})(z)\right\}
$$

It is easy to verify that

$$
M O_{2, r}(f)(z) \leq\left\{\frac{1}{|B(z, r)|} \int_{B(z, r)}|f-c(z)|^{2} d v\right\}^{1 / 2},
$$

and hence

$$
M O_{2, r}(f)(z) \leq C\left\{G_{2, r}(f)(z)+G_{2, r}(\bar{f})(z)\right\}
$$

On the other hand, by definition, we have

$$
G_{2, r}(f)(z) \leq M O_{2, r}(f)(z)
$$

Thus, we have $C_{1}$ and $C_{2}$, independent of $f, r$ and $z$, such that

$$
\begin{align*}
C_{1}\left\{G_{2, r}(f)(z)+G_{2, r}(\bar{f})(z)\right\} & \leq M O_{2, r}(f)(z) \\
& \leq C_{2}\left\{G_{2, r}(f)(z)+G_{2, r}(\bar{f})(z)\right\} . \tag{6-5}
\end{align*}
$$

Therefore, $f \in \mathrm{BMO}$ (or $f \in \mathrm{VMO}$ ) if and only if $f \in \mathrm{BDA}_{*} \cap \overline{\mathrm{BDA}_{*}}$ (or $f \in \mathrm{VDA}_{*} \cap \overline{\mathrm{VDA}_{*}}$ ). The estimate in (6-4) follows from (6-5).

Theorem 6.4. Suppose $f \in L^{\infty}$. Then for all $g \in L^{\infty}$, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}=0 \tag{6-6}
\end{equation*}
$$

if and only if $f \in \overline{\mathrm{VDA}}_{*}$.
Proof. Given $f \in L^{\infty}$, it follows from (6-3) that

$$
\left\|\left(H_{\bar{f}}^{(t)}\right)^{*}\right\|_{L_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}=\left\|H_{\bar{f}}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow L_{t}^{2}(\varphi)}=\left\|H_{f(\cdot \sqrt{t})}\right\|_{F^{2}(\varphi) \rightarrow L^{2}(\varphi)} .
$$

This and Theorem 1.1 imply

$$
\begin{equation*}
\frac{1}{C}\left\|G_{2,1}(f(\cdot \sqrt{t}))\right\|_{L^{\infty}} \leq\left\|\left(H_{\bar{f}}^{(t)}\right)^{*}\right\|_{L_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)} \leq C\left\|G_{2,1}(f(\cdot \sqrt{t}))\right\|_{L^{\infty}} \tag{6-7}
\end{equation*}
$$

where the constant $C$ is independent of $f$ and $t$.
Suppose $f \in \overline{\mathrm{VDA}}_{*}$. Then, by definition, we have

$$
\lim _{r \rightarrow 0} \sup _{z \in \mathbb{C}^{n}} G_{2, r}(\bar{f})(z)=0
$$

It is easy to verify that

$$
G_{2,1}(f(\cdot \sqrt{t}))(z)=G_{2, \sqrt{t}}(f)(z \sqrt{t}) .
$$

Now by (6-7), we get

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|\left(H_{\bar{f}}^{(t)}\right)^{*}\right\|_{L_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)} \leq C \lim _{t \rightarrow 0}\left\|G_{2, \sqrt{t}}(\bar{f})\right\|_{L^{\infty}}=0 . \tag{6-8}
\end{equation*}
$$

In addition, for $f, g \in L^{\infty}$, it is easy to verify that

$$
\begin{equation*}
T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}=-\left(H_{\bar{f}}^{(t)}\right)^{*} H_{g}^{(t)} \tag{6-9}
\end{equation*}
$$

Therefore, for all $g \in L^{\infty}$,

$$
\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)} \leq\|g\|_{L^{\infty}} \lim _{t \rightarrow 0}\left\|\left(H_{\tilde{f}}^{(t)}\right)^{*}\right\|_{L_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}=0
$$

which gives (6-6).

Conversely, suppose that (6-6) holds for every $g \in L^{\infty}$. Let $g=\bar{f} \in L^{\infty}$. Then it follows from (6-9) that

$$
\begin{aligned}
\lim _{t \rightarrow 0}\left\|H_{\bar{f}}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow L_{t}^{2}(\varphi)}^{2} & =\lim _{t \rightarrow 0}\left\|\left(H_{\bar{f}}^{(t)}\right)^{*} H_{\bar{f}}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)} \\
& =\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{\bar{f}}^{(t)}-T_{|f|^{2}}^{(t)}\right\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}=0 .
\end{aligned}
$$

This and (6-7) imply that $f \in \overline{\mathrm{VDA}}_{*}$.
Combining Proposition 6.3 with Theorem 6.4, we obtain the following corollary, which is the main result of [Bauer et al. 2018] when $\varphi(z)=\frac{1}{8}|z|^{2}$.

Corollary 6.5. Suppose $f \in L^{\infty}$. Then for all $g \in L^{\infty}$, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}\right\|=0 \quad \text { and } \quad \lim _{t \rightarrow 0}\left\|T_{g}^{(t)} T_{f}^{(t)}-T_{f g}^{(t)}\right\|=0 \tag{6-10}
\end{equation*}
$$

if and only if $g \in \mathrm{VMO}$. Here $\|\cdot\|=\|\cdot\|_{F_{t}^{2}(\varphi) \rightarrow F_{t}^{2}(\varphi)}$.

## 7. Further remarks

For $1 \leq p, q<\infty$, we have characterized those $f \in \mathcal{S}$ for which $H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ is bounded (or compact). For small exponents $0<p<q<1$, we have proved that this characterization remains true for compactness when $f \in L^{\infty}$. We also note that when $p \leq q$ and $q \geq 1$, boundedness and compactness of Hankel operators $H_{f}: F^{p}(\varphi) \rightarrow L^{p}(\varphi)$ depend on $q$ (see Remark 3.2 and Theorem 1.1), while for $p>q$ we cannot say the same - we note that we have no statement analogous to Remark 3.2 for IDA ${ }^{s, q}$.

Moreover, for harmonic symbols $f \in \mathcal{S}$ and $0<p, q<\infty$, using the Hardy-Littlewood theorem on the submean value (see Lemma 2.1 of [Hu et al. 2007], for example), we are able to characterize boundedness of $H_{f}: F^{p}(\varphi) \rightarrow L^{q}(\varphi)$ with the space IDA $^{s, q}$. We will return to this topic in a future publication.

We also note that the space $F^{\infty}(\varphi)$ does not appear in our results because $\Gamma$ is not dense in it. Instead, it may be possible to consider the space

$$
f^{\infty}(\varphi)=\left\{f \in F^{\infty}(\varphi): f e^{-\varphi} \in C_{0}\left(\mathbb{C}^{n}\right)\right\}
$$

which can be viewed as the closure of $\Gamma$ in $F^{\infty}(\varphi)$, and extend our results to this setting.
Regarding weights, the Fock spaces studied in this paper are defined with weights $\varphi \in C\left(\mathbb{C}^{n}\right)$ satisfying $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq \mathrm{E}$. As stated in Section 2A, these weights are contained in the class considered in [Schuster and Varolin 2012]. Now, we note that for the weights $\varphi$ in that work, $\mathrm{i} \partial \bar{\partial} \varphi \simeq \omega_{0}$, and from Hörmander's theorem on the canonical solution to the $\bar{\partial}$-equation it follows that

$$
\left\|H_{f} g\right\|_{2, \varphi}^{2} \leq \int_{\mathbb{C}^{n}}|g \bar{\partial} f|_{\mathrm{i} \partial \bar{\partial}}^{2} e^{-2 \varphi} d v \leq C\|g|\bar{\partial} f|\|_{2, \varphi}^{2},
$$

and hence we know that the conclusions of Theorem 1.1 remain true when $q=2$ (see Theorem 4.3 of [Hu and Virtanen 2022]). Upon these observations, we raise the following conjecture.
Conjecture 1. Suppose $\varphi \in C^{2}\left(\mathbb{C}^{n}\right)$ satisfying i $\partial \bar{\partial} \varphi \simeq \omega_{0}$. Then for $f \in \mathcal{S}$ and $0<p, q<\infty, H_{f} \in$ $\mathcal{B}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$ if and only if $f \in \operatorname{IDA}^{s, q}$, where $s=p q /(p-q)$ if $p>q$ and $s=\infty$ if $p \leq q$.

In the literature, there are a number of interesting results on the simultaneous boundedness (and compactness) of Hankel operators $H_{f}$ and $H_{\bar{f}}$. These types of characterizations often involve the function spaces $\mathrm{BMO}^{q}$ and $\mathrm{IMO}^{s, q}$ in their conditions; see, e.g., [Hu and Wang 2018; Zhu 2012]. For $1 \leq q<\infty$ and $1 \leq s \leq \infty$, set $\overline{\overline{\operatorname{IDA}}^{s, q}}=\left\{\bar{f}: f \in \mathrm{IDA}^{s, q}\right\}$. Then Proposition 2.5 of [Hu and Wang 2018] shows that $\mathrm{IDA}^{s, q} \cap \overline{\mathrm{IDA}^{s, q}}=\mathrm{IMO}^{s, q}$ and the results of Section 4 provide a description of the simultaneous boundedness (or compactness) of $H_{f}$ and $H_{\bar{f}}$ as seen in the following theorem, where as before, we set $s=p q /(p-q)$ if $p>q$ and $s=\infty$ if $p \leq q$.
Theorem 7.1. Let $\varphi \in C^{2}\left(\mathbb{C}^{n}\right)$ be real-valued, $\operatorname{Hess}_{\mathbb{R}} \varphi \simeq \mathrm{E}$, and let $f \in \mathcal{S}$. For $1 \leq p, q<\infty$, Hankel operators $H_{f}$ and $H_{\bar{f}}$ are simultaneously bounded from $F^{p}(\varphi)$ to $\left.L^{q}(\varphi)\right)$ if and only if $f \in \mathrm{IMO}^{s, q}$.

We state one more conjecture related to Theorem 1.2, in which we proved that for $f \in L^{\infty}$ and $0<p<\infty$, $H_{f}$ is compact on $F^{p}(\varphi)$ if and only if $H_{\bar{f}}$ in compact on $F^{p}(\varphi)$. Recall that this phenomenon does not occur for Hankel operators on the Bergman space or on the Hardy space. As predicted in [Zhu 2012], and verified for Hankel operators on the weighted Fock spaces $F^{p}(\alpha)$ with $1<p<\infty$ in [Hagger and Virtanen 2021], a partial explanation for this difference is the lack of bounded holomorphic or harmonic functions on the entire complex plane. From this point of view it is natural to suggest that a similar result should remain true for Hankel operators mapping from $F^{p}(\varphi)$ to $L^{q}(\varphi)$.
Conjecture 2. Suppose that $\varphi \in C^{2}\left(\mathbb{C}^{n}\right)$ satisfies $\mathrm{i} \partial \bar{\partial} \varphi \simeq \omega_{0}$ and $0<p, q<\infty$. Then for $f \in L^{\infty}$, $H_{f} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$ if and only if $H_{\bar{f}} \in \mathcal{K}\left(F^{p}(\varphi), L^{q}(\varphi)\right)$.

Notice that IDA $^{s, q} \cap L^{\infty}$ is a Banach algebra under the norm $\|\cdot\|_{\text {IDA }^{s, q}}+\|\cdot\|_{\infty}$. We can also express Conjecture 2 in algebraic terms; that is, we conjecture that $\operatorname{IDA}^{s, q} \cap L^{\infty}$ on $\mathbb{C}^{n}$ is closed under the conjugate operation $f \mapsto \bar{f}$, where $1<s \leq \infty$ and $0<q<\infty$.

Related to our work on quantization and Theorem 6.4 in particular, we conclude this section with the following problem: characterize those $f \in L^{\infty}$ for which it holds that

$$
\lim _{t \rightarrow 0}\left\|T_{f}^{(t)} T_{g}^{(t)}-T_{f g}^{(t)}\right\|_{S_{2}}=0
$$

for all $g \in L^{\infty}$, where $\|\cdot\|_{S_{2}}$ stands for the Hilbert-Schmidt norm. It would also be important to consider this question for other Schatten classes $S_{p}$.
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# GLOBAL STABILITY OF SPACETIMES WITH SUPERSYMMETRIC COMPACTIFICATIONS 

Lars Andersson, Pieter Blue, Zoe Wyatt and Shing-Tung Yau


#### Abstract

This paper proves the stability, with respect to the evolution determined by the vacuum Einstein equations, of the Cartesian product of higher-dimensional Minkowski space with a compact, Ricci-flat Riemannian manifold that admits a spin structure and a nonzero parallel spinor. Such a product includes the example of Calabi-Yau and other special holonomy compactifications, which play a central role in supergravity and string theory. The stability result proved in this paper shows that Penrose's instability argument [2003] does not apply to localised perturbations.


## 1. Introduction

Let $\left(\mathbb{R}^{1+n}, \eta_{\mathbb{R}^{1+n}}\right)$ be the $(1+n)$-dimensional Minkowski spacetime, and let $(K, k)$ be a compact, Ricci-flat Riemannian manifold that has a cover that admits a spin structure and a nonzero parallel spinor. The spacetime $\mathcal{M}=\mathbb{R}^{1+n} \times K$ with metric

$$
\begin{equation*}
\hat{g}=\eta_{\mathbb{R}^{1+n}}+k \tag{1}
\end{equation*}
$$

is globally hyperbolic and Ricci flat, i.e, it is a solution to the $(1+n+d)$-dimensional vacuum Einstein equations. Such spacetimes play an essential role in supergravity and string theory [Candelas et al. 1985]. In this paper we refer to ( $\mathcal{M}, \hat{g}$ ) as a spacetime with a supersymmetric (SUSY) compactification and $(K, k)$ as the internal manifold.

The simplest spacetime with a supersymmetric compactification, which has been studied since the 1920s, is the Kaluza-Klein spacetime $\left(\mathbb{R}^{1+3} \times \mathbb{S}_{\theta}^{1}, \eta_{\mathbb{R}^{1+3}}+\mathrm{d} \theta^{2}\right)$ [Kaluza 1921; Klein 1926]. As shown by Witten in an influential paper [1982], this spacetime is unstable at the semiclassical level. Nonetheless in the same work Witten argued that the spacetime should be classically linearly stable.

By contrast, Penrose has sketched an argument intended to show that spacetimes with supersymmetric compactifications are generically classically unstable, for every dimension $n$ and all internal manifolds, except possibly when the internal manifold is a flat $d$-dimensional torus [Penrose 2003; 2005]. There are theorems motivated by these considerations that generalise the classical singularity theorems to trapped surfaces of arbitrary codimension [Cipriani and Senovilla 2019; Galloway and Senovilla 2010]. However, the results of the present paper show that for spacetimes with supersymmetric compactifications the instability argued by Penrose does not hold for $n \geq 9$, and we conjecture here that in fact stability holds for $n \geq 3$. The nonnegativity of the spectrum of the Lichnerowicz Laplacian on symmetric 2-tensors, which holds for the internal spaces by the result of Dai, Wang, and Wei [Dai et al. 2005], plays a crucial role
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in our stability proof. In fact, this nonnegativity, which is conjectured to hold for all compact Ricci-flat manifolds, is sufficient for our result. See Section 2A for details.

In order to state our main theorem, we need to introduce some notation. For the product spacetime $\mathbb{R}^{1+n} \times K$ we denote spacetime indices by $\alpha, \mu, \nu, \ldots$, Minkowski indices by $i, j, k, \ldots$, and internal indices by $A, B, C, \ldots$. For a general pseudo-Riemannian metric $g$, let $\nabla[g]$ denote its Levi-Civita connection, Riem $[g]$ its Riemann curvature tensor, $\operatorname{Ric}[g]$ its Ricci curvature, and $\mathrm{d} \mu_{g}$ its volume form. Define the contraction

$$
\begin{equation*}
(R[g] \circ u)_{\mu \nu}=R_{\mu \rho \nu \lambda}[g] u^{\rho \lambda} \tag{2}
\end{equation*}
$$

which acts on symmetric ( 0,2 )-tensors $u_{\mu \nu}$. Given the supersymmetric spacetime metric $\hat{g}$ on $\mathbb{R}^{1+n} \times K$, let

$$
\begin{equation*}
\left(g_{E}\right)_{\mu \nu}=\hat{g}_{\mu \nu}+2(\mathrm{~d} t)_{\mu}(\mathrm{d} t)_{\nu} \tag{3}
\end{equation*}
$$

where $\mathrm{d} t$ is with respect to the standard Cartesian coordinates on $\mathbb{R}^{1+n}$. On $K$ and $\mathbb{R}^{1+n} \times K$, define the inner products on $(0,2)$ tensors, respectively, as

$$
\begin{equation*}
\langle u, v\rangle_{k}=k^{A C} k^{B D} u_{A B} v_{C D} \quad \text { and } \quad\langle u, v\rangle_{E}=g_{E}^{\mu v} g_{E}^{\rho \sigma} u_{\mu \rho} v_{v \sigma} \tag{4}
\end{equation*}
$$

Define $|u|_{k}=\left(\langle u, u\rangle_{k}\right)^{1 / 2}$, and similarly for $|u|_{E}$.
The following is our main result. The details of some of the concepts appearing in the statement of the theorem appear in Definitions 2.10, 2.11, 2.12, 2.14 and Theorem 2.15.

Theorem 1.1. Let $n, d \in \mathbb{Z}^{+}$be such that $n \geq 9$, and let $N \in \mathbb{Z}^{+}$be sufficiently large. Consider a spacetime $\left(\mathbb{R}^{1+n} \times K, \hat{g}=\eta_{\mathbb{R}^{1+n}}+k\right)$ with a supersymmetric compactification. Let $g_{S}$ denote the Schwarzschild


There is an $\epsilon>0$ such that if $\left(\mathbb{R}^{n} \times K, \gamma, \kappa\right)$ is an initial data set satisfying that outside the unit ball the initial data coincides with the product of Schwarzschild initial data with the unperturbed internal metric (i.e., $\gamma=g_{S}+k$ and $\kappa=0$ where $|x| \geq 1$ ) and satisfying

$$
\begin{equation*}
\sum_{|I| \leq N}\left\|\nabla[\gamma]^{I}\left(\gamma-\left.\hat{g}\right|_{t=0}\right)\right\|_{L^{2}\left(\mathbb{R}^{n} \times K\right)}^{2}+\sum_{|I| \leq N-1}\left\|\nabla[\gamma]^{I} \kappa\right\|_{L^{2}\left(\mathbb{R}^{n} \times K\right)}^{2}+C_{S}^{2} \leq \epsilon, \tag{5}
\end{equation*}
$$

then there is a solution $g$ of the vacuum Einstein equations on $\mathbb{R}^{1+n} \times K$ with initial data $\left(\mathbb{R}^{n} \times K, \gamma, \kappa\right)$ and satisfying the $\hat{g}$-wave gauge. There is the bound

$$
\begin{equation*}
\sup _{\left(t, x^{i}, \omega\right) \in \Sigma_{s} \times K} t^{2 \delta(n)}\left|g\left(t, x^{i}, \omega\right)-\hat{g}\left(t, x^{i}, \omega\right)\right|_{E}^{2} \lesssim \epsilon, \tag{6}
\end{equation*}
$$

where the decay rate is given by

$$
\begin{equation*}
\delta(n)=\frac{1}{4}(n-2) . \tag{7}
\end{equation*}
$$

Finally $\left(\mathbb{R}^{1+n} \times K, g\right)$ is globally hyperbolic and causally geodesically complete.
The stability result obtained in Theorem 1.1 covers a large class of product spacetimes, including many special holonomy compactifications relevant in supergravity and string theory. Although this paper succeeds in its goal of providing a counterexample to the dimension-independent argument in
[Penrose 2003], from a PDE perspective, Theorem 1.1 should be seen as a preliminary result, and we expect that the assumptions that $n \geq 9$ and that the Cauchy data is Schwarzschild near infinity can be relaxed. In fact we make the following conjecture.
Conjecture 1.2. Spacetimes with a supersymmetric compactification ${ }^{1}$ and $n=3$ are nonlinearly stable.
As explained below, this paper uses a relatively simple vector field argument, while, for example, the proof of global stability for the coupled Einstein-Klein-Gordon system in (1+3)-dimensions [LeFloch and Ma 2016] has required combining vector field arguments with estimates arising from control on the fundamental solution for the wave equation. Such detailed analysis is beyond the scope of this paper, but we intend to explore this in future work. Note that our current method can be easily used to show linear stability as far as $n=3$.

The decay rate of $|h| \lesssim t^{-\delta(n)}$ arises essentially as a linear estimate. The linearisation of the Einstein equation is

$$
\begin{equation*}
\left(\square_{\eta}+\Delta_{k}+2 R[\hat{g}] \circ\right) h_{\mu \nu}=0 \tag{8}
\end{equation*}
$$

To study conservation properties of the linear equations we introduce a novel stress-energy tensor

$$
\begin{equation*}
T[h]^{\mu}{ }_{v}=\hat{g}^{\mu \alpha}\left\langle\nabla[\hat{g}]_{\alpha} h, \nabla[\hat{g}]_{\nu} h\right\rangle_{E}-\frac{1}{2} \hat{g}^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\beta} h, \nabla[\hat{g}]_{\alpha} h\right\rangle_{E} \delta_{v}^{\mu}+\langle R[\hat{g}] \circ h, h\rangle_{E} \delta_{v}^{\mu} \tag{9}
\end{equation*}
$$

which is specifically adapted to the tensorial operator appearing in (8). The conditions on ( $K, k$ ) imply (see Section 2A) that the energy integral derived from (9) is nonnegative.

The conditions on ( $K, k$ ) imply that the operator $-\left(\Delta_{k}+2 R \circ\right)$ has a nonnegative discrete spectrum, so a spectral decomposition can be applied to solutions $h$ of the linearised Einstein equation (8). The spectral component corresponding to the zero eigenvalue satisfies an effective wave equation $\square_{\eta}\left(h^{0}\right)_{\mu \nu}=0$, and the components corresponding to positive eigenvalues $\lambda$ satisfy effective Klein-Gordon equations $\left(\square_{\eta}-\lambda\right)\left(h^{\lambda}\right)_{\mu \nu}=0$. A decomposition of this type has been used in the analysis of wave guides, where $K$ is replaced by a compact subset of $\mathbb{R}^{d}$ with Neumann boundary conditions; see e.g., [Metcalfe and Stewart 2008; Metcalfe et al. 2005]. When applying the vector field method to the wave and Klein-Gordon equations, there is a unified approach using a basic energy of the form $\int \sum_{i=0}^{n}\left|\partial_{i} h\right|^{2}+\lambda|h|^{2} \mathrm{~d} \mu$ that can be strengthened by commuting the equation with $\Gamma$, the set of generators of translations, rotations, and boosts. The use of this set of vector fields in the vector field method, with particular application to Klein-Gordon equations, goes back to [Klainerman 1985].

This unified approach then bifurcates: the Klein-Gordon equation does not admit any further commuting first-order operators but the energy has a nonvanishing lower-order term $\lambda|h|^{2}$; in contrast, the wave equation allows for commutation with the generator of dilations, $S=t \partial_{t}+r \partial_{r}$, but the lower-order term in the energy vanishes. For the quasilinear Einstein equation, we refrain from performing a spectral decomposition into wave and Klein-Gordon components. Thus, we use only the unified part of the approach (following especially the treatment of quasilinear Klein-Gordon equations in [Hörmander 1997]),

[^7]leaving us with a decay rate that is far from the sharp decay rates of the wave and Klein-Gordon equations. In particular, the vector field method can be used to prove decay rates, for the wave and Klein-Gordon equations, of $t^{-(n-1) / 2}$ and $t^{-n / 2}$, respectively.

In light of this, it seems likely that some novel refinement should allow for a significantly better decay rate than $t^{-\delta(n)}$ with $\delta(n)=\frac{1}{4}(n-2)$. This paper contains two types of refinement. First, the decay rate is shown to be $s^{-2 \delta(n)}$, where $s^{2}=t^{2}-x^{2}$ inside light cones. The exponent $2 \delta(n)=\frac{1}{2}(n-2)$ is much closer to the decay rate for the wave and Klein-Gordon equations. Second, the same decay rates are proved for $\Gamma^{I} h$ as for $h$, but, since the $\Gamma$ contain $t$ - and $x$-dependent weights, with respect to a translation invariant basis in Minkowski space, derivatives decay faster than the field $h$ itself.

Having obtained a linear estimate that improves with increasing $n$, we take $n$ large enough that $2 \delta(n)-2>1$, so that the nonlinear terms decay sufficiently fast for the linear estimates to remain valid. In particular, we take $n$ large enough that we can ignore all nonlinear structure in the Einstein equation. It is well known that global existence results for semilinear equations in $(1+3)$-dimensions depend delicately on the nonlinearities, for example the null condition [Klainerman 1986]. Christodoulou and Klainerman [1993] used the vector field method to prove the stability of Minkowski spacetime. One of the major advances in the simplified vector field argument in [Lindblad and Rodnianski 2003; 2005; 2010] was the introduction of the weak null condition and the observation that the Einstein equations in the harmonic gauge satisfy this condition. LeFloch and Ma [2016] identified the relevant nonlinear structures for Klein-Gordon equations coupled to the $(1+3)$-dimensional Einstein equation.

The dimension of the compact manifold only appears in the required regularity of the initial data, which is given explicitly in Theorem 5.1. The restriction to initial data which is exactly Schwarzschild outside of a compact set mirrors the proof of Minkowski stability in $(1+3)$-dimensions by Lindblad and Rodnianski [2005].

Background and previous work. Theories of higher-dimensional gravity are of great interest in supergravity and string theory as possible models of quantum gravity. Many of these theories are built around the spacetimes with supersymmetric compactifications discussed above.

The background spacetimes considered in this paper are of the form $\mathbb{R}^{n+1} \times K$, with $K$ compact and Ricci flat, and are hence anisotropic. Among the first stability results for anisotropic spacetimes of a related form was the proof of future stability of flat cosmological spacetimes of the form $M^{3} \times S^{1}$, where $M^{3}$ is a flat $(2+1)$-dimensional Milne spacetime with metric $-d t^{2}+t^{2} H^{2}$ and $H^{2}$ is a hyperbolic surface, was considered by Choquet-Bruhat and Moncrief [2001]. See also [Andersson 2014; Reiris 2010].

Until now, the only nonlinear stability results for spacetimes with supersymmetric compactification have concerned the simplest Kaluza-Klein case when the internal space is the circle $\mathbb{S}^{1}$, or in slightly more generality, the flat $d$-dimensional torus. It was shown by one of the authors [Wyatt 2018] that this spacetime is classically stable to toroidal-independent perturbations. A model problem to remove this restriction with toroidal internal space has recently appeared [Huneau and Stingo 2021]. We remark that in the physics literature, these are known as zero-mode perturbations. An analogous result for cosmological Kaluza-Klein spacetimes, where the Minkowski spacetime is replaced by the four-dimensional Milne spacetime, has also recently been shown [Branding et al. 2019].

The spacetimes of importance in supergravity and string theory involve a nontrivial (i.e., nontoroidal) internal manifold with parallel spinors, such as a Calabi-Yau, $G_{2}$ or $\operatorname{Spin}(7)$ manifold. Note that a solution of the 10- or 11-dimensional vacuum Einstein equations can be considered as a particular solution of the supergravity equations. Local-in-time existence results are known for both the vacuum Einstein equations [Choquet-Bruhat 1952; Choquet-Bruhat and Geroch 1969] and for the supergravity equations [Choquet-Bruhat 1985]. Furthermore, global-in-time existence and decay results for a nonlinear wave equation for 3 -form fields, on a fixed background spacetime with compact internal dimensions have been shown in [Ettinger 2015]. The field equation studied in that paper is modelled on the supergravity equations with the gravitational interaction turned off. In our present work, we consider the stability of spacetimes with supersymmetric compactifications as solutions to the vacuum Einstein equations. In future work we intend to study their stability under the supergravity equations.

In addition to determining the dynamics, the Einstein equations also imply that any initial data set must satisfy the constraint equations, which are themselves an important topic of study and have important consequences. A positive mass theorem holds for initial data $(\Sigma, \gamma, \kappa)$ provided that $\Sigma \backslash \Sigma_{0}$ for some compact $\Sigma_{0}$ is topologically $\left(\mathbb{R}^{n} \backslash B\right) \times K$ for some ball $B$, that the dimension of the base space is at least $n \geq 3$, that the initial data ( $\Sigma, \gamma, \kappa$ ) is asymptotically flat in the sense that the metric (including its derivatives) converges to $\delta+k$ sufficiently fast and that $\kappa$ converges to zero sufficiently rapidly, that the background internal space ( $K, k$ ) is a simply connected Calabi-Yau manifold, and that the scalar curvature is nonnegative [Dai 2004]. Recent work has shown the existence of such solutions in the case $(K, k)=\left(\mathbb{T}^{d}, \delta\right)$ [Huneau and Vâlcu 2021].
$L^{\mathbf{2}}$ stability and $\boldsymbol{L}^{\infty}$ instability. Several people have suggested that the instability argument of Penrose [2003; 2005] should be interpreted as a statement with respect to perturbations that are not localised. ${ }^{2}$ This unlocalised interpretation could be stated as saying that SUSY compactifications are unstable against perturbations of the initial data that depend only upon the position in the internal space $K$ but are independent of $x \in \mathbb{R}^{n}$. Considering the behaviour of the initial data in $x \in \mathbb{R}^{n}$, this distinction can be interpreted as a being between unlocalised perturbations that merely have a small supremum (for the metric and a suitable number of derivatives) and localised perturbations that have finite and small norms based on the square integral of the perturbation (again including a suitable number of derivatives), such as we use in (5) of Theorem 1.1. We view this as a distinction between, on the one hand, instability in $L^{\infty}$-based Sobolev spaces and, on the other, stability in $L^{2}$-based Sobolev spaces.

Although it is true that SUSY compactifications are unstable against perturbations in $L^{\infty}$-based Sobolev spaces, this instability does not arise from the presence of the internal space but is already present in Minkowski space for $n \geq 3$. In particular, there is the explicit Kasner solution

$$
g=-\mathrm{d} t^{2}+(1+\epsilon t)^{4 / 3} \mathrm{~d}\left(x^{1}\right)^{2}+(1+\epsilon t)^{4 / 3} \mathrm{~d}\left(x^{2}\right)^{2}+(1+\epsilon t)^{-2 / 3} \mathrm{~d}\left(x^{3}\right)^{2} .
$$

This is typically considered with $\left(x^{1}, x^{2}, x^{3}\right)$ being taken as coordinates on the torus $\mathbb{T}^{3}$, but it applies equally well on $\mathbb{R}^{3}$. By taking a tensor product with $\left(\mathbb{R}^{n-3}, \delta_{\mathbb{R}^{n-3}}\right)$ or $\left(\mathbb{R}^{n-3} \times K, \delta_{\mathbb{R}^{n-3}}+k\right)$ one can

[^8]extend this example to show $L^{\infty}$ instability also for higher-dimensional Minkowski space and for SUSY compactifications.

The $L^{\infty}$ instability of Minkowski space and SUSY compactifications can be viewed as part of a broader set of instability phenomena. The $L^{\infty}$ instability of Minkowski space can be viewed as essentially equivalent to the instability of $\left(\mathbb{R} \times \mathbb{T}^{n},-\mathrm{d} t^{2}+\delta \mathbb{T}^{n}\right)$. Bartnik [1988] has conjectured that a globally hyperbolic spacetime with compact Cauchy surface and satisfying the strong energy condition is either causally incomplete or split as a metric product (and hence flat in the (3+1)-dimensional case). See also [Galloway 2019]. One heuristic justification for this conjecture follows a contradiction argument, which begins by considering what would happen if there were not some major divergence from the original solution. In this case, the metric perturbations would satisfy something close to energy conservation, would exhibit something close to Poincaré recurrence, and would eventually be found in any configuration compatible with the bound on the initial energy. However, just as it is possible to imagine black holes of arbitrarily small mass, it is possible to form trapped surfaces with arbitrarily small energy. Thus, the Poincaré recurrence would imply the eventual formation of trapped surfaces and hence of singularities. This would imply instability, which concludes the contradiction argument. There is a further extension of this belief that if a spacetime with a compact hypersurface does not expand sufficiently rapidly, then metric perturbations will not decay sufficiently rapidly and singularities will form. It is essential to make the distinction between $L^{\infty}$ and $L^{2}$ perturbations when making PDE estimates.

Outline of paper. In Section 2 we introduce: the Lichnerowicz Laplacian, the foliation by hyperboloids, the gauge condition, and the higher-dimensional Schwarzschild-product spacetime. In Section 3 we prove a Sobolev estimate on hyperboloids with respect to wave-like energies. In Section 4 we define an energy functional adapted to the internal manifold and to hyperboloids. Finally in Section 5 we prove the main theorem.

There are four key elements that we add to the standard energy-estimates framework to prove the stability of SUSY compactifications. First, we observe that we can obtain arbitrarily rapid decay by going to sufficiently high dimension and that this decay allows us to control nonlinear terms. Second, the new Sobolev estimates in Section 3 give decay estimates that do not require decomposing metric perturbations into massive and massless parts. Following an argument of Hörmander, the Sobolev estimate in Lemma 3.2 holds on hyperboloids to exploit the fact that the initial data is essentially trivial outside the unit ball. Third, it is possible to introduce an energy that simultaneously enjoys several desirable properties. Namely, the energy introduced in Definition 4.1 is not merely the energy constructed from the energy-momentum tensor (9) for the linearised Einstein equation (8), but we show it is positive using known results on Ricci-flat compact manifolds with special holonomy which we review in Section 2A, and it is the basis for the Sobolev norms in Section 3. Fourth, in defining pointwise norms of derivatives (e.g., Definition 2.4), we commute the equation with the second-order $\Delta_{k}$ rather than just first-order vector fields, which are sufficient in Minkowski space. The higher-order Sobolev estimate in Corollary 4.7 has to use separate indices to count the Minkowski and internal derivatives, because our $L^{\infty}$-norms use only an even number of derivatives in internal directions, while our $L^{2}$-norms use integer number of derivatives. Once we have used these four elements, it is possible to control the nonlinear (including quasilinear) terms in the Einstein equation using standard energy-estimate techniques.

## 2. Preliminaries

2A. Parallel spinors and the Lichnerowicz Laplacian. Our main theorem has been stated for an internal manifold that has a cover that admits a spin structure and a nonzero parallel spinor. In this subsection we detail how this condition relates to a linear stability condition involving the eigenvalues of an operator closely related to the Lichnerowicz Laplacian.

Definition 2.1 (Riemannian linear stability). Define $\Delta_{k}=k^{A B} \nabla[k]_{A} \nabla[k]_{B}$ to be the standard Laplacian on $(K, k)$. Let $u_{A B}$ be a symmetric $(0,2)$ tensor defined on $K$. Define $\mathcal{L}$ to act on such tensors by

$$
\begin{equation*}
(\mathcal{L} u)_{A B}=-\Delta_{k} u_{A B}-2(R[k] \circ u)_{A B} . \tag{10}
\end{equation*}
$$

We define a Ricci-flat manifold ( $K, k$ ) to be Riemannian linearly stable if and only if

$$
\begin{equation*}
\int_{K}\langle\mathcal{L} u, u\rangle_{k} \mathrm{~d} \mu_{k} \geq 0 \tag{11}
\end{equation*}
$$

for all symmetric ( 0,2 )-tensors $u_{A B}$.
The operator $\mathcal{L}$ is closely related to the Lichnerowicz Laplacian $\Delta_{L}$, which acts on symmetric tensors by

$$
\begin{equation*}
\left(\Delta_{L} u\right)_{A B}=(\mathcal{L} u)_{A B}+\operatorname{Ric}[k]_{A C} u^{C}{ }_{B}+\operatorname{Ric}[k]^{C}{ }_{B} u_{A C} . \tag{12}
\end{equation*}
$$

Clearly on a Ricci-flat space these operators are equivalent. The operator $\mathcal{L}$ is self-adjoint and elliptic, and consequently by the compactness of $K$ and spectral theory, it has a discrete set of eigenvalues of finite multiplicity. Hence definition (11) amounts to a condition $\lambda_{\min } \geq 0$ on the lowest eigenvalue $\lambda_{\text {min }}$ of $\mathcal{L}$. For further details see, e.g., [Besse 1987].

Our main Theorem 1.1 in fact applies more generally to internal manifolds which are Riemannian linearly stable. For the purposes of this paper, the crucial relation between spacetimes with a supersymmetric compactification and with an internal space that is Riemannian linearly stable is the following.

Theorem 2.2 [Dai et al. 2005, Theorem 1.1]. If a compact, Ricci-flat Riemannian manifold ( $K, k$ ) has a cover which is spin and admits a nonzero parallel spinor then it is Riemannian linearly stable.

Note that some of the ideas established in [Dai et al. 2005] date back to work of Wang [1991] on the deformation theory of parallel and Killing spinors. A spin manifold ( $K, k$ ) with a nonzero parallel spinor is Ricci flat and has special holonomy; see [Wang 1989] for a classification. It is not known if any hypotheses on the internal space beyond Ricci flatness are necessary for stability to hold, as all known examples of compact Ricci-flat manifolds admit a spin cover with nonzero parallel spinors. The problem of constructing Ricci-flat manifolds including ones with nonspecial holonomy has been widely studied. A few relevant references on the topic are [Biquard 2013; Brendle and Kapouleas 2017; Tian and Yau 1990; 1991].

The spatial equivalent of the $\hat{g}$-wave gauge was used in the proof of Milne stability [Andersson and Moncrief 2011]. This led to terms involving $\mathcal{L}$ appearing in their PDEs, which were treated using Riemannian linear stability properties specific to the Milne spacetime. Further results on Riemannian linear stability for Einstein manifolds can be found in [Kröncke 2015].

## 2B. Cartesian, hyperbolic, and hyperbolic polar coordinates.

Definition 2.3 (Minkowski space). Let $n \geq 1$ be an integer, let $\left(x^{0}, x^{1}, \ldots, x^{n}\right)=\left(t, x^{1}, \ldots, x^{n}\right)=(t, \vec{x})$ be Cartesian coordinates parametrising $\mathbb{R}^{1+n}$, and define

$$
\begin{equation*}
\eta_{\mathbb{R}^{1+n}}=-\mathrm{d} t^{2}+\sum_{i=1}^{n}\left(\mathrm{~d} x^{i}\right)^{2} \tag{13}
\end{equation*}
$$

Define, for $i \in\{1, \ldots, n\}$, the translation vector fields $T$ and $X_{i}$ so that, in the Cartesian coordinates, they are given by

$$
\begin{equation*}
X_{i}=\partial_{x^{i}}, \quad T=X_{0}=\partial_{t} . \tag{14}
\end{equation*}
$$

Define, for $i, j \in\{0, \ldots, n\}$, the vector fields $Z_{i j}$ so that, in the Cartesian coordinates, they are given by

$$
\begin{equation*}
Z_{i j}=\left(\eta_{\mathbb{R}^{1+n}}\right)_{j k} x^{k} \partial_{i}-\left(\eta_{\mathbb{R}^{1+n}}\right)_{i k} x^{k} \partial_{j} . \tag{15}
\end{equation*}
$$

Define the collection of Lorentz generators by

$$
\begin{equation*}
Z=\left\{Z_{i j}, T, X_{i}\right\} . \tag{16}
\end{equation*}
$$

Define $|x|^{2}=\sum_{i=1}^{n}\left(x^{i}\right)^{2}$ and define, in the region $t \geq|x|$, the hyperboloidal coordinates to be

$$
\begin{equation*}
s=\left(t^{2}-|x|^{2}\right)^{1 / 2}, \quad y=x \tag{17}
\end{equation*}
$$

Define, for $i \in\{1, \ldots, n\}$, the vector fields $Y_{i}$ so that, in the hyperboloidal coordinates, they are given by

$$
\begin{equation*}
Y_{i}=\partial_{y^{i}} . \tag{18}
\end{equation*}
$$

For $s_{0} \geq 0$, define the spacelike hyperboloidal hypersurface

$$
\begin{equation*}
\Sigma_{s_{0}}=\left\{(t, x) \in \mathbb{R}^{1+n}: t>0, s=s_{0}\right\} \tag{19}
\end{equation*}
$$

Note that, because $\left(\eta_{\mathbb{R}^{1+n}}\right)_{00}=-1$, we have $Z_{0 i}=t \partial_{x^{i}}+x_{i} \partial_{t}$. Furthermore the collection $Z$ is closed under commutation and forms a basis for the Poincaré Lie algebra.
Definition 2.4 (pointwise derivative norms based on commuting operators). On $\mathbb{R}^{1+n} \times K$, define, for $i \in\{0, \ldots, n\}, X_{i}, Y_{i}$, and $Z_{i j}$ to be as in $\mathbb{R}^{1+n}$. Let primed roman letters denote spatial indices $i^{\prime}, j^{\prime} \in\{1, \ldots, n+d+1\}$. Define the following collection of vector fields

$$
\begin{equation*}
\Gamma=Z \cup\left\{\Delta_{k}\right\} . \tag{20}
\end{equation*}
$$

Note that $\left[Z, \Delta_{k}\right]=0$. Define $\mathbb{N}=\{0,1,2, \ldots\}$. We will now define $\left\{Z_{i}\right\}_{i=1}^{(n+1)(n+2) / 2}$ to be a reindexing of $\left\{X_{i}\right\}_{i=0}^{n} \cup\left\{Z_{i j}\right\}_{0 \leq i<j \leq n}$, define a multi-index to be an ordered list of arbitrary length of elements from $\left\{1, \ldots, \frac{1}{2}(n+1)(n+2)\right\}$, and for a multi-index $I=\left(i_{1}, \ldots, i_{k}\right)$ define the length $|I|=k$ and the differential operator $Z^{I}=Z_{i_{k}} \circ \cdots \circ Z_{i_{1}}$. For $I \in \mathbb{N}$ and $u_{\mu \nu}$ a tensor defined on $\mathbb{R}^{1+n} \times K$, define the generalised multi-index notation

$$
\begin{equation*}
\left|\Gamma^{I} u\right|_{E}^{2}=\sum_{I_{1}:\left|I_{1}\right|+2 j=|I|}\left|Z^{I_{1}} \Delta_{k}^{j} u\right|_{E}^{2}, \tag{21}
\end{equation*}
$$

where the sum is taken over all multi-indices $I_{1}$ of length $\left|I_{1}\right|=k$ and integers $j$ such that $k+2 j=|I|$.

Definition 2.5 (Sobolev norms). Let $u_{\mu \nu}$ be a tensor defined on $\mathbb{R}^{1+n} \times K$ and let $j \in \mathbb{N}$. Define

$$
\begin{equation*}
\left|\nabla[k]^{j} u\right|_{E}^{2}=k^{A_{1} B_{1}} \cdots k^{A_{j} B_{j}} g_{E}^{\mu v} g_{E}^{\rho \sigma}\left(\nabla[k]_{A_{j}} \cdots \nabla[k]_{A_{1}} u_{\mu \rho}\right)\left(\nabla[k]_{B_{j}} \cdots \nabla[k]_{B_{1}} u_{\nu \sigma}\right) . \tag{22}
\end{equation*}
$$

For $\ell \in \mathbb{N}$, define the norms

$$
\begin{align*}
\|u(\cdot, \cdot, \omega)\|_{H^{\ell}(K)} & =\left(\int_{K} \sum_{0 \leq j \leq \ell}\left|\nabla[k]^{j} u(\cdot, \cdot, \omega)\right|_{E}^{2} \mathrm{~d} \mu_{k}\right)^{1 / 2}  \tag{23}\\
\|u(t, x, \omega)\|_{L^{2}\left(\Sigma_{s} \times K\right)} & =\left(\int_{\Sigma_{s} \times K}|u(t, x, \omega)|_{E}^{2} \mathrm{~d} x \mathrm{~d} \mu_{k}\right)^{1 / 2} \tag{24}
\end{align*}
$$

where $\mathrm{d} x=\mathrm{d} x^{1} \cdots \mathrm{~d} x^{n}$ is defined to be the flat Euclidean volume form.
Lemma 2.6. $\quad Y_{i}=X_{i}+\left(x_{i} / t\right) T, \quad Z_{0 i}=t Y_{i}, \quad Z_{i j}=y_{i} Y_{j}-y_{j} Y_{i}$.
Proof. Since $t=\sqrt{s^{2}+y^{2}}$, by the chain rule, for $j \in\{1, \ldots, n\}$,

$$
\frac{\partial}{\partial y^{j}}=\frac{\partial x^{i}}{\partial y^{j}} \frac{\partial}{\partial x^{i}}=\frac{\partial}{\partial x^{j}}+\frac{\partial t}{\partial y^{j}} \frac{\partial}{\partial t}=\frac{\partial}{\partial x^{j}}+\frac{y_{j}}{t} \frac{\partial}{\partial t},
$$

which gives the first result. The second follows from multiplying both sides of the first by $t$. The third follows from

$$
Z_{i j}=x_{i} X_{j}-x_{j} X_{i}=x_{i}\left(X_{j}+x_{j} t^{-1} T\right)-x_{j}\left(X_{i}+x_{i} t^{-1} T\right)
$$

The following two lemmas relate the $t$ coordinate to the $s$ coordinate.
Lemma 2.7. Let $s \geq 1$. Suppose $\left(t_{0}, x_{0}\right) \in \Sigma_{s}$ and $(t, x) \in \Sigma_{s}$ with $\left|x-x_{0}\right| \leq \frac{1}{2} t_{0}$. In this case, $\frac{1}{2} t_{0} \leq t \leq 2 t_{0}$. Proof. For the graph $t=\sqrt{s^{2}+|x|^{2}}$, the gradient

$$
\begin{equation*}
\left|\frac{\partial t}{\partial x}\right|=\left|\frac{x}{\sqrt{s^{2}+|x|^{2}}}\right| \leq 1 \tag{25}
\end{equation*}
$$

so the change from $t$ to $t_{0}$ is less than the change from $|x|$ to $\left|x_{0}\right|$.
Lemma 2.8. There is a constant $C>0$ such that for all $s>1$, in the portion of $\Sigma_{s}$ where $|x| \leq t-1$, one has $2 t-1 \leq s^{2} \leq t^{2}$.

Proof. Observe that $t^{2}=s^{2}+|x|^{2} \geq s^{2}$. Since $|x|^{2} \leq t^{2}-2 t+1$, one has $s^{2}=t^{2}-|x|^{2} \geq 2 t-1$.
The following are standard elliptic estimates; see for example [Besse 1987, Appendix H].
Lemma 2.9 (elliptic estimates on $(K, k)$ ). For $\ell \in \mathbb{N}$ and $u_{\mu \nu}$ a sufficiently regular tensor defined on $\mathbb{R}^{1+n} \times K$, there exist constants $c_{1}, c_{2}, c_{3}>0$ such that

$$
\begin{equation*}
\|u\|_{H^{2 \ell}(K)} \leq c_{1}\left\|\left(\Delta_{k}\right)^{\ell} u\right\|_{L^{2}(K)}+c_{2}\|u\|_{L^{2}(K)} \leq c_{3}\|u\|_{H^{2 \ell}(K)} \tag{26}
\end{equation*}
$$

In Lemma 2.9, if $u$ is orthogonal to the kernel of $\Delta_{k}$, then there is a $c_{1}$ such that the first estimate holds with $c_{2}=0$.

2C. The Einstein equations. The theory of the Einstein equations is well known. In this section, we review this theory, for the sake of providing a self-contained presentation in this paper, and in particular to provide a self-contained statement of our main Theorem 1.1.

Definition 2.10 (geometric initial data set). Let $m \in \mathbb{N}^{+}$. An $m$-dimensional initial data set is defined to be a triple $(\Sigma, \gamma, \kappa)$ such that $\Sigma$ is an $m$-dimensional manifold, $\gamma_{i^{\prime} j^{\prime}}$ is a Riemannian metric on $\Sigma$, $\kappa_{i^{\prime} j^{\prime}}$ is a symmetric 2 -tensor on $\Sigma$, and the following equations (the constraint equations) are satisfied:

$$
\begin{equation*}
R[\gamma]-|\kappa|^{2}+(\operatorname{tr}(\kappa))^{2}=0, \quad \nabla[\gamma]_{i^{\prime}} \operatorname{tr}(\kappa)-\nabla[\gamma]^{j^{\prime}}(\kappa)_{i^{\prime} j^{\prime}}=0, \tag{27}
\end{equation*}
$$

where $\operatorname{tr}(\kappa)=\gamma^{i^{\prime} j^{\prime}} \kappa_{i^{\prime} j^{\prime}}$.
Definition 2.11 (solution of the Einstein equations with specified initial data). Let $\mathcal{M}$ be a manifold. A Lorentzian metric $g$ on $\mathcal{M}$ is defined to be a solution of the vacuum Einstein equations if and only if its Ricci curvature vanishes,

$$
\begin{equation*}
\operatorname{Ric}[g]_{\mu \nu}=0 \tag{28}
\end{equation*}
$$

Let $(\Sigma, \gamma, \kappa)$ be a geometric initial data set. A solution to the (geometric) Einstein equations with initial data $(\Sigma, \gamma, \kappa)$ is defined to be a Lorentzian metric $g$ on $I \times \Sigma$ for some interval $I$ where one has: $0 \in I, g$ is a solution of the Einstein equations (28), $\{0\} \times \Sigma$ and $g$ restricted to vectors in $T(\{0\} \times \Sigma)$ are isometric in the category of Riemannian manifolds to $(\Sigma, \gamma)$, and, with the identification given by this isometry, the second fundamental form of the embedding of $\{0\} \times \Sigma$ into $I \times \Sigma$ is $\kappa$.

As is well known, Definition 2.11 is stated in a more restrictive form than necessary. In Definition 2.11, for convenience, we have required that the initial data be specified at $t=0$. This may initially appear more restrictive than definitions that are stated in other sources. By a translation in the $t$ variable, Definition 2.11 could be stated on any level set of $t$. Furthermore, because of the freedom to introduce new coordinate systems on the manifold $I \times \Sigma$, Definition 2.11 is actually equivalent to definitions that allow initial data to specified on more general spacelike hypersurfaces.

2D. The reduced Einstein equations. To obtain a well-posed evolution problem for the Einstein equations we choose a gauge with respect to a fixed Lorentzian metric $\hat{e}_{\mu \nu}$ defined on $\mathcal{M}$.

Definition 2.12 ( $\hat{e}$-wave gauge). For Lorentzian metrics $g$ and $\hat{e}$ defined on some manifold $\mathcal{M}$, let $\nabla[g]$ and $\nabla[\hat{e}]$ be the Levi-Civita connections with corresponding Christoffel symbols $\Gamma[g]$ and $\Gamma[\hat{e}]$ in local coordinates. Define the vector field $V^{\gamma}$ in local coordinates by

$$
\begin{equation*}
V^{\gamma}=g^{\alpha \beta}\left(\Gamma_{\alpha \beta}^{\gamma}[g]-\Gamma_{\alpha \beta}^{\gamma}[\hat{e}]\right) . \tag{29}
\end{equation*}
$$

Define also $V_{\lambda}=g_{\lambda \beta} V^{\beta}$. The $\hat{e}$-wave gauge condition is given by

$$
\begin{equation*}
V^{\gamma}=0 . \tag{30}
\end{equation*}
$$

Recall that the difference of two Christoffel symbols is a tensor, and so $V^{\gamma}$ is in fact a well-defined vector field on $\mathcal{M}$.

Definition 2.13 (reduced Einstein equations). Let $\mathcal{M}$ be a manifold with Lorentzian metric $\hat{e}$. A Lorentzian metric $g$ on $\mathcal{M}$ is defined to be a solution of the reduced Einstein equations if and only if

$$
\begin{equation*}
g^{\alpha \beta} \nabla[\hat{e}]_{\alpha} \nabla[\hat{e}]_{\beta} g_{\mu \nu}-g^{\gamma \delta}\left(g_{\mu \lambda} \hat{e}^{\lambda \rho} \operatorname{Riem}[\hat{e}]_{\rho \gamma \nu \delta}+g_{\nu \lambda} \hat{e}^{\lambda \rho} \operatorname{Riem}[\hat{e}]_{\rho \gamma \mu \delta}\right)=Q_{\mu \nu}[g](\nabla[\hat{e}] g, \nabla[\hat{e}] g), \tag{31a}
\end{equation*}
$$

where we have defined

$$
\begin{array}{r}
Q_{\mu \nu}[g](\nabla[\hat{e}] g, \nabla[\hat{e}] g)=g^{\gamma \delta} g^{\alpha \beta}\left(\nabla[\hat{e}]_{\nu} g_{\delta \beta} \nabla[\hat{e}]_{\alpha} g_{\mu \gamma}+\nabla[\hat{e}]_{\mu} g_{\gamma \alpha} \nabla[\hat{e}]_{\beta} g_{\nu \delta}-\frac{1}{2} \nabla[\hat{e}]_{\nu} g_{\delta \beta} \nabla[\hat{e}]_{\mu} g_{\gamma \alpha}\right. \\
\left.+\nabla[\hat{e}]_{\gamma} g_{\mu \alpha} \nabla[\hat{e}]_{\delta} g_{\nu \beta}-\nabla[\hat{e}]_{\gamma} g_{\mu \alpha} \nabla[\hat{e}]_{\beta} g_{\nu \delta}\right) . \tag{31b}
\end{array}
$$

2E. The higher-dimensional Schwarzschild spacetime. In this subsection, the higher-dimensional Schwarzschild solution is considered and its relationship to the initial data for the Einstein equations (28) and the reduced Einstein equations (31) is discussed. The form of the metric follows.

Definition 2.14. Let $n \in \mathbb{Z}$ be such that $n \geq 5$, and let $C_{S} \in[0, \infty)$. In Schwarzschild coordinates, the Schwarzschild metric is defined, for $(t, \bar{r}, \omega) \in \mathbb{R} \times\left(C_{S}^{1 /(n-2)}, \infty\right) \times S^{n-1}$, to be

$$
\begin{equation*}
g_{S}=-\left(1-\frac{C_{S}}{\bar{r}^{n-2}}\right) \mathrm{d} t^{2}+\left(1-\frac{C_{S}}{\bar{r}^{n-2}}\right)^{-1} \mathrm{~d} \bar{r}^{2}+\bar{r}^{2} \sigma_{S^{n-1}} \tag{32}
\end{equation*}
$$

The above metric can also be written in the wave gauge. For $n=3$, it is sufficient to replace

$$
(t, \bar{r}, \omega) \in \mathbb{R} \times\left(C_{S}^{1 /(n-2)}, \infty\right) \times S^{n-1}
$$

by $(t, x)=(t, r \omega)$ with $r=\bar{r}-M$; the resulting explicit metric can be found in [LeFloch and Ma 2016; Lindblad and Rodnianski 2005]. Although the case $n=4$ leads to complicated terms involving logarithms, for $n \geq 5$, there is the following theorem.

Theorem 2.15 [Choquet-Bruhat et al. 2006, Section 5.2]. Let $n \in \mathbb{Z}$ be such that $n \geq 5$, and let $C_{S} \in[0, \infty)$. There are coordinates $(t, x)$ related to those in Definition 2.14 by $\left(x^{i}\right)_{i=0}^{n}=(t, r(\bar{r}) \omega)$ with

$$
r(\bar{r})=\bar{r}-\frac{C_{S}}{2 \bar{r}^{n-3}}+O\left(\bar{r}^{5-2 n}\right),
$$

such that the $\left(x^{i}\right)_{i=0}^{n}$ satisfy the harmonic gauge, that is, the $\eta_{\mathbb{R}^{1+n} \text {-wave gauge. Furthermore, there exist }}$ functions $h_{00}(R), h(R)$, and $\hat{h}(R)$, defined on an interval around $R=0$, that are analytic and bounded by a multiple of $C_{S}$ near $R=0$, and such that

$$
\begin{equation*}
g_{S}=-\left(1-\frac{h_{00}\left(r^{-1}\right)}{r^{n-2}}\right)\left(\mathrm{d} x^{0}\right)^{2}+\sum_{i, j=1}^{n}\left[\left(1+\frac{h\left(r^{-1}\right)}{r^{n-2}}\right) \delta^{i j}+\frac{\hat{h}\left(r^{-1}\right)}{r^{n-2}} \frac{x^{i} x^{j}}{r^{2}}\right] \mathrm{d} x^{i} \mathrm{~d} x^{j} . \tag{33}
\end{equation*}
$$

In particular, the difference between the components of $g_{S}$ with respect to the harmonic coordinates and the corresponding components of the Minkowski metric are such that any $\partial^{I}$ derivative decays at least as fast as $C_{S} r^{-(n-2)-|I|}$.

Note a result in [Dai 2004] ensures that $C_{S} \geq 0$ for the spacetimes of interest in our main Theorem 1.1.

## 3. Sobolev estimates on hyperboloids

We begin in Lemma 3.1 by recalling Hörmander's proof of a Sobolev estimate on hyperboloids. This allows us to introduce some of the key ideas that appear in our proof of the main result of this section, Lemma 3.2. The use of the vector field method to prove Sobolev estimates on hyperboloids originates in [Klainerman 1985].

Lemma 3.1 (Sobolev estimate for compactly supported functions on hyperboloids in Minkowski space [Hörmander 1997, Lemma 7.6.1]). Let $v$ be the smallest integer greater than $\frac{1}{2} n$, and let $v \in C^{v}\left(\mathbb{R}^{1+n}\right)$ have support in $|x|<t-1$. There is a constant $C$ such that

$$
\begin{equation*}
\sup _{\Sigma_{s}} t^{n}|v(t, x)|^{2} \leq C \sum_{|I| \leq v} \int_{\Sigma_{s}}\left|Z^{I} v\right|^{2} \mathrm{~d} x \tag{34}
\end{equation*}
$$

Proof. Consider a point $\left(t_{0}, x_{0}\right) \in \Sigma_{s}$ with $\left|x_{0}\right|^{2} \leq t_{0}^{2}-1$. Set $r_{0}=\frac{1}{2} t_{0}$ and $y_{0}=x_{0}$. Set $\Sigma$ to be the portion of $\Sigma_{s}$ on which $\left|x-x_{0}\right| \leq r_{0}$. Let $(t, x) \in \Sigma$. This implies $\left|t-t_{0}\right| \leq r_{0}$, which implies $\frac{1}{2} t \leq t_{0} \leq 2 t$. Thus,

$$
\sum_{|I| \leq v} \int_{\Sigma_{s}}\left|Z^{I} v(t, x)\right|^{2} \mathrm{~d} x \geq C \sum_{|I| \leq v} \int_{\Sigma_{s}}\left|t_{0}^{|I|} Y^{I} v(t, y)\right|^{2} \mathrm{~d} y
$$

The right side can be rewritten, by introducing rescaled coordinates

$$
\tilde{y}=2 t_{0}^{-1}\left(y-y_{0}\right) \quad \text { and } \quad \tilde{v}(\tilde{y})=v(t, y) .
$$

One can now decompose the portion of $\Sigma_{s}$ where $|x| \leq t-1$ into many subregions where $t$ does not vary by more than a factor of 2 . Let $\chi(\tilde{y})$ be a smooth cut-off such that $\chi$ is 1 on a neighbourhood of 0 and is 0 for $|\tilde{y}| \geq \frac{1}{2}$, it can further be bounded from below. A Sobolev estimate can then be applied to give a further lower bound on $v$. Combining these yields

$$
\begin{aligned}
\sum_{|I| \leq v} \int_{\Sigma_{s}}\left|t_{0}^{|I|} Y^{I} v(t, x)\right|^{2} \mathrm{~d} y & =\sum_{|I| \leq v} \int_{|\tilde{y}| \leq 1}\left|\partial_{\tilde{y}}^{I} \tilde{v}(\tilde{y})\right|^{2} t_{0}^{n} \mathrm{~d} \tilde{y} \\
& \geq C t_{0}^{n} \sum_{|I| \leq v} \int_{|\tilde{y}| \leq 1}\left|\partial_{\tilde{y}}^{I}((\chi \tilde{v})(\tilde{y}))\right|^{2} \mathrm{~d} \tilde{y} \\
& \geq C t_{0}^{n}|\tilde{v}(0)|^{2} \\
& =C t_{0}^{n}\left|v\left(t_{0}, x_{0}\right)\right|^{2}
\end{aligned}
$$

which completes the proof.
In the following lemma we obtain a Sobolev estimate for functions supported on product spacetimes with specified properties outside a compact set. In particular we obtain a pointwise estimate (36) in terms of the hyperboloidal time $s$, as well as a $t$-weighted pointwise estimate on a fixed hyperboloid (37).

Lemma 3.2 (Sobolev estimate for eventually prescribed functions on hyperboloids foliating product spacetimes). Let $n \geq 4$, let $\tilde{d}$ be the smallest even integer larger than $\frac{1}{2} d$, and let $\tilde{v}$ be the smallest integer greater than $\frac{1}{2} n+\tilde{d}$. Let $u_{\mu \nu}$ and $f_{\mu \nu}$ be tensors on $\mathbb{R}^{1+n} \times K$ with $f$ depending only on the Minkowski
coordinates $x^{i}$. Let $u \in C^{\tilde{v}}\left(\mathbb{R}^{1+n} \times K\right)$ satisfy $u=f$ for $|x| \geq t-1$. Let $f \in C^{\infty}\left(\mathbb{R}^{1+n} \times K\right)$ be smooth and be such that, for all $I \in \mathbb{N}$, there is a $C_{I}$ such that ${ }^{3}$

$$
\begin{equation*}
\left|\nabla[\hat{g}]^{I} f\right|_{E} \leq C_{|I|}|x|^{-(n-1) / 2-|I|} . \tag{35}
\end{equation*}
$$

Let $\delta(n)=\frac{1}{4}(n-2)$. There is a constant $C$ such that

$$
\begin{equation*}
\sup _{\left(t, x^{i}, \omega\right) \in \Sigma_{s} \times K} s^{4 \delta(n)}\left|u\left(t, x^{i}, \omega\right)\right|_{E}^{2} \leq C \sum_{|I| \leq \tilde{v}} \sum_{i=1}^{n} \int_{\substack{\Sigma_{s} \times K \\|x| \leq t-1}}\left|Y_{i} Z^{I} u\right|_{E}^{2} \mathrm{~d} x \mathrm{~d} \mu_{k}+C \sum_{|I| \leq \tilde{v}-1} C_{I}^{2} . \tag{36}
\end{equation*}
$$

Furthermore there is a constant $C$ such that

$$
\begin{equation*}
\sup _{\left(t, x^{i}, \omega\right) \in \Sigma_{s} \times K} t^{2 \delta(n)}\left|u\left(t, x^{i}, \omega\right)\right|_{E}^{2} \leq C \sum_{|I| \leq \tilde{v}} \sum_{i=1}^{n} \int_{\Sigma_{s} \times K}\left|Y_{i} Z^{I} u\right|_{E}^{2} \mathrm{~d} x \mathrm{~d} \mu_{k}+C \sum_{|I| \leq \tilde{v}-1} C_{I}^{2} . \tag{37}
\end{equation*}
$$

Proof. Lemma 2.9 and the standard Sobolev estimate imply

$$
\sup _{\omega \in K}|u(\cdot, \cdot, \omega)|_{E} \leq\|u\|_{H^{\tilde{d}}(K)} \leq\left\|\left(\Delta_{k}\right)^{\tilde{d} / 2} u\right\|_{L^{2}(K)}+\|u\|_{L^{2}(K)},
$$

for $\tilde{d}$ the smallest even integer greater than $\frac{1}{2} d$. This choice of $\tilde{d}$ being even is simply to make the elliptic estimate cleaner. Note the trivial estimate

$$
\sum_{|I| \leq \tilde{v}-\tilde{d}}\left(\left|Y_{i} Z^{I}\left(\Delta_{k}\right)^{\tilde{d} / 2} u\right|_{E}^{2}+\left|Y_{i} Z^{I} u\right|_{E}^{2}\right) \leq \sum_{|I|+2 j \leq \tilde{v}}\left|Y_{i} Z^{I}\left(\Delta_{k}\right)^{j} u\right|_{E}^{2} .
$$

It is thus sufficient to prove in Minkowski space that

$$
\begin{equation*}
\sup _{\Sigma_{s}} s^{n-2}|u(t, x)|_{E}^{2} \leq C \sum_{|I| \leq \tilde{v}-\tilde{d}} \sum_{i=1}^{n} \int_{\Sigma_{s}}\left|Y_{i} Z^{I} u\right|_{E}^{2} \mathrm{~d} x+C \sum_{|I| \leq \tilde{v}-1} C_{I}^{2}, \tag{38}
\end{equation*}
$$

since this would then imply

$$
\begin{aligned}
\sup _{\Sigma_{s} \times K} s^{n-2}\left|u\left(t, x^{i}, \omega\right)\right|_{E}^{2} & \lesssim \sum_{|I| \leq \tilde{v}-\tilde{d}} \sum_{i=1}^{n}\left\|\sup _{K}\left(Y_{i} Z^{I} u\right)\right\|_{L_{x}^{2}}^{2}+C \sum_{|I| \leq \tilde{v}-1} C_{I}^{2} \\
& \lesssim \sum_{|I| \leq \tilde{v}-\tilde{d}} \sum_{i=1}^{n}\left\|Y_{i} Z^{I}\left(\Delta_{k}\right)^{\tilde{d} / 2} u\right\|_{L_{x}^{2} L_{K}^{2}}^{2}+C \sum_{|I| \leq \tilde{v}-1} C_{I}^{2} .
\end{aligned}
$$

For $|x| \geq t-1$ and $(t, x) \in \Sigma_{s}$, one has $t \sim|x|$, and so

$$
s^{n-2}|u(t, x)|_{E}^{2} \leq t^{n-2}|u(t, x)|_{E}^{2} \leq C|x|^{n-2}|u(t, x)|_{E}^{2} \leq C|x|^{n-2}|f(x)|_{E}^{2} \leq C C_{0}^{2} .
$$

Thus, it remains to prove (38) for $|x| \leq t-1$.

[^9]Consider the region $|x| \leq t-1$. Set $t_{\max }=\frac{1}{2}\left(s^{2}+1\right)$, which is the value of $t$ at which $\Sigma_{s}$ intersects $|x|=t-1$ and which satisfies $t \leq t_{\max } \leq \frac{1}{2}\left(t^{2}+1\right)$ on the portion of $\Sigma_{s}$ where $|x| \leq t-1$ by Lemma 2.8. Let $\chi: \mathbb{R} \rightarrow[0,1]$ be a smooth cut-off function such that $\chi(\alpha)=1$ for $\alpha<1$ and $\chi(\alpha)=0$ for $\alpha>2$, and define the $(0,2)$ tensor $v_{\mu \nu}(t, x)=\chi\left(|x| / t_{\max }\right) u_{\mu \nu}(t, x)$. Observe that $u_{\mu \nu}=v_{\mu \nu}$ in the region $|x| \leq t-1$.

Hormander's proof of Lemma 3.1 relies on a carefully chosen rescaling of a portion of the hyperboloid, and the rest of this proof follows the same idea, although the scaling is chosen differently. Recall both the Cartesian $(t, x)$ and hyperboloidal $(s, y)$ coordinates in Minkowski space, which are related via $(s, y)=\left(\sqrt{t^{2}-|x|^{2}}, x\right)$. Given a choice of $s$, define $\tilde{y}=s^{-1} y$ and set $\tilde{v}(\tilde{y})$ to be the value of $v$ at hyperboloidal coordinates $(s, s \tilde{y})$. With this, $\mathrm{d}^{n} \tilde{y}=s^{-n} \mathrm{~d} y$ and $\partial_{\tilde{y}^{i}}=s \partial_{y^{i}}=s Y_{i}$. Recall that $Z_{i}=t Y_{i}$. Thus, by a Sobolev estimate that exploits the fact that $1<\frac{1}{2} n<\frac{1}{2} n+1$,

$$
\sup _{\Sigma_{s}}|v(t, x)|_{E}^{2}=\sup |\tilde{v}(\tilde{y})|_{E}^{2} \lesssim \sum_{1 \leq|J| \leq \frac{n}{2}+1} \int\left|\partial_{\tilde{y}}^{J} \tilde{v}\right|_{E}^{2} \mathrm{~d}^{n} \tilde{y} .
$$

From rescaling and the facts that $s \leq t$ and that $Z_{0 i}=t Y_{i}$, it follows that

$$
\begin{aligned}
\sup _{\Sigma_{s}}|v(t, x)|_{E}^{2} & \lesssim s^{-n} \sum_{1 \leq|J| \leq \frac{n}{2}+1} \int\left|(s Y)^{J} v\right|_{E}^{2} \mathrm{~d}^{n} y \lesssim s^{-n+2} \sum_{0 \leq|J| \leq \frac{n}{2}} \sum_{i} \int s^{2|J|}\left|Y^{J} Y_{i} v\right|_{E}^{2} \mathrm{~d}^{n} y \\
& \lesssim s^{-n+2} \sum_{0 \leq|J| \leq \frac{n}{2}} \sum_{i} \int t^{2|J|}\left|Y^{J} Y_{i} v\right|_{E}^{2} \mathrm{~d}^{n} y \lesssim s^{-n+2} \sum_{0 \leq|J| \leq \frac{n}{2}} \sum_{i} \int\left|Y_{i} Z^{J} v\right|_{E}^{2} \mathrm{~d}^{n} y .
\end{aligned}
$$

The last integral can be decomposed into the regions where $|x| \leq t-1$ and $|x|>t-1$. Where $|x| \leq t-1$, the integral can be bounded by the integral term on the right-hand side of (38) since $\tilde{v}-\tilde{d}>\frac{1}{2} n$. Now consider the region $|x|>t-1$. Because of the support of $\chi$, it is sufficient to consider the region $t_{\max }-1 \leq|x| \leq 2\left(t_{\max }-1\right)$. In this region, $v=\chi f$. When a derivative is applied to $v$, it is applied to either $\chi$ or to $f$, in which case one obtains an additional factor of $t_{\text {max }}^{-1}$ or $|x|^{-1}$, from the properties of $\chi$ and $f$, respectively. Since $|x| / t_{\max } \in[1,2]$ in the support of $\partial \chi$, effectively one obtains an extra factor of $|x|^{-1}$ in all cases, so $\left|Y_{i} Z^{J} v\right|_{E} \leq C C_{|J|+1}|x|^{-(n-1) / 2-1}$, and

$$
\int_{|x| \geq t_{\max }-1}\left|Y_{i} Z^{J} u\right|_{E}^{2} \mathrm{~d} x \leq C C_{|J|+1}^{2} \int_{\mathbb{S}^{n-1}} \int_{t_{\max }-1}^{2\left(t_{\max }-1\right)}\left(|r|^{-(n-1) / 2-1}\right)^{2}|r|^{n-1} \mathrm{~d} r \mathrm{~d}^{n-1} \omega_{\mathbb{S}^{n-1}} \leq C C_{|J|+1}^{2}
$$

Observing that $s \geq C t^{1 / 2}$ in the region $|x| \leq t-1$ allows us to obtain

$$
\begin{aligned}
\sup _{\Sigma_{s} \times K} t^{2 \delta(n)}|u|_{E}^{2} & \leq \sup _{\Sigma_{s} \times K \cap\{|x| \leq t-1\}} t^{2 \delta(n)}|u|_{E}^{2}+\sup _{\Sigma_{s} \times K \cap\{|x|>t-1\}} t^{2 \delta(n)}|u|_{E}^{2} \\
& \lesssim \sup _{\Sigma_{s} \times K \cap\{|x| \leq t-1\}} s^{4 \delta(n)}|u|_{E}^{2}+\sup _{\Sigma_{s} \times K \cap\{|x|>t-1\}} r^{2 \delta(n)}|f|_{E}^{2} \\
& \lesssim \sum_{|I| \leq \tilde{\nu}} \sum_{i=1}^{n} \int_{\Sigma_{s} \times K}\left|Y_{i} Z^{I} u\right|_{E}^{2} \mathrm{~d} x \mathrm{~d} \mu_{k}+\sum_{|I| \leq \tilde{\nu}-1} C_{I}^{2}+C_{0} \sup _{\Sigma_{s} \times K \cap\{|x|>t-1\}} r^{(n-2) / 2} r^{-(n-1) / 2} .
\end{aligned}
$$

In the final line we applied estimate (36) to the first term and assumption (35) to the second term.

## 4. Energy integrals and inequalities

4A. Basic properties of the energy. The energy introduced in the following definition is related to the standard energy used to study quasilinear hyperbolic PDEs, albeit with additional terms included in order to be compatible with the linearised equations (8).
Definition 4.1 (Lichnerowicz-type energy on hyperboloids). Let $n \in \mathbb{Z}^{+}$and let $U^{\mu \nu}$ and $u_{\mu \nu}$ be tensors defined on $\mathbb{R}^{1+n} \times K$. For $u, U \in C^{1}\left(\mathbb{R}^{1+n} \times K\right)$ and $s \geq 2$, define

$$
\begin{align*}
\mathcal{E}[U ; u ; s]=\int_{\Sigma_{s} \times K}\left((s / t)^{2}\left|\partial_{t} u\right|_{E}^{2}\right. & +\sum_{i=1}^{n}\left|Y_{i} u\right|_{E}^{2}+\left\langle\nabla[k]^{A} u, \nabla[k]_{A} u\right\rangle_{E}-2\langle R[\hat{g}] \circ u, u\rangle_{E} \\
& \left.-2 U^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\beta} u, \partial_{t} u\right\rangle_{E} n_{\alpha}+U^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\beta} u\right\rangle_{E}\right) \mathrm{d} x \mathrm{~d} \mu_{k}, \tag{39}
\end{align*}
$$

where $n_{0}=1$ and $n_{i}=-x_{i} / t$ for $i \in\{1, \ldots, n\}$ and $n_{A}=0$, and $\mathrm{d} x$ is the flat Euclidean volume form.
The final terms on the first line could equally well be written as $\left\langle\nabla[k]^{A} u, \nabla[k]_{A} u\right\rangle_{E}-2\langle R[k] \circ u, u\rangle_{E}$, since the covariant derivative with respect to $\hat{g}$ in directions tangent to $K$ are given by the covariant derivative with respect to $k$, and similarly for the curvature.

The terms on the second line of (39) are chosen so that, for solutions to the wave equation (42), the change in energy $\mathcal{E}\left[U ; u ; s_{2}\right]-\mathcal{E}\left[U ; u ; s_{a}\right]$ is given in (43) by an integral which has an integrand with no terms involving $(\nabla[\hat{g}] u)(\nabla[\hat{g}] \nabla[\hat{g}] u)$. The relevant cancellations to eliminate such terms follow from the properties of $T[U ; u]^{\mu}{ }_{v}$ introduced in the proof of Lemma 4.2.

Note that, following [Hörmander 1997; LeFloch and Ma 2016], we have defined $\mathcal{E}[U ; u ; s$ ] so that it is not the naturally induced energy associated with the metric $\hat{g}+U$. This is because we have endowed $\Sigma_{s}$ with the flat Euclidean volume form $\mathrm{d} x$, instead of the induced Riemannian volume form $(s / t) \mathrm{d} x$.

The following lemma provides us with an energy functional which allows us to measure the perturbation of the spacetime. Note that in (40) we require some weighted $t$-decay on hyperboloids which we recover from (37) in Lemma 3.2.

Lemma 4.2 (basic properties of the energy). Take the conditions of Definition 4.1.
(i) There is an $\epsilon_{n}>0$ such that if

$$
\begin{equation*}
\sup _{\Sigma_{s} \times K} t|U|_{E} \leq C \epsilon_{n}, \tag{40}
\end{equation*}
$$

then for $s \geq 2$,

$$
\begin{equation*}
\frac{1}{2} \mathcal{E}[U ; u ; s] \leq \mathcal{E}[0 ; u ; s] \leq 2 \mathcal{E}[U ; u ; s] \tag{41}
\end{equation*}
$$

(ii) If $u_{\mu \nu}$ is a solution of

$$
\begin{equation*}
(\hat{g}+U)^{\alpha \beta} \nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta} u_{\mu \nu}+2(R[\hat{g}] \circ u)_{\mu \nu}=F_{\mu \nu}, \tag{42}
\end{equation*}
$$

then

$$
\begin{align*}
& \mathcal{E}\left[U ; u ; s_{1}\right]=\mathcal{E}\left[U ; u ; s_{2}\right]+\int_{s_{1}}^{s_{2}} \int_{\Sigma_{s} \times K}\left\langle F, \partial_{t} u\right\rangle_{E}(s / t) \mathrm{d} y \mathrm{~d} \mu_{k} \mathrm{~d} s \\
& \quad+\int_{s_{1}}^{s_{2}} \int_{\Sigma_{s} \times K}\left(-2\left(\nabla[\hat{g}]_{\alpha} U^{\alpha \beta}\right)\left\langle\nabla[\hat{g}]_{\beta} u, \partial_{t} u\right\rangle_{E}+\left(\partial_{t} U^{\alpha \beta}\right)\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\beta} u\right\rangle_{E}\right)(s / t) \mathrm{d} y \mathrm{~d} \mu_{k} \mathrm{~d} s . \tag{43}
\end{align*}
$$

Proof. We first derive the energy $\mathcal{E}[U ; u ; s]$ by considering the following nonlinear version of the stress energy tensor (9)

$$
\begin{equation*}
T[U ; u]^{\mu}{ }_{\nu}=(\hat{g}+U)^{\mu \alpha}\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\nu} u\right\rangle_{E}-\frac{1}{2}(\hat{g}+U)^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\beta} u, \nabla[\hat{g}]_{\alpha} u\right\rangle_{E} \delta_{v}^{\mu}+\langle R[\hat{g}] o u, u\rangle_{E} \delta_{v}^{\mu} . \tag{44}
\end{equation*}
$$

We calculate

$$
\begin{align*}
& \nabla[\hat{g}]_{\mu} T[U ; u]^{\mu}{ }_{\nu}=\left\langle(\hat{g}+U)^{\alpha \beta} \nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta} u, \nabla[\hat{g}]_{\nu} u\right\rangle_{E}+(\hat{g}+U)^{\mu \alpha}\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\mu} \nabla[\hat{g}]_{\nu} u\right\rangle_{E} \\
&-(\hat{g}+U)^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\nu} \nabla[\hat{g}]_{\beta} u, \nabla[\hat{g}]_{\alpha} u\right\rangle_{E}+\nabla[\hat{g}]_{\nu}\langle R[\hat{g}] \circ u, u\rangle_{E} \\
& \quad\left(\nabla[\hat{g}]_{\mu} U^{\mu \alpha}\right)\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\nu} u\right\rangle_{E}-\frac{1}{2}\left(\nabla[\hat{g}]_{\nu} U^{\alpha \beta}\right)\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\beta} u\right\rangle_{E} . \tag{45}
\end{align*}
$$

Let $X^{\mu}$ be a vector field on $\mathbb{R}^{1+n} \times K$ tangent to $\mathbb{R}^{1+n}$. We have

$$
\nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta} u_{\gamma \delta}=\nabla[\hat{g}]_{\beta} \nabla[\hat{g}]_{\alpha} u_{\gamma \delta}+\operatorname{Riem}[\hat{g}]_{\alpha \beta \gamma}{ }^{\rho} u_{\rho \delta}+\operatorname{Riem}[\hat{g}]_{\alpha \beta \delta}{ }^{\rho} u_{\rho \gamma} .
$$

Since $\left(\mathbb{R}^{1+n}, \eta_{\mathbb{R}^{1+n}}\right)$ has zero Riemann curvature, and since the Riemann curvature for a product manifold is given by $\operatorname{Riem}[\hat{g}]=\operatorname{Riem}\left[\eta_{\mathbb{R}_{1+n}}\right]+\operatorname{Riem}[k]$, it follows that all components of the Riemann curvature $\operatorname{Riem}[\hat{g}]_{\alpha \beta \gamma}{ }^{\delta}$ vanish unless all the indices $\alpha, \beta, \gamma, \delta$ correspond to internal directions tangent to $K$. Thus, the contraction with a vector tangent to $\mathbb{R}^{1+n}$ vanishes, and, in particular,

$$
\begin{equation*}
\operatorname{Riem}[\hat{g}]_{\alpha \beta \gamma \delta} X^{\delta}=0 \tag{46}
\end{equation*}
$$

## Consequently

$$
\left\langle\nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta} u, \nabla[\hat{g}]_{\nu} u\right\rangle_{E} X^{\alpha}=\left\langle\nabla[\hat{g}]_{\beta} \nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\nu} u\right\rangle_{E} X^{\alpha} .
$$

and also

$$
\nabla[\hat{g}]_{\nu}\langle R[\hat{g}] \circ u, u\rangle_{E} X^{\nu}=2\left\langle R[\hat{g}] \circ u, X^{\nu} \nabla[\hat{g}]_{\nu} u\right\rangle_{E} .
$$

This allows us to calculate

$$
\begin{aligned}
\nabla[\hat{g}]_{\mu}\left(T[U ; u]^{\mu}{ }_{\nu} X^{\nu}\right)=T^{\mu}{ }_{\nu}[U] \nabla[\hat{g}]_{\mu} X^{\nu}+\left\langle F, X^{\nu} \nabla[\hat{g}]_{\nu} u\right\rangle_{E} & +\left(\nabla[\hat{g}]_{\mu} U^{\mu \alpha}\right)\left\langle\nabla[\hat{g}]_{\alpha} u, X^{\nu} \nabla[\hat{g}]_{\nu} u\right\rangle_{E} \\
& -\frac{1}{2}\left(X^{\nu} \nabla[\hat{g}]_{\nu} U^{\alpha \beta}\right)\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\beta} u\right\rangle_{E} .
\end{aligned}
$$

Consider the hyperboloidal energy

$$
\begin{aligned}
\mathcal{E}[U ; u ; s]= & \int_{\Sigma_{s} \times K}-2 T[U ; u]^{\mu}{ }_{\nu}\left(\partial_{t}\right)^{v} n_{\mu} \mathrm{d} x \mathrm{~d} \mu_{k} \\
= & \int_{\Sigma_{s} \times K}\left(\left|\partial_{t} u\right|_{E}^{2}+\sum_{i=1}^{n}\left|\partial_{i} u\right|_{E}^{2}+\sum_{i=1}^{n} 2\left(x^{i} / t\right)\left\langle\partial_{t} u, \partial_{i} u\right\rangle_{E}+k^{A B}\left\langle\nabla[\hat{g}]_{A} u, \nabla[\hat{g}]_{B} u\right\rangle_{E}\right. \\
& \left.\quad-2\langle R[\hat{g}] \circ u, u\rangle_{E}-2 U^{\mu \rho}\left\langle\nabla[\hat{g}]_{\rho} u, \partial_{t} u\right\rangle_{E} n_{\mu}+U^{\rho \lambda}\left\langle\nabla[\hat{g}]_{\rho} u, \nabla[\hat{g}]_{\lambda} u\right\rangle_{E}\right) \mathrm{d} x \mathrm{~d} \mu_{k},
\end{aligned}
$$

where $n_{0}=1, n_{i}=-\eta_{i j} x^{j} / t$ for $i \in\{1, \ldots, n\}$ and $n_{A}=0$. Note that

$$
\begin{align*}
& \mathcal{E}[0 ; u ; s]=\int_{\Sigma_{s} \times K}\left(\left|\partial_{t} u\right|_{E}^{2}+\sum_{i=1}^{n}\left|\partial_{i} u\right|_{E}^{2}+2\left(x^{i} / t\right)\left\langle\partial_{t} u, \partial_{i} u\right\rangle_{E}\right. \\
&  \tag{47}\\
& \left.\quad+\left\langle\nabla[\hat{g}]^{A} u, \nabla[\hat{g}]_{A} u\right\rangle_{E}-2\langle R[\hat{g}] \circ u, u\rangle_{E}\right) \mathrm{d} x \mathrm{~d} \mu_{k},
\end{align*}
$$

which alternatively can be written in hyperboloidal coordinates as

$$
\begin{equation*}
\mathcal{E}[0 ; u ; s]=\int_{\Sigma_{s} \times K}\left((s / t)^{2}\left|\partial_{t} u\right|_{E}^{2}+\sum_{i=1}^{n}\left|Y_{i} u\right|_{E}^{2}+\left\langle\nabla[\hat{g}]^{A} u, \nabla[\hat{g}]_{A} u\right\rangle_{E}-2\langle R[\hat{g}] \circ u, u\rangle_{E}\right) \mathrm{d} x \mathrm{~d} \mu_{k} \tag{48}
\end{equation*}
$$

Since the contraction of $R[\hat{g}]$ with any direction tangent to $\mathbb{R}^{1+n}$ vanishes, and since $|w|_{E} \geq|w|_{k}$ for any tensor field $w$, it follows from the definition of $\mathcal{L}$ that

$$
\begin{aligned}
\int_{K}\left(\left\langle\nabla[\hat{g}]^{A} u, \nabla[\hat{g}]_{A} u\right\rangle_{E}-2\langle R[\hat{g}] \circ u, u\rangle_{E}\right) \mathrm{d} \mu_{k} & \geq \int_{K}\left(\left\langle\nabla[\hat{g}]^{A} u, \nabla[\hat{g}]_{A} u\right\rangle_{k}-2\langle R[\hat{g}] \circ u, u\rangle_{k}\right) \mathrm{d} \mu_{k} \\
& =\int_{K}\langle\mathcal{L} u, u\rangle_{k} \mathrm{~d} \mu_{k}
\end{aligned}
$$

Thus, from Theorem 2.2 and the condition of Riemannian linear stability (11), it follows that

$$
\begin{equation*}
\int_{K}\left(\left\langle\nabla[\hat{g}]^{A} u, \nabla[\hat{g}]_{A} u\right\rangle_{E}-2\langle R[\hat{g}] \circ u, u\rangle_{E}\right) \mathrm{d} \mu_{k} \geq 0 \tag{49}
\end{equation*}
$$

Thus, $\mathcal{E}[0, u, s] \geq 0$.
Using our previously calculated expression for the divergence of $T[U ; u]^{\mu}{ }_{\nu} X^{\nu}$, we obtain

$$
\begin{aligned}
\mathcal{E}\left[U ; u ; s_{1}\right]=\mathcal{E}\left[U ; u ; s_{2}\right]+\int_{s_{1}}^{s_{2}} \int_{\Sigma_{s} \times K} & \left\langle-2 F, \partial_{t} u\right\rangle_{E}(s / t) \mathrm{d} y \mathrm{~d} \mu_{k} \mathrm{~d} s \\
& +\int_{s_{1}}^{s_{2}} \int_{\Sigma_{s} \times K}\left(-2\left(\nabla[\hat{g}]_{\alpha} U^{\alpha \beta}\right)\left\langle\nabla[\hat{g}]_{\beta} u, \partial_{t} u\right\rangle_{E}\right. \\
& \left.+\left(\partial_{t} U^{\alpha \beta}\right)\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\beta} u\right\rangle_{E}\right)(s / t) \mathrm{d} y \mathrm{~d} \mu_{k} \mathrm{~d} s
\end{aligned}
$$

via Stoke's theorem. This proves equality (43).
Condition (40) combined with $s \geq C t^{1 / 2}$ implies $\sup _{\Sigma_{s} \times K}|U|_{E}(t / s)^{2} \leq C \varepsilon_{n}$. For simplicity denote $k^{A B}\left\langle\nabla[\hat{g}]_{A} u, \nabla[\hat{g}]_{B} u\right\rangle_{E}$ by $\left|\partial_{A} u\right|_{E}^{2}$, then

$$
\begin{align*}
\frac{s^{2}}{2 t^{2}}\left(\left|\partial_{t} u\right|_{E}^{2} \sum_{i}+\left|\partial_{i} u\right|_{E}^{2}+|\nabla[k] u|_{E}^{2}\right) & \leq\left(\left|\partial_{t} u\right|^{2}+\sum_{i}\left|\partial_{i} u\right|^{2}+|\nabla[k] u|_{E}^{2}\right)(1-|x| / t) \\
& \leq\left|\partial_{t} u\right|_{E}^{2}+\left|\partial_{i} u\right|_{E}^{2}+2\left(x^{i} / t\right)\left\langle\partial_{t} u, \partial_{i} u\right\rangle_{E}+|\nabla[k] u|_{E}^{2} \tag{50}
\end{align*}
$$

Using this and Young's inequality we find

$$
\begin{aligned}
|\mathcal{E}[U ; u ; s]-\mathcal{E}[0 ; u ; s]| & =\left|\int_{\Sigma_{s} \times K}\left(2 U^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\alpha} u, \partial_{t} u\right\rangle_{E} n_{\beta}-U^{\alpha \beta}\left\langle\nabla[\hat{g}]_{\alpha} u, \nabla[\hat{g}]_{\beta} u\right\rangle_{E}\right) \mathrm{d} x \mathrm{~d} \mu_{k}\right| \\
& \leq C \varepsilon_{n} \mathcal{E}[0 ; u ; s],
\end{aligned}
$$

and thus the energies are equivalent for sufficiently small $\varepsilon_{n}$. This proves estimate (41) and the lemma.
Having defined the energy involving first-order derivatives, we now introduce higher-order energies.
Definition 4.3 (symmetry boosted energy). Let ( $\left.\mathbb{R}^{1+n} \times K, \hat{g}\right)$ be a spacetime with a supersymmetric compactification and $N \in \mathbb{N}$. For $k \leq N$, define the energy of a symmetric tensor field $g$ to be

$$
\begin{equation*}
\mathcal{E}_{k+1}(s)=\sum_{|I| \leq k} \mathcal{E}\left[g^{-1}-\hat{g}^{-1} ; \Gamma^{I} g ; s\right] . \tag{51}
\end{equation*}
$$

We end this section with the following Hardy estimate on hyperboloids. The proof is standard; see for example [LeFloch and Ma 2016, Lemma 2.4].

Lemma 4.4 (Hardy estimate on hyperboloids). Let $u_{\mu \nu}$ be a tensor defined on $\mathbb{R}^{1+n}$. Then one has

$$
\begin{equation*}
\left\|r^{-1} u\right\|_{L^{2}\left(\Sigma_{s}\right)} \lesssim \sum_{i=1}^{n}\left\|Y_{i} u\right\|_{L^{2}\left(\Sigma_{s}\right)} \tag{52}
\end{equation*}
$$

4B. Preliminary $L^{2}$ and $L^{\infty}$ estimates. In our nonlinear estimates we will estimate terms of the form

$$
\begin{equation*}
Z^{I}\left(\Delta_{k}\right)^{j}(u v)=\sum_{\substack{\left|I_{1}\right|+\left|I_{2}\right|=|I| \\\left|J_{1}\right|+\left|J_{2}\right|=2 j}} Z^{I_{1}} \nabla[k]^{J_{1}} u \cdot Z^{I_{2}} \nabla[k]^{J_{2}} v \tag{53}
\end{equation*}
$$

In the following lemma we estimate terms which appear as factors in the right-hand side of (53) in $L^{2}$ by using the elliptic estimates of Lemma 2.9 and the Hardy estimate of Lemma 4.4. Note the use of elliptic estimates allows us to avoid commuting derivatives, such as $\left[\nabla[k], \Delta_{k}\right]$, which shortens the argument.

Lemma 4.5 ( $L^{2}$ estimate for distributed derivatives). Let $u_{\mu \nu}$ be a tensor defined on $\mathbb{R}^{1+n} \times K$. Suppose $N$ is even, $\ell \in \mathbb{N}$, and $\ell \leq N+1$, then

$$
\begin{equation*}
\sum_{|I|+|J| \leq \ell}\left\|t^{-1} Z^{I} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \lesssim \mathcal{E}_{N+1}(s)^{1 / 2} \tag{54}
\end{equation*}
$$

Proof. We prove the estimate by considering separately the cases of $|I|=0$ and $|I| \neq 0$. Firstly take $|I| \geq 1$, suppose $|J|=2 m$ where $m \in \mathbb{N}$, and consider $|I|+|J|=\ell \leq N+1$. Using the elliptic estimates of Lemma 2.9 we find

$$
\begin{aligned}
\left\|t^{-1} Z^{I} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} & \lesssim\left\|\left\|t^{-1} Z^{I} u\right\|_{H^{2 m}(K)}\right\|_{L^{2}\left(\Sigma_{s}\right)} \lesssim\left\|t^{-1} Z^{I}\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\left\|t^{-1} Z^{I} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \sum_{i=1}^{n}\left\|Y_{i} Z^{I-1}\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\sum_{i=1}^{n}\left\|Y_{i} Z^{I-1} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \mathcal{E}\left[0 ; Z^{I-1}\left(\Delta_{k}\right)^{m} u ; s\right]^{1 / 2}+\mathcal{E}\left[0 ; Z^{I-1} u ; s\right]^{1 / 2} \lesssim \mathcal{E}_{\ell}(s)^{1 / 2} .
\end{aligned}
$$

Next take $|I| \geq 1$ and suppose $|J|=2 m+1$ where $m \in \mathbb{N}$. For $|I|+|J|=\ell \leq N+1$, again using Lemma 2.9, we have

$$
\begin{aligned}
&\left\|t^{-1} Z^{I} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim\left\|\left\|t^{-1} Z^{I} u\right\|_{H^{2 m+1}(K)}\right\|_{L^{2}\left(\Sigma_{s}\right)} \\
& \lesssim \sum_{i=1}^{n}\left\|Y_{i} Z^{I-1} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\sum_{i=1}^{n}\left\|Y_{i} Z^{I-1}\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\left\|\nabla[k]\left(Z^{I}\left(\Delta_{k}\right)^{m} u\right)\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \mathcal{E}\left[0 ; Z^{I-1} u ; s\right]^{1 / 2}+\mathcal{E}\left[0 ; Z^{I-1}\left(\Delta_{k}\right)^{m} u ; s\right]^{1 / 2}+\mathcal{E}\left[0 ; Z^{I}\left(\Delta_{k}\right)^{m} u ; s\right]^{1 / 2} \lesssim \mathcal{E}_{\ell}(s)^{1 / 2}
\end{aligned}
$$

We now turn to the case $|I|=0$. Again we split into the cases of $|J|$ being even and odd. Start with $|J|=2 m$ for $m \in \mathbb{N}$. Note that $N$ is chosen to be even so that we have the strict inequality $2 m<N+1$.

Applying the Hardy estimate from Lemma 4.4, and recalling that $t \geq r$ on the hyperboloid, yields

$$
\begin{aligned}
\left\|t^{-1} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} & \lesssim\left\|\left\|r^{-1} u\right\|_{H^{2 m}(K)}\right\|_{L^{2}\left(\Sigma_{s}\right)} \lesssim\left\|r^{-1}\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\left\|r^{-1} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \sum_{i=1}^{n}\left\|Y_{i}\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\sum_{i=1}^{n}\left\|Y_{i} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \mathcal{E}\left[0,\left(\Delta_{k}\right)^{m} u ; s\right]^{1 / 2}+\mathcal{E}[0, u ; s]^{1 / 2} \lesssim \mathcal{E}_{N+1}(s)^{1 / 2}
\end{aligned}
$$

Finally we have the case $|I|=0$ and $|J|=2 m+1 \leq N+1$ for $m \in \mathbb{N}$. Again using Lemma 4.4 we obtain

$$
\begin{aligned}
\left\|t^{-1} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} & \lesssim\left\|\left\|r^{-1} u\right\|_{H^{2 m+1}(K)}\right\|_{L^{2}\left(\Sigma_{s}\right)} \lesssim\left\|r^{-1} \nabla[k]\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\left\|r^{-1} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim\left\|\nabla[k]\left(\Delta_{k}\right)^{m} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}+\sum_{i=1}^{n}\left\|Y_{i} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \mathcal{E}\left[0,\left(\Delta_{k}\right)^{m} u ; s\right]^{1 / 2}+\mathcal{E}[0, u ; s]^{1 / 2} \lesssim \mathcal{E}_{|J|}(s)^{1 / 2} .
\end{aligned}
$$

Adding together the above estimates over all appropriate multi-indices gives the required result.
Corollary 4.6 ( $L^{2}$ estimate for eventually prescribed functions on hyperboloids foliating product spacetimes). Let $n \geq 4$. Let $u_{\mu \nu}$ and $f_{\mu \nu}$ be tensors defined on $\mathbb{R}^{1+n} \times K$ with $f$ depending only on the Minkowski coordinates. Suppose $u=f$ for $|x| \geq t-1$. Let $f \in C^{\infty}\left(\mathbb{R}^{1+n} \times K\right)$ be smooth and such that, for all $I \in \mathbb{N}$, there is a $C_{I}$ such that ${ }^{4}$

$$
\begin{equation*}
\left|\nabla[\hat{g}]^{I} f\right|_{E} \leq C_{|I|}|x|^{-(n+1) / 2-|I|} . \tag{55}
\end{equation*}
$$

Suppose $N$ is even, $\ell \in \mathbb{N}$, and $\ell \leq N+1$, then

$$
\begin{equation*}
\sum_{|I|+|J| \leq \ell}\left\|(s / t) Z^{I} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \lesssim s \mathcal{E}_{N+1}(s)^{1 / 2}+\sum_{|I|+|J| \leq \ell} C_{|I|,|J|} \tag{56}
\end{equation*}
$$

Proof. We will consider separately the regions $|x| \leq t-1$ and $|x|>t-1$. The estimate in the region $|x| \leq t-1$ follows by applying Lemma 4.5 with an additional factor of $s$. Next consider the region $|x|>t-1 \geq t_{0}-1$, where we let $t_{0}=\frac{1}{2}\left(s^{2}+1\right)$ be the value of $t$ at which $\Sigma_{s}$ intersects $|x|=t-1$. Using assumption (55) we find

$$
\begin{aligned}
&\left\|(s / t) Z^{I} \nabla[k]^{J} u\right\|_{L^{2}\left(\Sigma_{s} \times K \cap\{|x|>t-1\}\right)}^{2} \\
& \leq \int_{\Sigma_{s} \times K \cap\left\{|x|>t_{0}-1\right\}}\left|Z^{I} \nabla[k]^{J} u\right|_{E}^{2} \mathrm{~d} x \mathrm{~d} \mu_{k} \leq C \int_{\Sigma_{s} \cap\left\{|x|>t_{0}-1\right\}}\left|Z^{I} \nabla[k]^{J} f\right|_{E}^{2} \mathrm{~d} x \\
& \leq C C_{|I|,|J|}^{2} \int_{\mathbb{S}^{n-1}} \int_{\Sigma_{s} \cap\left\{|x| \geq t_{0}-1\right\}}\left(|r|^{-(n+1) / 2)^{2}|r|^{n-1} \mathrm{~d} r \mathrm{~d} \omega_{\mathbb{S}^{n-1}}}\right. \\
& \leq C C_{|I|,|J|}^{2} \int_{\mathbb{S}^{n-1}} \int_{\Sigma_{s} \cap\left\{|x| \geq t_{0}-1\right\}} r^{-2} \mathrm{~d} r \mathrm{~d} \omega_{\mathbb{S}^{n-1}} \leq C C_{|I|,|J|}^{2}
\end{aligned}
$$

Adding together the above estimates over all appropriate multi-indices yields (56).

[^10]We next use Lemma 3.2 to obtain $L^{\infty}$ estimates for terms which appear as factors in the right-hand side of (53).

Corollary 4.7 (higher-order Sobolev estimates). Let $n \geq 7$. Let $\tilde{d}$, $\tilde{v}, u_{\mu \nu}$, and $f_{\mu \nu}$ be as defined in Lemma 3.2. Then for $|I|+|J|=\ell \in \mathbb{N}$ there is a constant $C$ such that

$$
\begin{align*}
\sup _{\Sigma_{s} \times K}\left(s^{4 \delta(n)}\left|Z^{I} \nabla[k]^{J} u\right|_{E}^{2}+s^{4 \delta(n)-2} \mid(t / s)\right. & \left.\left.Z^{I} \nabla[k]^{J} u\right|_{E} ^{2}\right) \\
& \leq C \sum_{|I|+2 j \leq \tilde{v}+\ell+1} \mathcal{E}\left[0 ; Z^{I}\left(\Delta_{k}\right)^{j} u ; s\right]+C \sum_{|I| \leq \tilde{v}+\ell-1} C_{|I|}^{2} . \tag{57}
\end{align*}
$$

Proof. We consider the left-most term in (57) first. Let $\tilde{j}$ be the smallest even integer such that $\tilde{j} \geq|J|$. In particular this means

$$
|I|+|J| \leq|I|+\tilde{\jmath} \leq \ell+1 .
$$

Recall that $\tilde{d}$ is the smallest even integer larger than $\frac{1}{2} d$ and $\tilde{v}$ is the smallest integer greater than $\frac{1}{2} n+\tilde{d}$. Applying Lemma 2.9 yields

$$
\sup _{K}\left|\nabla[k]^{J} u\right|_{E} \leq\|u\|_{H^{\tilde{d}+\tilde{j}}(K)} \leq\left\|\left(\Delta_{k}\right)^{(\tilde{d}+\tilde{j}) / 2} u\right\|_{L^{2}(K)}+\|u\|_{L^{2}(K)} .
$$

Thus, using in particular (38), we have

$$
\begin{aligned}
& \sup _{(t, x, \omega) \in \Sigma_{s} \times K} s^{4 \delta(n)}\left|Z^{I} \nabla[k]^{J} u\left(t, x^{i}, \omega\right)\right|_{E}^{2} \\
& \lesssim \sum_{\left|I_{1}\right| \leq \tilde{v}-\tilde{d}} \sum_{i=1}^{n}\left\|\sup _{K}\left(Y_{i} Z^{I_{1}} Z^{I} \nabla[k]^{J} u\right)\right\|_{L^{2}\left(\Sigma_{s}\right)}^{2}+\sum_{\left|I_{1}\right| \leq \tilde{v}-1} C_{I_{1}}^{2} \\
& \lesssim \sum_{\left|I_{1}\right| \leq \tilde{v}-\tilde{d}} \sum_{i=1}^{n}\left(\left\|Y_{i} Z^{I+I_{1}} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}^{2}+\left\|Y_{i} Z^{I+I_{1}}\left(\Delta_{k}\right)^{(\tilde{d}+\tilde{j}) / 2} u\right\|_{L^{2}\left(\Sigma_{s} \times K\right)}^{2}\right)+C \sum_{\left|I_{1}\right| \leq \tilde{v}-1} C_{I_{1}}^{2} \\
& \lesssim \sum_{|I|+2 j \leq \tilde{v}+\ell+1} \mathcal{E}\left[0 ; Z^{I}\left(\Delta_{k}\right)^{j} u ; s\right]+C \sum_{|I| \leq \tilde{v}-1} C_{I}^{2} .
\end{aligned}
$$

To complete the proof for the second term of (57) we observe that $s \geq C t^{1 / 2}$ in the region $|x| \leq t-1$ while we only have $s \leq t \leq r$ in the region $|x|>t-1$. Since $n \geq 7$ we have $\delta(n) \geq 1$ and thus

$$
\begin{aligned}
\sup _{\Sigma_{s} \times K} s^{4 \delta(n)-2} \mid(t / s) & \left.Z^{I} \nabla[k]^{J} u\right|_{E} ^{2} \\
& \lesssim \sup _{\Sigma_{s} \times K \cap\{|x| \leq t-1\}}\left(t^{2} / s^{4}\right) s^{4 \delta(n)}\left|Z^{I} \nabla[k]^{J} u\right|_{E}^{2}+\sup _{\Sigma_{s} \times K \cap\{|x|>t-1\}} s^{4 \delta(n)-4} r^{2}\left|Z^{I} \nabla[k]^{J} f\right|_{E}^{2} \\
& \lesssim \sum_{|I|+2 j \leq \tilde{v}+\ell+1} \mathcal{E}\left[0 ; Z^{I}\left(\Delta_{k}\right)^{j} u ; s\right]+\sum_{|I| \leq \tilde{v}+\ell-1} C_{I}^{2}+C_{I}^{2} \sup _{\Sigma_{s} \times K \cap\{|x|>t-1\}} r^{(n-2)-2} r^{-(n-1)} .
\end{aligned}
$$

Note in the final line we applied (35) and the first estimate of (57).

## 5. Proof of stability

5A. Stability for the reduced Einstein equations. We now restate our main Theorem 1.1 in terms of the reduced Einstein equations. For convenience we translate the initial data of Theorem 1.1 to $\{t=4\}$.

Theorem 5.1 (stability for the reduced Einstein equations). Let $n, d \in \mathbb{Z}^{+}$be such that $n \geq 9$, and let $N \in \mathbb{N}$ be an even integer strictly larger than $\frac{1}{2}(n+d+8)$. Let $\left(\mathbb{R}^{1+n} \times K, \hat{g}=\eta_{\mathbb{R}^{1+n}}+k\right)$ be a spacetime with a supersymmetric compactification.

Let $\left(\{t=4\} \times \mathbb{R}^{n} \times K, g_{0}, g_{1}\right)$ be Cauchy data for the reduced Einstein equations (31). Assume that, for $|x| \geq 1$ with respect to Minkowski coordinates on $\mathbb{R}^{1+n},\left(g_{0}, g_{1}\right)=\left(g_{S}+k, 0\right)$ where $g_{S}$ is the Schwarzschild metric in the $\eta_{\mathbb{R}^{1+n}}$-wave gauge with parameter $C_{S} \in[0, \infty)$.

There is an $\epsilon>0$ such that, if the initial data satisfies

$$
\begin{equation*}
\sum_{|I| \leq N} \| \nabla\left[g_{0}\right]^{I}\left(g_{0}-\left.\hat{g}\right|_{t=4)}\left\|_{L^{2}\left(\mathbb{R}^{n} \times K\right)}^{2}+\sum_{|I| \leq N-1}\right\| \nabla\left[g_{0}\right]^{I} g_{1} \|_{L^{2}\left(\mathbb{R}^{n} \times K\right)}^{2}+C_{S}^{2} \leq \epsilon,\right. \tag{58}
\end{equation*}
$$

then there is a future global solution $g_{\mu \nu}$ of the reduced Einstein equations (31) with initial data $\left.\left(h, \partial_{t} h\right)\right|_{t=4}=\left(g_{0}, g_{1}\right)$. Furthermore, there is the bound

$$
\begin{equation*}
\sup _{(t, x, \omega) \in \Sigma_{s} \times K} s^{4 \delta(n)}\left|g\left(t, x^{i}, \omega\right)-\hat{g}\left(t, x^{i}, \omega\right)\right|_{E}^{2} \lesssim \epsilon, \tag{59}
\end{equation*}
$$

where $\delta(n)$ was defined in (7).
Proof. Let the perturbation and inverse perturbation be denoted, respectively, by

$$
h_{\mu \nu}=g_{\mu \nu}-\hat{g}_{\mu \nu} \quad \text { and } \quad H^{\mu \nu}=g^{\mu \nu}-\hat{g}^{\mu \nu} .
$$

Since $g$ is a solution of the reduced Einstein equation (31), it follows that

$$
\begin{equation*}
\left(\hat{g}^{\alpha \beta}+H^{\alpha \beta}\right) \nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta} h_{\mu \nu}+2(R[\hat{g}] \circ h)_{\mu \nu}=Q_{\mu \nu}[g](\nabla[\hat{g}] h, \nabla[\hat{g}] h)+F_{\mu \nu}(H, h), \tag{60}
\end{equation*}
$$

where $Q_{\mu \nu}$ is defined in (31b) and $F_{\mu \nu}$ is defined by

$$
F_{\mu \nu}(H, h)=H^{\alpha \beta}\left(h_{\alpha \delta} \operatorname{Riem}[\hat{g}]^{\delta}{ }_{\mu \nu \beta}+h_{\alpha \delta} \operatorname{Riem}[\hat{g}]^{\delta}{ }_{\nu \mu \beta}\right)+H^{\alpha \beta}\left(h_{\mu \delta} \operatorname{Riem}[\hat{g}]^{\delta}{ }_{\alpha \nu \beta}+h_{\nu \delta} \operatorname{Riem}[\hat{g}]^{\delta}{ }_{\alpha \mu \beta}\right) .
$$

By commuting the symmetries $Z^{I}\left(\Delta_{k}\right)^{j}$ through the system (60) we obtain

$$
\begin{equation*}
\left(\hat{g}^{\alpha \beta}+H^{\alpha \beta}\right) \nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta}\left(Z^{I}\left(\Delta_{k}\right)^{j} h_{\mu \nu}\right)-2\left(R[\hat{g}] \circ Z^{I}\left(\Delta_{k}\right)^{j} h\right)_{\mu \nu}=\sum_{i=1}^{3} F_{\mu \nu}^{i, I, j}, \tag{61}
\end{equation*}
$$

where

$$
\begin{align*}
F_{\mu \nu}^{1, I, j} & =Z^{I}\left(\Delta_{k}\right)^{j} Q_{\mu \nu}[g](\nabla[\hat{g}] h, \nabla[\hat{g}] h), \\
F_{\mu \nu}^{2, I, j} & =Z^{I}\left(\Delta_{k}\right)^{j} F_{\mu \nu}(H, h),  \tag{62}\\
F_{\mu \nu}^{3, I, j} & =\left[Z^{I}\left(\Delta_{k}\right)^{j}, H^{\alpha \beta} \nabla[\hat{g}]_{\alpha} \nabla[\hat{g}]_{\beta}\right] h_{\mu \nu} .
\end{align*}
$$

The symmetry boosted energy is given by

$$
\begin{equation*}
\mathcal{E}_{k+1}(s)=\sum_{|I|+2 j \leq k} \mathcal{E}\left[H ; Z^{I}\left(\Delta_{k}\right)^{j} g ; s\right] . \tag{63}
\end{equation*}
$$

From Lemma 4.2 and the Cauchy-Schwarz inequality we obtain

$$
\begin{equation*}
\mathcal{E}_{N+1}\left(s^{\prime}\right)^{1 / 2} \leq \mathcal{E}_{N+1}(4)^{1 / 2}+\sum_{|I|+2 j \leq N} \int_{4}^{s^{\prime}}\left(\int_{\Sigma_{s} \times K}\left(\sum_{i=1}^{3}\left|F^{i, I, j}\right|_{E}^{2}+\left|G^{I, j}\right|_{E}^{2}\right) \mathrm{d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \mathrm{~d} s, \tag{64}
\end{equation*}
$$

where the $G^{I, j}$ terms arise from applying $Z^{I}\left(\Delta_{k}\right)^{j}$ to the terms involving $\nabla[\hat{g}] \gamma$ or $\partial_{t} \gamma$ on the right side of the energy equality (43). In particular, these can be bounded by

$$
\begin{equation*}
\left|G^{I, j}\right|_{E}^{2} \leq C|\nabla[\hat{g}] H|_{E}^{2}\left|Z^{I}\left(\Delta_{k}\right)^{j} \nabla[\hat{g}] h\right|_{E}^{2} \tag{65}
\end{equation*}
$$

The reduced field equations (60) are a system of quasilinear, quasidiagonal wave equations for the perturbation $h_{\mu \nu}$ of the spacetime metric. The existence of unique local solutions emanating from Cauchy data is standard [Choquet-Bruhat 2009, Theorem 4.6 Appendix III].

The proof then follows a bootstrap argument (or continuous induction): we prove that there exist $C>0$ and $\epsilon>0$ such that, if $\mathcal{E}_{N+1}(4)+C S<\epsilon$ and $\mathcal{E}_{N+1}(s) \leq C \epsilon$ for all $s$, then $\mathcal{E}_{N+1}(s) \leq \epsilon+C \epsilon^{2}$ for all $s$ and hence $\mathcal{E}_{N+1}(s) \leq \frac{1}{2} C \epsilon$. We note that there is no loss of generality in placing our initial data at $t=4$.

We consider the integral term on the right-hand side in (64) as the sum of integrals over $\Sigma_{s} \cap\{|x| \leq t-1\}$ and over $\Sigma_{s} \cap\{|x|>t-1\}$. Our approach is that, for sufficiently small $C_{S}$, in the latter exterior region the solution is identically the product of Schwarzschild with the internal manifold. Thus in the region $|x| \geq t-1$ the perturbation $h_{\mu \nu}$ is only nonzero on its Minkowski indices and on these indices it is identically Schwarzschild. We note that sufficiently small compactly supported initial data on $\{t=4\} \cap\{|x| \leq 1\}$ can be extended to compactly supported initial data on $\Sigma_{4}$ [LeFloch and Ma 2014, Chapter 39].

Recall from Section 2E that the difference between components of the Minkowski metric and the Schwarzschild metric in wave coordinates decay as $C_{S} r^{-n+2}$ and the Christoffel symbols decay as $C_{S} r^{-n+1}$. Along a geodesic parametrised by $\lambda$, one has

$$
\frac{\mathrm{d}^{2} x^{i}}{\mathrm{~d} \lambda^{2}}=\Gamma_{j k}^{i} \frac{\mathrm{~d} x^{j}}{\mathrm{~d} \lambda} \frac{\mathrm{~d} x^{k}}{\mathrm{~d} \lambda} .
$$

Since $C_{S} r^{-n+1}$ is integrable in $r$, there are geodesics along which $t$ and $r$ grow linearly and the $\mathrm{d} x^{j} / \mathrm{d} \lambda$ approach constant values, not all of which are vanishing. In particular, $\mathrm{d} r / \mathrm{d} t$ asymptotically approaches a constant, and this constant is 1 for null geodesics. The next-to-leading-order term in the geodesic equation arises from the metric, so it is of the form $\mathrm{Cr}^{-n+2}$, which is again integrable. Furthermore, the smaller the mass $C_{S}$ the sooner this asymptotic behaviour comes to dominate. In particular, if $C_{S}$ is sufficiently small, then any causal curve launched from within $\Sigma_{4} \cap\{|x| \leq t-2\}$ can never reach the region where $|x| \geq t-1$. Furthermore, by uniqueness of solutions to quasilinear wave equations, since the initial data on $\Sigma_{4}$ is identically Schwarzschild for $|x|>t-2$, the solution is identically Schwarzschild for $|x|>t-1$. In particular, when estimating the components of the solution to (61), we can use the Sobolev Lemma 3.2 and Corollary 4.6 on hyperboloids with eventually prescribed functions. (The conclusion of this paragraph is essentially Proposition 2.3 of [LeFloch and Ma 2016].)

The estimate (40) required by Lemma 4.2 is established by combining (37) with the bootstrap assumptions and noting that since $n \geq 9$ we certainly have $\delta(n)>1$. Similarly since $n \geq 9$ the decay assumptions (55) in Corollary 4.6 and (35) in Lemma 3.2 are satisfied.

We are now in a position to apply the results from Section 4B to the nonlinearities in (64). In general we will distribute $(s / t)(t / s)=1$ across the terms and estimate high-derivative terms with a factor of $(s / t)$ using Corollary 4.6 and low-derivative terms with a factor of $(t / s)$ using Corollary 4.7. We begin by estimating the term $G^{I, j}$. Using (65) we find

$$
\begin{align*}
\sum_{|I|+2 j \leq N}\left\|G^{I, j}\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} & \lesssim \sum_{|I|+|J| \leq N}\left(\int_{\Sigma_{s} \times K}|(t / s) \nabla[\hat{g}] H|_{E}^{2}\left|(s / t) Z^{I} \nabla[k]^{J} \nabla[\hat{g}] h\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \\
& \leq \sup _{\Sigma_{s} \times K}\left(|(t / s) \nabla[\hat{g}] h|_{E}\right)\left(\int_{\Sigma_{s} \times K}\left|(s / t) Z^{I} \nabla[k]^{J} \nabla[\hat{g}] h\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \\
& \lesssim \frac{1}{s^{2 \delta(n)-1}}\left(\mathcal{E}_{\tilde{v}+3}(s)^{1 / 2}+C_{S}\right)\left(s \mathcal{E}_{N+1}(s)^{1 / 2}+C_{S}\right) \tag{66}
\end{align*}
$$

The term $F_{\mu \nu}^{1}$ involves the standard quadratic derivative nonlinearities of the Einstein equations. Their weak null structure is of course not relevant here since the Minkowski dimension is taken so high. We first look at what type of terms are contained in $F_{\mu \nu}^{1}$ :

$$
\begin{align*}
& \sum_{|I|+2 j \leq N}\left\|F_{\mu \nu}^{1, I, j}\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \\
& \lesssim \sum_{|I|+|J| \leq N}\left(\int_{\Sigma_{s} \times K}\left|(\hat{g}+H)^{-1}\right|_{E}^{2}\left|Z^{I} \nabla[k]^{J}(\nabla[\hat{g}] h \nabla[\hat{g}] h)\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \\
&  \tag{67}\\
& \quad+\sum_{\substack{\left|I_{i}\right|+\left|J_{i}\right| \leq N \\
\left|I_{1}\right|+\left|J_{1}\right| \geq 1}}\left(\int_{\Sigma_{s} \times K}\left|Z^{I_{1}} \nabla[k]^{J_{1}} h\right|_{E}^{2}\left|Z^{I_{2}} \nabla[k]^{J_{2}}(\nabla[\hat{g}] h \nabla[\hat{g}] h)\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} .
\end{align*}
$$

We treat the first term on the right-hand side of (67) since the second term is higher-order and thus easier to estimate. Once again we estimate high-derivative terms with a factor of $(s / t)$ using Corollary 4.6 and low-derivative terms with a factor of $(t / s)$ using Corollary 4.7. This yields

$$
\begin{align*}
& \sum_{|I|+|J| \leq N}\left(\int_{\Sigma_{s} \times K}\left|(\hat{g}+H)^{-1}\right|_{E}^{2}\left|Z^{I} \nabla[k]^{J}(\nabla[\hat{g}] h \nabla[\hat{g}] h)\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \\
& \lesssim \sum_{\substack{\left|I_{i}\right|+\left|J_{j}\right| \leq N \\
\left|I_{2}\right|+\left|J_{2}\right| \leq N / 2+1}}\left(\int_{\Sigma_{s} \times K} C\left|Z^{I_{1}} \nabla[k]^{J_{1}} \nabla[\hat{g}] h\right|\left|Z^{I_{2}} \nabla[k]^{J_{2}} \nabla[\hat{g}] h\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \tag{68}
\end{align*}
$$

where by symmetry we can assume $\left|I_{2}\right|+\left|J_{2}\right| \leq \frac{1}{2} N+1$. After using $(s / t)(t / s)=1$ we find

$$
\begin{aligned}
& \sum_{\substack{\left|I_{1}\right|+\left|J_{j}\right| \leq N \\
\left|I_{2}\right|+\left|J_{2}\right| \leq N / 2+1}}\left(\int_{\Sigma_{s} \times K} C\left|(s / t) Z^{I_{1}} \nabla[k]^{J_{1}} \nabla[\hat{g}] h\right|\left|(t / s) Z^{I_{2}} \nabla[k]^{J_{2}} \nabla[\hat{g}] h\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \\
& \vdots \sup _{\Sigma_{s} \times K}\left(\sum_{\left|I_{2}\right|+\left|J_{2}\right| \leq N / 2+1}\left|(t / s) Z^{I_{2}} \nabla[k]^{J_{2}} \nabla[\hat{g}] h\right|_{E}\right) \\
& \times \sum_{\left|I_{1}\right|+\left|J_{1}\right| \leq N}\left(\int_{\Sigma_{s} \times K}\left|(s / t) Z^{I_{1}} \nabla[k]^{J_{1}} \nabla[\hat{g}] h\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{align*}
& \lesssim \frac{1}{s^{2 \delta(n)-1}}\left(\sum_{|I|+2 j \leq \tilde{v}+N / 2+3} \mathcal{E}\left[0 ; Z^{I}\left(\Delta_{k}\right)^{j} u ; s\right]^{1 / 2}+C_{S} \sum_{|I| \leq \tilde{v}+N / 2} C_{I}^{2}\right)\left(s \mathcal{E}_{N+1}(s)^{1 / 2}+C_{S}\right) \\
& \lesssim \frac{1}{s^{2 \delta(n)-2}}\left(\mathcal{E}_{\tilde{v}+N / 2+4}(s)^{1 / 2}+C_{S}\right)\left(\mathcal{E}_{N+1}(s)^{1 / 2}+C_{S}\right) \tag{69}
\end{align*}
$$

The term $F_{\mu \nu}^{2}$ involves the new nonlinearities which are only nonzero when both $\mu, \nu \in\{A, \ldots, B\}$. This means we can control $F_{\mu \nu}^{2}$ as follows:

$$
\begin{align*}
\sum_{|I|+2 j \leq N}\left\|F_{\mu \nu}^{2, I, j}\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \lesssim \sup _{\Sigma_{s} \times K}( & \left.\sum_{\left|I_{0}\right| \leq N}\left|\nabla[k]^{I_{0}} \operatorname{Riem}[k]\right|\right) \\
& \times \sum_{\left|I_{i}\right|+\left|J_{i}\right| \leq N}\left(\int_{\Sigma_{s} \times K}\left|Z^{I_{1}} \nabla[k]^{J_{1}} h\right|_{E}^{2}\left|Z^{I_{2}} \nabla[k]^{J_{2}} h\right|_{E}^{2} \mathrm{~d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \tag{70}
\end{align*}
$$

The Riemann curvature components of $k$ are bounded (since $K$ is compact) which allows us to control the first factor in (70). To estimate the second factor in (70) we follow the same procedure as in $F_{\mu \nu}^{1}$, by controlling high-derivatives with a factor of $(s / t)$ using Corollary 4.6 and low-derivatives with a compensating factor of $(t / s)$ using Corollary 4.7. The result of this procedure leads to a term controlled by (69).

The final term $F_{\mu \nu}^{3}$ is a commutator involving the quasilinear perturbation of the principal part of the differential operator. Note first the identity

$$
\begin{equation*}
\sum_{|I|+2 j \leq N}\left|F_{\mu \nu}^{3, I, j}\right|_{E} \leq C \sum_{\substack{\left|I_{i}\right|+\left|J_{i}\right| \leq N \\\left|I_{2}\right|+\left|J_{2}\right| \leq N-1}}\left|Z^{I_{1}} \nabla[k]^{J_{1}} H\right|_{E}\left|Z^{I_{1}} \nabla[k]^{J_{1}} \nabla[\hat{g}] \nabla[\hat{g}] h\right|_{E} \tag{71}
\end{equation*}
$$

Once again we distribute the product $(s / t)(t / s)=1$ across the two terms appearing here depending on where the derivatives land. The term with high-derivatives gains a factor of $(s / t)$ and is controlled using Corollary 4.6 while the term with low-derivatives absorbs a compensating factor of $(t / s)$ and is estimated using Corollary 4.7. Note that when the term $Z^{I_{2}} \nabla[k]^{J_{2}}(\nabla[\hat{g}] \nabla[\hat{g}] h)$ is estimated in $L^{\infty}$, the Sobolev inequality will lead to a symmetry boosted energy at order $\tilde{v}+\frac{1}{2} N+5$. We eventually obtain

$$
\begin{equation*}
\sum_{|I|+2 j \leq N}\left\|F_{\mu \nu}^{3, I, j}\right\|_{L^{2}\left(\Sigma_{s} \times K\right)} \lesssim \frac{1}{s^{2 \delta(n)-2}}\left(\mathcal{E}_{\tilde{\mathcal{v}}+N / 2+5}(s)^{1 / 2}+C_{S}\right)\left(\mathcal{E}_{N+1}(s)^{1 / 2}+C_{S}\right) \tag{72}
\end{equation*}
$$

Putting these all together, inserting the bootstrap assumptions, and using also $C_{S}^{2}<\epsilon$, we find

$$
\begin{equation*}
\sum_{|I|+2 j \leq N} \int_{4}^{s^{\prime}}\left(\int_{\Sigma_{s} \times K}\left(\sum_{i=1}^{3}\left|F^{i, I, j}\right|_{E}^{2}+\left|G^{I, j}\right|_{E}^{2}\right) \mathrm{d} y \mathrm{~d} \mu_{k}\right)^{1 / 2} \mathrm{~d} s \lesssim \epsilon \int_{4}^{s^{\prime}} \frac{1}{s^{2 \delta(n)-2}} \mathrm{~d} s \tag{73}
\end{equation*}
$$

For integrability we require $2 \delta(n)-2>1$, which is equivalent to each of the following:

$$
\begin{equation*}
\delta(n)>\frac{3}{2} \quad \text { and } \quad n>8 \tag{74}
\end{equation*}
$$

This implies $n \geq 9$. For the Sobolev estimates we require

$$
\begin{equation*}
\tilde{v}+\frac{1}{2} N+4 \leq N \tag{75}
\end{equation*}
$$

Recalling the definition of $\tilde{v}$ given in Lemma 3.2, this holds provided $N>\frac{1}{2}(n+d+8)$ and $N$ is even.

Consequently for sufficiently small $\epsilon$ and by Grönwall's inequality applied to the energy estimate (64) we find $\mathcal{E}_{\nu+1}(s) \leq \frac{1}{2} C_{1} \epsilon$. We have thus obtained a future global solution $h_{\mu \nu}=g_{\mu \nu}-\hat{g}_{\mu \nu}$ to the reduced Einstein equations which clearly satisfies the decay bounds given in Theorem 5.1.

Remark 5.2. The system (60) contains quadratic nonlinearities $F_{A B}$ and $F_{i A}$ that are new compared to the weak null terms identified in the proof of Minkowski stability in [Lindblad and Rodnianski 2003; 2010] and the proof of zero-mode Kaluza-Klein stability in [Wyatt 2018].

5B. Proof of Theorem 1.1. We are now in a position to use the results from Theorem 5.1 in order to prove our main result. Take an initial data set $\left(\mathbb{R}^{n} \times K, \gamma, \kappa\right)$ as specified in Theorem 1.1 with smallness conditions (5). We now transform this data into the form required by Theorem 5.1, which is a standard procedure; see for example [Lindblad and Rodnianski 2005]. We first set $\left(\left(g_{0}\right)_{i^{\prime} j^{\prime}},\left(g_{1}\right)_{i^{\prime} j^{\prime}}\right)=\left(\gamma_{i^{\prime} j^{\prime}}, \kappa_{i^{\prime} j^{\prime}}\right)$. Diffeomorphism invariance allows us the freedom to choose the lapse and shift. We set the shift to be zero: $X_{i^{\prime}}=0$. We choose the lapse to be a smooth function satisfying

$$
\begin{array}{cc}
N(r)=1, & r \leq \frac{1}{2}, \\
|N-1| \lesssim C_{S}, & \frac{1}{2} \leq r \leq 1, \\
N(r)=\left(1-\frac{h_{00}\left(r^{-1}\right)}{r^{n-2}}\right)^{1 / 2}, & r \geq 1 .
\end{array}
$$

We relate the lapse and shift with the Cauchy data for the reduced equations in Theorem 5.1 by setting $\left(g_{0}\right)_{00}=-N^{2}$ and $\left(g_{0}\right)_{0 i^{\prime}}=X_{i^{\prime}}$. The initial data for $\left(\partial_{t} N, \partial_{t} X_{i^{\prime}}\right)=\left(\left(g_{1}\right)_{00},\left(g_{1}\right)_{0 i^{\prime}}\right)$ is chosen by satisfying $V^{\gamma}=0$. This amounts to solving the following equations on $\mathbb{R}^{n} \times K$ :

$$
\begin{align*}
N^{-3}\left(\left(g_{1}\right)_{00}+N^{2} \gamma^{i^{\prime} j^{\prime}} \kappa_{i^{\prime} j^{\prime}}\right) & =g_{0}^{i^{\prime} j^{\prime}} \Gamma[\hat{e}]_{i^{\prime} j^{\prime}}^{0},  \tag{76}\\
-N^{-2} \gamma^{i^{\prime} j^{\prime}}\left(g_{1}\right)_{0 j^{\prime}}-N^{-1} \gamma^{i^{\prime} j^{\prime}} \partial_{j^{\prime}} N+\gamma^{j^{\prime} k^{\prime}} \Gamma_{j^{\prime} k^{\prime}}^{i^{\prime}}[\gamma] & =g_{0}{ }^{j^{\prime} k^{\prime}} \Gamma\left[\hat{e} e_{j^{\prime} k^{\prime}}^{i^{\prime}}\right.
\end{align*}
$$

We have now brought the initial data of Theorem 1.1 into the form of Theorem 5.1. It remains to check that our assumptions on the lapse and shift are compatible with smallness conditions (58). To do this, recall the final sentence of Theorem 2.15. This implies that

$$
\begin{aligned}
\int_{\{r \geq 1\} \cap \mathbb{R}^{n}}\left|\nabla\left[g_{0}\right]^{I}\left(-N^{2}-\eta_{00}\right)\right|^{2} \mathrm{~d} x & \leq \int_{\{r \geq 1\} \cap \mathbb{R}^{n}} C_{S}^{2}\left(r^{-(n-2)-|I|}\right)^{2} r^{n-1} \mathrm{~d} r \mathrm{~d}^{n-1} \omega_{\mathbb{S}^{n-1}} \\
& \leq C_{S}^{2} \int_{\{r \geq 1\} \cap \mathbb{R}^{n}} r^{-(n-3)-2|I|} \mathrm{d} r \mathrm{~d}^{n-1} \omega_{\mathbb{S}^{n-1}} \leq C C_{S}^{2}
\end{aligned}
$$

By inverting the expressions (76) for $\left(\partial_{t} N, \partial_{t} X_{i^{\prime}}\right)$ it is clear that the smallness conditions (58) are satisfied. Furthermore it is a standard result, see for example [Choquet-Bruhat 2009, Theorem 8.3], that the future global solution constructed in Theorem 5.1 is in fact also a solution to the full Einstein equations.

Finally, note that the solution found in Theorem 5.1 is only defined to the future $t \geq 4$. Nonetheless, by time translation, we can treat the initial data as being on $\{t=0\}$ instead of $\{t=4\}$, so that Theorem 5.1 ensures the existence of a solution for $t \geq 0$. By time reversibility for the Einstein equation (and the reduced Einstein equation), we similarly obtain a solution for $t \leq 0$. Thus, we can construct the global solution required in Theorem 1.1.

It now remains to prove the causal geodesic completeness of $\left(\mathbb{R}^{1+n} \times K, g\right)$.
Globally, the metrics $g$ and $\hat{g}$ are very close, in the sense that, with respect to a basis constructed from the $X_{i}$ and an orthonormal basis on $K$, their components vanish to order $\epsilon$ globally. Denote from now onwards $T=\mathrm{d} t$. This is a globally timelike one-form such that $|g(T, T)-1| \lesssim \epsilon$. Thus, $g-2 T T$ defines a Riemannian metric. (Note that in the introduction, we used the slightly different Euclidean metric $\hat{g}-2 T T$.) Within this proof, we define, for a vector $u$, the Euclidean length to be

$$
\begin{equation*}
|u|^{2}=u^{\alpha} u^{\beta}\left(g_{\alpha \beta}+2 T_{\alpha} T_{\beta}\right) . \tag{77}
\end{equation*}
$$

Note that the fact that $g$ and $\hat{g}$ are very close implies the equivalence $|u|_{E} \sim|u|$.
Consider a causal geodesic $\gamma$ that is affinely parametrised by $\lambda$. For the remainder of this paragraph, let $t=t(\lambda)$ denote the value of the Cartesian coordinate $t$ at the point $\gamma(\lambda)$. By rescaling, we may assume that $\mathrm{d} t / \mathrm{d} \lambda=1$ at $t=0$. Let $v$ be the (artificial, Euclidean) speed defined by $v \geq 0$ and

$$
\begin{equation*}
v^{2}=\left|\frac{\mathrm{d} \gamma^{\alpha}}{\mathrm{d} \lambda}\right|^{2} \tag{78}
\end{equation*}
$$

Since $g$ and $\hat{g}$ are very close, the rate of change in the $t$ direction cannot be (much) greater than the Euclidean speed, i.e.,

$$
\left|\frac{\mathrm{d} t}{\mathrm{~d} \lambda}\right|=\left|\frac{\mathrm{d} \gamma^{0}}{\mathrm{~d} \lambda}\right| \lesssim v .
$$

On the other hand, since $\gamma$ is causal, the component of $\mathrm{d} \gamma / \mathrm{d} \lambda$ in the $T$ direction cannot vanish faster than the length of the component in the orthogonal spatial directions, and the square of the Euclidean velocity is the sum of the squares of the lengths of the $T$ components and the orthogonal spatial component (up to order $\epsilon$ multiplicative errors); thus

$$
\left|\frac{\mathrm{d} t}{\mathrm{~d} \lambda}\right|=\left|\frac{\mathrm{d} \gamma^{0}}{\mathrm{~d} \lambda}\right| \gtrsim v .
$$

In particular, there is the equivalence $|\mathrm{d} t / \mathrm{d} \lambda| \sim v$.
Since $\nabla[g] g=0$ and $\nabla[g]_{\mathrm{d} \gamma / \mathrm{d} \lambda} \mathrm{d} \gamma / \mathrm{d} \lambda=0$, the rate of change of the velocity is given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} v^{2}=4\left(\frac{\mathrm{~d} \gamma^{\alpha}}{\mathrm{d} \lambda} T_{\alpha}\right)\left(\frac{\mathrm{d} \gamma^{\beta}}{\mathrm{d} \lambda} \nabla[g]_{\mathrm{d} \gamma / \mathrm{d} \lambda} T_{\beta}\right) . \tag{79}
\end{equation*}
$$

Since the absolute value of $\left(\mathrm{d} \gamma^{\alpha} / \mathrm{d} \lambda\right) T_{\alpha}=\mathrm{d} t / \mathrm{d} \lambda$ and the Euclidean length of $\mathrm{d} \gamma / \mathrm{d} \lambda$ are dominated by $v$,

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} \lambda} \lesssim\left|\nabla[g]_{\mathrm{d} \gamma / \mathrm{d} \lambda} T\right| v \tag{80}
\end{equation*}
$$

The $\nabla[g] T$ can be expanded in terms of $g$ and $\nabla[\hat{g}] g$. Both of these have norms that decay as $t^{-\delta(n)}$ due to (74). Thus,

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} \lambda} \lesssim \epsilon t^{-\delta(n)} v^{2} \tag{81}
\end{equation*}
$$

Thus, for $\epsilon$ sufficiently small, a simple bootstrap argument shows that $v \sim 1$ along all of $\gamma$, and hence $\mathrm{d} t / \mathrm{d} \lambda \sim 1$. In particular, $t$ is monotone along $\gamma$.

Let $t_{\text {sup }}$ be the supremum of the $t$ values that are achieved along $\gamma$. For contradiction, suppose $t_{\text {sup }}<\infty$. Since the length of the spatial component of $\mathrm{d} \gamma / \mathrm{d} \lambda$ is also uniformly equivalent to $v$, and hence to $\mathrm{d} t / \mathrm{d} \lambda$, it follows that, as $t \nearrow t_{\text {sup }}$, the curve $\gamma$ has a limit in $\mathbb{R}^{1+n} \times K$. Because of the global bounds on $g$ and its derivatives, by the standard Picard-Lindelöf theorem for ODEs, the curve $\gamma$ must smoothly extend through this limiting point, contradicting the definition of $t_{\text {sup }}$. Thus, $t_{\text {sup }}=\infty$. The only other way in which $\gamma$ can be future incomplete is if $t$ diverges to $\infty$ in a finite $\lambda$ interval, but this is also impossible, since $\mathrm{d} t / \mathrm{d} \lambda \sim 1$. By time symmetry, the same argument holds in the past. Thus, any causal geodesic is complete.

The previous construction shows that every causal geodesic goes through each level set of $t$. Thus, the level sets of $t$ are Cauchy surfaces, and $\left(\mathbb{R}^{1+n} \times K, g\right)$ is globally hyperbolic.
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# STABILITY OF TRAVELING WAVES FOR THE BURGERS-HILBERT EQUATION 
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#### Abstract

We consider smooth solutions of the Burgers-Hilbert equation that are a small perturbation $\delta$ from a global periodic traveling wave with small amplitude $\epsilon$. We use a modified energy method to prove the existence time of smooth solutions on a time scale of $1 /(\epsilon \delta)$, with $0<\delta \ll \epsilon \ll 1$, and on a time scale of $\epsilon / \delta^{2}$, with $0<\delta \ll \epsilon^{2} \ll 1$. Moreover, we show that the traveling wave exists for an amplitude $\epsilon$ in the range $\left(0, \epsilon^{*}\right)$, with $\epsilon^{*} \sim 0.23$, and fails to exist for $\epsilon>2 / e$.
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## 1. Introduction

1A. The Burgers-Hilbert equation ( $\mathbf{B H}$ ). We study the size and stability of traveling waves of the Burgers-Hilbert equation (BH),

$$
\begin{align*}
& f_{t}=H f+f f_{x} \quad \text { for }(x, t) \in \Omega \times \mathbb{R},  \tag{1-1}\\
& f(x, 0)=f_{0}(x), \tag{1-2}
\end{align*}
$$

where $\Omega$ is the real line $\mathbb{R}$ or the torus $\mathbb{T}=\mathbb{R} / 2 \pi \mathbb{Z}$ and $H f$ is the Hilbert transform which is defined for $f: \mathbb{R}($ resp. $\mathbb{T}) \rightarrow \mathbb{R}$ by

$$
H f(x)=\frac{1}{\pi} \mathrm{P} . \mathrm{V} \cdot \int_{\mathbb{R}} \frac{f(y)}{x-y} d y \quad \text { resp. } H f(x)=\frac{1}{2 \pi} \mathrm{P} . \mathrm{V} \cdot \int_{0}^{2 \pi} f(y) \cot \frac{x-y}{2} d y .
$$

Its action in the frequency space is $\widehat{H f}(k)=-i \operatorname{sgn} k \hat{f}(k)$ for $k \neq 0$, and $\widehat{H f}(0)=0$.
This equation arose in [Marsden and Weinstein 1983] as a quadratic approximation for the evolution of the boundary of a simply connected vorticity patch in two dimensions. Later, Biello and Hunter [2010] proposed the model as an approximation for describing the dynamics of small slope vorticity fronts in the 2-dimensional incompressible Euler equations. Recently, the validity of this approximation was proved in [Hunter et al. 2022].

[^11]© 2023 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.

By standard energy estimates the initial value problem for $(\mathrm{BH})$ is locally well-posed in $H^{s}$ for $s>\frac{3}{2}$. Bressan and Nguyen [2014] established in global existence of weak solutions for initial data $f_{0} \in L^{2}(\mathbb{R})$, with $f(x, t) \in L^{\infty}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ for all $t>0$. Bressan and Zhang [2017] constructed locally in time piecewise continuous solutions to the BH equation with a single discontinuity where the Hilbert transform generates a logarithmic singularity. Uniqueness for general global weak solutions of [Bressan and Nguyen 2014] is open. But piecewise continuous solutions are shown to be unique in [Krupa and Vasseur 2020].

The Burgers-Hilbert equation can indeed form shocks in finite time. Various numerical simulations have been performed in [Biello and Hunter 2010; Hunter 2018; Klein and Saut 2015]. Finite time singularities, in the $C^{1, \delta}$ norm, with $0<\delta<1$, were shown to exist in [Castro et al. 2010] for initial data $f_{0}$ in $L^{2}(\mathbb{R}) \cap C^{1, \delta}(\mathbb{R})$ that has a point $x_{0} \in \mathbb{R}$ such that $H\left(f_{0}\right)\left(x_{0}\right)>0$ and $f_{0}\left(x_{0}\right) \geq\left(32 \pi\left\|f_{0}\right\|_{L^{2}}\right)^{1 / 3}$. Recently, with a different approach, Saut and Wang [2022] proved shock formation in finite time for (BH) and Yang [2021] constructed solutions that develop an asymptotic self-similar shock at one single point with an explicitly computable blowup profile for (BH).

In this paper we are concerned with the dynamics in the small amplitude regime where ( BH ) can be viewed as a perturbation of the linearized (BH) equation $f_{t}=H[f]$. Since the nonlinear term in (1-1) is quadratic and the Hilbert transform is orthogonal in $L^{2}$, standard energy estimates yield a time of existence of smooth solutions $T \sim 1 /\left\|f_{0}\right\|$. Thanks to the effect of the Hilbert transform and using the normal form method, Hunter, Ifrim, Tataru and Wong (see [Hunter and Ifrim 2012; Hunter et al. 2015]) were able to improve this time of existence. More precisely, if $\epsilon$ is the size of the initial data, they prove a lifespan $T \sim 1 / \epsilon^{2}$ for small enough $\epsilon$ (see also [Ehrnström and Wang 2019] for a similar approach with a modified version of the $(\mathrm{BH})$ equation). The proofs are based on the normal form method and on the modified energy method. Furthermore, Hunter [2018] showed for $0<\epsilon \ll 1$ the existence of $C^{\infty}$-traveling wave solutions of the form

$$
f_{\epsilon}(x, t)=u_{\epsilon}\left(x+v_{\epsilon} t\right),
$$

with

$$
\begin{align*}
u_{\epsilon}(x) & =\epsilon \cos (x)+O\left(\epsilon^{2}\right),  \tag{1-3}\\
v_{\epsilon} & =-1+O\left(\epsilon^{2}\right) . \tag{1-4}
\end{align*}
$$

Notice that, $\left(u_{\epsilon}(n x) / n, v_{\epsilon} / n\right)$ is also a $C^{\infty}$-traveling wave solution.
Throughout the paper we will assume that the initial data $f_{0}$ has zero mean. Since (1-1) preserves the mean,

$$
\int_{0}^{2 \pi} f(x, t) d x=0 \quad \text { for all } t
$$

Since in the construction above $u_{\epsilon}$ also has zero mean,

$$
\int_{0}^{2 \pi} f(x, t) d x=0 \quad \text { for all } t
$$

1B. The main theorem. In the present work we extend the results in the small amplitude regime in the following way:
(1) Size of the traveling waves: We show that the traveling waves exist for an amplitude $\epsilon$ in the range $\left(0, \epsilon^{*}\right)$, with $\epsilon^{*} \sim 0.23$, and fail to exist for $\epsilon>2 / e$.
(2) Extended lifespan from a traveling wave: We prove that a $\delta$-perturbation of $u_{\epsilon}$ lives, at least, for a time $T \sim 1 /(\delta \epsilon)$ for $0<\delta \ll \epsilon \ll 1$, and for a time $T \sim \epsilon / \delta^{2}$ for $0<\delta \ll \epsilon^{2} \ll 1$. This is an improvement compared with the time $T \sim 1 / \epsilon^{2}$ provided by the results in [Hunter and Ifrim 2012; Hunter et al. 2015]. Indeed, our main theorem reads:

Theorem 1.1. For $0<|\epsilon|, \delta \ll 1$ let $\left(u_{\epsilon}, v_{\epsilon}\right) \in C^{\infty}(\mathbb{T}) \times \mathbb{R}$ be a traveling wave solution of (1-1) as in (1-3) and (1-4) and

$$
\left\|f_{0}-u_{\epsilon}\right\|_{H^{4}(\mathbb{T})}<\delta .
$$

Then there exist $0<\epsilon_{0} \ll 1, T(\epsilon, \delta)>0$ and a solution of (1-1)

$$
f(x, t) \in C\left([0, T(\epsilon, \delta)) ; H^{4}(\mathbb{T})\right)
$$

such that
(1) if $\delta \ll|\epsilon|$ and $|\epsilon| \leq \epsilon_{0}$, then $T(\epsilon, \delta) \sim 1 /(\epsilon \delta)$,
(2) if $\delta \ll \epsilon^{2}$ and $|\epsilon| \leq \epsilon_{0}$, then $T(\epsilon, \delta) \sim \epsilon / \delta^{2}$.

Moreover, there are two differentiable functions $\epsilon(t)$ and $a(t)$ such that

$$
\left\|f(x, t)-u_{\epsilon(t)}(x+a(t))\right\|_{H^{4}} \lesssim \delta .
$$

1C. Sketch of the proof of Theorem 1.1. Now we briefly describe the proof of Theorem 1.1. Assume that the solution

$$
f(x, t)=u_{\epsilon}\left(x+v_{\epsilon} t\right)+g\left(x+v_{\epsilon} t, t\right)
$$

is a small perturbation around the traveling wave $u_{\epsilon}\left(x+v_{\epsilon} t\right)$. Then the linearization of the Burgers-Hilbert equation (1-1) is

$$
L_{\epsilon} g:=-v_{\epsilon} g_{x}+H g+\left(u_{\epsilon}(x) g\right)_{x}=0
$$

so to the first order, the perturbation $g$ solves the equation $g_{t}=L_{\epsilon} g$, with solution

$$
g(x, t)=e^{t L_{\epsilon}} g(x, 0)
$$

Therefore the linear evolution of $g$ is determined by the eigenvalues of $L_{\epsilon}$.
The full nonlinear evolution of $g$ is

$$
g_{t}=L_{\epsilon} g+N(g, g),
$$

where $N(g, g)$ is a nonlinearity that is (at least) quadratic in $g$. We plug in the linear solution to get

$$
g_{t}=e^{t L_{\epsilon}} L_{\epsilon} g(x, 0)+N\left(e^{t L_{\epsilon}} g(x, 0), e^{t L_{\epsilon}} g(x, 0)\right)
$$

to second order, which integrates to

$$
g(x, t)=e^{t L_{\epsilon}} g(x, 0)+e^{t L_{\epsilon}} \int_{0}^{t} e^{-s L_{\epsilon}} N\left(e^{s L_{\epsilon}} g(x, 0), e^{s L_{\epsilon}} g(x, 0)\right) d s
$$

Expand (at least formally) the initial data and the nonlinearity in terms of the eigenvectors of $L_{\epsilon}$ as

$$
g(x, 0)=\sum_{n} c_{n} \varphi_{n}(x), \quad N\left(\varphi_{l}, \varphi_{m}\right)=\sum_{n} c_{l m n} \varphi_{n}
$$

where the eigenvalue of $\varphi_{n}$ is $\lambda_{n}$. Then

$$
\begin{equation*}
g(x, t) \approx \sum_{n} c_{n} e^{\lambda_{n} t} \varphi_{n}(x)+\sum_{l, m, n} \frac{e^{\left(\lambda_{l}+\lambda_{m}\right) t}-e^{\lambda_{n} t}}{\lambda_{l}+\lambda_{m}-\lambda_{n}} c_{l m n} \varphi_{n}(x) \tag{1-5}
\end{equation*}
$$

to second order, provided that the denominator $\lambda_{l}+\lambda_{m}-\lambda_{n}$ is not equal to 0 , i.e., that the eigenvalues are "nonresonant". Then we can integrate (1-1) up to a cubic error term, yielding the "cubic lifespan", i.e., initial data of size $\epsilon$ leads to a solution that exists for a time at least comparable to $\epsilon^{-2}$. This is the "normal form transformation", first proposed by Poincaré in the setting of ordinary differential equations (see [Arnold 1983] for a book reference). Its application to partial differential equations was initiated by Shatah [1985] in the study of the nonlinear Klein-Gordon equation, and then extended to the water wave problem by Germain, Masmoudi and Shatah [Germain et al. 2012; 2015] and Ionescu and Pusateri [2015; 2018], the Burgers-Hilbert equation by Hunter, Ifrim, Tataru and Wang [Hunter et al. 2015], and more recently, the Einstein-Klein-Gordon equation by Ionescu and Pausader [2022].

Unfortunately, nonresonance fails for $L_{\epsilon}$ because 0 is an eigenvalue, and $0+\lambda_{n}-\lambda_{n}=0$. The eigenvalue 0 arises from the symmetry of (1-1). Indeed, the initial data $u_{\epsilon}(x+\delta) \approx u_{\epsilon}(x)+\delta u_{\epsilon}^{\prime}(x)$ produces the solution

$$
f(x, t)=u_{\epsilon}\left(x+v_{\epsilon} t+\delta\right) \approx u_{\epsilon}\left(x+v_{\epsilon} t\right)+\delta u_{\epsilon}^{\prime}\left(x+v_{\epsilon} t\right)
$$

In this case $g(x, t)=\delta u_{\epsilon}^{\prime}(x)$, with $g_{t}=0$, so $u_{\epsilon}^{\prime} \in \operatorname{ker} L_{\epsilon}$. Also, the initial data $u_{\epsilon+\delta}(x) \approx u_{\epsilon}(x)+\delta \partial_{\epsilon} u_{\epsilon}(x)$ produces the solution

$$
f(x, t)=u_{\epsilon+\delta}\left(x+v_{\epsilon+\delta} t\right) \approx u_{\epsilon}\left(x+v_{\epsilon} t\right)+\delta \partial_{\epsilon} u_{\epsilon}\left(x+v_{\epsilon} t\right)+\delta v_{\epsilon}^{\prime} t u_{\epsilon}^{\prime}\left(x+v_{\epsilon} t\right)
$$

In this case $g(x, t)=\delta \partial_{\epsilon} u_{\epsilon}(x)+\delta v_{\epsilon}^{\prime} t u_{\epsilon}^{\prime}(x)$, so

$$
L_{\epsilon} g=\delta L_{\epsilon} \partial_{\epsilon} u_{\epsilon}=g_{t}=\delta v_{\epsilon}^{\prime} u_{\epsilon}^{\prime} \in \operatorname{ker} L_{\epsilon}
$$

and thus $\partial_{\epsilon} u_{\epsilon}$ is in the generalized eigenspace corresponding to the eigenvalue 0 .
These perturbations generate translations and variations along the bifurcation curve. We treat them separately using a more sophisticated ansatz

$$
f(x, t)=u_{\epsilon(t)}(x+a(t))+g(x+a(t), t) .
$$

We will show in Proposition 4.1 that if $\left|\epsilon_{0}\right|$ and $\left\|f-u_{\epsilon_{0}}\right\|_{H^{2}} /\left|\epsilon_{0}\right|$ are sufficiently small, then $f$ can always be put in the form above, with $\left|\epsilon-\epsilon_{0}\right| /\left|\epsilon_{0}\right|$ also small and the expansion of $g$ not involving any eigenvector with eigenvalue 0 . This way we remove the resonance caused by the eigenvalue 0 from the evolution of $g$.

We also need to analyze the other eigenvalues of $L_{\epsilon}$, a first-order differential operator with variable coefficients, and a quasilinear perturbation from $L_{0}=\partial_{x}+H$, whose eigenvectors are the Fourier modes $e^{i n x}$. Just like the Schrödinger operator with potential $-\Delta+V$, with a basis of eigenvectors known as the "Jost
functions", giving rise to the "distorted Fourier transform" (see [Agmon 1975]), $L_{\epsilon}$ can also be diagonalized using a combination of conjugation and perturbative analysis. More precisely, let $g=h_{x}$. Then

$$
L_{\epsilon} g=\left(\left(u_{\epsilon}(x)-v_{\epsilon}\right) g\right)_{x}+H g=\left(\left(u_{\epsilon}(x)-v_{\epsilon}\right) h_{x}+H h\right)_{x},
$$

so $L_{\epsilon}$ is conjugate to the operator $h \mapsto\left(u_{\epsilon}(x)-v_{\epsilon}\right) h_{x}+H h$. Let $h=\tilde{h} \circ \phi_{\epsilon}$, where $\phi_{\epsilon}^{\prime}(x)$ is proportional to $\left(u_{\epsilon}(x)-v_{\epsilon}\right)^{-1}$. Then

$$
L_{\epsilon} g=\left(\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right) \tilde{h} \circ \phi_{\epsilon}\right)_{x},
$$

where $c_{\epsilon} \rightarrow 1$ as $\epsilon \rightarrow 0$, and $R_{\epsilon}$ is a small smoothing remainder (i.e., it gains derivatives of arbitrarily high orders). Thus $L_{\epsilon}$ is conjugate to $c_{\epsilon} \partial_{x}+H+R_{\epsilon}$, whose eigenvalues can be approximated by those of $c_{\epsilon} \partial_{x}+$ $H$, which are $\pm\left(n c_{\epsilon} i-i\right), n=1,2, \ldots$. The general theory of unbounded analytic operators developed in [Kato 1976] allows us to justify this approximation up to $O\left(\epsilon^{6}\right)$ (see Corollary 3.10), and to relate the eigenvectors of $L_{\epsilon}$ to the Fourier modes (see Lemma 3.7), in the sense that another linear map $\tilde{h} \mapsto \mathfrak{h}$ conjugates $L_{\epsilon}$ into a Fourier multiplier whose action on $e^{i(n+\operatorname{sgn} n) x}$ is multiplication by $\lambda_{n}(n \neq 0)$.

At the end of the day we have the following estimate for small $\epsilon$ :

$$
\left|\lambda_{l}+\lambda_{m}-\lambda_{n}\right|> \begin{cases}\frac{1}{2}, & l+m \neq n \\ \frac{1}{5} \epsilon^{2}, & l+m=n\end{cases}
$$

see Proposition 3.11. Because this value appears in the denominator in (1-5), if $g$ has size $\delta$, a direct application of the normal form transformation yields a lifespan comparable to $\epsilon^{2} / \delta^{2}$. To improve on this, we will make use of the structure of the nonlinearity:

$$
N(\mathfrak{h}, \mathfrak{h})=\frac{1}{2} \mathfrak{h}_{x}^{2}+O(|\epsilon|) .
$$

The first term is the usual product-style nonlinearity, which imposes the restriction $l+\operatorname{sgn} l+m+\operatorname{sgn} m=$ $n+\operatorname{sgn} n$, and implies $l+m-n= \pm 1 \neq 0$, so the normal form transformation can be carried out as before. The second term is of size $|\epsilon|$ and gains a factor of $1 /|\epsilon|$ in the lifespan. Thus the usual energy estimate can show a lifespan comparable to $1 /|\epsilon \delta|$, and the normal form transformation can show a lifespan comparable to $|\epsilon| / \delta^{2}$. This decomposition of the nonlinearity into one part satisfying classical additive frequency restrictions and another part enjoying better estimates analytically was first used by Germain, Pusateri and Rousset [Germain et al. 2018] to show global well-posedness of the 1-dimensional Schrödinger equation with potential (see also [Chen and Pusateri 2022]). Our result shows that this approach can be adapted to quasilinear equations and to the case of discrete spectrum.

1D. Outline of the paper. In Section 2 we study the traveling waves solutions for (1-1). For sake of completeness we sketch the proof of existence which follows from bifurcation theory. In addition we analyze the size of the traveling waves. In Section 3 we study the linearization of (1-1) around the traveling waves. In Section 4, we introduce a new frame of reference which will help us to avoid the resonances found in Section 3. Finally, in Section 5 we prove Theorem 1.1.

## 2. Traveling waves

The existence of traveling waves for (1-1) was shown in [Hunter 2018]. Here we will study their size after we give some details about the existence proof. We look for solutions of (1-1) of the form

$$
f_{\epsilon}(x, t)=u_{\epsilon}\left(x+v_{\epsilon} t\right) ;
$$

thus we have to find $\left(u_{\epsilon}, v_{\epsilon}\right)$ solving

$$
\begin{equation*}
H u_{\epsilon}-v_{\epsilon} u_{\epsilon}^{\prime}+u_{\epsilon} u_{\epsilon}^{\prime}=0 . \tag{2-1}
\end{equation*}
$$

If $\left(u_{\epsilon}, v_{\epsilon}\right)$ is a solution, so is $\left(u_{\epsilon}^{n}(x), v_{\epsilon}^{n}\right)=\left(u_{\epsilon}(n x) / n, v_{\epsilon} / n\right)$. Thus from one solution we can get $n$-fold symmetric solutions for all $n \geq 1$.

To solve (2-1) we can apply the Crandall-Rabinowitz theorem [1971] to

$$
\begin{aligned}
F: H_{r}^{k,+}(\mathbb{T}) \times \mathbb{C} & \rightarrow H_{r}^{k-1,-}(\mathbb{T}), \\
(u, \mu) & \mapsto H u+u u^{\prime}-(-1+\mu) u^{\prime},
\end{aligned}
$$

where

$$
H_{r}^{k,+}(\mathbb{T})=\{2 \pi \text {-periodic, mean zero, even functions analytic in the strip }\{|\operatorname{Im}(z)|<r\}\},
$$

endowed with the norm

$$
\|f\|_{H_{r}^{k,+}(\mathbb{T})}=\sum_{ \pm}\|f(\cdot \pm i r)\|_{H^{k}(\mathbb{T})},
$$

and

$$
H_{r}^{k,-}(\mathbb{T})=\{2 \pi \text {-periodic, odd functions analytic in the strip }\{|\operatorname{Im}(z)|<r\}\},
$$

endowed with the norm

$$
\|f\|_{H_{r}^{k,-}(\mathbb{T})}=\sum_{ \pm}\|f(\cdot \pm i r)\|_{H^{k}(\mathbb{T})} .
$$

Here $\|\cdot\|_{H^{k}(\mathbb{T})}$ is the usual Sobolev norm, and it is enough to take $k \geq 1$ and $r=1$.
We notice that $F(0, \mu)=0$ and the derivative of $F$ at $u=0, \mu=0$,

$$
D_{u} F(0,0) h=H h+h^{\prime}
$$

has a nontrivial element in its kernel belonging to $H_{r}^{k,+}(\mathbb{T})$, namely, $h=\cos (x)$.
Thus, the application of the Crandall-Rabinowitz theorem allows to show the existence of a branch of solutions $\left(u_{\epsilon}, v_{\epsilon}\right) \in\left(H_{1}^{1,+}, \mathbb{R}\right)$, bifurcating from $(0,-1)$ for (2-1) with the leading-order term

$$
u_{\epsilon}(x)=\epsilon \cos (x)+O\left(\epsilon^{2}\right), \quad v_{\epsilon}=-1+O(\epsilon) .
$$

We remark that we obtain a bifurcation curve

$$
\begin{align*}
\epsilon & \rightarrow\left(u_{\epsilon}, v_{\epsilon}\right), \\
B_{\delta}=\{z \in \mathbb{C}:|z|<\delta\} & \rightarrow\left(H_{r}^{k-1,-}, \mathbb{R}\right), \tag{2-2}
\end{align*}
$$

which is differentiable and hence analytic on $B_{\delta}$ for $\delta$ small enough.
The rest of this section is devoted to proving further properties of these solutions.

Introducing the asymptotic expansion

$$
\begin{equation*}
u_{\epsilon}(x)=\sum_{n=1}^{\infty} u_{n}(x) \epsilon^{n}, \quad v_{\epsilon}=\sum_{n=0}^{\infty} v_{n} \epsilon^{n} \tag{2-3}
\end{equation*}
$$

taking $u_{1}=\cos (x), \lambda_{0}=-1$ and comparing the coefficient in $\epsilon^{n}$ we obtain that

$$
u_{n}^{\prime}+H u_{n}=-v_{n-1} \sin (x)+\sum_{m=1}^{n-2} v_{m} u_{n-m}^{\prime}-\frac{1}{2} \partial_{x} \sum_{m=1}^{n-1} u_{n-m} u_{m}=-v_{n-1} \sin (x)+f_{n}
$$

for $n=2,3, \ldots$.
We notice that in order to solve the equation $H u+u^{\prime}=f$ we need $(f, \sin (x))=0$. Therefore we have to choose $v_{n-1}=\frac{1}{\pi}\left(\sin (x), f_{n}\right)$. This gives us a recurrence for $\left(u_{n}, v_{n-1}\right), n \geq 2$, in terms of $\left\{\left(u_{m}, v_{m-1}\right)\right\}_{m=1}^{n-1}$. In order to study this recurrence we will introduce the ansatz

$$
\begin{equation*}
u_{n}=\sum_{k=2}^{n} u_{n, k} \cos (k x) \tag{2-4}
\end{equation*}
$$

By induction, one can check that the rest of coefficients in the expansion on cosines of $u_{n}$ must be zero. In addition, if $u_{\epsilon}(x)$ solves (2-1), $u_{-\epsilon}(x+\pi)$ is also a bifurcation curve in the direction of $\cos (x)$, and then by uniqueness, $u_{\epsilon}(x)=u_{-\epsilon}(x+\pi)$, which yields $u_{n, k}=0$ if $n-k=1(\bmod 2)$.

Comparing the coefficient of $\sin (k x)$, with $k=n(\bmod 2)$, and $2 \leq k \leq n$, we have

$$
\begin{array}{r}
(1-k) u_{n, k}+k \sum_{m=1}^{n-k} v_{m} u_{n-m, k}-\frac{k}{4} \sum_{m=1}^{n-1} \sum_{l=\max (1, k-n+m)}^{\min (m, k-1)} u_{m, l} u_{n-m, k-l} \\
-\frac{k}{2} \sum_{m=1}^{n-1} \sum_{l=1}^{\min (m, n-m-k)} u_{m, l} u_{n-m, k+l}=0 . \tag{2-5}
\end{array}
$$

And comparing with $\sin (x)$ we have

$$
\begin{equation*}
v_{n-1}=\frac{1}{2} \sum_{m=1}^{n-1} \sum_{l=1}^{\min (m, n-m-1)} u_{m, l} u_{n-m, 1+l} . \tag{2-6}
\end{equation*}
$$

Up to order $O\left(\epsilon^{4}\right)$ we find

$$
\begin{align*}
u_{\epsilon}(x) & =\epsilon \cos x-\frac{1}{2} \epsilon^{2} \cos 2 x+\frac{3}{8} \epsilon^{3} \cos 3 x+O\left(\epsilon^{4}\right) \\
v_{\epsilon} & =-1-\frac{1}{4} \epsilon^{2}+O\left(\epsilon^{4}\right) \tag{2-7}
\end{align*}
$$

The recurrence (2-5)-(2-6) allows us to prove the following result.
Theorem 2.1. The radius of convergence of the series (2-3), with the coefficients given by (2-4)-(2-6), is not bigger than $2 / e$.
Proof. From (2-5) and (2-6) we have

$$
(1-n) u_{n, n}=\frac{1}{2} \sum_{k=1}^{n-1}(n-k) u_{k, k} u_{n-k, n-k} .
$$

Let

$$
y=y(x)=x+\sum_{n=2}^{\infty} u_{n, n} x^{n}
$$

Then $y-x y^{\prime}=x y y^{\prime} / 2$, which, together with $y \sim x$ for small $x$, yields $y=2 W(x / 2)$, where $W$ is the Lambert $W$-function. Since the radius of convergence of $W$ at 0 is $1 / e$, the radius of convergence of $y$ at 0 is $2 / e$, so the radius of convergence of $(2-5)$ and (2-6) is at most $2 / e$.

In addition we can get a bound for how large the traveling wave can be.
Theorem 2.2. The series (2-3), with the coefficients given by (2-4)-(2-6), converges for any $\epsilon<x^{*} \sim 0.23$.
Proof. This proof is based on the implicit function theorem.
First we introduce the spaces

$$
\begin{aligned}
L^{2,-} & =\left\{\text { odd functions } f \in L^{2}(\mathbb{T})\right\}, \\
H^{1,+} & =\left\{\text { even functions } f \in H^{1}(\mathbb{T})\right\} .
\end{aligned}
$$

The space $X$ is the orthogonal complement of the span of $\cos (x)$ in $H^{1,+}$. We will equip $L^{2,-}$ with the norm

$$
\begin{equation*}
\|u\|_{L^{2,-}}^{2}=\frac{1}{\pi} \int_{-\pi}^{\pi}|u(x)|^{2} d x \tag{2-8}
\end{equation*}
$$

in such a way that $\|\sin (n x)\|_{L^{2,-}}=1$ for $n \geq 1$. We also define

$$
\begin{equation*}
\|u\|_{X}^{2}=\frac{1}{\pi} \int_{-\pi}^{\pi}\left(\left|u^{\prime}(x)\right|^{2}+|u(x)|^{2}-2 u(x) \Lambda u(x)\right) d x . \tag{2-9}
\end{equation*}
$$

Thus $\|\cos (n x)\|_{X}=n-1$ for $n \geq 2$. The reason why we take these norms is technical and it will arise below. Finally we define

$$
\mathcal{X}=X \times \mathbb{R}
$$

equipped with the norm

$$
\|(\tilde{u}, v)\|_{\mathcal{X}}=\sqrt{\|\tilde{u}\|_{X}^{2}+|\nu|^{2}} .
$$

Since $u_{\epsilon}=\epsilon \cos x-\frac{1}{2} \epsilon^{2} \cos 2 x+O\left(\epsilon^{3}\right)$ and $v_{\epsilon}=-1+O\left(\epsilon^{2}\right)$, we can let

$$
\begin{aligned}
& G(\epsilon, \tilde{u}, \mu) \\
& =\frac{1}{\epsilon^{2}} F\left(\epsilon \cos x-\frac{1}{2} \epsilon^{2} \cos 2 x+\epsilon^{2} \tilde{u}, \epsilon \mu\right) \\
& =H \tilde{u}+\epsilon\left(\cos x\left(\sin 2 x+\tilde{u}^{\prime}\right)+\left(\frac{1}{2} \cos 2 x-\tilde{u}\right)\left(\sin x-\epsilon \sin 2 x-\epsilon \tilde{u}^{\prime}\right)\right)+\tilde{u}^{\prime}-\mu\left(\sin x-\epsilon \sin 2 x-\epsilon \tilde{u}^{\prime}\right)
\end{aligned}
$$ $\operatorname{map} \mathbb{R} \times \mathcal{X}$ to $L^{2,-}$.

Because of the existence of traveling waves, we already know that there exists $\epsilon^{*}$ such that, for every $\epsilon \in\left[0, \epsilon^{*}\right)$, there exist $\tilde{u}_{\epsilon}$ and $\mu_{\epsilon}$ satisfying

$$
G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)=0
$$

In addition we have

$$
\begin{aligned}
\left.\frac{d G\left(\epsilon, \tilde{u}_{\epsilon}+s \tilde{v}, \mu+s v\right)}{d s}\right|_{s=0} \equiv & d G_{\epsilon, \tilde{u}_{\epsilon}, \mu}(\tilde{v}, v) \\
= & H \tilde{v}+\epsilon\left(\tilde{v}^{\prime} \cos x-\tilde{v}\left(\sin x-\epsilon \sin 2 x-\epsilon \tilde{u}^{\prime}\right)-\epsilon\left(\frac{1}{2} \cos 2 x-\tilde{u}\right) \tilde{v}^{\prime}\right) \\
& +\tilde{v}^{\prime}-v\left(\sin x-\epsilon \sin 2 x-\epsilon \tilde{u}^{\prime}\right)+\epsilon \mu \tilde{v}^{\prime}
\end{aligned}
$$

maps $(\tilde{v}, v) \in \mathcal{X}$ linearly to $L^{2,-}$.

Thus as far as $d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}(\tilde{u}, \mu)$ is invertible from $\mathcal{X}$ to $L^{2,-}$ for $\epsilon \in\left[0, x^{*}\right)$ we will be able to extend the solution $\left(u_{\epsilon}, \mu_{\epsilon}\right)$ from $\left[0, \epsilon^{*}\right)$ to $\left[0, x^{*}\right)$ by the implicit function theorem.

Note that

$$
d G_{0,0,0}(\tilde{v}, v)=H \tilde{v}+\tilde{v}^{\prime}-v \sin x
$$

is an isometry from $\mathcal{X}$ to $L^{2,-}$ under the norms given by (2-8) and (2-9). Therefore one can compute

$$
d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}=d G_{0,0,0}^{-1}\left(\mathbb{\square}+d G_{0,0,0}^{-1}\left(d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}-d G_{0,0,0}\right)\right) .
$$

By the Neumann series and the fact that $d G_{0,0,0}$ is an isometry, $d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}$ will be invertible, as long as $\left\|d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}-d G_{0,0,0}\right\|_{\mathcal{X} \rightarrow L^{2,-}}<1$. In order to show this last inequality we will bound

$$
A_{\epsilon}:=\left\|d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}-d G_{0,0,0}\right\|_{\mathcal{X} \rightarrow L^{2,-}}
$$

in terms of $\left\|\tilde{u}_{\epsilon}\right\|_{X}$ and $\mu_{\epsilon}$. After that we will bound $\left\|\tilde{u}_{\epsilon}\right\|_{X}$ and $\mu_{\epsilon}$. To do it we will use the information we have about $\partial_{\epsilon} \tilde{\epsilon}_{\epsilon}$ and $\partial_{\epsilon} \mu_{\epsilon}$.

Along the bifurcation curve,

$$
\begin{align*}
& d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}\left(\partial_{\epsilon} \tilde{u}_{\epsilon}, \mu_{\epsilon}^{\prime}\right) \\
& \quad=-\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right) \\
& \quad=\cos x\left(\sin 2 x+\tilde{u}_{\epsilon}^{\prime}\right)+\frac{1}{2} \sin x\left(\cos 2 x-2 \tilde{u}_{\epsilon}\right)-\epsilon\left(\cos 2 x-2 \tilde{u}_{\epsilon}\right)\left(\sin 2 x+\tilde{u}_{\epsilon}^{\prime}\right)+\mu_{\epsilon}\left(\sin 2 x+\tilde{u}_{\epsilon}^{\prime}\right) . \tag{2-10}
\end{align*}
$$

Thus

$$
\left(\partial_{\epsilon} \tilde{u}_{\epsilon}, \mu_{\epsilon}^{\prime}\right)=d G_{\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}}^{-1}\left(-\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)\right) .
$$

Therefore

$$
\begin{equation*}
\sqrt{\left\|\partial_{\epsilon} \tilde{u}_{\epsilon}\right\|_{X}^{2}+\left|\mu_{\epsilon}^{\prime}\right|^{2}} \leq \frac{1}{1-A_{\epsilon}}\left\|\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)\right\|_{L^{2,-}} . \tag{2-11}
\end{equation*}
$$

In addition we have, for $r_{\epsilon}=\sqrt{\left\|\tilde{u}_{\epsilon}\right\|_{X}^{2}+\left|\mu_{\epsilon}\right|^{2}}$,

$$
\partial_{\epsilon} r_{\epsilon} \leq \sqrt{\left\|\partial_{\epsilon} \tilde{u}_{\epsilon}\right\|_{X}^{2}+\left|\mu_{\epsilon}^{\prime}\right|^{2}} \leq \frac{1}{1-A_{\epsilon}}\left\|\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)\right\|_{L^{2,-}} .
$$

Thus, explicit estimates for $A_{\epsilon}$ and $\left\|\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)\right\|_{L^{2,-}}$ in terms of $r_{\epsilon}$ and $\epsilon$ give a differential inequality for $r_{\epsilon}$ which can be used to bound $A_{\epsilon}$.

We will need the following lemmas to bound $A_{\epsilon}$ and the norm $\left\|\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)\right\|_{L^{2,-}}$, where $\partial_{\epsilon} G\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)$ is given by the right-hand side of (2-10).
Lemma 2.3. If $f \in X$ then $\left\|f \sin x-f^{\prime} \cos x\right\|_{L^{2}} \leq \sqrt{3}\|f\|_{X}$.
Lemma 2.4. If $f \in X$ then $\left\|2 f \sin 2 x-f^{\prime} \cos 2 x\right\|_{L^{2}} \leq \frac{1}{2} \sqrt{17}\|f\|_{X}$.
Proof. We only show Lemma 2.3. The proof of Lemma 2.4 is similar.
Let $f=\sum_{n=2}^{\infty} f_{n} \cos n x$. Then

$$
2\left(f \sin x-f^{\prime} \cos x\right)=f_{2} \sin x+2 f_{3} \sin 2 x+\sum_{n=3}^{\infty} n\left(f_{n-1}+f_{n+1}\right) \sin n x
$$

and

$$
\begin{aligned}
4\left\|f \sin (x)-f^{\prime} \cos (x)\right\|_{L^{2}}^{2} & =f_{2}^{2}+4 f_{3}^{2}+\sum_{n=3}^{\infty} n^{2}\left(f_{n-1}+f_{n+1}\right)^{2} \\
& \leq 10 f_{2}^{2}+20 f_{3}^{2}+59 f_{4}^{2}+88 f_{5}^{2}+18 f_{2} f_{4}+32 f_{3} f_{5}+4 \sum_{n=6}^{\infty}\left(n^{2}+1\right) f_{n}^{2}
\end{aligned}
$$

The infinite sum is bounded by $1.48 \sum_{n=6}^{\infty}(n-1)^{2} f_{n}^{2}$, and it remains a finite-dimensional problem to show that the remaining terms are bounded by $12 \sum_{n=2}^{5}(n-1)^{2} f_{n}^{2}$.
Lemma 2.5. If $f, g \in X$ then $\left\|(f g)^{\prime}\right\|_{L^{2}} \leq B\|f\|_{X}\|g\|_{X}$, where

$$
B=\sqrt{\frac{\pi^{2}}{3}+\frac{869}{144}} \approx 3.05 .
$$

Proof. Let $f=\sum_{n=2}^{\infty} f_{n} \cos n x, g=\sum_{n=2}^{\infty} g_{n} \cos n x \in X$. Then

$$
(f g)^{\prime}=-\frac{1}{2} \sum_{n \geq 1} n \sum_{|m| \geq 2,|n-m| \geq 2} f_{|m|} g_{|n-m|} \sin n x,
$$

so by Cauchy-Schwarz,

$$
\left\|(f g)^{\prime}\right\|_{L^{2}}^{2}=\frac{1}{8} \sum_{|n| \geq 1} n^{2}\left(\sum_{|m| \geq 2,|n-m| \geq 2} f_{|m|} g_{|n-m|}\right)^{2} \leq C\|f\|_{X}^{2}\|g\|_{X}^{2},
$$

where

$$
C=\frac{1}{2} \sup _{n=1}^{\infty} \sum_{|m| \geq 2,|n-m| \geq 2} \frac{n^{2}}{(|m|-1)^{2}(|n-m|-1)^{2}}=\frac{\pi^{2}}{3}+\frac{869}{144} .
$$

Now, with Lemmas 2.3, 2.5 and 2.4 we are ready to bound the right-hand side of (2-10). Indeed, $\|$ right-hand side of $(2-10)\left\|_{L^{2}} \leq \frac{\sqrt{10+4 \epsilon^{2}}}{4}+2 r_{\epsilon}+\frac{\sqrt{17}}{2} \epsilon\right\| \tilde{u}_{\epsilon}\left\|_{X}+B \epsilon\right\| \tilde{u}_{\epsilon}\left\|_{X}^{2}+\right\| \tilde{u}_{\epsilon} \|_{X}^{2}+\left|\mu_{\epsilon}\right|^{2}$.
Turning to the other side, we have

$$
\begin{align*}
& \left(d G_{\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)}-d G_{(0,0,0)}\right)(\tilde{v}, v) \\
& \quad=\epsilon\left(\tilde{v}^{\prime} \cos x-\tilde{v}\left(\sin x-\epsilon \sin 2 x-\epsilon \tilde{u}_{\epsilon}^{\prime}\right)-\epsilon\left(\frac{1}{2} \cos 2 x-\tilde{u}_{\epsilon}\right) \tilde{v}^{\prime}\right)+\epsilon v\left(\sin 2 x+\tilde{u}_{\epsilon}^{\prime}\right)+\epsilon \mu_{\epsilon} \tilde{v}^{\prime} \tag{2-12}
\end{align*}
$$

Again by Lemmas 2.3, 2.5 and 2.4 we find
$\|$ left-hand side of $(2-12)\left\|_{L^{2}} \leq\left(\sqrt{3} \epsilon+\frac{\sqrt{17}}{4} \epsilon^{2}+B \epsilon^{2}\left\|\tilde{u}_{\epsilon}\right\|_{X}+2 \epsilon\left|\mu_{\epsilon}\right|\right)\right\| \tilde{v} \|_{X}+\epsilon\left(1+2\left\|\tilde{u}_{\epsilon}\right\|_{X}\right)|\nu|$

$$
=\epsilon\left(\sqrt{3}+2\left|\mu_{\epsilon}\right|, 1+2\left\|\tilde{u}_{\epsilon}\right\|_{X}\right) \cdot\left(\|\tilde{v}\|_{X},|v|\right)+\left(\frac{\sqrt{17}}{4} \epsilon^{2}+B \epsilon^{2}\left\|\tilde{u}_{\epsilon}\right\|_{X}\right)\|\tilde{v}\|_{X}
$$

so

$$
A_{\epsilon} \leq 2 \epsilon+2 \epsilon r_{\epsilon}+\frac{\sqrt{17}}{4} \epsilon^{2}+B \epsilon^{2} r_{\epsilon}
$$

Since $d G_{(0,0,0)}$ is an isometry, the Neumann series $(1-T)^{-1}=\sum_{n=0}^{\infty} T^{n}$ shows that if $A_{\epsilon}<1$, then $d G_{\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)}$ is invertible, and $\left\|d G_{\left(\epsilon, \tilde{u}_{\epsilon}, \mu_{\epsilon}\right)}^{-1}\right\| \leq\left(1-A_{\epsilon}\right)^{-1}$, so

$$
\sqrt{\left\|\partial_{\epsilon} \tilde{u}_{\epsilon}\right\|_{X}^{2}+\left|\mu_{\epsilon}^{\prime}\right|^{2}} \leq \frac{1}{1-A_{\epsilon}}\left(\frac{\sqrt{10+4 \epsilon^{2}}}{4}+2 r_{\epsilon}+\frac{\sqrt{17}}{2} \epsilon\left\|\tilde{u}_{\epsilon}\right\|_{X}+B \epsilon r_{\epsilon}^{2}+r_{\epsilon}^{2}\right) .
$$

Then $r_{0}=0$ and

$$
r_{\epsilon}^{\prime} \leq \frac{\frac{1}{4} \sqrt{10+4 \epsilon^{2}}+\left(2+\frac{\sqrt{17}}{2} \epsilon\right) r_{\epsilon}+B \epsilon r_{\epsilon}^{2}+r_{\epsilon}^{2}}{1-2 \epsilon-2 \epsilon r_{\epsilon}-\frac{\sqrt{17}}{4} \epsilon^{2}-B \epsilon^{2} r_{\epsilon}}
$$

By the comparison principle, $r_{\epsilon}$ is bounded from above by the solution to

$$
\begin{equation*}
\frac{d y}{d x}=y^{\prime}=\frac{\sqrt{10+4 x^{2}}+(8+2 \sqrt{17} x) y+4 B x y^{2}+4 y^{2}}{4-8 x-8 x y-\sqrt{17} x^{2}-4 B x^{2} y} \tag{2-13}
\end{equation*}
$$

with $y(0)=0$, which is

$$
\left(2 B x^{2}+4 x\right) y^{2}+\left(8 x+\sqrt{17} x^{2}-4\right) y+x \sqrt{x^{2}+2.5}+2.5 \sinh ^{-1}(\sqrt{0.4} x)=0 .
$$

When $x>0$, the quadratic coefficient and the constant are positive, so this equation has a nonnegative root if and only if

$$
8 x+\sqrt{17} x^{2}-4 \leq-2 \sqrt{\left(2 B x^{2}+4 x\right)\left(x \sqrt{x^{2}+2.5}+2.5 \sinh ^{-1}(\sqrt{0.4} x)\right)}
$$

whose solution is $x \leq x^{*} \approx 0.23$ numerically. Hence the solution can be extended to $\epsilon=x^{*} \approx 0.23$. In order to achieve this last conclusion we notice that the solution to (2-13), with $y(0)=0$ can be extended only if $A_{\epsilon}<1$, since $1-A_{\epsilon}$ arises in the denominator.

The above argument shows that for $\epsilon \in\left(-x^{*}, x^{*}\right)$, the bifurcation curve produces a traveling wave $u_{\epsilon}=\epsilon \cos x-\frac{1}{2} \epsilon^{2} \cos 2 x+\epsilon^{2} \tilde{u}_{\epsilon}$, which travels at speed $v_{\epsilon}=-1-\epsilon \mu_{\epsilon}$. Since all the operators involved are analytic in all its arguments, the bifurcation curve is analytic in $\epsilon$ on $\left(-x^{*}, x^{*}\right)$. It may be the case, however, that the power series for $u_{\epsilon}$ and $v_{\epsilon}$ around $\epsilon=0$ has a smaller radius of convergence than $x^{*}$ (for example, the function $f(x)=\left(x^{2}+1\right)^{-1}$ is analytic on the whole real line, but the radius of convergence of its power series around 0 is only 1.) We now show that the radius of convergence of the power series for $u_{\epsilon}$ and $v_{\epsilon}$ are indeed at least $x^{*}$.

We note that the above argument also works if $\epsilon$ is replaced with $\epsilon e^{i a}(a \in \mathbb{R})$, so the bifurcation curve $\left(u_{\epsilon}, v_{\epsilon}\right)$ is also analytic in a neighborhood of $\left\{\epsilon e^{i a}: \epsilon \in\left(-x^{*}, x^{*}\right)\right\}$. Hence the curve is analytic in the disk of radius $x^{*}$ centered at 0 , so the radius of convergence of its power series around 0 is at least $x^{*}$.

## 3. Linearization around traveling waves

In this section we will analyze the spectrum of the operator

$$
L_{\epsilon} g=-v_{\epsilon} g_{x}+H g+\left(u_{\epsilon}(x) g\right)_{x}
$$

corresponding to the linearization of (1-1) around the traveling wave ( $u_{\epsilon}, v_{\epsilon}$ ) bifurcating from zero in the direction of the cosine studied in the previous section.

Actually, let

$$
f(x, t)=f_{\epsilon}(x, t)+g\left(x+v_{\epsilon} t, t\right)
$$

with $f_{\epsilon}(x, t)=u_{\epsilon}\left(x+v_{\epsilon} t\right)$. Then

$$
f_{t}(x, t)=\partial_{t} f_{\epsilon}(x, t)+\left(v_{\epsilon} g_{x}+g_{t}\right)\left(x+v_{\epsilon} t, t\right)
$$

and

$$
\begin{aligned}
\left(H f+f f_{x}\right)(x, t)=\left(H f_{\epsilon}+f_{\epsilon} \partial_{x} f_{\epsilon}\right)(x, t)+ & H g\left(x+v_{\epsilon} t, t\right) \\
& +\partial_{x}\left(f_{\epsilon}(x, t) g\left(x+v_{\epsilon} t, t\right)\right)+g\left(x+v_{\epsilon} t, t\right) \partial_{x} g\left(x+v_{\epsilon} t, t\right) .
\end{aligned}
$$

Putting these in (1-1), we get the equation for $g(x, t)$

$$
\partial_{t} g(x, t)=-v_{\epsilon} g(x, t)_{x}+H g(x, t)+\left(u_{\epsilon}(x) g(x, t)\right)_{x}+g(x, t) g(x, t)_{x} .
$$

The linearization around $g=0$ is

$$
\partial_{t} g=L_{\epsilon} g,
$$

where

$$
\begin{equation*}
L_{\epsilon} g=-v_{\epsilon} g_{x}+H g+\left(u_{\epsilon} g\right)_{x}=\underbrace{H g+g_{x}}_{L g}+\sum_{n=1}^{\infty} \epsilon^{n} \underbrace{\left(\left(u^{(n)}-v^{(n)}\right) g\right)_{x}}_{L^{(n)} g} . \tag{3-1}
\end{equation*}
$$

3A. The eigenvalue 0. The action of $L$ on the Fourier modes is

$$
\mathcal{F}(L g)(m)=i(m-\operatorname{sgn} m) \hat{g}(m),
$$

with eigenvalues 0 (double), $\pm i, \pm 2 i, \ldots$ (on $L^{2}(\mathbb{T})$ with zero mean). We first study the perturbation of the eigenspace corresponding to the double eigenvalue of 0 . By translational symmetry, for any $\delta \in \mathbb{R}$, $u_{\epsilon}(x+\delta)$ is also a solution to

$$
H u-v_{\epsilon} u+u u^{\prime}=0 .
$$

Differentiation with respect to $\delta$ then shows that

$$
L_{\epsilon} u_{\epsilon}^{\prime}=H u_{\epsilon}^{\prime}-v_{\epsilon} u_{\epsilon}^{\prime}+\left(u_{\epsilon} u_{\epsilon}^{\prime}\right)^{\prime}=0 .
$$

Also, since $u_{\epsilon}$ lies on a bifurcation curve, we can differentiate

$$
H u_{\epsilon}-v_{\epsilon} u_{\epsilon}^{\prime}+u_{\epsilon} u_{\epsilon}^{\prime}=0,
$$

with respect to $\epsilon$ to get

$$
L_{\epsilon} \partial_{\epsilon} u_{\epsilon}=H \partial_{\epsilon} u_{\epsilon}-\left(\partial_{\epsilon} v_{\epsilon}\right) u_{\epsilon}^{\prime}+u_{\epsilon} \partial_{\epsilon} u_{\epsilon}^{\prime}+u_{\epsilon}^{\prime} \partial_{\epsilon} u_{\epsilon}=\left(\partial_{\epsilon} v_{\epsilon}\right) u_{\epsilon}^{\prime},
$$

so on the span $V_{\epsilon}$ of $u_{\epsilon}^{\prime}$ and $\partial_{\epsilon} u_{\epsilon}, L_{\epsilon}$ acts nilpotently by the matrix

$$
\left(\begin{array}{cc}
0 & \partial_{\epsilon} v_{\epsilon} \\
0 & 0
\end{array}\right) .
$$

3B. Simplifying the linearized operator. We want to solve the eigenvalue problem

$$
L_{\epsilon} g=\left(\left(u_{\epsilon}-v_{\epsilon}\right) g\right)^{\prime}+H g=\lambda(\epsilon) g .
$$

Let $g=h^{\prime}$. Then the antiderivative of the above is

$$
\begin{equation*}
\left(u_{\epsilon}-v_{\epsilon}\right) h^{\prime}+H h=\lambda(\epsilon) h(\bmod 1) . \tag{3-2}
\end{equation*}
$$

Let $h=\tilde{h} \circ \phi_{\epsilon}$, where $\phi_{\epsilon}$ satisfies

$$
\begin{equation*}
\phi_{\epsilon}^{\prime}=\frac{2 \pi}{u_{\epsilon}-v_{\epsilon}}\left(\int_{0}^{2 \pi} \frac{d y}{u_{\epsilon}(y)-v_{\epsilon}}\right)^{-1} . \tag{3-3}
\end{equation*}
$$

Then

$$
\left(u_{\epsilon}-v_{\epsilon}\right) \phi_{\epsilon}^{\prime}\left(\tilde{h}^{\prime} \circ \phi_{\epsilon}\right)+H\left(\tilde{h} \circ \phi_{\epsilon}\right)=\lambda(\epsilon) \tilde{h} \circ \phi_{\epsilon}(\bmod 1) .
$$

When $\epsilon$ is small enough, $\phi_{\epsilon}$ is a diffeomorphism of $\mathbb{R} / 2 \pi \mathbb{Z}$, so

$$
2 \pi\left(\int_{0}^{2 \pi} \frac{d y}{u_{\epsilon}(y)-v_{\epsilon}}\right)^{-1} \tilde{h}^{\prime}+H\left(\tilde{h} \circ \phi_{\epsilon}\right) \circ \phi_{\epsilon}^{-1}=\lambda(\epsilon) \tilde{h}(\bmod 1) .
$$

By the change of variable $z=\phi_{\epsilon}(y)$,

$$
\begin{aligned}
H\left(\tilde{h} \circ \phi_{\epsilon}\right) \circ \phi_{\epsilon}^{-1}(x) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \tilde{h}\left(\phi_{\epsilon}(y)\right) \cot \left(\frac{\phi_{\epsilon}^{-1}(x)-y}{2}\right) d y \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \tilde{h}(z) \cot \left(\frac{\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)}{2}\right)\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z) d z
\end{aligned}
$$

The convolution kernel of the operator

$$
R_{\epsilon} \tilde{h}=H\left(\tilde{h} \circ \phi_{\epsilon}\right) \circ \phi_{\epsilon}^{-1}-H \tilde{h}
$$

is

$$
\begin{equation*}
K_{\epsilon}(x, z)=\cot \left(\frac{\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)}{2}\right)\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)-\cot \left(\frac{x-z}{2}\right) \tag{3-4}
\end{equation*}
$$

and the $\epsilon$-derivative of the kernel is

$$
\begin{aligned}
& \partial_{\epsilon} K_{\epsilon}(x, z)=-\csc ^{2}\left(\frac{\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)}{2}\right) \frac{\partial_{\epsilon} \phi_{\epsilon}^{-1}(x)-\partial_{\epsilon} \phi_{\epsilon}^{-1}(z)}{2}\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z) \\
&+\cot \left(\frac{\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)}{2}\right) \partial_{\epsilon}\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)
\end{aligned}
$$

Near $x=0, \csc x-1 / x^{2}$ and $\cot x-1 / x$ are smooth, and $\left(\phi_{\epsilon}^{-1}\right)^{\prime}$ is smooth everywhere, so when $x-z$ is small enough, up to a smooth function in $(x, z)$,

$$
\begin{aligned}
\frac{\partial_{\epsilon} K_{\epsilon}(x, z)}{2} & =-\frac{\left(\partial_{\epsilon} \phi_{\epsilon}^{-1}(x)-\partial_{\epsilon} \phi_{\epsilon}^{-1}(z)\right)\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)}{\left(\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)\right)^{2}}+\frac{\partial_{\epsilon}\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)}{\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)} \\
& =\frac{\partial_{\epsilon}\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)\left(\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)\right)-\left(\partial_{\epsilon} \phi_{\epsilon}^{-1}(x)-\partial_{\epsilon} \phi_{\epsilon}^{-1}(z)\right)\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)}{\left(\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)\right)^{2}} \\
& =\frac{\partial_{\epsilon}\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)(x-z)^{2} \int_{0}^{1}(1-t)\left(\phi_{\epsilon}^{-1}\right)^{\prime \prime}((1-t) z+t x) d t}{\left(\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)\right)^{2}} \\
& -\frac{\left(\phi_{\epsilon}^{-1}\right)^{\prime}(z)(x-z)^{2} \int_{0}^{1}(1-t) \partial_{\epsilon}\left(\phi_{\epsilon}^{-1}\right)^{\prime \prime}((1-t) z+t x) d t}{\left(\phi_{\epsilon}^{-1}(x)-\phi_{\epsilon}^{-1}(z)\right)^{2}},
\end{aligned}
$$

which is itself a smooth function of $(x, z)$ when $x-z$ is small enough (because $\phi_{\epsilon}^{-1}$ is smooth). Then

$$
\left\|\partial_{\epsilon} R_{\epsilon} \tilde{h}^{(m)}\right\|_{\dot{H}^{k}} \lesssim_{k, m}\|\tilde{h}\|_{L^{2} /(1)}, \quad k, m=0,1, \ldots,
$$

where the constant does not depend on $\epsilon$, for all $\tilde{h} \in H^{m} /(1)$, or, equivalently,

$$
\begin{equation*}
\left\|\partial_{\epsilon} R_{\epsilon} \tilde{h}\right\|_{\dot{H}^{k}} \lesssim_{k, m}\|\tilde{h}\|_{\dot{H}^{-m}}, \quad k, m=0,1, \ldots \tag{3-5}
\end{equation*}
$$

where the dot over $H$ means that the norm does not measure frequency zero.
Definition 3.1. We say an operator is of class $\mathcal{S}$ if it satisfies (3-5). We say a family of operators is of class $\mathcal{S}$ uniformly if for each $k$ and $m$ there is an implicit constant that makes (3-5) true for all operators in the family.

Thus $\partial_{\epsilon} R_{\epsilon}$ is of class $\mathcal{S}$ uniformly in $\epsilon$. Since $R_{0}=0, R_{\epsilon} / \epsilon$ is also of class $\mathcal{S}$ uniformly in $\epsilon$.
Now the eigenvalue problem for $\tilde{h}$ is of the form

$$
\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right) \tilde{h}=\lambda(\epsilon) \tilde{h}(\bmod 1)
$$

or, equivalently,

$$
\begin{equation*}
\left(\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}\right) \tilde{h}=c_{\epsilon}^{-1} \lambda(\epsilon) \tilde{h}(\bmod 1), \tag{3-6}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\epsilon}=2 \pi\left(\int_{0}^{2 \pi} \frac{d y}{u_{\epsilon}(y)-v_{\epsilon}}\right)^{-1} \tag{3-7}
\end{equation*}
$$

and $R_{\epsilon} / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$. Note that since $u_{\epsilon}$ and $v_{\epsilon}$ are analytic functions of $\epsilon$ on a neighborhood of 0 , with $u_{0}=0$ and $v_{0}=-1$, so are $\phi_{\epsilon}, R_{\epsilon}$ and $c_{\epsilon}$ with $\phi_{0}=I, R_{0}=0$ and $c_{0}=1$.

3C. Spectral analysis of the linearization. The eigenvalue problem (3-6) is a perturbation of the eigenvalue problem

$$
\tilde{h}^{\prime}+H \tilde{h}=\lambda \tilde{h}(\bmod 1)
$$

with explicit eigenvalues

$$
0 \text { (double), ni, } \quad n= \pm 1, \pm 2, \ldots,
$$

and eigenfunctions

$$
e^{ \pm i x}, e^{i(n+\operatorname{sgn} n) x}, \quad n= \pm 1, \pm 2, \ldots
$$

They form an orthogonal basis of $H^{k} /(1)$ for any nonnegative integer $k$.
Definition 3.2. Let $T: \dot{H}^{k}(\mathbb{T}) \rightarrow \dot{H}^{k}(\mathbb{T})$ for $k \in \mathbb{N}$ be a linear operator. We will define

$$
\|T\|:=\|T\|_{\dot{H}^{k}(\mathbb{T}) \rightarrow \dot{H}^{k}(\mathbb{T})} .
$$

The resolvent $\left(\partial_{x}+H-z\right)^{-1}$ is also a Fourier multiplier whose action on Fourier modes is

$$
\begin{equation*}
\left(\partial_{x}+H-z\right)^{-1} e^{ \pm i(n+1) x}=( \pm n i-z)^{-1} e^{ \pm i(n+1) x}, \quad n=0,1, \ldots \tag{3-8}
\end{equation*}
$$

The circle

$$
\Gamma_{n}=\left\{z:|z-n i|=\frac{1}{2}\right\}, \quad n= \pm 1, \pm 2, \ldots
$$

encloses a single eigenvalue $\pm n i$, and the circle

$$
\Gamma_{0}=\left\{z:|z|=\frac{1}{2}\right\}
$$

encloses the double eigenvalue 0 . On $\Gamma_{n}$ and $\Gamma_{0}$ we have

$$
\begin{equation*}
|z-m i| \geq \frac{1}{2}, \quad m \in \mathbb{Z} \tag{3-9}
\end{equation*}
$$

so by (3-8),

$$
\begin{equation*}
\left\|\left(\partial_{x}+H-z\right)^{-1}\right\| \leq 2, \quad z \in \Gamma_{n}, n \in \mathbb{Z} . \tag{3-10}
\end{equation*}
$$

Moreover the projection

$$
P_{n}=-\frac{1}{2 \pi i} \int_{\Gamma_{n}}\left(\partial_{x}+H-z\right)^{-1} d z, \quad n= \pm 1, \pm 2, \ldots
$$

is the projection on the span of $e^{i(n+\operatorname{sgn} n) x}$ and the projection

$$
P_{0}=-\frac{1}{2 \pi i} \int_{\Gamma_{0}}\left(\partial_{x}+H-z\right)^{-1} d z
$$

is the projection on the span of $e^{i x}$ and $e^{-i x}$.
Now when $\epsilon$ is small enough and $z \in \Gamma_{n}$, we have

$$
\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}-z=\left(\partial_{x}+H-z\right)\left(1+\left(\partial_{x}+H-z\right)^{-1} R_{\epsilon}^{\prime}\right)
$$

where

$$
\begin{equation*}
R_{\epsilon}^{\prime}=\left(\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}\right)-\left(\partial_{x}+H\right)=\left(c_{\epsilon}^{-1}-1\right) H+c_{\epsilon}^{-1} R_{\epsilon} \tag{3-11}
\end{equation*}
$$

is analytic in $\epsilon$ near 0 , with $R_{0}^{\prime}=0$, thanks to the analyticity of $c_{\epsilon}$. Taking the inverse gives

$$
\left(\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}-z\right)^{-1}=\left(1+\left(\partial_{x}+H-z\right)^{-1} R_{\epsilon}^{\prime}\right)^{-1}\left(\partial_{x}+H-z\right)^{-1}
$$

and the Neumann series

$$
\begin{equation*}
\left(1+\left(\partial_{x}+H-z\right)^{-1} R_{\epsilon}^{\prime}\right)^{-1}=\sum_{n=0}^{\infty}\left(\left(\partial_{x}+H-z\right)^{-1} R_{\epsilon}^{\prime}\right)^{n} \tag{3-12}
\end{equation*}
$$

converges because

$$
\left\|\left(\partial_{x}+H-z\right)^{-1} R_{\epsilon}^{\prime}\right\| \leq 2\left\|R_{\epsilon}^{\prime}\right\| \lesssim_{k} \epsilon<1
$$

when $\epsilon$ is small enough (depending on $k$ ). Moreover,

$$
\left\|\left(1+\left(\partial_{x}+H-z\right)^{-1} R_{\epsilon}^{\prime}\right)^{-1}-I\right\| \lesssim_{k} \epsilon
$$

and so

$$
\left\|\left(\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}-z\right)^{-1}-\left(\partial_{x}+H-z\right)^{-1}\right\| \lesssim \epsilon
$$

uniformly for $z \in \Gamma_{n}$. Hence the projections

$$
\begin{equation*}
Q_{n}(\epsilon)=-\frac{1}{2 \pi i} \int_{\Gamma_{n}}\left(\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}-z\right)^{-1} d z, \quad n \in \mathbb{Z} \tag{3-13}
\end{equation*}
$$

exist and satisfy

$$
\begin{equation*}
\left\|Q_{n}(\epsilon)-P_{n}\right\| \lesssim_{k} \epsilon, \quad n \in \mathbb{Z} \tag{3-14}
\end{equation*}
$$

uniformly in $n$. Then by [Kato 1976, Chapter I, Section 4.6], when $\epsilon$ is small enough, $Q_{n}(\epsilon)$ is conjugate to $P_{n}$. Thus dim $\operatorname{ran} Q_{n}(\epsilon)=1$ for $n \neq 0$ and dim $\operatorname{ran} Q_{0}(\epsilon)=2$. So $\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}$ has a single
eigenvalue enclosed by $\Gamma_{n}$ for $n \neq 0$. In Section 3A we showed that the action on the range of $Q_{0}(\epsilon)$ is given by a nonzero nilpotent 2-by-2 matrix. If $z$ is outside all these circles, then (3-10) still holds and the Neumann series (3-12) still converges to show that $\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}-z$ is invertible, so it has no other eigenvalues.

3D. Analyticity of eigenvalues and eigenvectors. By (3-8) and (3-9), ( $\left.\partial_{x}+H-z\right)^{-1}$ is analytic in $(z, \epsilon)$ for $z$ in a neighborhood $U$ of $\bigcup_{n \in \mathbb{Z}} \Gamma_{n}$, and $\epsilon$ near 0 . By (3-11), $R_{\epsilon}^{\prime}$ is analytic in $\epsilon$ near 0 , so the series (3-12) shows that ( $\left.\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}-z\right)^{-1}$ is analytic in $(z, \epsilon)$ for $z \in U$ and $\epsilon$ near 0 , and the integral (3-13) shows that all the projections $Q_{n}(\epsilon)(n \in \mathbb{Z})$ are analytic in a neighborhood of 0 independent of $n$.

Let $\psi_{n}(\epsilon)$ be the corresponding eigenvectors to $Q_{n}(\epsilon)$ for $n \neq 0$. Thanks to (3-14), a good choice is $\psi_{n}(\epsilon)=Q_{n}(\epsilon) e^{i(n+\operatorname{sgn} n) x}$, which is nonzero and analytic in a neighborhood of 0 independent of $n$. Then by (3-6),

$$
Q_{n}(\epsilon)\left(\partial_{x}+c_{\epsilon}^{-1}\left(H+R_{\epsilon}\right)\right) e^{i(n+\operatorname{sgn} n) x}=\left(\partial_{x}+c_{\epsilon}^{-1}\left(H+R_{\epsilon}\right)\right) \psi_{n}(\epsilon)=c_{\epsilon}^{-1} \lambda_{n}(\epsilon) \psi_{n}(\epsilon) .
$$

On the other hand, the left-hand side equals

$$
(n+\operatorname{sgn} n) i Q_{n}(\epsilon) e^{i(n+\operatorname{sgn} n) x}+c_{\epsilon}^{-1} Q_{n}(\epsilon)\left(H+R_{\epsilon}\right) e^{ \pm i(n+\operatorname{sgn} n) x}
$$

which is another vector analytic in $\epsilon$ near 0 . Then by the next lemma, all the eigenvalues $c_{\epsilon}^{-1} \lambda_{n}(\epsilon)$, and hence $\lambda_{n}(\epsilon)$, are analytic in a neighborhood of 0 independent of $n$.

Lemma 3.3. Let $u(\epsilon)$ and $v(\epsilon)$ be two vectors analytic in $\epsilon \in U$ satisfying

$$
u(\epsilon) \neq 0 \quad \text { and } \quad v(\epsilon)=\lambda(\epsilon) u(\epsilon), \quad \epsilon \in U .
$$

Then $\lambda(\epsilon)$ is analytic in $\epsilon \in U$.
Proof. Without loss of generality assume that $0 \in U$. Since the result is local in $\epsilon$, it suffices to show that $\lambda(\epsilon)$ is analytic in a smaller neighborhood of 0 .

Since $u(0) \neq 0$, we can find a linear functional $f$ such that $f(u(0)) \neq 0$. Then $f(u(\epsilon)) \neq 0$ in a neighborhood of 0 , and so

$$
\lambda(\epsilon)=\frac{f(v(\epsilon))}{f(u(\epsilon))}
$$

is analytic in a neighborhood of 0 .
Regarding the double eigenvalue 0 , in Section 3 A we showed that $u_{\epsilon}^{\prime}$ and $\partial_{\epsilon} u_{\epsilon}$ are two generalized eigenvectors of the operator $L_{\epsilon}$. Using the relation given in Section 3B, they correspond to two generalized eigenvectors $\psi_{0}^{-}(\epsilon)$ and $\psi_{0}^{+}(\epsilon)$ of the operator $\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}$, via the relation $\left(\psi_{0}^{-}(\epsilon) \circ \phi_{\epsilon}\right)^{\prime}=u_{\epsilon}^{\prime}$ and $\left(\psi_{0}^{+}(\epsilon) \circ \phi_{\epsilon}\right)^{\prime}=\partial_{\epsilon} u_{\epsilon}$. Then clearly $\psi_{0}^{ \pm}(\epsilon)$ are both analytic in $\epsilon$.

From the analyticity of the eigenvalues $c_{\epsilon}^{-1} \lambda_{n}(\epsilon)$, it is easy to derive bounds on their Taylor coefficients.
Proposition 3.4. For $k \geq 1$ and $n \neq 0$, the coefficient of $\epsilon^{k}$ in $c_{\epsilon}^{-1} \lambda_{n}(\epsilon)$ is bounded in absolute value by $C^{k}$ for a constant $C>0$ independent of $n$,

Proof. At the end of Section 3C we showed that when $\epsilon$ is in a neighborhood of 0 independent of $n$, the eigenvalues $c_{\epsilon}^{-1} \lambda_{n}(\epsilon)$ are enclosed in the circle $\Gamma_{n}$. Then

$$
\left|c_{\epsilon}^{-1} \lambda_{n}(\epsilon)-n i\right|<\frac{1}{2}, \quad n= \pm 1, \pm 2, \ldots .
$$

The result follows from Cauchy's integral formula for Taylor coefficients.
Corollary 3.5. For $k \geq 0$ and $n \neq 0$, the coefficient of $\epsilon^{k}$ in $\lambda_{n}(\epsilon)$ is bounded in absolute value by $|n| C^{k}$ for a constant $C>0$ independent of $n$.

Proof. Since $c_{\epsilon}$ is analytic in $\epsilon$ near 0 with $c_{0}=1$, and $\lambda_{n}(0)=n i$, the result follows from Leibniz's rule.
3E. Conjugation to a Fourier multiplier. We have conjugated the eigenspaces of $T=\partial_{x}+c_{\epsilon}^{-1} H+c_{\epsilon}^{-1} R_{\epsilon}$ (and also of $c_{\epsilon} \partial_{x}+H+R_{\epsilon}$ ) to Fourier modes via the operator

$$
1+W_{\epsilon}=\sum_{n \in \mathbb{Z}} P_{n} Q_{n}(\epsilon),
$$

where $P_{0}$ is the projection onto the span of $e^{ \pm i x}, Q_{0}(\epsilon)$ is the projection onto the span of $\psi_{0}^{ \pm}(\epsilon), P_{n}$ is the projection onto the span of $e^{i(n+\operatorname{sgn} n) x}$, and $Q_{n}(\epsilon)$ is the projection onto the span of $\psi_{n}(\epsilon), n= \pm 1, \pm 2, \ldots$

We will view $T$ as a perturbation of $\partial_{x}+c_{\epsilon}^{-1} H$ and follow the proof of [Kato 1976, Chapter V, Theorem 4.15a]. In the process we will extract more information from the fact that $R_{\epsilon}$ is of class $\mathcal{S}$. Since

$$
\begin{equation*}
P_{n}^{2}=P_{n}, \quad \sum_{n \in \mathbb{Z}} P_{n}=1, \tag{3-15}
\end{equation*}
$$

we have

$$
\begin{equation*}
W_{\epsilon}=\sum_{n \in \mathbb{Z}} P_{n}\left(Q_{n}(\epsilon)-P_{n}\right) \tag{3-16}
\end{equation*}
$$

and $W_{0}=0$.
Proposition 3.6. $W_{\epsilon} / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$.
Proof. We bound each term on the right-hand side separately. By [Kato 1976, Chapter V, (4.38)],

$$
Q_{n}(\epsilon)-P_{n}=-c_{\epsilon}^{-1} Q_{n}(\epsilon) R_{\epsilon} Z_{n}(\epsilon)-c_{\epsilon}^{-1} Z_{n}^{\prime}(\epsilon) R_{\epsilon} P_{n},
$$

where

$$
\begin{aligned}
& Z_{n}(\epsilon)=\frac{1}{2 \pi i} \int_{\Gamma_{n}}\left(z-\left(n+\left(1-c_{\epsilon}^{-1}\right) \operatorname{sgn} n\right) i\right)^{-1}\left(\partial_{x}+c_{\epsilon}^{-1} H-z\right)^{-1} d z \\
& Z_{n}^{\prime}(\epsilon)=\frac{1}{2 \pi i} \int_{\Gamma_{n}}\left(z-c_{\epsilon}^{-1} \lambda_{n}(\epsilon)\right)^{-1}(T-z)^{-1} d z .
\end{aligned}
$$

We now bound the operator norms of the right-hand side, with uniformity in $\epsilon$ and decay in $n$, in order to show that the sum in $n$ converges.

First note that it is clear from the frequency side that when $\epsilon$ is in a neighborhood of 0 independent of $n$ and $z \in \bigcup_{n \in \mathbb{Z}} \Gamma_{n}$ for all $m \geq 0$, the operator $\left(\partial_{x}+c_{\epsilon}^{-1} H-z\right)^{-1}$ is bounded from $H^{m}$ to $H^{m}$, uniformly in $\epsilon$ and $z$. Since $R_{\epsilon} / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$ (see (3-5) and notice that $R_{0}=0$ ), it follows from the Neumann series that $\left\|(T-z)^{-1}\right\|_{\dot{H}^{m} \rightarrow \dot{H}^{m}}$ is finite and only depends on $m$. Since $\left|z-\left(n+\left(1-c_{\epsilon}^{-1}\right) \operatorname{sgn} n\right) i\right|$ and $\left|z-c_{\epsilon}^{-1} \lambda_{n}(\epsilon)\right|$ are uniformly bounded from below, both $Z_{n}(\epsilon)$ and $Z_{n}^{\prime}(\epsilon)$ are bounded from $\dot{H}^{m}$
to $\dot{H}^{m}$, uniformly in $\epsilon$ and $n$. Since $Q_{n}(\epsilon)$ is given by a similar integral (3-13), it also has this property, which is also trivially true for $P_{n}$. Now, for all $n, m, k \in \mathbb{Z}, m, k \geq 0$ and $\tilde{h} \in L^{2}$,

$$
\begin{align*}
\left\|Z_{n}^{\prime}(\epsilon) R_{\epsilon} P_{n} \tilde{h}\right\|_{\dot{H}^{k}} & \lesssim_{k}\left\|R_{\epsilon} P_{n} \tilde{h}\right\|_{\dot{H}^{k}} \lesssim_{m, k}|\epsilon|\left\|P_{n} \tilde{h}\right\|_{\dot{H}^{-m-2}} \\
& \lesssim m, k|\epsilon|(1+|n|)^{-2}\|\tilde{h}\|_{\dot{H}^{-m}} \tag{3-17}
\end{align*}
$$

because $P_{n}$ is the projection onto very specific Fourier modes. For the first term we have

$$
\left\|R_{\epsilon} Z_{n}(\epsilon) \tilde{h}\right\|_{\dot{H}^{k}} \lesssim_{m, k}|\epsilon|\left\|Z_{n}(\epsilon) \tilde{h}\right\|_{\dot{H}^{-m}} \lesssim_{m, k}|\epsilon|\|\tilde{h}\|_{\dot{H}^{-m}}
$$

To introduce the action of $Q_{n}(\epsilon)$, note that the image of $Q_{n}(\epsilon)$ lies in the eigenspace of the operator $c_{\epsilon} \partial_{x}+H+R_{\epsilon}$, with eigenvalue $\lambda_{n}(\epsilon)$, so for $n \neq 0$ and $u \in \operatorname{Im} Q_{n}(\epsilon)$ we have

$$
u=\lambda_{n}(\epsilon)^{-1}\left(c_{\epsilon} u^{\prime}+H u+R_{\epsilon} u\right)
$$

so $\|u\|_{\dot{H}^{k}} \lesssim_{k}\left|\lambda_{n}(\epsilon)\right|^{-1}\|u\|_{\dot{H}^{k+1}} \lesssim|n|^{-1}\|u\|_{\dot{H}^{k+1}}$. Hence

$$
\begin{equation*}
\left\|Q_{n}(\epsilon) R_{\epsilon} Z_{n}(\epsilon)\right\|_{\dot{H}^{k}} \lesssim_{k} n^{-2}\left\|R_{\epsilon} Z_{n}(\epsilon)\right\|_{\dot{H}^{k+2}} \lesssim m, k|\epsilon|(1+|n|)^{-2}\|\tilde{h}\|_{\dot{H}^{-m}} \tag{3-18}
\end{equation*}
$$

This also holds for $n=0$ because $R_{\epsilon} / \epsilon$ is of class $\mathcal{S}$ uniformly, so $W_{\epsilon} / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$ thanks to the convergence of $\sum_{n \in \mathbb{Z}}(1+|n|)^{-2}$.

Now for $k=0,1, \ldots$, there is a neighborhood of 0 such that when $\epsilon$ is in this neighborhood, $\left\|W_{\epsilon}\right\|_{\dot{H}^{k} \rightarrow \dot{H}^{k}}<1$, so $1+W_{\epsilon}: \dot{H}^{k} \rightarrow \dot{H}^{k}$ is invertible. By (3-15) and (3-16) it follows easily that

$$
\begin{equation*}
\left(1+W_{\epsilon}\right) Q_{n}(\epsilon)=P_{n}\left(1+W_{\epsilon}\right) \tag{3-19}
\end{equation*}
$$

so the eigenspace of $T$ is conjugated to the (span of) Fourier modes, and hence $T$ is conjugated to a Fourier multiplier.

We have proven the following lemma:
Lemma 3.7. For $\epsilon$ small enough, there exists an operator $W_{\epsilon}$ such that $W_{\epsilon} / \epsilon$ is of class $\mathcal{S}$, uniformly in $\epsilon$. Moreover:
(1) $1+W_{\epsilon}: \dot{H}^{k} \rightarrow \dot{H}^{k}$ is invertible.
(2) $\left(1+W_{\epsilon}\right) Q_{n}(\epsilon)=P_{n}\left(1+W_{\epsilon}\right), n \in \mathbb{Z}$.
(3) If $\psi$ is in the closed linear span of the eigenvectors $\psi_{n}(\epsilon)(n \neq 0)$ of $c_{\epsilon} \partial_{x}+H+R_{\epsilon}$, then

$$
\left(1+W_{\epsilon}\right)\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right) \psi=\Lambda_{\epsilon}\left(1+W_{\epsilon}\right) \psi
$$

where $\Lambda_{\epsilon}$ is a multiplier such that

$$
\Lambda_{\epsilon} e^{i(n+\operatorname{sgn} n) x}=\lambda_{n}(\epsilon) e^{i(n+\operatorname{sgn} n) x}, \quad n= \pm 1, \pm 2, \ldots
$$

3F. Taylor expansion of eigenvalues. Now we Taylor expand the eigenvalues $\lambda_{n}(\epsilon)$ for $n \neq 0$. To do so it is more convenient to study the eigenvalue problem (3-2) for $h$ :

$$
L_{\epsilon} g:=\left(\left(u_{\epsilon}-v_{\epsilon}\right) g\right)^{\prime}+H g=\lambda(\epsilon) g .
$$

Recall the operator $L=L_{0}=\partial_{x}+H$ whose action on the Fourier modes is

$$
\mathcal{F}(L g)(m)=i(m-\operatorname{sgn} m) \hat{g}(m)
$$

with eigenvalues 0 (double), $\pm i, \pm 2 i, \ldots$ ( $g$ mean zero).
Since $\left(u_{\epsilon}, v_{\epsilon}\right)$ is analytic in $\epsilon$ on a neighborhood of 0 , and

$$
\left\|h^{\prime}\right\|_{L^{2}} \leq\left\|h^{\prime}+H h\right\|_{L^{2}}+\|H h\|_{L^{2}}=\|L h\|_{L^{2}}+\|h\|_{L^{2}}
$$

by [Kato 1976, Chapter VII, Theorem 2.6], $L_{\epsilon}$ is a holomorphic family of operators of type (A), so by Chapter VII, Section 2.3, all the results in Chapter II, Sections 1 and 2 apply, and we can compute the Taylor coefficients of $\lambda(\epsilon)$ as if $L_{\epsilon}$ acted on a finite-dimensional vector space.

We start with computing the resolvent of $L$,

$$
R(z)=(L-z)^{-1}
$$

whose action on the Fourier modes is

$$
\mathcal{F}(R(z) g)(m)=(i(m-\operatorname{sgn} m)-z)^{-1} \hat{g}(m) .
$$

Around the eigenvalue $n i(n= \pm 1, \pm 2, \ldots)$ we have the expansion

$$
R(z)=(n i-z)^{-1} P_{n}+\sum_{k=0}^{\infty}(z-n i)^{k} S_{n}^{k+1}
$$

where $P_{n}$ is the projection on the span of $e^{i(n+\operatorname{sgn} n) x}$ and

$$
\begin{equation*}
\mathcal{F}\left(S_{n} g\right)(m)=\frac{\hat{g}(m)}{i(m-\operatorname{sgn} m-n)}, \quad m \neq n+\operatorname{sgn} n . \tag{3-20}
\end{equation*}
$$

By [Kato 1976, (II.2.33)],

$$
\lambda_{n}(\epsilon)=n i+\sum_{k=1}^{\infty} \epsilon^{k} \lambda_{n}^{(k)}, \quad n= \pm 1, \pm 2, \ldots
$$

where

$$
\lambda_{n}^{(k)}=\sum_{p=1}^{k} \frac{(-1)^{p}}{p} \sum_{\substack{v_{1}+\cdots+v_{p}=n, v_{j} \geq 1 \\ h_{1}+\cdots+h_{p}=p-1}} \operatorname{Tr} L^{\left(v_{p}\right)} S_{n}^{\left(h_{p}\right)} \cdots L^{\left(v_{1}\right)} S_{n}^{\left(h_{1}\right)},
$$

where $S_{n}^{(0)}=-P_{n}$ and, for $h \geq 1, S_{n}^{(h)}=S_{n}^{h}$, with $S_{n}$ defined in (3-20), and $L^{(v)}$ is the coefficient of $\epsilon^{v}$ in the Taylor expansion of $L_{\epsilon}$. Note that the constraints in the summation imply that there is some $j \in\{1, \ldots, p\}$ such that $h_{j}=0$ and so $S_{n}^{\left(h_{j}\right)}=-P_{n}$, so every summand is a finite-rank operator whose trace is thus well-defined.

Lemma 3.8. If $A$ is a finite-rank operator, then $\operatorname{Tr} A B=\operatorname{Tr} B A$.
Proof. By linearity we can assume $A$ has the form $A(\cdot)=f(\cdot) v$ for some (not necessarily continuous) linear functional $f$. Then $\operatorname{Tr} A=f(v)$. Since $A B(\cdot)=f(B \cdot) v$ and $B A(\cdot)=f(\cdot) B v$, it follows that $\operatorname{Tr} A B=f(B v)=\operatorname{Tr} B A$.

Using the lemma above, we can simplify the sum in $\lambda_{n}^{(k)}$ a little. Indeed, there are $p$ circular rotations of the tuple $\left(h_{1}, \ldots, h_{p}\right)$. Since $\left(\sum_{j} h_{j}, p\right)=1$, the $p$ circular rotations are all distinct, so we can choose the lexicographically smallest one as a representative. For such a representative, $h_{1}=\min _{j} h_{j}=0$, so $S_{n}^{\left(h_{1}\right)}=-P_{n}$, and thus we only need to act $L^{\left(v_{p}\right)} S_{n}^{\left(h_{p}\right)} \cdots L^{\left(v_{1}\right)}$ on $e^{i(n+\operatorname{sgn} n) x}$ and take the $(n+\operatorname{sgn} n)$-th mode to compute the trace. Thus

$$
\begin{equation*}
\lambda_{n}^{(k)}=\sum_{p=1}^{k}(-1)^{p-1} \sum_{\substack{v_{1}+\cdots+v_{p}=k, v_{j} \geq 1 \\ h_{1}+\cdots+h_{p}=p-1 \\\left(h_{1}, \ldots, h_{p}\right) \text { is a representative }}} \mathcal{F}\left[L^{\left(v_{p}\right)} S_{n}^{\left(h_{p}\right)} \cdots L^{\left(v_{1}\right)} e^{i(n+\operatorname{sgn} n) x}\right](n+\operatorname{sgn} n) \tag{3-21}
\end{equation*}
$$

Let us compute some terms $\lambda_{n}^{(k)}$ by using the formula (3-21). We have

$$
\lambda_{n}^{(1)}=\operatorname{Tr} L^{(1)} P_{n}=0
$$

because $L_{1}$ shifts the mode by 1 , and

$$
\lambda_{n}^{(2)}=\operatorname{Tr}\left(L^{(2)} P_{n}-L^{(1)} S_{n} L^{(1)} P_{n}\right) .
$$

Put $s=\operatorname{sgn} n$. We extract the $(n+s)$-th mode of each term:

$$
\begin{aligned}
\operatorname{Tr} L^{(2)} P_{n} & =\mathcal{F}\left[L^{(2)} 2 e^{i(n+s) x}\right](n+s)=\frac{i(n+s)}{4}, \\
L^{(1)} S_{n} L^{(1)} e^{i(n+s) x} & =\frac{i L^{(1)} S_{n}}{2}\left((n+s+1) e^{i(n+s+1) x}+(n+s-1) e^{i(n+s-1) x}\right) \\
& =\frac{L^{(1)}}{2}\left((n+s+1) e^{i(n+s+1) x}-(n+s-1) e^{i(n+s-1) x}\right), \\
\operatorname{Tr} L^{(1)} S_{n} L^{(1)} P_{n} & =\frac{i(n+s+1)(n+s)-i(n+s-1)(n+s)}{4}=\frac{i(n+s)}{2},
\end{aligned}
$$

so

$$
\lambda_{n}^{(2)}=\frac{i(n+s)}{4}-\frac{2 i(n+s)}{4}=-\frac{i(n+s)}{4}
$$

We can further compute that

$$
\lambda_{n}(\epsilon)=i n-\frac{\epsilon^{2} i(n+s)}{4}-\frac{11 \epsilon^{4} i(n+s)}{32}-\frac{527 i \epsilon^{6}(n+s)}{768}+O_{n}\left(\epsilon^{7}\right)
$$

for $n= \pm 1, \pm 2, \pm 3, \ldots$.
Proposition 3.9. For $n= \pm 1, \pm 2, \ldots$,

$$
\lambda_{n}^{(k)}= \begin{cases}0, & 2 \nmid k \\ i c^{(k)}(n+\operatorname{sgn} n), & k \leq 2|n|+2\end{cases}
$$

where $c^{(k)}$ is the $k$-th Taylor coefficient of $c_{\epsilon}$ as defined in (3-7).
When $k \geq 2|n|+4, \lambda_{n}^{(k)}$ is still purely imaginary but the formula $\lambda_{n}^{(k)}=i c^{(k)}(n+\operatorname{sgn} n)$ does not hold in general.

Proof. Firstly we notice that, for $n= \pm 1$, the coefficient of $\epsilon^{6}$ in $\lambda_{ \pm 1}(\epsilon)$ is

$$
\lambda_{1}(\epsilon)=i-\frac{\epsilon^{2} i}{2}-\frac{11 \epsilon^{4} i}{16}-\frac{529 \epsilon^{6} i}{384}+O\left(\epsilon^{7}\right),
$$

which does not hold for $\lambda_{ \pm 1}^{(6)}= \pm 2 i c^{(6)}$.
Next, we prove the fist part of the lemma. In each summand of (3-21), all the coefficients are real, except that each operator $L$ brings a factor of $i$ to the Fourier coefficients (via the operator $\partial_{x}$ ), and each operator $S_{n}$ removes a factor of $i$ (see (3-20)). Hence each summand is purely imaginary, and so is $\lambda_{n}^{(k)}$.

In each summand of (3-21), the operator $S_{n}^{\left(h_{j}\right)}$ is a Fourier multiplier that does not shift the modes, while the operator $L^{(m)} g=\left(\left(u^{(m)}-v^{(m)}\right) g\right)^{\prime}$ shifts the modes by at most $m$ because $u^{(m)}$ only contains modes up to $e^{ \pm i m x}$. Also the amount of shift is equal to $m(\bmod 2)$. Thus when acting the sequence $L^{\left(v_{p}\right)} S_{n}^{\left(h_{p}\right)} \cdots L^{\left(v_{1}\right)}$ on $e^{i(n+s) x}$, the mode is consecutively shifted by at most $v_{1}, v_{2}, \ldots, v_{p}$, and the total amount of shift is equal to $\sum_{j} v_{j}=k(\bmod 2)$. Since in the end we are taking the $(n+s)$-th mode, the total amount of shift must be 0 in order to count, so when $k$ is odd $\lambda_{n}^{(k)}=0$. When $k$ is even, the mode $e^{i(n+s) x}$ can only be shifted as far as $e^{i(n+s \pm k / 2) x}$; otherwise it can never be shifted back. Hence when $k \leq 2|n|+2=2|n+s|$, the frequency always has the same sign as $n$ or becomes 0 . In the former case we can take $\operatorname{sgn} m=\operatorname{sgn} n$ in (3-20), while in the latter case the derivative in $L$ kills it, so it does not hurt if we still take $\operatorname{sgn} m=\operatorname{sgn} n$ in (3-20). Either way we can take $\operatorname{sgn} m=\operatorname{sgn} n$ in (3-20). Thus the action of $S_{n}$ is the same as that of $S_{n}^{\prime}$, where

$$
\mathcal{F}\left(S_{n}^{\prime} g\right)(m)=\frac{\hat{g}(m)}{i(m-n-\operatorname{sgn} n)}, \quad m \neq n+\operatorname{sgn} n .
$$

For $n>0$, the operator $S_{n}^{\prime}$ is the analog of $S_{n}$ for $L^{+}$, with

$$
\mathcal{F}\left(L^{+} g\right)(m)=i(m-1) \hat{g}(m)
$$

i.e., $L^{+} g=g^{\prime}-i g$. Hence $\lambda_{n}^{(k)}$ remains the same if we replace $L$ with $L^{+}$. Now we have

$$
L_{\epsilon}^{+} g:=L^{+} g+\sum_{n=1}^{\infty} \epsilon^{n} L^{(n)} g=-v_{\epsilon} g^{\prime}-i g+\left(u_{\epsilon} g\right)^{\prime}=\left(\left(u_{\epsilon}-v_{\epsilon}\right) g\right)^{\prime}-i g
$$

whose eigenvalue problem is

$$
\left(\left(u_{\epsilon}-v_{\epsilon}\right) g\right)^{\prime}-i g=\lambda^{+}(\epsilon) g .
$$

Using the same change of variable as in Section 3B, the problem above can be transformed to

$$
\tilde{h}^{\prime}-i c_{\epsilon}^{-1} \tilde{h}=c_{\epsilon}^{-1} \lambda^{+}(\epsilon) \tilde{h}
$$

whose eigenvalues are

$$
\lambda_{n^{\prime}}^{+}(\epsilon)=n^{\prime} c_{\epsilon} i-i
$$

Since when $\epsilon \rightarrow 0, \lambda_{n}(\epsilon) \rightarrow n i$ and $c_{\epsilon} \rightarrow 1$, we must have $n^{\prime}=n+1$, and so

$$
\lambda_{n}(\epsilon)=(n+1) c_{\epsilon} i-i+O_{n}\left(\epsilon^{2 n+4}\right) .
$$

For $n<0$, note that since $L$ preserves real-valued functions, its eigenvalues come in conjugate pairs, so $\lambda_{n}(\epsilon)=\overline{\lambda_{|n|}(\epsilon)}=-\lambda_{|n|}(\epsilon)$ has the same property.

Corollary 3.10. When $|\epsilon|$ is small enough,

$$
\begin{aligned}
\left|\lambda_{n}(\epsilon)-(n+\operatorname{sgn} n) c_{\epsilon} i+i \operatorname{sgn} n\right|<|n|(C \epsilon)^{2|n|+4}<C^{\prime} \epsilon^{6}, & n \in \mathbb{Z} \backslash\{0\}, \\
\left|\lambda_{n}^{\prime}(\epsilon)-(n+\operatorname{sgn} n) \partial_{\epsilon} c_{\epsilon} i\right|<|n|(C \epsilon)^{2|n|+3}<C^{\prime} \epsilon^{5}, & n \in \mathbb{Z} \backslash\{0\},
\end{aligned}
$$

for some constant $C, C^{\prime}>0$ independent of $n$.
Proof. By Proposition 3.9. the Taylor expansions of $\lambda_{n}(\epsilon)$ and $(n+\operatorname{sgn} n) c_{\epsilon} i-i \operatorname{sgn} n$ differ only from the term $\epsilon^{2|n|+4}$. By Corollary 3.5, the error terms of the former sum up to $O\left(|n| \sum_{k=2|n|+4}^{\infty}(C \epsilon)^{k}\right)=$ $O\left(|n|(C \epsilon)^{2|n|+4}\right)$ if, say, $C|\epsilon|<\frac{1}{2}$. The error term of the latter clearly also satisfy this bound.

To extend the chain of inequalities it suffices to note that $|n|(C \epsilon)^{2|n|-2}$ is uniformly bounded for $n \neq 0$ if $|C \epsilon|<\frac{1}{2}$.

3G. Time resonance analysis. For $m, n$ and $l \in \mathbb{Z}$ we consider

$$
\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)=(m+n+l) c_{\epsilon} i+(\operatorname{sgn} m+\operatorname{sgn} n+\operatorname{sgn} l)\left(c_{\epsilon}-1\right) i+O\left(\epsilon^{6}\right) .
$$

Proposition 3.11. If $m, n, l \in \mathbb{Z}$ and $m n l \neq 0$, then when $\epsilon$ is small enough, $\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|>\frac{1}{5} \epsilon^{2}$.
Proof. By (3-7) and (2-7),

$$
\begin{aligned}
\frac{c_{\epsilon}}{2 \pi} & =\left(\int_{0}^{2 \pi} \frac{d y}{u_{\epsilon}(y)-v_{\epsilon}}\right)^{-1}=\left(\int_{0}^{2 \pi} \frac{d y}{1+\epsilon \cos y-\frac{1}{2} \epsilon^{2} \cos 2 y+\frac{1}{4} \epsilon^{2}}\right)^{-1}+O\left(\epsilon^{3}\right) \\
& =\left(\int_{0}^{2 \pi}\left(1-\epsilon \cos y+\epsilon^{2} \cos ^{2} y+\frac{1}{2} \epsilon^{2} \cos 2 y-\frac{1}{4} \epsilon^{2}\right) d y\right)^{-1}+O\left(\epsilon^{3}\right) \\
c_{\epsilon} & =\left(1+\frac{1}{4} \epsilon^{2}\right)^{-1}+O\left(\epsilon^{3}\right)=1-\frac{1}{4} \epsilon^{2}+O\left(\epsilon^{3}\right)
\end{aligned}
$$

We distinguish three cases.
Case 1: $m+n+l \neq 0$. Then $|m+n+l| \geq 1$. Since $c_{\epsilon}-1 \lesssim \epsilon^{2}$,

$$
\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)=(m+n+l) c_{\epsilon} i+O\left(\epsilon^{2}\right) .
$$

Since $c_{\epsilon} \rightarrow 1$ as $\epsilon \rightarrow 0$, we have $\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|>\frac{1}{2}|m+n+l|$ for small $\epsilon$.
Case 2: $m+n+l=0$ and $m n l \neq 0$. Then

$$
\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)=-\frac{1}{4}(\operatorname{sgn} m+\operatorname{sgn} n+\operatorname{sgn} l) \epsilon^{2} i+O\left(\epsilon^{3}\right) .
$$

Since $|\operatorname{sgn} m|=|\operatorname{sgn} n|=|\operatorname{sgn} l|=1$, we have $|\operatorname{sgn} m+\operatorname{sgn} n+\operatorname{sgn} l| \geq 1$, so $\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|>\frac{1}{5} \epsilon^{2}$ when $\epsilon$ is small enough.

When $m+n+l=0$ and $m n l=0$, since $\lambda_{n}(\epsilon)$ is odd in $n$, it follows that $\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)=0$. We do have time resonance in this case. We will eliminate this case by choosing a new frame of reference.

## 4. A new frame of reference

Recall that the traveling wave solution

$$
f_{\epsilon}(x, t)=u_{\epsilon}\left(x+v_{\epsilon} t\right)
$$

satisfies

$$
\partial_{t} f_{\epsilon}=H f_{\epsilon}+f_{\epsilon} \partial_{x} f_{\epsilon},
$$

i.e.,

$$
v_{\epsilon} u_{\epsilon}^{\prime}=H u_{\epsilon}+u_{\epsilon} u_{\epsilon}^{\prime} .
$$

Now we aim to find a new reference frame. Let $P_{0}^{ \pm}(\epsilon)$ be the projection on the 1-dimensional space spanned by the eigenvector $\varphi_{0}^{+}(\epsilon)=\partial_{\epsilon} u_{\epsilon}$ and $\varphi_{0}^{-}(\epsilon)=-\epsilon^{-1} u_{\epsilon}^{\prime}$, respectively. Then we aim to rewrite

$$
f(x, t)=u_{\epsilon(t)}(x+a(t))+g(x+a(t), t),
$$

where $\epsilon, a \in \mathbb{R}$ and $P_{0}^{ \pm}(\epsilon(t)) g=0$. We first show that it is always possible, provided that $f$ is close to a traveling wave.
Proposition 4.1. Let $k \geq 2$. Then there is $r=r(k)>0$ such that if $\left|\epsilon_{0}\right|<r$ and $\left\|f-u_{\epsilon_{0}}\right\|_{H^{k}}<r\left|\epsilon_{0}\right|$, then there is $\epsilon \in \mathbb{R}, a \in \mathbb{R} / 2 \pi \mathbb{Z}$ and $g \in H^{k}$ such that

$$
\begin{gather*}
f(x)=u_{\epsilon}(x+a)+g(x+a),  \tag{4-1}\\
P_{0}^{ \pm}(\epsilon) g=0,  \tag{4-2}\\
\left|\epsilon-\epsilon_{0}\right|+\|g\|_{H^{k}} \lesssim\left\|f-u_{\epsilon_{0}}\right\|_{H^{k}} . \tag{4-3}
\end{gather*}
$$

Moreover, $\epsilon, a$ and $g$ depend smoothly on $f$.
Proof. Define the map $F:(-r, r)^{2} \rightarrow \mathbb{R}^{2},(\epsilon, a) \mapsto\left(y^{+}, y^{-}\right)$, with

$$
\begin{equation*}
P_{0}^{ \pm}(\epsilon)\left(f(x-a)-u_{\epsilon}(x)\right)=y^{ \pm} \varphi_{0}^{ \pm}(\epsilon) . \tag{4-4}
\end{equation*}
$$

We now find the solution to the equation $F(\epsilon, a)=0$. Since $P_{0}^{ \pm}(\epsilon)$ is uniformly bounded in $L^{2}$ and $\left\|\varphi_{0}^{ \pm}(\epsilon)\right\|$ is uniformly bounded from below,

$$
\begin{equation*}
|F(\epsilon, a)| \lesssim\left\|f(x-a)-u_{\epsilon}\right\|_{L^{2}} . \tag{4-5}
\end{equation*}
$$

Summing the two equations in (4-4) and taking the total derivative yields

$$
\begin{align*}
-\left(P_{0}^{+}(\epsilon)+P_{0}^{-}(\epsilon)\right)\left(f^{\prime}(x-a)\right) d a & -\varphi_{0}^{+}(\epsilon) d \epsilon+\left(\partial_{\epsilon} P_{0}^{+}(\epsilon)+\partial_{\epsilon} P_{0}^{-}(\epsilon)\right)\left(f(x-a)-u_{\epsilon}(x)\right) d \epsilon  \tag{4-6}\\
& =\varphi_{0}^{+}(\epsilon) d y^{+}+\varphi_{0}^{-}(\epsilon) d y^{-}+y^{+} \partial_{\epsilon} \varphi_{0}^{+}(\epsilon) d \epsilon+y^{-} \partial_{\epsilon} \varphi_{0}^{-}(\epsilon) d \epsilon \tag{4-7}
\end{align*}
$$

Since $\|f\|_{H^{2}} \leq\left\|u_{\epsilon_{0}}\right\|_{H^{2}}+r\left|\epsilon_{0}\right| \lesssim\left|\epsilon_{0}\right|$, we have

$$
\begin{align*}
\left\|f(x-a)-u_{\epsilon}\right\|_{H^{1}} & \leq\|f(x-a)-f(x)\|_{H^{1}}+\left\|f-u_{\epsilon_{0}}\right\|_{H^{1}}+\left\|u_{\epsilon}-u_{\epsilon_{0}}\right\|_{H^{1}} \\
& \lesssim\left|a \epsilon_{0}\right|+r\left|\epsilon_{0}\right|+\left|\epsilon-\epsilon_{0}\right| . \tag{4-8}
\end{align*}
$$

Since both $P_{0}^{ \pm}(\epsilon)$ and $\partial_{\epsilon} P_{0}^{ \pm}(\epsilon)$ are uniformly bounded on $L^{2}$, and $u_{\epsilon}^{\prime}=-\epsilon \varphi_{0}^{-}(\epsilon)$,

$$
\left\|(4-6)-\epsilon \varphi_{0}^{-}(\epsilon) d a+\varphi_{0}^{+}(\epsilon) d \epsilon\right\|_{L^{2}} \lesssim\left(\left|a \epsilon_{0}\right|+r\left|\epsilon_{0}\right|+\left|\epsilon-\epsilon_{0}\right|\right)(|d a|+|d \epsilon|)
$$

By (4-5) and (4-8),

$$
\left\|y^{ \pm} \partial_{\epsilon} \varphi_{0}^{ \pm}(\epsilon)\right\|_{L^{2}} \lesssim|F(\epsilon, a)| \lesssim\left|a \epsilon_{0}\right|+r\left|\epsilon_{0}\right|+\left|\epsilon-\epsilon_{0}\right|
$$

SO

$$
\left\|(4-7)-\varphi_{0}^{+}(\epsilon) d y^{+}-\varphi_{0}^{-}(\epsilon) d y^{-}\right\|_{L^{2}} \lesssim\left(\left|a \epsilon_{0}\right|+r\left|\epsilon_{0}\right|+\left|\epsilon-\epsilon_{0}\right|\right)|d \epsilon| .
$$

Hence the equality between (4-6) and (4-7) gives an estimate of the differential

$$
\left\|d F(\epsilon, a)-\left(\begin{array}{rr}
1 & 0 \\
0 & -\epsilon
\end{array}\right)\right\| \lesssim\left|a \epsilon_{0}\right|+r\left|\epsilon_{0}\right|+\left|\epsilon-\epsilon_{0}\right|
$$

We assume that the solution $(\epsilon, a)$ satisfies $\left|\epsilon-\epsilon_{0}\right|+\left|a \epsilon_{0}\right|<r_{0}\left|\epsilon_{0}\right|$, where $r_{0}$ is small enough. This in particular implies $\frac{1}{2}\left|\epsilon_{0}\right|<|\epsilon|<2\left|\epsilon_{0}\right|$. Then

$$
\left\|d F(\epsilon, a)-\left(\begin{array}{cc}
1 & 0 \\
0 & -\epsilon_{0}
\end{array}\right)\right\| \lesssim\left(r_{0}+r\right)\left|\epsilon_{0}\right|
$$

is also small enough. Let

$$
G=\rrbracket+\left(d F(\epsilon, a)-\left(\begin{array}{cc}
1 & 0 \\
0 & -\epsilon_{0}
\end{array}\right)\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1 / \epsilon_{0}
\end{array}\right) .
$$

Then

$$
d F=G\left(\begin{array}{cc}
1 & 0 \\
0 & -\epsilon_{0}
\end{array}\right)
$$

and

$$
\|G-\| \| \lesssim r_{0}+r .
$$

If $r_{0}$ and $r$ are small enough, then $\|G\|$ and $\left\|G^{-1}\right\|<2$.
Let $\left(\epsilon_{1}, a_{1}\right)=\left(\epsilon_{0}, 0\right)-d F\left(\epsilon_{0}, 0\right)^{-1} F\left(\epsilon_{0}, 0\right)$. Then (recalling (4-5))

$$
\left|\epsilon_{1}-\epsilon_{0}\right|+\left|a_{1} \epsilon_{0}\right| \lesssim\left|G^{-1} F\left(\epsilon_{0}, 0\right)\right| \lesssim\left|F\left(\epsilon_{0}, 0\right)\right| \lesssim\left\|f-u_{\epsilon_{0}}\right\|_{L^{2}} \lesssim r\left|\epsilon_{0}\right| .
$$

Since $\left|\partial_{\epsilon}^{2} F\right|$ and $\left|\partial_{a \epsilon} F\right| \lesssim 1$, and $\left|\partial_{a}^{2} F\right| \lesssim\|f\|_{H^{2}} \lesssim\left|\epsilon_{0}\right|$, by Taylor's theorem,

$$
\left|F\left(\epsilon_{1}, a_{1}\right)\right| \lesssim\left|\epsilon_{1}-\epsilon_{0}\right|^{2}+\left|\epsilon_{1}-\epsilon_{0}\right|\left|a_{1}\right|+\left|\epsilon_{0}\right|\left|a_{1}\right|^{2} \lesssim r\left|F\left(\epsilon_{0}, 0\right)\right| .
$$

Hence the iteration $\left(\epsilon_{n+1}, a_{n+1}\right)=\left(\epsilon_{n}, a_{n}\right)+d F\left(\epsilon_{n}, a_{n}\right)^{-1} F\left(\epsilon_{n}, a_{n}\right)$ converges when $r$ is small enough. Moreover $\left|\epsilon_{n}-\epsilon_{0}\right|+\left|a_{n} \epsilon_{0}\right| \lesssim\left|F\left(\epsilon_{0}, 0\right)\right|$. Then $(\epsilon, a):=\lim _{n \rightarrow \infty}\left(\epsilon_{n}, a_{n}\right)$ satisfies $F(\epsilon, a)=0$ and $\left|\epsilon-\epsilon_{0}\right|+\left|a \epsilon_{0}\right| \lesssim\left|F\left(\epsilon_{0}, 0\right)\right| \lesssim r\left|\epsilon_{0}\right|<r_{0}\left|\epsilon_{0}\right|$ if $r$ is small compared to $r_{0}$.

Let $g=f(x-a)-u_{\epsilon}$. Then (4-1) and (4-2) clearly hold. Moreover,

$$
\begin{aligned}
\|g\|_{H^{k}} & =\|g(x+a)\|_{H^{k}}=\left\|f(x)-u_{\epsilon}(x+a)\right\|_{H^{k}} \\
& \leq\left\|f-u_{\epsilon_{0}}\right\|_{H^{k}}+\left\|u_{\epsilon}(x+a)-u_{\epsilon_{0}}(x)\right\|_{H^{k}} \\
& \lesssim\left\|f-u_{\epsilon_{0}}\right\|_{H^{k}}+\left|\epsilon-\epsilon_{0}\right|+\left|a \epsilon_{0}\right| \\
& \lesssim\left\|f-u_{\epsilon_{0}}\right\|_{H^{k}}+\left|F\left(\epsilon_{0}, 0\right)\right| \lesssim\left\|f-u_{\epsilon_{0}}\right\|_{H^{k}}
\end{aligned}
$$

showing (4-3). The smooth dependence of $\epsilon, a$ and $g$ on $f$ is also clear.
By translation symmetry, if $f$ is $r\left|\epsilon_{0}\right|$-close to $u_{\epsilon_{0}}(x+a)$ for some $a \in \mathbb{R} / 2 \pi \mathbb{Z}$, we can reach a similar conclusion. Then we can write

$$
f(x, t)=u_{\epsilon(t)}(x+a(t))+g(x+a(t), t)
$$

We will obtain an energy estimate for $g$. Combined with local well-posedness of (1-1) and Proposition 4.1, we can show that the solution extends as long as the energy estimate closes, see the end of Section 5B.

To get the energy estimate, we first need to derive an evolution equation for $g$. Since $f$ is differentiable in $t$, so are $\epsilon(t), a(t)$ and $g$, and we get

$$
f_{t}(x, t)=a^{\prime}(t)\left(u_{\epsilon}^{\prime}+g_{x}\right)(x+a(t))+\epsilon^{\prime}(t) \partial_{\epsilon} u_{\epsilon}(x+a(t))+g_{t}(x+a(t), t)
$$

and

$$
\begin{aligned}
\left(H f+f f_{x}\right)(x, t)=\left(H u_{\epsilon}+u_{\epsilon} u_{\epsilon}^{\prime}\right)(x+a(t))+ & H g(x+a(t), t) \\
& +\partial_{x}\left(u_{\epsilon}(x+a(t)) g(x+a(t), t)\right)+\left(g g_{x}\right)(x+a(t), t) .
\end{aligned}
$$

The equation for $g$ is then

$$
\begin{aligned}
g_{t} & =v_{\epsilon} u_{\epsilon}^{\prime}-a^{\prime}(t)\left(u_{\epsilon}^{\prime}+g_{x}\right)-\epsilon^{\prime}(t) \partial_{\epsilon} u_{\epsilon}+H g+\left(u_{\epsilon} g\right)_{x}+g g_{x} \\
& =L_{\epsilon} g+\left(v_{\epsilon}-a^{\prime}(t)\right)\left(u_{\epsilon}^{\prime}+g_{x}\right)-\epsilon^{\prime}(t) \partial_{\epsilon} u_{\epsilon}+g g_{x} .
\end{aligned}
$$

Since $P_{0}^{ \pm}(\epsilon) g(t)=0$, we have $P_{0}^{ \pm}(\epsilon) g_{t}=-\epsilon^{\prime}(t) \partial_{\epsilon} P_{0}^{ \pm}(\epsilon) g$, so the action of the projections $P_{0}^{ \pm}(\epsilon)$ on the above equation is

$$
\begin{array}{r}
\left(v_{\epsilon}-a^{\prime}(t)\right) P_{0}^{+}(\epsilon) g_{x}+\epsilon^{\prime}(t)\left(\partial_{\epsilon} P_{0}^{+}(\epsilon) g-\partial_{\epsilon} u_{\epsilon}\right)+P_{0}^{+}(\epsilon)\left(g g_{x}\right)=0, \\
\quad\left(v_{\epsilon}-a^{\prime}(t)\right)\left(u_{\epsilon}^{\prime}+P_{0}^{-}(\epsilon) g_{x}\right)+\epsilon^{\prime}(t) \partial_{\epsilon} P_{0}^{-}(\epsilon) g+P_{0}^{-}(\epsilon)\left(g g_{x}\right)=0 .
\end{array}
$$

Since $P_{0}^{ \pm}(\epsilon)$ are bounded on $L^{2}$, we have $\left\|P_{0}^{ \pm}(\epsilon) g_{x}\right\|_{L^{2}} \lesssim\|g\|_{H^{1}}$. Since $P_{0}^{ \pm}(\epsilon)$ are analytic in $\epsilon$, we have $\left\|\partial_{\epsilon} P_{0}^{ \pm}(\epsilon) g\right\|_{L^{2}} \lesssim\|g\|_{L^{2}}$. Since $P_{0}^{ \pm}(\epsilon)$ is a projection, we have $P_{0}^{ \pm}(\epsilon)^{2}=P_{0}^{ \pm}(\epsilon)$. Taking the derivative in $\epsilon$ and using the constraint $P_{0}^{ \pm}(\epsilon) g=0$, we have $P_{0}^{ \pm}(\epsilon) \partial_{\epsilon} P_{0}^{ \pm}(\epsilon) g=\partial_{\epsilon} P_{0}^{ \pm}(\epsilon) g$, i.e., $\partial_{\epsilon} P_{0}^{ \pm}(\epsilon) g$ is in the 1 -dimensional space spanned by $\varphi_{0}^{ \pm}(\epsilon)$. Hence

$$
\left|P_{0}^{ \pm}(\epsilon) g_{x} / \varphi_{0}^{+}(\epsilon)\right| \lesssim\|g\|_{H^{1}}, \quad\left|\partial_{\epsilon} P_{0}^{ \pm}(\epsilon) g / \varphi_{0}^{ \pm}(\epsilon)\right| \lesssim\|g\|_{L^{2}}
$$

Thus, dividing the two equations by $\varphi_{0}^{ \pm}(\epsilon)$ we get

$$
\left|\left(\left(\begin{array}{ll}
0 & 1 \\
\epsilon & 0
\end{array}\right)+O\left(\|g\|_{H^{1}}\right)\right)\binom{v_{\epsilon}-a^{\prime}(t)}{\epsilon^{\prime}(t)}\right|=\left|\binom{P_{0}^{+}(\epsilon)\left(g g_{x}\right) / \varphi_{0}^{+}(\epsilon)}{P_{0}^{-}(\epsilon)\left(g g_{x}\right) / \varphi_{0}^{-}(\epsilon)}\right| \lesssim\|g(t)\|_{H^{1}}^{2}
$$

Assuming $\|g(t)\|_{H^{1}} /|\epsilon|$ is small enough we have

$$
\begin{equation*}
\binom{v_{\epsilon}-a^{\prime}(t)}{\epsilon^{\prime}(t)}=\binom{O\left(\|g(t)\|_{H^{1}}^{2} /|\epsilon|\right)}{O\left(\|g(t)\|_{H^{1}}^{2}\right)} . \tag{4-9}
\end{equation*}
$$

4A. Diagonalization. To find the evolution of other modes, we diagonalize the equation for $g$. Let $g=h_{x}$ and $h=\tilde{h} \circ \phi_{\epsilon}$, where $\phi_{\epsilon}$ satisfies (3-3). Recall from (3-1) that $L_{\epsilon} g=-v_{\epsilon} g_{x}+H g+\left(u_{\epsilon} g\right)_{x}$, so

$$
h_{t}=-v_{\epsilon} h_{x}+H h+u_{\epsilon} h_{x}-\epsilon^{\prime}(t) \partial_{\epsilon} U_{\epsilon}+\left(v_{\epsilon}-a^{\prime}(t)\right)\left(u_{\epsilon}+h_{x}\right)+\frac{1}{2} h_{x}^{2}(\bmod 1),
$$

where $U_{\epsilon}$ is a primitive of $u_{\epsilon}$. Differentiating $h=\tilde{h} \circ \phi_{\epsilon}$ with respect to $\epsilon$ we get

$$
h_{t}=\tilde{h}_{t} \circ \phi_{\epsilon}+\epsilon^{\prime}(t)\left(\partial_{\epsilon} \phi_{\epsilon}\right)\left(\tilde{h}_{x} \circ \phi_{\epsilon}\right) .
$$

On the other hand,

$$
\left(-v_{\epsilon} h_{x}+H h+u_{\epsilon} h_{x}\right)_{x}=L_{\epsilon} g=\left(\left(\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right) \tilde{h}\right) \circ \phi_{\epsilon}\right)_{x},
$$

so

$$
\begin{aligned}
\tilde{h}_{t}=\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right) \tilde{h}-\epsilon^{\prime}(t)\left(\partial_{\epsilon} \phi_{\epsilon} \circ \phi_{\epsilon}^{-1}\right) \tilde{h}_{x}-\epsilon^{\prime}(t) & \partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1} \\
& +\left(v_{\epsilon}-a^{\prime}(t)\right)\left(u_{\epsilon}+h_{x}\right) \circ \phi_{\epsilon}^{-1}+\frac{1}{2} h_{x}^{2} \circ \phi_{\epsilon}^{-1}(\bmod 1) .
\end{aligned}
$$

By the chain rule, $h_{x}=\phi_{\epsilon}^{\prime}\left(\tilde{h}_{x} \circ \phi_{\epsilon}\right)$, so $h_{x} \circ \phi_{\epsilon}^{-1}=\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right) \tilde{h}_{x}$, and

$$
\begin{aligned}
\tilde{h}_{t} & =\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right) \tilde{h}+\Phi_{\epsilon} \tilde{h}_{x}-\epsilon^{\prime}(t) \partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1}+\left(v_{\epsilon}-a^{\prime}(t)\right) u_{\epsilon} \circ \phi_{\epsilon}^{-1}+\frac{1}{2}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2} \tilde{h}_{x}^{2}(\bmod 1), \\
\Phi_{\epsilon} & =-\epsilon^{\prime}(t)\left(\partial_{\epsilon} \phi_{\epsilon} \circ \phi_{\epsilon}^{-1}\right)+\left(v_{\epsilon}-a^{\prime}(t)\right)\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right) .
\end{aligned}
$$

Using the operator $W_{\epsilon}$ from Lemma 3.7 we have

$$
\left(1+W_{\epsilon}\right)\left(c_{\epsilon} \partial_{x}+H+R_{\epsilon}\right)=\Lambda_{\epsilon}\left(1+W_{\epsilon}\right),
$$

where $\Lambda_{\epsilon}$ is a Fourier multiplier whose action on the Fourier mode $e^{i(n+\operatorname{sgn} n) x}$ is multiplication by $\lambda_{n}(\epsilon)$. Since $W_{\epsilon} / \epsilon$ is of class $\mathcal{S}$, uniformly in $\epsilon$, for any smooth function $F$, the operator

$$
\tilde{h} \mapsto \mathcal{R}_{\epsilon}(F) \tilde{h}:=\left(1+W_{\epsilon}\right)\left(F \tilde{h}_{x}\right)-F\left(\left(1+W_{\epsilon}\right) \tilde{h}\right)_{x}
$$

is of class $\mathcal{S}$, with the implicit constants depending on the $C^{k}$ norms of $F$.
Let $\mathfrak{h}=\left(1+W_{\epsilon}\right) \tilde{h}$. Then

$$
\begin{aligned}
\left(1+W_{\epsilon}\right) \tilde{h}_{t}=\Lambda_{\epsilon} \mathfrak{h}+\Phi_{\epsilon} \mathfrak{h}_{x}-\epsilon^{\prime}(t)(1+ & \left.W_{\epsilon}\right)\left(\partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1}\right) \\
& +\left(v_{\epsilon}-a^{\prime}(t)\right)\left(1+W_{\epsilon}\right)\left(u_{\epsilon} \circ \phi_{\epsilon}^{-1}\right)+N_{\epsilon}[\mathfrak{h}, \mathfrak{h}]+\mathcal{R}_{\epsilon}\left(\Phi_{\epsilon}\right) \tilde{h}(\bmod 1)
\end{aligned}
$$

where

$$
\begin{equation*}
N_{\epsilon}[\mathfrak{h}, \mathfrak{h}]=\frac{1}{2}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}\right)_{x}^{2} . \tag{4-10}
\end{equation*}
$$

Both $\mathcal{R}_{\epsilon}\left(\partial_{\epsilon} \phi_{\epsilon} \circ \phi_{\epsilon}^{-1}\right)$ and $\mathcal{R}_{\epsilon}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}-1\right) / \epsilon$ are of class $\mathcal{S}$, uniformly in $\epsilon$ when $\epsilon$ is small. Moreover, since $W_{\epsilon}$ is analytic in $\epsilon$ with $W_{0}=0$, so is $\mathcal{R}_{\epsilon}(1)$ with $\mathcal{R}_{0}(1)=0$. Hence $R_{\epsilon}(1) / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$, and so is $\mathcal{R}_{\epsilon}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right) / \epsilon$.

Since $\partial_{\epsilon} u_{\epsilon}$ and $u_{\epsilon}^{\prime}$ are in the generalized eigenspace of $L_{\epsilon}$ associated with the eigenvalue 0 , we have $\partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1}$ and $u_{\epsilon} \circ \phi_{\epsilon}^{-1}$ are in the corresponding space of $c_{\epsilon} \partial_{x}+H+R_{\epsilon}$, so $\left(1+W_{\epsilon}\right)\left(\partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1}\right)$ and $\left(1+W_{\epsilon}\right)\left(u_{\epsilon} \circ \phi_{\epsilon}^{-1}\right)$ are in the space spanned by $\sin x$ and $\cos x$, according to Lemma 3.7.

Now we have

$$
\begin{align*}
\mathfrak{h}_{t} & =\left(1+W_{\epsilon}\right) \tilde{h}_{t}+\epsilon^{\prime}(t) \partial_{\epsilon} W_{\epsilon} \tilde{h} \\
& =\Lambda_{\epsilon} \mathfrak{h}+\Phi_{\epsilon} \mathfrak{h}_{x}+N_{\epsilon}[\mathfrak{h}, \mathfrak{h}]+\text { Rest }(\bmod 1, \sin x, \cos x) \tag{4-11}
\end{align*}
$$

where $N_{\epsilon}[\mathfrak{h}, \mathfrak{h}]$ is given by (4-10) and

$$
\text { Rest }=\epsilon^{\prime}(t)\left(\partial_{\epsilon} W_{\epsilon}\right) \tilde{h}+\mathcal{R}_{\epsilon}\left(\Phi_{\epsilon}\right) \tilde{h}
$$

is also of class $\mathcal{S}$ uniformly in $\epsilon$ when $\epsilon$ is small.

Recall that $\epsilon^{\prime}(t)$ and $a^{\prime}(t)$ are chosen such that $P_{0}(\epsilon) g(t)=0$ for all $t$, where $P_{0}(\epsilon)$ is the projection onto the span of $\partial_{\epsilon} u_{\epsilon}$ and $u_{\epsilon}^{\prime}$. This implies $Q_{0}(\epsilon) \tilde{h}(t)=0$ for all $t$, where $Q_{0}(\epsilon)$ is the projection onto the span of $\partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1}$ and $u_{\epsilon} \circ \phi_{\epsilon}^{-1}$. Since $1+W_{\epsilon}$ maps the span of $\partial_{\epsilon} U_{\epsilon} \circ \phi_{\epsilon}^{-1}$ and $u_{\epsilon} \circ \phi_{\epsilon}^{-1}$ to the span of $\sin x$ and $\cos x$, we have $\hat{\mathfrak{h}}(1)=\hat{\mathfrak{h}}(-1)=0$ for all $t$.

## 5. Energy estimates

Since $\hat{\mathfrak{h}}(1)=\hat{\mathfrak{h}}(-1)=0$ for all $t$, for $k=0,1, \ldots$ we define the energy

$$
E_{k}=\frac{1}{2}\|\mathfrak{h}\|_{\dot{H}^{k}}^{2}=\frac{1}{2}\|\mathfrak{h}\|_{H^{k} /(1, \sin x, \cos x)}^{2}
$$

and aim to control its growth.
Using the evolution equation (4-11) for $\mathfrak{h}$ and the anti-self-adjointness of $\Lambda_{\epsilon}$ we get

$$
\begin{aligned}
\frac{d}{d t} E_{k}(t) & =E_{\Phi}(t)+E_{N}(t)+E_{\text {Rest }}(t) \\
E_{\Phi}(t) & =\left\langle\Phi_{\epsilon} \mathfrak{h}_{x}, \mathfrak{h}\right\rangle_{\dot{H}^{k}}, \\
E_{N}(t) & =\left\langle N_{\epsilon}[\mathfrak{h}(t), \mathfrak{h}(t)], \mathfrak{h}(t)\right\rangle_{\dot{H}^{k}}, \\
E_{\text {Rest }}(t) & =\left\langle\epsilon^{\prime}(t) \partial_{\epsilon} W_{\epsilon} \tilde{h}(t)+\mathcal{R}_{\epsilon}\left(\Phi_{\epsilon}\right) \tilde{h}(t), \mathfrak{h}(t)\right\rangle_{\dot{H}^{k}} .
\end{aligned}
$$

Recall that $g=h_{x}, h=\tilde{h} \circ \phi_{\epsilon}$ and $\mathfrak{h}=\left(1+W_{\epsilon}\right) \tilde{h}$. When $\epsilon$ is small enough, the last two are bounded operators with bounded inverse between $\dot{H}^{k}, k=0,1, \ldots$, so

$$
\begin{equation*}
\|g\|_{H^{k}} \approx_{k}\|h\|_{\dot{H}^{k+1}} \approx_{k}\|\tilde{h}\|_{\dot{H}^{k+1}} \approx_{k}\|\mathfrak{h}\|_{\dot{H}^{k+1}} \tag{5-1}
\end{equation*}
$$

Since $\mathcal{R}_{\epsilon}\left(\partial_{\epsilon} \phi_{\epsilon} \circ \phi_{\epsilon}^{-1}\right), \mathcal{R}_{\epsilon}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right) / \epsilon$ and $\partial_{\epsilon} W_{\epsilon}$ are of class $\mathcal{S}$ uniformly in $\epsilon$,

$$
\begin{array}{r}
\left\|\left(\epsilon^{\prime}(t) \partial_{\epsilon} W_{\epsilon}-\epsilon^{\prime}(t) \mathcal{R}_{\epsilon}\left(\partial_{\epsilon} \phi_{\epsilon} \circ \phi_{\epsilon}^{-1}\right)\right) \tilde{h}(t)\right\|_{\dot{H}^{k}} \lesssim_{k}\|g(t)\|_{H^{1}}^{2}\|\tilde{h}(t)\|_{\dot{H}^{1}} \lesssim_{k} E_{2}(t)^{3 / 2}, \\
\left\|\left(v_{\epsilon}-a^{\prime}(t)\right) \mathcal{R}_{\epsilon}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right) \tilde{h}(t)\right\|_{\dot{H}^{k}} \lesssim_{k}\left(\|g(t)\|_{H^{1}}^{2} / \epsilon\right) \epsilon\|\tilde{h}(t)\|_{\dot{H}^{1}} \lesssim_{k} E_{2}(t)^{3 / 2}
\end{array}
$$

so

$$
\begin{equation*}
\left|E_{\text {Rest }}(t)\right| \lesssim_{k} E_{2}(t)^{3 / 2} E_{k}(t)^{1 / 2} \tag{5-2}
\end{equation*}
$$

To bound $E_{\Phi}$ we use (4-9) and (5-1) to get

$$
\left\|\Phi_{\epsilon}^{\prime}\right\|_{C^{k}} \lesssim_{k}\|g(t)\|_{H^{1}}^{2}+\left(\|g(t)\|_{H^{1}}^{2} /|\epsilon|\right)|\epsilon| \lesssim k E_{2}(t)
$$

Since $E_{\Phi}$ loses only one derivative in $\mathfrak{h}$, we have

$$
\begin{equation*}
\left|E_{\Phi}(t)-\left\langle\Phi_{\epsilon} \partial_{x}^{k+1} \mathfrak{h}(t), \partial_{x}^{k} \mathfrak{h}(t)\right\rangle_{L^{2} /(1)}\right| \lesssim_{k} E_{2}(t) E_{k}(t) \tag{5-3}
\end{equation*}
$$

For the sake of bounding this term, since the inner product is taken in the space $L^{2} /(1)$, we can without loss of generality assume that $\hat{\mathfrak{h}}(0)=0$ (which is not true in general) and integrate by parts to get

$$
2\left\langle\Phi_{\epsilon} \partial_{x}^{k+1} \mathfrak{h}(t), \partial_{x}^{k} \mathfrak{h}(t)\right\rangle_{L^{2} /(1)}=\int_{0}^{2 \pi} \Phi_{\epsilon} \partial_{x}\left(\partial_{x}^{k} \mathfrak{h}(t)\right)^{2} d x=-\int_{0}^{2 \pi} \Phi_{\epsilon}^{\prime}\left(\partial_{x}^{k} \mathfrak{h}(t)\right)^{2} d x
$$

so again by (4-9) and (5-1),

$$
\begin{equation*}
\left|E_{\Phi}(t)\right| \lesssim k E_{2}(t) E_{k}(t) \tag{5-4}
\end{equation*}
$$

Combining (5-2), (5-3) and (5-4) shows that

$$
\begin{equation*}
\left|\frac{d}{d t} E_{k}(t)-E_{N}(t)\right| \lesssim_{k} E_{2}(t) E_{k}(t) . \tag{5-5}
\end{equation*}
$$

5A. Normal form transformation. To bound $E_{N}$ we recall the expression of $N_{\epsilon}$ from (4-10). Since $N_{\epsilon}$ does not depend on the constant mode of $\mathfrak{h}$, we can also assume without loss of generality that $\hat{\mathfrak{h}}(0)=0$. We further have the decompositions

$$
\begin{align*}
E_{N}(t) & =E_{N 1}(t)+E_{N 2}(t), \\
E_{N 1}(t) & =\frac{1}{2} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k}\left(\partial_{x} \mathfrak{h}(t)\right)^{2} d x=\sum_{j=2}^{[k / 2]+1} c_{k j} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k+2-j} \mathfrak{h}(t) \partial_{x}^{j} \mathfrak{h}(t), \tag{5-6}
\end{align*}
$$

where $c_{k j} \in \mathbb{R}$ are constants and we integrated by parts to get rid of the terms with $k+1$ derivatives falling on a single factor of $\mathfrak{h}$.

We use the normal form transformation to bound them. Define the trilinear map
$\begin{aligned} & D_{\epsilon}\left[f_{1}, f_{2}, f_{3}\right]= \sum_{m n l \neq 0} \frac{1}{\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{2 \pi} \\ & \begin{array}{l}\hat{f}_{1}(m+\operatorname{sgn} m) e^{i(m+\operatorname{sgn} m) x} \\ \\ \times \hat{f}_{2}(n+\operatorname{sgn} n) e^{i(n+\operatorname{sgn} n) x} \\ \hat{f}_{3}(l+\operatorname{sgn} l) e^{i(l+\operatorname{sgn} l) x} d x\end{array}\end{aligned}$
and put

$$
D_{1, k, j}(t)=D_{\epsilon(t)}\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right] .
$$

Then

$$
\begin{aligned}
\frac{d}{d t} D_{1, k, j}(t)= & \epsilon^{\prime}(t)\left(\partial_{\epsilon} D_{\epsilon}\right)\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right] \\
+ & D_{\epsilon}\left[\partial_{x}^{k} \partial_{t} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right] \\
& +D_{\epsilon}\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \partial_{t} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right] \\
& +D_{\epsilon}\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \partial_{t} \mathfrak{h}(t)\right] .
\end{aligned}
$$

Note that $E_{N 1}(t)$ is a linear combination of the last three lines on the right-hand side, with $\partial_{t}$ replaced with $\Lambda_{\epsilon}$, so $(d / d t) \sum_{j=2}^{[k / 2]+1} c_{j k} D_{1, k, j}(t)-E_{N 1}(t)$ is a linear combination of

$$
\begin{align*}
& \epsilon^{\prime}(t)\left(\partial_{\epsilon} D_{\epsilon}\right)\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right],  \tag{5-7}\\
& D_{\epsilon}\left[\partial_{x}^{k}\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right],  \tag{5-8}\\
& D_{\epsilon}\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j}\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right],  \tag{5-9}\\
& D_{\epsilon}\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j}\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t)\right] . \tag{5-10}
\end{align*}
$$

We estimate these terms one by one.
By the definition of $D_{\epsilon}$,

$$
\begin{aligned}
(5-7)= & \epsilon^{\prime}(t)
\end{aligned} \begin{aligned}
& \sum_{m n l \neq 0} \frac{\left(\lambda_{m}^{\prime}(\epsilon)+\lambda_{n}^{\prime}(\epsilon)+\lambda_{l}^{\prime}(\epsilon)\right)}{2\left(\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right)^{2}} \\
& \\
&
\end{aligned} \int_{0}^{2 \pi} \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \partial_{x}^{k} e^{i(m+\operatorname{sgn} m) x} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \partial_{x}^{k+2-j} e^{i(n+\operatorname{sgn} n) x} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \partial_{x}^{j} e^{i(l+\operatorname{sgn} l) x} d x .
$$

We first bound the fraction. By Corollary 3.10, when $\epsilon$ is small enough,

$$
\begin{align*}
\lambda_{m}^{\prime}(\epsilon)+\lambda_{n}^{\prime}(\epsilon)+\lambda_{l}^{\prime}(\epsilon) & =(m+n+l+\operatorname{sgn} m+\operatorname{sgn} n+\operatorname{sgn} l) \partial_{\epsilon} c_{\epsilon} i+O\left(\epsilon^{5}\right) \\
& \lesssim(|m+n+l|+1)|\epsilon| \tag{5-11}
\end{align*}
$$

On the other hand, the integral vanishes unless

$$
\begin{equation*}
m+n+l+\operatorname{sgn} m+\operatorname{sgn} n+\operatorname{sgn} l=0 \tag{5-12}
\end{equation*}
$$

in which case $m+n+l$ is an odd number, and so is nonzero. Then by Case 1 of Proposition 3.11,

$$
\begin{equation*}
\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|>\frac{1}{2}|m+n+l|, \tag{5-13}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{\left|\lambda_{m}^{\prime}(\epsilon)+\lambda_{n}^{\prime}(\epsilon)+\lambda_{l}^{\prime}(\epsilon)\right|}{\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|^{2}} \lesssim|\epsilon| . \tag{5-14}
\end{equation*}
$$

Then for $k \geq 3$,

$$
\begin{align*}
&|(5-7)| \lesssim\left|\epsilon(t) \epsilon^{\prime}(t)\right| \sum_{\substack{m n l \neq 0 \\
(5-12)}} \mid(m+\operatorname{sgn} m)^{k} \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \\
& \quad \times(n+\operatorname{sgn} n)^{k+2-j} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t)(l+\operatorname{sgn} l)^{j} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \mid \\
& \approx\left|\epsilon(t) \epsilon^{\prime}(t)\right|\left|\int_{0}^{2 \pi} \partial_{x}^{k} H(x, t) \partial_{x}^{k+2-j} H(x, t) \partial_{x}^{j} H(x, t)\right| d x  \tag{5-15}\\
& \lesssim k\left|\epsilon(t) \epsilon^{\prime}(t)\right|\|H(x, t)\|_{H_{x}^{k}}^{2}\|H(x, t)\|_{W_{x}^{[k / 2]+1, \infty}} \lesssim k\left|\epsilon(t) \epsilon^{\prime}(t)\right|\|H(x, t)\|_{H_{x}^{k}}^{3}
\end{align*}
$$

since $k \geq[k / 2]+2$, where

$$
H(x, t)=\sum_{m \neq 0}|\hat{\mathfrak{h}}(m+\operatorname{sgn} m, t)| e^{i(m+\operatorname{sgn} m) x}
$$

satisfies

$$
\|H(x, t)\|_{H_{x}^{k}}=\|\mathfrak{h}(t)\|_{\dot{H}^{k}} \lesssim E_{k}(t)^{1 / 2}
$$

so by (4-9) and (5-1),

$$
\begin{equation*}
|(5-7)| \lesssim_{k}|\epsilon| E_{2}(t) E_{k}(t)^{3 / 2} \tag{5-16}
\end{equation*}
$$

To bound the other terms (5-8), (5-9) and (5-10), we use the evolution equation (4-11) of $\mathfrak{h}$, which loses one derivative in $\mathfrak{h}$, so

$$
\left\|\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t)\right\|_{\dot{H}^{k-1}} \lesssim\left(\|g\|_{H^{1}}^{2} /|\epsilon|\right)\|\mathfrak{h}(t)\|_{\dot{H}^{k}}+\|\mathfrak{h}(t)\|_{\dot{H}^{k}}^{2} .
$$

If $\|g(t)\|_{H^{1}} /|\epsilon|$ is small enough and $k \geq 2$, the first term is dominated by the second term thanks to (5-1). Since in the summation of $D_{\epsilon}$ it holds that $m+n+l \neq 0$, the denominator is uniformly bounded from below thanks to (5-13). Unless $j=2$ in (5-8) and (5-9), we can integrate by parts if necessary to ensure that at most $k-1$ derivatives in $x$ hit each factor of $j$. Then similarly to (5-15) it follows that for $k \geq 5$,

$$
\begin{equation*}
|((5-8), j \geq 3)+((5-9), j \geq 3)+(5-10)| \lesssim_{k} E_{k}(t)^{2} \tag{5-17}
\end{equation*}
$$

For $j=2$, by symmetry of $D_{\epsilon}$ it is clear that

$$
\begin{equation*}
((5-9), j=2)=((5-8), j=2) \tag{5-18}
\end{equation*}
$$

which according to (4-11) equals

$$
D_{\epsilon}\left[\partial_{x}^{k}\left(\Phi_{\epsilon} \mathfrak{h}_{x}(t)+N_{\epsilon}[\mathfrak{h}(t), \mathfrak{h}(t)]+R(t)\right), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right] .
$$

Similarly to (5-15),

$$
\begin{equation*}
\left|D_{\epsilon}\left[\partial_{x}^{k} R(t), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]\right| \lesssim_{k} E_{3}(t)^{2} E_{k}(t)^{1 / 2} \tag{5-19}
\end{equation*}
$$

Similarly to (5-3),

$$
\begin{equation*}
\left|D_{\epsilon}\left[\partial_{x}^{k}\left(\Phi_{\epsilon} \mathfrak{h}_{x}(t)\right)-\Phi_{\epsilon} \partial_{x}^{k+1} \mathfrak{h}(t), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]\right| \lesssim_{k} E_{3}(t)^{3 / 2} E_{k}(t) . \tag{5-20}
\end{equation*}
$$

By the definition of $D_{\epsilon}$,

$$
\begin{align*}
& D_{\epsilon}\left[\Phi_{\epsilon} \partial_{x}^{k+1} \mathfrak{h}_{x}(t), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right] \\
& \begin{aligned}
&=\sum_{m m^{\prime} n l \neq 0} \frac{1}{\lambda_{m^{\prime}}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{2 \pi} \widehat{\Phi}_{\epsilon}(p) e^{i p x} \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \partial_{x}^{k+1} e^{i(m+\operatorname{sgn} m) x} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \\
& \times \partial_{x}^{k} e^{i(n+\operatorname{sgn} n) x} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \partial_{x}^{2} e^{i(l+\operatorname{sgn} l) x} d x,
\end{aligned} \tag{5-21}
\end{align*}
$$

where $m^{\prime}+\operatorname{sgn} m^{\prime}=p+m+\operatorname{sgn} m \neq 0, \pm 1$. We break the summation into several parts.
$\underline{\text { Part 1 }: ~}|p| \geq \frac{1}{3}|m+\operatorname{sgn} m|$. Then we can transfer the extra derivative from $\mathfrak{h}$ to $\Phi_{\epsilon}$, and compute as in (5-3) to get

$$
\begin{equation*}
\mid \text { Part } 1 \mid \lesssim_{k} E_{3}(t)^{3 / 2} E_{k}(t) \tag{5-22}
\end{equation*}
$$

Part 2: $|p|<|m+\operatorname{sgn} m| / 3$ but $|p| \geq|n+\operatorname{sgn} n| / 3$. If $|n+\operatorname{sgn} n| \geq|m| / 3$ then $|p| \geq|m| / 9$, and we get the same bound as before. Otherwise, since the integral vanishes unless

$$
\begin{equation*}
p+m+n+l+\operatorname{sgn} m+\operatorname{sgn} n+\operatorname{sgn} l=0 \tag{5-23}
\end{equation*}
$$

in which case we have $|l+\operatorname{sgn} l|>|n+\operatorname{sgn} n| / 3$, we can transfer the extra derivative to the factor $\partial_{x}^{2} \mathfrak{h}$ to get (note that $\left\|\Phi_{\epsilon}\right\|_{C^{k}} \lesssim_{k}\|g\|_{H^{1}}^{2} /|\epsilon|$ )

$$
\begin{equation*}
\mid \text { Part } 2 \mid \lesssim k\left(\|g(t)\|_{H^{1}}^{2} /|\epsilon|\right) E_{4}(t)^{1 / 2} E_{k}(t) \lesssim E_{4}(t) E_{k}(t) \tag{5-24}
\end{equation*}
$$

provided that $\|g(t)\|_{H^{1}} /|\epsilon|$ is small enough.
Part 3: $|p|<\frac{1}{3}|m+\operatorname{sgn} m|$ and $|p|<\frac{1}{3}|n+\operatorname{sgn} n|$. Then $\operatorname{sgn}\left(m^{\prime}+\operatorname{sgn} m^{\prime}\right)=\operatorname{sgn}(m+\operatorname{sgn} m)$, i.e., $\operatorname{sgn} m^{\prime}=\operatorname{sgn} m$, so $m^{\prime}=m+p$. By symmetry,

$$
\begin{aligned}
& \text { Part } 3= \sum_{\substack{m n l \neq 0 \\
|p|<|m+\operatorname{sgn} m| / 3 \\
|p|<|n+\operatorname{sgn} n| / 3}} \frac{\frac{1}{2}}{\lambda_{m+p}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{2 \pi} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \partial_{x}^{2} e^{i(l+\operatorname{sgn} l) x} \widehat{\Phi}_{\epsilon}(p) e^{i p x} \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \\
& \times \sum_{\substack{m n l \neq 0 \\
|p|<|m+\operatorname{sgn} m| / 3 \\
|p|<|n+\operatorname{sgn} n| / 3}} \frac{\frac{1}{2}}{\lambda_{m}(\epsilon)+\lambda_{n+p}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{i(m+\operatorname{sgn} m) x} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \partial_{x}^{k} e^{i(n+\operatorname{sgn} n) x} d x \\
& \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \partial_{x}^{2} e^{i(l+\operatorname{sgn} l) x} \widehat{\Phi}_{\epsilon}(p) e^{i p x} \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \\
& \times \partial_{x}^{k} e^{i(m+\operatorname{sgn} m) x} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \partial_{x}^{k+1} e^{i(n+\operatorname{sgn} n) x} d x .
\end{aligned}
$$

Note that the two denominators are uniformly bounded from below. Also, $\operatorname{sgn}(m+p)=\operatorname{sgn} m$ and $|m+p|>\frac{1}{3}(2|m|-1)$, and similarly for $l$. Then by Corollary 3.10 , the two denominators differ by $O\left(|m| \epsilon^{4|m| / 3+3}+|n| \epsilon^{4|n| / 3+3}\right)$, so

$$
\begin{aligned}
& \begin{array}{r}
\text { Part } 3=\sum_{\substack{m n l \neq 0 \\
|p|<|m+\operatorname{sgn} m| / 3 \\
|p|<|n+\operatorname{sgn} n| / 3}} \frac{\frac{1}{2}}{\lambda_{m+p}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{2 \pi} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \partial_{x}^{2} e^{i(l+\operatorname{sgn} l) x} \widehat{\Phi}_{\epsilon}(p) e^{i p x} \partial_{x}(\hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \\
\left.\times \partial_{x}^{k} e^{i(m+\operatorname{sgn} m) x} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \partial_{x}^{k} e^{i(n+\operatorname{sgn} n) x}\right) d x
\end{array} \\
& +\sum_{(5-23)} O\left(|m| \epsilon^{4|m| / 3+3}+|n| \epsilon^{4|n| / 3+3}\right) \int_{0}^{2 \pi} \mid(l+\operatorname{sgn} l)^{2} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \widehat{\Phi}_{\epsilon}(p)(m+\operatorname{sgn} m)^{k} \\
& \times \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t)(n+\operatorname{sgn} n)^{k+1} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \mid \\
& =\sum_{\substack{m n l \neq 0 \\
|p|<|m+\operatorname{sgn} m| / 3 \\
|p|<|n+\operatorname{sgn} n| / 3}} \frac{-\frac{1}{2}}{\lambda_{m+p}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{2 \pi} \partial_{x}\left(\hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \partial_{x}^{2} e^{i(l+\operatorname{sgn} l) x} \widehat{\Phi}_{\epsilon}(p) e^{i p x}\right) \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t) \quad \times \partial_{x}^{k} e^{i(m+\operatorname{sgn} m) x} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \partial_{x}^{k} e^{i(n+\operatorname{sgn} n) x} d x \\
& +\sum_{(5-23)} O\left(\epsilon^{4}\right) \int_{0}^{2 \pi} \mid(l+\operatorname{sgn} l)^{2} \hat{\mathfrak{h}}(l+\operatorname{sgn} l, t) \\
& \times \widehat{\Phi}_{\epsilon}(p)(m+\operatorname{sgn} m)^{k} \hat{\mathfrak{h}}(m+\operatorname{sgn} m, t)(n+\operatorname{sgn} n)^{k} \hat{\mathfrak{h}}(n+\operatorname{sgn} n, t) \mid,
\end{aligned}
$$

where we integrated by parts in the first integral and used the bounds $|m| \epsilon^{4|m| / 3+3}$ and

$$
\left|n(n+\operatorname{sgn} n) \epsilon^{4|n| / 3+3}\right| \lesssim \epsilon^{4}
$$

in the second. Then as in (5-15) it follows that

$$
\begin{align*}
\mid \text { Part } 3 \mid & \lesssim k\left(\|g(t)\|_{H^{1}}^{2} /|\epsilon|\right) E_{4}(t)^{1 / 2} E_{k}(t)+\epsilon^{4}\left(\|g(t)\|_{H^{1}}^{2} /|\epsilon|\right) E_{3}(t)^{1 / 2} E_{k}(t) \\
& \lesssim E_{4}(t) E_{k}(t) \tag{5-25}
\end{align*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough.
Combining (5-20), (5-22), (5-24) and (5-25) shows that

$$
\begin{equation*}
\left|D_{\epsilon}\left[\partial_{x}^{k}\left(\Phi_{\epsilon} \mathfrak{h}_{x}(t)\right), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]\right| \lesssim_{k} E_{4}(t)\left(1+E_{4}(t)^{1 / 2}\right) E_{k}(t) \tag{5-26}
\end{equation*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough.
We now turn to $D_{\epsilon}\left[\partial_{x}^{k} N_{\epsilon}[\mathfrak{h}(t), \mathfrak{h}(t)], \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]$. Similarly to (5-3),

$$
\begin{align*}
& \mid D_{\epsilon}\left[\partial_{x}^{k} N_{\epsilon}[\mathfrak{h}(t), \mathfrak{h}(t)], \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right] \\
& -D_{\epsilon}\left[\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2} \partial_{x}\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right)\left(\partial_{x}^{k+1}\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]\left|\lesssim_{k}\right| \epsilon \mid E_{3}(t)^{1 / 2} E_{k}(t)^{3 / 2} . \tag{5-27}
\end{align*}
$$

Since $W_{\epsilon} / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$, so is $\left(\left(1+W_{\epsilon}\right)^{-1}-1\right) / \epsilon$, so

$$
\begin{align*}
\mid D_{\epsilon}\left[\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\partial_{x}\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right)\left(\partial_{x}^{k+1}\left(\left(1+W_{\epsilon}\right)^{-1}-1\right) \mathfrak{h}(t)\right), \partial_{x}^{k} \mathfrak{h}(t)\right. & \left., \partial_{x}^{2} \mathfrak{h}(t)\right] \mid \\
& \lesssim_{k}|\epsilon| E_{3}(t)^{3 / 2} E_{k}(t)^{1 / 2} \tag{5-28}
\end{align*}
$$

Finally, $D_{\epsilon}\left[\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\partial_{x}\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right)\left(\partial_{x}^{k+1} \mathfrak{h}(t)\right), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]$ is of the same form as the left-hand side of (5-21), so we trace the same argument to get

$$
\begin{aligned}
& \mid \text { Part } 1 \mid \lesssim_{k} E_{3}(t) E_{k}(t), \\
& \mid \text { Part } 2 \mid \lesssim k E_{4}(t) E_{k}(t), \\
& \mid \text { Part } 3 \mid \lesssim_{k} E_{4}(t) E_{k}(t)+\epsilon^{4} E_{3}(t) E_{k}(t) \lesssim E_{4}(t) E_{k}(t)
\end{aligned}
$$

provided that $\epsilon$ is small enough. Hence

$$
\begin{equation*}
\left|D_{\epsilon}\left[\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\partial_{x}\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right)\left(\partial_{x}^{k+1} \mathfrak{h}(t)\right), \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]\right| \lesssim_{k} E_{4}(t) E_{k}(t) . \tag{5-29}
\end{equation*}
$$

Combining (5-27), (5-28) and (5-29) shows that, for $k \geq 4$,

$$
\begin{equation*}
\left|D_{\epsilon}\left[\partial_{x}^{k} N_{\epsilon}[\mathfrak{h}(t), \mathfrak{h}(t)], \partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{2} \mathfrak{h}(t)\right]\right| \lesssim_{k} E_{4}(t)^{1 / 2} E_{k}(t)^{3 / 2} \tag{5-30}
\end{equation*}
$$

provided that $\epsilon$ is small enough.
Combining (5-19), (5-26) and (5-30) shows that, for $k \geq 4$,

$$
\begin{equation*}
|((5-8), j=2)| \lesssim_{k} E_{4}(t)^{1 / 2}\left(1+E_{4}(t)^{1 / 2}\right) E_{k}(t)^{3 / 2} \tag{5-31}
\end{equation*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough.
Finally, combining (5-16), (5-17), (5-18) and (5-31) shows that, for $k \geq 5$,

$$
\begin{equation*}
\left|\frac{d}{d t} \sum_{j=2}^{[k / 2]+1} c_{j k} D_{1, k, j}(t)-E_{N 1}(t)\right| \lesssim_{k}\left(1+E_{4}(t)^{1 / 2}\right) E_{k}(t)^{2} \tag{5-32}
\end{equation*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough.
5B. Lifespan when $\delta \ll \epsilon$. In this section we will obtain a preliminary bound for $E_{N 2}=E_{N}-E_{N 1}$ and show a lifespan of $1 /(\epsilon \delta)$ when $\left\|g_{0}\right\|_{H^{5}(\mathbb{T})}=\delta \ll \epsilon$, i.e., $\delta \leq c \epsilon$ for some $c>0$ independent of $\epsilon$.

Recall from (5-6) that

$$
E_{N}(t)=\frac{1}{2} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right)_{x}^{2}\right) d x
$$

Similarly to (5-3), for $k \geq 3$,

$$
\left|E_{N}(t)-\int_{0}^{2 \pi}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k}\left(\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}_{x}(t)\right)^{2}\right) d x\right| \lesssim_{k}|\epsilon| E_{k}(t)^{3 / 2}
$$

Since $\left(\left(1+W_{\epsilon}\right)^{-1}-1\right) / \epsilon$ is of class $\mathcal{S}$ uniformly in $\epsilon$,

$$
\begin{array}{r}
\left|\int_{0}^{2 \pi}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k}\left(\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}_{x}(t)-\mathfrak{h}_{x}(t)\right)^{2}\right) d x\right| \lesssim_{k} \epsilon^{2} E_{k}(t)^{3 / 2}, \\
2 \mid \int_{0}^{2 \pi}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k}\left(\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}_{x}(t)-\mathfrak{h}_{x}(t)\right) \mathfrak{h}_{x}(t)\right) d x \\
-\int_{0}^{2 \pi}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}_{x}(t)-\mathfrak{h}_{x}(t)\right) \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k+1} \mathfrak{h}(t) d x\left|\lesssim_{k}\right| \epsilon \mid E_{k}(t)^{3 / 2} .
\end{array}
$$

Finally, by integration by parts,

$$
\begin{aligned}
& \left|2 \int_{0}^{2 \pi}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}_{x}(t)-\mathfrak{h}_{x}(t)\right) \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k+1} \mathfrak{h}(t) d x\right| \\
& \\
& =\left|\int_{0}^{2 \pi} \partial_{x}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{2}\left(\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}_{x}(t)-\mathfrak{h}_{x}(t)\right)\right)\left(\partial_{x}^{k} \mathfrak{h}(t)\right)^{2} d x\right| \lesssim k|\epsilon| E_{k}(t)^{3 / 2} .
\end{aligned}
$$

Combining the bounds above shows that, for $k \geq 3$,

$$
\begin{equation*}
\left|E_{N_{2}}(t)\right|=\left|E_{N}(t)-E_{N_{1}}(t)\right| \lesssim k|\epsilon| E_{k}(t)^{3 / 2} \tag{5-33}
\end{equation*}
$$

provided that $\epsilon$ is small enough.
Now combining (5-5), (5-32) and (5-33) shows that, for $k \geq 5$,

$$
\begin{equation*}
\frac{d}{d t}\left|\sum_{j=2}^{[k / 2]+1} c_{j k} D_{1, k, j}(t)-E_{k}(t)\right| \lesssim_{k}\left(1+E_{4}(t)^{1 / 2}\right) E_{k}(t)^{2}+|\epsilon| E_{k}(t)^{3 / 2} \tag{5-34}
\end{equation*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough. Hence

$$
E_{k}(t)-E_{k}(0)=\sum_{j=2}^{[k / 2]+1} c_{j k}\left(D_{1, k, j}(t)-D_{1, k, j}(0)\right)+O_{k}\left(\left\|\left(1+E_{4}^{1 / 2}\right) E_{k}^{2}+|\epsilon| E_{k}^{3 / 2}\right\|_{L^{1}([0, t])}\right)
$$

Similarly to (5-15),

$$
\left|D_{1, k, j}(t)\right|=\left|D_{\epsilon(t)}\left[\partial_{x}^{k} \mathfrak{h}(t), \partial_{x}^{k+2-j} \mathfrak{h}(t), \partial_{x}^{j} \mathfrak{h}(t)\right]\right| \lesssim_{k} E_{k}(t)^{3 / 2}
$$

Now we are able to show a lifespan longer than what follows from local well-posedness. Assume that the initial data is

$$
f(x, 0)=u_{\epsilon}(x)+g(x),
$$

where $|\epsilon| \leq \epsilon_{0}$ is small enough, the energy $E_{k}(0)$ computed from $g$ is $E_{k}(0)=\delta^{2}$, and $|\delta / \epsilon|$ is also small enough. Let

$$
\begin{align*}
T^{*}=\sup \{T \text { : there exists a solution } & f(x, t)=u_{\epsilon(t)}(x+a(t))+g(x+a(t), t),  \tag{5-35}\\
& \left.t \in[0, T] \text { such that } \frac{1}{2}|\epsilon| \leq|\epsilon(t)| \leq 2|\epsilon|, \quad E_{k}(t) \leq 4 \delta^{2}\right\} . \tag{5-36}
\end{align*}
$$

Then the above conditions hold for all $t<T^{*}$. Moreover, the energy estimate implies

$$
E_{k}(t)=\delta^{2}+O_{k}\left(\delta^{3}+t\left(\delta^{4}+|\epsilon| \delta^{3}\right)\right)=\delta^{2}+O_{k}\left(\delta^{3}(1+t|\epsilon|)\right) .
$$

Then there is $c_{k}>0$ such that if $T^{*} \leq c_{k} /|\epsilon| \delta$, then $E_{k}(t) \leq 2 \delta^{2}$. Also,

$$
\left|\|f(x, t)\|_{L^{2}}-\left\|u_{\epsilon}\right\|_{L^{2}}\right|=\left|\|f(x, 0)\|_{L^{2}}-\left\|u_{\epsilon}\right\|_{L^{2}}\right| \leq\|g\|_{L^{2}} \lesssim \delta
$$

by conservation of the $L^{2}$ norm. Meanwhile $\left|\|f(x, t)\|_{L^{2}}-\left\|u_{\epsilon(t)}\right\|_{L^{2}}\right| \lesssim \delta$, so $\left|\left\|u_{\epsilon(t)}\right\|_{L^{2}}-\left\|u_{\epsilon}\right\|_{L^{2}}\right| \lesssim \delta$. When $|\epsilon|$ is small enough, $\left\|u_{\epsilon}\right\|_{L^{2}}$ is differentiable in $\epsilon$ with nonzero derivative at $\epsilon=0$. Since $|\delta / \epsilon|$ is small enough, $|\epsilon(t)-\epsilon| \lesssim \delta$.

By local well-posedness, the solution can be extended to a time $t^{*}>T^{*}$, with

$$
\left\|f(x, t)-f\left(x, T^{*}\right)\right\|_{H^{2}} \lesssim\left(t^{*}-T^{*}\right)\left(\|f(x, t)\|_{H^{3}}+\|f(x, t)\|_{H^{3}}^{2}\right) \leq\left(t^{*}-T^{*}\right)|\epsilon|
$$

for $t \in\left[T^{*}, t^{*}\right]$. Then $\left\|f(x, t)-u_{\epsilon\left(T^{*}\right)}\left(x+a\left(T^{*}\right)\right)\right\|_{H^{2}} \lesssim\left(t^{*}-T^{*}\right)|\epsilon|+\delta$. Take $t^{*}=T^{*}+\delta /|\epsilon|$. Then $f(x, t)$ satisfies the conditions in Proposition 4.1, so (5-35) holds up to time $t^{*}$. Since $f\left(x, T^{*}\right)$ is small in $H^{4}, f(x, t)$ is uniformly bounded in $H^{4}$ on $\left[T^{*}, t^{*}\right]$, so it stays within a compact set in $H^{2}$. Since $\epsilon$ is differentiable in $f \in H^{2},\left|\epsilon(t)-\epsilon\left(T^{*}\right)\right| \lesssim\left(t^{*}-T^{*}\right)|\epsilon| \lesssim \delta$, so $|\epsilon(t)-\epsilon| \lesssim \delta$, so $|\epsilon| / 2 \leq|\epsilon(t)| \leq 2|\epsilon|$ holds up to time $t^{*}$. The energy estimate then implies $E_{k} \leq 3 \delta^{2}$ also up to time $t^{*}$, so (5-36) holds up to time $t^{*}$, contradicting the definition of $T^{*}$. Hence the lifespan $T^{*} \gtrsim_{k} 1 /|\epsilon| \delta$.

5C. Longer lifespan when $\delta \ll \epsilon^{2}$. When the perturbation $g$ is very small compared to $\epsilon^{2}$, that is, $\left\|g_{0}\right\|_{H^{5}(\mathbb{T})}=\delta \ll \epsilon^{2}$, we can obtain a longer lifespan by applying the normal form transformation to

$$
E_{N 2}=E_{N}-E_{N 1}=E_{N 21}+E_{N 22}+E_{N 23}+E_{N 24}
$$

where

$$
\begin{aligned}
& E_{N 21}=\sum_{j=1}^{[k / 2]+1} c_{k j}^{\prime} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k+2-j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(\left(1+W_{\epsilon}\right)^{-1}-1\right) \mathfrak{h}(t)\right) \partial_{x}^{j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right) d x, \\
& E_{N 22}=\sum_{j=1}^{[k / 2]+1} \sum_{i=1}^{k+2-j} c_{k j i} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{i}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right) \partial_{x}^{k+2-i-j} \mathfrak{h}(t) \partial_{x}^{j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right) d x, \\
& E_{N 23}=\sum_{j=2}^{[k / 2]+1} c_{k j} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t)\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}-1\right) \partial_{x}^{k+2-j} \mathfrak{h}(t) \partial_{x}^{j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}(t)\right) d x, \\
& E_{N 24}=\sum_{j=2}^{[k / 2]+1} c_{k j} \int_{0}^{2 \pi} \partial_{x}^{k} \mathfrak{h}(t) \partial_{x}^{k+2-j} \mathfrak{h}(t) \partial_{x}^{j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(1+W_{\epsilon}\right)^{-1} \mathfrak{h}-\mathfrak{h}\right) d x,
\end{aligned}
$$

where $c_{k j}, c_{k j}^{\prime}$ and $c_{k j i} \in \mathbb{R}$ are constants and we integrated by parts to get rid of the terms with $k+1$ derivatives falling on a single factor of $\mathfrak{h}$, except for the term with $j=1$ in $E_{N 21}$, in which the $k+1$ derivatives do not matter in view of the fact that the operator $\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(\left(1+W_{\epsilon}\right)^{-1}-1\right)$ is of class $\mathcal{S}$.

Now we define

$$
\begin{aligned}
& D_{\epsilon, 21}\left[f_{1}, f_{2}, f_{3}\right] \\
& \qquad \sum_{\substack{j=1 \\
m k l \neq 0}}^{[k / 2]+1} \frac{c_{k j}^{\prime}}{\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)} \int_{0}^{2 \pi} \quad \begin{array}{l}
\hat{f}_{1}(m+\operatorname{sgn} m) e^{i(m+\operatorname{sgn} m) x} \\
\\
\quad \times \partial_{x}^{k+2-j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(\left(1+W_{\epsilon}\right)^{-1}-1\right) \hat{f}_{2}(n+\operatorname{sgn} n) e^{i(n+\operatorname{sgn} n) x}\right) \\
\\
\quad \times \partial_{x}^{j}\left(\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(1+W_{\epsilon}\right)^{-1} \hat{f}_{3}(l+\operatorname{sgn} l) e^{i(l+\operatorname{sgn} l) x}\right),
\end{array}
\end{aligned}
$$

and

$$
D_{21}(t)=D_{\epsilon, 21}[\mathfrak{h}(t), \mathfrak{h}(t), \mathfrak{h}(t)],
$$

and similarly define $D_{22}, D_{23}$ and $D_{24}$. Then

$$
\begin{align*}
\frac{d}{d t} D_{21}(t)-E_{N 21}(t)= & \epsilon^{\prime}(t)  \tag{5-37}\\
+ & \left(\partial_{\epsilon} D_{\epsilon, 21}\right)[\mathfrak{h}(t), \mathfrak{h}(t), \mathfrak{h}(t)]  \tag{5-38}\\
& D_{\epsilon, 21}\left[\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t), \mathfrak{h}(t), \mathfrak{h}(t)\right]  \tag{5-39}\\
& +D_{\epsilon, 21}\left[\mathfrak{h}(t),\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t), \mathfrak{h}(t)\right]  \tag{5-40}\\
& +D_{\epsilon, 21}\left[\mathfrak{h}(t), \mathfrak{h}(t),\left(\partial_{t}-\Lambda_{\epsilon}\right) \mathfrak{h}(t)\right] .
\end{align*}
$$

We estimate these terms one by one.
For (5-37), (5-11) still holds, but there are nontrivial actions on $\mathfrak{h}$ in the slots, so no frequency restriction such as (5-12) exists. When $m+n+l \neq 0$, we are in Case 1 of Proposition 3.11, so (5-13), and hence (5-14), still hold. When $m+n+l=0$, by Case 2 of Proposition 3.11, when $\epsilon$ is small enough,

$$
\begin{equation*}
\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|>\frac{1}{5} \epsilon^{2}, \tag{5-41}
\end{equation*}
$$

which, combined with (5-11), shows that the multiplier in $\partial_{\epsilon} D_{\epsilon}$ is bounded by

$$
\begin{equation*}
\frac{\left|\lambda_{m}^{\prime}(\epsilon)+\lambda_{n}^{\prime}(\epsilon)+\lambda_{l}^{\prime}(\epsilon)\right|}{\left|\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)\right|^{2}} \lesssim|\epsilon|^{-3} \tag{5-42}
\end{equation*}
$$

instead of (5-14). Since both $\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(\left(1+W_{\epsilon}\right)^{-1}-1\right) / \epsilon$ and $\partial_{\epsilon}\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(\left(1+W_{\epsilon}\right)^{-1}-1\right)$ are of class $\mathcal{S}$ uniformly in $\epsilon$, it follows that, for $k \geq 3$,

$$
\begin{equation*}
|(5-37)| \lesssim_{k}\left|\epsilon^{\prime}(t)\right| \epsilon^{-2} E_{k}(t)^{3 / 2} \lesssim \epsilon^{-2} E_{2}(t) E_{k}(t)^{3 / 2} \tag{5-43}
\end{equation*}
$$

provided that $\epsilon$ is small enough.
The terms (5-38), (5-39) and (5-40) are like (5-8), (5-9) and (5-10) respectively, except that instead of the uniform lower bound of $\lambda_{m}(\epsilon)+\lambda_{n}(\epsilon)+\lambda_{l}(\epsilon)$ we now have (5-41), which loses two factors of $\epsilon$, but we are helped by the $\epsilon$-smallness of $\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)\left(\left(1+W_{\epsilon}\right)^{-1}-1\right)$, which wins back a factor of $\epsilon$. All told we lose a factor of $\epsilon$ compared to (5-32), so, for $k \geq 5$,

$$
\begin{equation*}
|(5-38)+(5-39)+(5-40)| \lesssim_{k}|\epsilon|^{-1}\left(1+E_{4}(t)^{1 / 2}\right) E_{k}(t)^{2} \tag{5-44}
\end{equation*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough.
Combining (5-43) and (5-44) shows that, for $k \geq 5$,

$$
\begin{equation*}
\left|\frac{d}{d t} D_{21}(t)-E_{N 21}(t)\right| \lesssim_{k}|\epsilon|^{-1}\left(1+E_{4}(t)^{1 / 2}\right) E_{k}(t)^{2} \tag{5-45}
\end{equation*}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough. We can also save a factor of $\epsilon$ in the other terms $E_{N 22}, E_{N 23}$ and $E_{N 24}$ thanks to the $\epsilon$-smallness of $\left(\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}\right)^{\prime}$ and $\phi_{\epsilon}^{\prime} \circ \phi_{\epsilon}^{-1}-1$. Hence the bound (5-45) also holds for $E_{N 22}, E_{N 23}$ and $E_{N 24}$.

Combining (5-5), (5-32) and (5-45) shows that, for $k \geq 5$,

$$
\begin{aligned}
E_{k}(t)-E_{k}(0)=\sum_{j=2}^{[k / 2]+1} c_{j k}\left(D_{1, k, j}(t)-D_{1, k, j}(0)\right)+\sum_{j=1}^{4}\left(D_{2 j}(t)-\right. & \left.D_{2 j}(0)\right) \\
& +O_{k}\left(|\epsilon|^{-1}\left\|\left(1+E_{4}^{1 / 2}\right) E_{k}^{2}\right\|_{L^{1}([0, t])}\right)
\end{aligned}
$$

provided that $\epsilon$ and $\|g(t)\|_{H^{1}} /|\epsilon|$ are small enough. Similarly to (5-33), for $k \geq 3$,

$$
\left|D_{2, k, j}(t)\right| \lesssim_{k} \epsilon(t)^{-2}|\epsilon(t)| E_{k}(t)^{3 / 2}=E_{k}(t)^{3 / 2} /|\epsilon| .
$$

Hence if $E_{k}(0)=\delta^{2} \lesssim 1$ and $E_{k} \leq 2 \delta^{2}$ on $[0, t]$ then

$$
E_{k}(t)=\delta^{2}+|\epsilon|^{-1} \delta^{3}+O_{k}\left(t|\epsilon|^{-1} \delta^{4}\right) .
$$

Assume $\delta / \epsilon^{2}$ is small. Then the second term on the right-hand side is $\lesssim \delta^{5 / 2}$, so we close the estimate for a time $t \lesssim_{k}|\epsilon| / \delta^{2}$, which is also the lifespan in this case.
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# DEFINING THE SPECTRAL POSITION OF A NEUMANN DOMAIN 

Ram Band, Graham Cox and Sebastian K. Egger


#### Abstract

A Laplacian eigenfunction on a two-dimensional Riemannian manifold provides a natural partition into Neumann domains, a.k.a. a Morse-Smale complex. This partition is generated by gradient flow lines of the eigenfunction, which bound the so-called Neumann domains. We prove that the Neumann Laplacian defined on a Neumann domain is self-adjoint and has a purely discrete spectrum. In addition, we prove that the restriction of an eigenfunction to any one of its Neumann domains is an eigenfunction of the Neumann Laplacian. By comparison, similar statements about the Dirichlet Laplacian on a nodal domain of an eigenfunction are basic and well-known. The difficulty here is that the boundary of a Neumann domain may have cusps and cracks, so standard results about Sobolev spaces are not available. Another very useful common fact is that the restricted eigenfunction on a nodal domain is the first eigenfunction of the Dirichlet Laplacian. This is no longer true for a Neumann domain. Our results enable the investigation of the resulting spectral position problem for Neumann domains, which is much more involved than its nodal analogue.


## 1. Introduction and statement of results

Let $M$ be a closed, connected, orientable surface with a smooth Riemannian metric $g$. It is well known that the Laplace-Beltrami operator $\Delta$ is self-adjoint and has a purely discrete spectrum. We arrange the eigenvalues in increasing order

$$
\begin{equation*}
0=\lambda_{0}<\lambda_{1} \leq \lambda_{2} \leq \cdots \tag{1-1}
\end{equation*}
$$

and let $\left\{f_{n}\right\}_{n=0}^{\infty}$ denote a corresponding complete system of orthonormal eigenfunctions, so that

$$
\begin{equation*}
\Delta f_{n}=\lambda_{n} f_{n} . \tag{1-2}
\end{equation*}
$$

While we are motivated by the study of eigenfunctions, most of the results and constructions in this paper are valid for arbitrary Morse functions. It is well known that for a generic Riemannian metric all of the Laplace-Beltrami eigenfunctions are Morse [Uhlenbeck 1976].

The main objects of study in this paper are the Neumann domains of a Morse function, to be defined next. Given a smooth function $f$ on $M$, we let $\varphi: \mathbb{R} \times M \rightarrow M$ denote the flow along the gradient vector field, i.e., the solution to

$$
\begin{equation*}
\partial_{t} \varphi(t, x)=-\left.\operatorname{grad} f\right|_{\varphi(t, x)}, \quad \varphi(0, x)=x . \tag{1-3}
\end{equation*}
$$

For a critical point $\boldsymbol{c}$ of $f$, we define its stable and unstable manifolds by

$$
\begin{equation*}
W^{s}(\boldsymbol{c}):=\left\{x \in M: \lim _{t \rightarrow \infty} \varphi(t, x)=\boldsymbol{c}\right\}, \quad W^{u}(\boldsymbol{c}):=\left\{x \in M: \lim _{t \rightarrow-\infty} \varphi(t, x)=\boldsymbol{c}\right\} . \tag{1-4}
\end{equation*}
$$

We denote the sets of minima, maxima and saddles of $f$ by $\operatorname{Min}(f), \operatorname{Max}(f)$ and $\operatorname{Sad}(f)$, respectively.

[^12]

Figure 1. Left: An eigenfunction corresponding to the eigenvalue $\lambda=17$ on the flat torus with fundamental domain $[0,2 \pi] \times[0,2 \pi]$. Circles mark saddle points and triangles mark extremal points (maxima by triangles pointing upwards and vice versa for minima). The nodal set is marked by dashed lines and the Neumann line set by solid lines. The Neumann domains are the domains bounded by the Neumann line set. Right: A magnification of the marked square from the left figure, showing Neumann domains with and without cusps. (This figure was produced using [Taylor 2018].)

Definition 1.1 [Band and Fajman 2016]. Let $f$ be a Morse function on $M$.
(1) Let $\boldsymbol{p} \in \operatorname{Min}(f)$ and $\boldsymbol{q} \in \operatorname{Max}(f)$ such that $W^{s}(\boldsymbol{p}) \cap W^{u}(\boldsymbol{q}) \neq \varnothing$. Each of the connected components of $W^{s}(\boldsymbol{p}) \cap W^{u}(\boldsymbol{q})$ is called a Neumann domain of $f$.
(2) The Neumann line set of $f$ is

$$
\begin{equation*}
\mathcal{N}:=\overline{\bigcup_{r \in \operatorname{Sad}(f)} W^{s}(\boldsymbol{r}) \cup W^{u}(\boldsymbol{r})} . \tag{1-5}
\end{equation*}
$$

This defines a partition of the manifold $M$, which we call the Neumann partition. It is not hard to show that $M$ equals the disjoint union of all Neumann domains and the Neumann line set, under the assumption that $\mathcal{N} \neq \varnothing$; see [Band and Fajman 2016, Proposition 1.3]. (Note that $\mathcal{N}=\varnothing$ means $f$ has no saddle points; this is only possible when $M$ is a sphere and $f$ has exactly two critical points.) Figure 1 depicts the Neumann partition of a particular eigenfunction on the flat torus.

By construction we have that grad $f$ is parallel to the boundary of any Neumann domain $\Omega$, as the boundary is made up of gradient flow lines, so we conclude that the normal derivative vanishes, $\left.\partial_{\nu} f\right|_{\partial \Omega}=0$, assuming $\partial \Omega$ is sufficiently smooth. This formal observation motivates our study of the Neumann Laplacian on $\Omega$, which we precisely define in Definition 4.1.

While the Dirichlet Laplacian on any bounded open set has a purely discrete spectrum, the same is not necessarily true of the Neumann Laplacian. Indeed, the essential spectrum may be nonempty, and in fact can be an arbitrary closed subset of [0, $\infty$ ); see [Hempel et al. 1991]. Nevertheless, the Neumann Laplacian of a Neumann domain is well-behaved.
Theorem 1.2. Let $\Omega$ be a Neumann domain of a Morse function $f$. Then the Neumann Laplacian $\Delta_{\Omega}^{N}$ on $\Omega$ (see Definition 4.1) is a nonnegative, self-adjoint operator with purely discrete spectrum, i.e., consisting only of isolated eigenvalues of finite multiplicity.

The main difficulty in proving this theorem is due to possible cusps on the boundary of the Neumann domain; see Proposition 2.5 and the discussion preceding it. Such cusps prevent the application of standard results on density and compact embeddings of Sobolev spaces. We overcome this difficulty in the proof of Theorem 1.2 by using some particular geometric properties that the Neumann domain boundary possesses.

It is well known that the restriction of $f$ to any of its nodal domains is an eigenfunction of the Dirichlet Laplacian. Similarly, we have:

Theorem 1.3. If $\Omega$ is a Neumann domain of a Morse function $f$, then $\left.f\right|_{\Omega} \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$. In particular, if $f$ is an eigenfunction of $\Delta$, then $\left.f\right|_{\Omega}$ is an eigenfunction of $\Delta_{\Omega}^{N}$ with the same eigenvalue.

In fact, we prove much more: in Proposition 4.3 we completely characterize the domain of the Neumann Laplacian, and in Proposition 4.8 and Corollary 4.9 we give some easily verified sufficient conditions for a function to be in the domain of $\Delta_{\Omega}^{N}$. Given a Morse eigenfunction, by which we mean an eigenfunction of the Laplace-Beltrami operator that is also a Morse function, Theorem 1.2 allows us to define its spectral position as follows.

Definition 1.4. Let $f$ be a Morse eigenfunction for an eigenvalue $\lambda$, and let $\Omega$ be a Neumann domain of $f$. We define the spectral position of $\Omega$ as the position of $\lambda$ in the Neumann spectrum of $\Omega$, i.e.,

$$
\begin{equation*}
N_{\Omega}(\lambda):=\left|\left\{\mu_{n} \in \sigma\left(\Delta_{\Omega}^{N}\right): \mu_{n}<\lambda\right\}\right|, \tag{1-6}
\end{equation*}
$$

where $\sigma(\Omega):=\left\{\mu_{n}\right\}_{n=0}^{\infty}$ is the Neumann spectrum of $\Omega$ (which is discrete by Theorem 1.2), containing multiple appearances of degenerate eigenvalues and including $\mu_{0}=0$.

From Theorem 1.3 we in fact have $\lambda=\mu_{n}$ for some $n$, and so we can equivalently write

$$
N_{\Omega}(\lambda)=\min \left\{n: \mu_{n}=\lambda\right\} .
$$

In particular, if $\lambda \in \sigma\left(\Delta_{\Omega}^{N}\right)$ is simple, then $\lambda=\mu_{n}$ for a unique $n$, and hence $N_{\Omega}(\lambda)=n$. This equality explains the terminology "spectral position" for $N_{\Omega}(\lambda)$.

The spectral position is a key notion for Neumann domains. Finding its value is a great challenge and is of major importance in studying Neumann domains and their properties [Band and Fajman 2016; Band et al. 2021; Alon et al. 2020]. The corresponding notion for a nodal domain is trivial: if $D$ is a nodal domain of $f$, then $\left.f\right|_{D}$ is always the first eigenfunction of the Dirichlet Laplacian on $D$. This is a basic observation which serves as an essential ingredient in many nodal domain proofs. No such result holds for Neumann domains, and in fact the spectral position of an eigenfunction restricted to a Neumann domain can be arbitrarily high, by [Band et al. 2021, Theorem 1.4].

Structure of the paper. In Section 2 we describe some essential geometric properties of Neumann domains, emphasizing the potentially singular nature of their boundary. In Section 3 we use this geometric structure to establish fundamental properties of Sobolev spaces on Neumann domains, including nonstandard density and compactness results. Finally, in Section 4 we use these properties to study the Neumann Laplacian, in particular proving Theorems 1.2 and 1.3.

## 2. Geometric properties of Neumann domains

As above, we take $M$ to be a closed, connected, orientable surface with a smooth Riemannian metric $g$. Note that all of the statements in this section hold for arbitrary Morse functions, and not only for eigenfunctions. For convenience we recall the following definitions.

Definition 2.1. Let $f: M \rightarrow \mathbb{R}$ be a smooth function.
(1) $f$ is said to be a Morse function if the Hessian, Hess $f(\boldsymbol{p})$, is nondegenerate at every critical point $\boldsymbol{p}$ of $f$.
(2) A Morse function $f$ is said to be Morse-Smale if for all critical points $\boldsymbol{p}$ and $\boldsymbol{q}$, the stable and unstable manifolds $W^{s}(\boldsymbol{p})$ and $W^{u}(\boldsymbol{q})$ intersect transversely (see Lemma 2.4 for an equivalent definition in two dimensions).

We now recall some basic topological properties of Neumann domains.
Theorem 2.2 [Band and Fajman 2016, Theorem 1.4]. Let $f$ be a Morse function with a nonempty set of saddle points. Let $\boldsymbol{p} \in \operatorname{Min}(f), \boldsymbol{q} \in \operatorname{Max}(f)$ with $W^{s}(\boldsymbol{p}) \cap W^{u}(\boldsymbol{q}) \neq \varnothing$, and let $\Omega$ be a connected component of $W^{s}(\boldsymbol{p}) \cap W^{u}(\boldsymbol{q})$, i.e., a Neumann domain. The following properties hold:
(1) The Neumann domain $\Omega$ is a simply connected open set.
(2) All critical points of $f$ belong to the Neumann line set.
(3) The extremal points of $f$ on $\bar{\Omega}$ are exactly $\boldsymbol{p}$ and $\boldsymbol{q}$.
(4) If $f$ is a Morse-Smale function, then $\partial \Omega$ consists of Neumann lines connecting saddle points with $\boldsymbol{p}$ or $\boldsymbol{q}$. In particular, $\partial \Omega$ contains either one or two saddle points.
(5) If $c \in \mathbb{R}$ is such that $f(\boldsymbol{p})<c<f(\boldsymbol{q})$, then $\bar{\Omega} \cap f^{-1}(c)$ is a smooth, non-self-intersecting onedimensional curve in $\bar{\Omega}$, with its two boundary points lying on $\partial \Omega$.

Parts (2) and (4) of this theorem motivate us to examine individual Neumann lines and their connectivity to the critical points of $f$.

Definition 2.3. (1) A Neumann line is the closure of a connected component of $W^{s}(\boldsymbol{r}) \backslash\{\boldsymbol{r}\}$ or $W^{u}(\boldsymbol{r}) \backslash\{\boldsymbol{r}\}$ for some $\boldsymbol{r} \in \operatorname{Sad}(f)$.
(2) For a critical point $\boldsymbol{c}$ of $f$, we define its degree, $\operatorname{deg}(\boldsymbol{c})$, to be the number of Neumann lines connected to $\boldsymbol{c}$.

Each Neumann line is thus the closure of a gradient flow line, connecting a saddle point to another critical point. Note that $\boldsymbol{r}$ is removed prior to taking the closure, as the closure of either $W^{s}(\boldsymbol{r})$ or $W^{u}(\boldsymbol{r})$ will consist of two Neumann lines meeting tangentially at $\boldsymbol{r}$. The connectivity of Neumann lines is directly related to the Morse-Smale property of $f$.

Lemma 2.4 [Alon et al. 2020]. On a two-dimensional manifold a Morse function is Morse-Smale if and only if there is no Neumann line connecting two saddle points.

The following properties of Neumann lines will be used throughout the rest of the paper.

Proposition 2.5. Let $f$ be a Morse function and $\Omega$ one of its Neumann domains.
(1) If $\boldsymbol{c}$ is a saddle point of $f$, then $\operatorname{deg}(\boldsymbol{c})=4$ and the angle between any two adjacent Neumann lines which meet at $\boldsymbol{c}$ is $\frac{\pi}{2}$.
(2) If $\boldsymbol{c}$ is an extremal point of $f$ whose Hessian is not proportional to the metric $g$, then any two Neumann lines meet at $\boldsymbol{c}$ with angle $0, \frac{\pi}{2}$ or $\pi$.
(3) Let $\boldsymbol{c}$ be an intersection point of a nodal line and a Neumann line. If $\boldsymbol{c}$ is a saddle point, then the angle between those lines is $\frac{\pi}{4}$. Otherwise, the angle is $\frac{\pi}{2}$.
Remark 2.6. More generally, if $\boldsymbol{c}$ is a saddle point and there exist coordinates $(x, y)$ near $\boldsymbol{c}$ in which $f$ is given by the homogeneous harmonic polynomial $\operatorname{Re}(x+i y)^{k}$, then $\operatorname{deg}(\boldsymbol{c})=2 k$. For a nondegenerate saddle the existence of such coordinates (with $k=2$ ) is an immediate consequence of the Morse lemma, so we obtain Proposition 2.5(1) as a special case of this remark. Sufficient conditions for $f$ to be written in this form are given in [Cheng 1976, Lemma 2.4].

The first and third parts of Proposition 2.5 were proved in [McDonald and Fulling 2014; Banyaga and Hurtubise 2004, Theorem 4.2; Alon et al. 2020, Proposition 4.1]. The second part of the proposition is proved below (see Remark 2.9 after the proof) using the following version of Hartman's theorem, which will also be used in the proofs of Lemma 3.2 and Proposition 3.3 to give a canonical description of the boundary of a Neumann domain near a cusp point.
Proposition 2.7 [Hartman 1960]. Let $E$ be an open neighbourhood of $\boldsymbol{p} \in \mathbb{R}^{2}$. Suppose $F \in C^{2}\left(E, \mathbb{R}^{2}\right)$ and let $\varphi$ be the flow of the nonlinear system $\partial_{t} \varphi(t, x)=F(\varphi(t, x))$. Assume that $F(\boldsymbol{p})=\mathbf{0}$ and the Jacobian $\mathrm{DF}(\boldsymbol{p})$ is diagonalizable and its eigenvalues have nonzero real part. Then, there exists a $C^{1}$-diffeomorphism $\Phi: U \rightarrow V$ of an open neighbourhood $U$ of $\boldsymbol{p}$ onto an open neighbourhood $V$ of the origin such that $D \Phi(\boldsymbol{p})=\rrbracket$ and for each $x \in U$ the flow line through $x$ is mapped by $\Phi$ to

$$
\begin{equation*}
\Phi(\varphi(t, x))=\mathrm{e}^{\mathrm{DF}(\boldsymbol{p}) t} \Phi(x) \tag{2-1}
\end{equation*}
$$

for small enough $t$ values.
Remark 2.8. The textbook version of Hartman's theorem in $n$ dimensions (see, for instance, [Perko 2001, p. 120]) only guarantees the existence of a homeomorphism $\Phi$. For $n=2$, the proposition above guarantees that $\Phi$ is a $C^{1}$-diffeomorphism, but for $n>2$ further assumptions on the Jacobian are required to obtain this additional regularity. For instance, it suffices to assume that all of the eigenvalues of $\mathrm{DF}(\boldsymbol{p})$ are in the same (left or right) half-plane; see [Perko 2001, p. 127]. That version of the theorem would be sufficient for our purposes, since we only apply Proposition 2.7 at nondegenerate extrema, where all eigenvalues have the same sign. However, it is interesting to note that Proposition 2.7 also applies at saddle points in two dimensions.

Proof of Proposition 2.5(2). Let $\boldsymbol{c}$ be an extremal point of $f$ whose Hessian is not proportional to $g$. Since Hess $f(\boldsymbol{c})$ is nondegenerate, both eigenvalues of Hess $f(\boldsymbol{c})$ are either strictly positive or strictly negative. We choose normal coordinates in an open neighbourhood $\widetilde{E}$ of $\boldsymbol{c}$, with respect to which $\widetilde{E}$ is represented by an open subset $E \subset \mathbb{R}^{2}, \boldsymbol{c}$ corresponds to the origin $\mathbf{0} \in \mathbb{R}^{2}$, and $g_{i j}(\mathbf{0})=\delta_{i j}$.

We now apply Proposition 2.7 to $F=-\operatorname{grad} f$. Since $\operatorname{DF}(\mathbf{0})=-\operatorname{Hess} f(\mathbf{0})$ is diagonalizable and has nonzero eigenvalues, there exist $U \subset E$ and $V \subset \mathbb{R}^{2}$, both containing the origin, and a $C^{1}$-diffeomorphism $\Phi: U \rightarrow V$ such that the gradient flow lines are mapped by $\Phi$ to the flow lines $\mathrm{e}^{-t \text { Hess } f(\boldsymbol{0})} \Phi(x)$ of the linearized system. In [McDonald and Fulling 2014, Theorem 3.1; Alon et al. 2020, Proposition 4.1] it was shown that the angle between such flow lines at an extremal point is either $0, \frac{\pi}{2}$ or $\pi$, under the assumption that Hess $f(\mathbf{0})$ is not a scalar matrix. This assumption holds, as the Hessian is not proportional to the metric and we have chosen coordinates with respect to which $g(\mathbf{0})$ is the identity.

It is left to relate the meeting angle between the gradient flow lines in $M$ and the corresponding flow lines $\mathrm{e}^{-t \text { Hess } f(\mathbf{0})} \Phi(x)$ in $V$. Since the tangent map $D \Phi(\mathbf{0}): T_{\mathbf{0}} U \rightarrow T_{\mathbf{0}} V$ is the identity, and $g_{i j}(\mathbf{0})=\delta_{i j}$, the meeting angle of any two curves at $\mathbf{0}$ is preserved by $\Phi$; hence this angle is either $0, \frac{\pi}{2}$ or $\pi$.

Remark 2.9. The argument for Proposition 2.5(2) given in [Alon et al. 2020, Proposition 4.1] is incomplete and hence we have supplied a complete proof here. In particular, the Taylor expansion argument used in the proofs of [McDonald and Fulling 2014, Theorem 3.1; Alon et al. 2020, Proposition 4.1] does not suffice. Substituting the Taylor expansion of $F$ into $\partial_{t} \varphi(t, x)=F(\varphi(t, x))$ gives

$$
\begin{equation*}
\binom{x^{\prime}(t)}{y^{\prime}(t)}=\operatorname{DF}(\boldsymbol{p})\binom{x(t)}{y(t)}+\mathcal{O}\left(\|(x(t), y(t))\|_{\mathbb{R}^{2}}^{2}\right), \tag{2-2}
\end{equation*}
$$

but this does not allow us to conclude that the flow may be approximated by $\mathrm{e}^{t \mathrm{DF}(\boldsymbol{p})}\binom{x_{0}}{y_{0}}$ due to the possible coupling of higher-order terms in (2-2). A simple example is $F(x, y)=\left(-\lambda_{1} x,-\lambda_{2} y+x^{2}\right)$, with $0<2 \lambda_{1}<\lambda_{2}$. For the resulting system $x^{\prime}=-\lambda_{1} x, y^{\prime}=-\lambda_{2} y+x^{2}$ we have $x(t)=x_{0} e^{-\lambda_{1} t}$, but

$$
\begin{equation*}
y(t)=\left[y_{0}-\frac{x_{0}^{2}}{\lambda_{2}-2 \lambda_{1}}\right] e^{-\lambda_{2} t}+\frac{x_{0}^{2}}{\lambda_{2}-2 \lambda_{1}} e^{-2 \lambda_{1} t} \tag{2-3}
\end{equation*}
$$

is dominated by $e^{-2 \lambda_{1} t}$ for large $t$, and hence is not approximated by a solution to the linearized equation $y^{\prime}=-\lambda_{2} y$.

From Proposition 2.5(2) we see that the boundary of a Neumann domain may possess a cusp (when the meeting angle is 0 ) and so it can fail to be Lipschitz continuous. Furthermore, it may even fail to be of class $C$, where we recall that the boundary of a domain is of class $C$ if it can be locally represented as the graph of a continuous function, alternatively, if the domain has the segment property (see [Edmunds and Evans 1987; Mazya and Poborchi 1997] for details). To demonstrate that this is a subtle property, we bring as an example the domains

$$
\begin{align*}
& \Omega_{1}=\left\{(x, y) \in \mathbb{R}^{2}: \frac{1}{2} x^{2}<y<x^{2}, 0<x<1\right\},  \tag{2-4}\\
& \Omega_{2}=\left\{(x, y) \in \mathbb{R}^{2}:-x^{2}<y<x^{2}, 0<x<1\right\},
\end{align*}
$$

which are shown in Figure 2. The domain $\Omega_{1}$ does not satisfy the segment property at the origin, and hence is not of class $C$, even though its boundary is the union of two smooth curves. On the other hand, $\Omega_{2}$ (which contains $\Omega_{1}$ ) is of class $C$. This example will be important later, in the proof of Proposition 3.3.


Figure 2. The regions $\Omega_{1}$ (left) and $\Omega_{2}$ (right) defined in (2-4) both have a cusp at the origin. However, $\Omega_{1}$ is not of class $C$, whereas $\Omega_{2}$ is.


Figure 3. Possible types of Neumann domains for a Morse function: regular (left); cracked (centre); and doubly cracked (right). Saddle points are represented by balls, maxima by triangles pointing upwards and vice versa for minima. If $f$ is Morse-Smale, its Neumann domains must look like one of the first two examples, with either one or two saddle points on the boundary. For the cracked domain shown in the centre, $\eta$ is the only Neumann line connected to $\boldsymbol{q}$, hence $\operatorname{deg}(\boldsymbol{q})=1$. If $f$ is not Morse-Smale, its Neumann domains can have additional saddle points on the boundary, and can have both extremal points of degree one, as shown on the right. (This last example has a Neumann line connecting two saddle points, which is not possible if $f$ is Morse-Smale, by Lemma 2.4.)

We add that there is very little known in general regarding the asymptotic behaviour of Neumann lines near cusps. In particular, methods to treat cusps in a spectral-theoretic context, as in, e.g., [Jakšić et al. 1992; Flamencourt and Pankrashkin 2020; Band et al. 2021], have to be generalized for our purpose.

We end this section by examining Theorem 2.2 and its implications for the structure of Neumann domains. By the statement of the theorem, the boundary of a Neumann domain always contains a maximum and a minimum, but no other extrema. It follows that each Neumann domain must belong to one of the following two types (illustrated in Figure 3):

- a regular Neumann domain has on its boundary a maximum and a minimum, each of degree at least 2 (see Definition 2.3);
- a cracked Neumann domain has on its boundary an extremal point which is of degree 1 .

Moreover, since the boundary is made up of Neumann lines, it must contain at least one saddle point. If $f$ is Morse-Smale, the boundary contains at most two saddle points, by Theorem 2.2(4), but for a general Morse function it is possible to have more. The possible existence of additional saddle points is irrelevant for our analysis, however, since the boundary is Lipschitz near these points by Proposition 2.5(1).

Numerical observations suggest that generic Neumann domains are regular. However, it is not hard to construct Morse functions having cracked Neumann domains; see the Appendix. Theorems 1.2 and 1.3 apply to both types of domains, but in the proofs we need to pay careful attention to cracked domains. In particular, a cracked Neumann domain is not of class $C$, as the domain lies on both sides of its boundary.

Remark 2.10. In summary, a Neumann domain may fail to be of class $C$ for two reasons: a cusp on the boundary or a crack in the domain, i.e., a Neumann line contained in the interior of $\bar{\Omega}$. These are the main technical obstacles to overcome in proving Theorems 1.2 and 1.3.

## 3. Sobolev spaces on Neumann domains

We now discuss properties of Sobolev spaces on Neumann domains. As described in the Introduction, and indicated in Proposition 2.5(2) (see also Remark 2.10), the difficulty is that the boundary of a Neumann domain need not be of class $C$, so standard density and compactness results do not apply.

In Section 3A we define Sobolev spaces on a Neumann domain and various subsets of its boundary. In Sections 3B and 3C we describe some technical constructions (dissection and truncation) that allow us to deal with cracks and cusps. Finally, in Section 3D we prove the main result of this section, Proposition 3.3, which establishes density and embedding properties for the space $W^{1,2}(\Omega)$ on a Neumann domain.

3A. Preliminaries. As above, we assume that $(M, g)$ is a smooth, closed, connected, oriented Riemannian surface. For an open submanifold $N \subset M$, the Sobolev space $W^{k, 2}(N)$ is defined to be the completion of $C^{\infty}(N)$ with respect to the norm

$$
\begin{equation*}
\|f\|_{W^{k, 2}(N)}^{2}:=\sum_{j=0}^{k} \int_{N}\left|\nabla^{j} f\right|^{2}, \tag{3-1}
\end{equation*}
$$

where $\nabla$ denotes the covariant derivative with respect to the metric $g$. The norm depends on $g$, but since $M$ is compact, different metrics will produce equivalent norms. We will sometimes take advantage of this fact and compute the Sobolev norm using a metric $\tilde{g}$ defined in a local coordinate chart to have components $\tilde{g}_{i j}=\delta_{i j}$ (so that covariant derivatives become partial derivatives, the Riemannian volume form reduces to the Euclidean one, etc.). This allows us to apply standard methods in the theory of Sobolev spaces on Lipschitz domains in $M$.

Now suppose that $N \subset M$ is an open submanifold with Lipschitz boundary. We will later choose $N$ to be a Neumann domain $\Omega$, or a proper subset thereof (see Section 3C) if $\partial \Omega$ has a crack or a cusp. We define the boundary Sobolev spaces $H^{s}(\partial N)$ for $|s| \leq 1$ via the Fourier transform and a suitable partition of unity, following [McLean 2000, p. 96], so that the dual space is given by $H^{s}(\partial N)^{*}=H^{-s}(\partial N)$. Moreover, for any open subset $\Gamma \subset \partial N$ we let

$$
\begin{equation*}
H^{s}(\Gamma):=\left\{\left.f\right|_{\Gamma}: f \in H^{s}(\partial N)\right\}, \quad \tilde{H}^{s}(\Gamma):=\text { closure of } C_{0}^{\infty}(\Gamma) \text { in } H^{s}(\Gamma) . \tag{3-2}
\end{equation*}
$$

The space $\widetilde{H}^{s}(\Gamma)$ has an equivalent description that is often useful in practice:

$$
\begin{equation*}
\widetilde{H}^{s}(\Gamma)=\left\{f \in H^{s}(\partial N): \operatorname{supp} f \subset \bar{\Gamma}\right\} . \tag{3-3}
\end{equation*}
$$

This equivalence follows from [McLean 2000, Theorem 3.29]. Another convenient description, valid for $s \geq 0$, is

$$
\begin{equation*}
\tilde{H}^{s}(\Gamma)=\left\{f \in L^{2}(\Gamma): \tilde{f} \in H^{s}(\partial N)\right\} \tag{3-4}
\end{equation*}
$$

where $\tilde{f}$ denotes the extension of $f$ by zero to $\partial N \backslash \Gamma$; this is [McLean 2000, Theorem 3.33].
It follows from the definitions that $\widetilde{H}^{s}(\Gamma) \subset H^{s}(\Gamma)$ for all $|s| \leq 1$, and it is well known that these spaces coincide for $|s|<\frac{1}{2}$. However, for $|s| \geq \frac{1}{2}$ we have $\widetilde{H}^{s}(\Gamma) \subsetneq H^{s}(\Gamma)$ whenever $\Gamma$ is a proper subset of $\partial N$. To see this, consider the constant function $f \equiv 1$ on $\Gamma$, which is clearly in $H^{s}(\Gamma)$ for any $s$. It is easily verified that its extension $\tilde{f}$, which is just the indicator function $\chi_{\Gamma}$, is not in $H^{s}(\partial N)$ for $s \geq \frac{1}{2}$, in which case we conclude from (3-4) that $f \notin \widetilde{H}^{s}(\Gamma)$. This distinction between the $H^{s}$ and $\widetilde{H}^{s}$ spaces will be important when we consider the normal derivative of a function restricted to a subset of the boundary; see in particular Lemma 3.1 and its application in the proof of Proposition 4.3.

The $\widetilde{H}^{s}$ spaces arise naturally as duals to the $H^{s}$ spaces. That is, for any $|s| \leq 1$ we have $H^{s}(\Gamma)^{*}=$ $\tilde{H}^{-s}(\Gamma)$, from [McLean 2000, Theorem 3.30]. In particular,

$$
\begin{equation*}
\widetilde{H}^{-1 / 2}(\Gamma)=H^{1 / 2}(\Gamma)^{*} \subsetneq \widetilde{H}^{1 / 2}(\Gamma)^{*}=H^{-1 / 2}(\Gamma) \tag{3-5}
\end{equation*}
$$

Using (3-2) we obtain

$$
\begin{equation*}
\ell=0 \quad \text { in } H^{-s}(\Gamma) \quad \Longleftrightarrow \quad \ell(f)=0 \quad \text { for all } f \in C_{0}^{\infty}(\Gamma) \tag{3-6}
\end{equation*}
$$

We thus define for $0 \leq s \leq 1$ the mapping

$$
\begin{gather*}
. \text { dual }: L^{2}(\Gamma) \rightarrow H^{s}(\Gamma)^{*},  \tag{3-7}\\
g^{\text {dual }}(f):=\langle f, g\rangle_{L^{2}(\Gamma)}, \quad f \in H^{s}(\Gamma),
\end{gather*}
$$

observing that the $L^{2}$ inner product is well-defined because $H^{s}(\Gamma) \subset L^{2}(\Gamma)$ for $0 \leq s \leq 1$. As a result, we will often abuse notation and use integral notation to denote the action of $\ell \in H^{s}(\Gamma)^{*}$ on $f \in H^{s}(\Gamma)$, i.e., we will write

$$
\ell(f)=\int_{\Gamma} \ell f
$$

even when $\ell$ is not in the range of the map . dual; see in particular Green's identity (3-10) below.
Given a decomposition $\partial N=\bar{\Gamma}_{1} \cup \bar{\Gamma}_{2}$, where $\Gamma_{1}$ and $\Gamma_{2}$ are disjoint, open subsets of $\partial N$, and a distribution $\ell \in H^{-s}(\partial N)$ for some $s \geq 0$, we have $\left.\ell\right|_{\Gamma_{i}} \in H^{-s}\left(\Gamma_{i}\right)$ for $i=1$, 2. For $0 \leq s<\frac{1}{2}$ we obtain the decomposition

$$
\ell(\phi)=\left.\ell\right|_{\Gamma_{1}}\left(\left.\phi\right|_{\Gamma_{1}}\right)+\left.\ell\right|_{\Gamma_{2}}\left(\left.\phi\right|_{\Gamma_{2}}\right)
$$

for every $\phi \in H^{s}(\partial N)$. However, this is not true for $s \geq \frac{1}{2}$, and in fact the right-hand side is not even defined in this case, since $\left.\phi\right|_{\Gamma_{i}} \in H^{s}\left(\Gamma_{i}\right)$, whereas $\left.\ell\right|_{\Gamma_{i}} \in H^{-s}\left(\Gamma_{i}\right)$ might not be contained in $H^{s}\left(\Gamma_{i}\right)^{*}$, as indicated in (3-5). However, such a splitting does hold for $\ell$ if we assume that $\Gamma_{1}$ and $\Gamma_{2}$ are separated by a third subset $\Gamma_{0}$ on which $\ell$ vanishes.

Lemma 3.1. Suppose $\partial N=\bar{\Gamma}_{0} \cup \bar{\Gamma}_{1} \cup \bar{\Gamma}_{2}$, where $\Gamma_{0}, \Gamma_{1}, \Gamma_{2}$ are disjoint, open subsets of $\partial N$ with $\bar{\Gamma}_{1} \cap \bar{\Gamma}_{2}=\varnothing$. If $\ell \in H^{-1 / 2}(\partial N)$ vanishes on $\Gamma_{0}$, then $\left.\ell\right|_{\Gamma_{i}} \in \widetilde{H}^{-1 / 2}\left(\Gamma_{i}\right)$ for $i=1,2$, and

$$
\begin{equation*}
\ell(\phi)=\left.\ell\right|_{\Gamma_{1}}\left(\left.\phi\right|_{\Gamma_{1}}\right)+\left.\ell\right|_{\Gamma_{2}}\left(\left.\phi\right|_{\Gamma_{2}}\right) \tag{3-8}
\end{equation*}
$$

for every $\phi \in H^{1 / 2}(\partial N)$.
Such a partition of the boundary is illustrated in Figure 6, where $N=\Omega_{t} \cap \Omega_{\mathrm{r}}, \bar{\Gamma}_{0}=\gamma_{0, t}, \bar{\Gamma}_{1}=\tilde{\eta}$ and $\bar{\Gamma}_{2}=\gamma_{-, t}$.
Proof. We will use (3-3) to prove that $\left.\ell\right|_{\Gamma_{1}} \in \widetilde{H}^{-1 / 2}\left(\Gamma_{1}\right)$. This does not follow immediately, however, since $\ell$ is not necessarily supported in $\bar{\Gamma}_{1}$. Therefore, we will create a modified distribution, $\ell_{1}$, such that $\operatorname{supp} \ell_{1} \subset \bar{\Gamma}_{1}$ and $\left.\ell\right|_{\Gamma_{1}}=\left.\ell_{1}\right|_{\Gamma_{1}}$.

Since $\bar{\Gamma}_{1} \cap \bar{\Gamma}_{2}=\varnothing$, we can find a smooth bump function $\chi_{1}$ that equals 1 on $\Gamma_{1}$ and 0 on $\Gamma_{2}$. Consider the distribution $\ell_{1}(\phi):=\ell\left(\chi_{1} \phi\right)$, which is in $H^{-1 / 2}(\partial N)$. If $\operatorname{supp} \phi \subset \bar{\Gamma}_{0} \cup \Gamma_{2}$, then $\operatorname{supp}\left(\chi_{1} \phi\right) \subset \Gamma_{0}$, and hence $\ell_{1}(\phi)=\ell\left(\chi_{1} \phi\right)=0$, because $\ell$ vanishes on $\Gamma_{0}$. This shows that supp $\ell_{1} \subset \partial N \backslash\left(\bar{\Gamma}_{0} \cup \Gamma_{2}\right)=\bar{\Gamma}_{1}$. On the other hand, if supp $\phi \subset \Gamma_{1}$, then $\chi_{1} \phi=\phi$, and hence $\ell_{1}(\phi)=\ell(\phi)$. We have thus shown that $\left.\ell\right|_{\Gamma_{1}}=\left.\ell_{1}\right|_{\Gamma_{1}} \in \widetilde{H}^{-1 / 2}\left(\Gamma_{1}\right)$.

Similarly, we obtain $\ell_{2} \in H^{-1 / 2}(\partial N)$, with supp $\ell_{2} \subset \bar{\Gamma}_{2}$ and $\left.\ell\right|_{\Gamma_{2}}=\left.\ell_{2}\right|_{\Gamma_{2}} \in \widetilde{H}^{-1 / 2}\left(\Gamma_{2}\right)$. It follows that the distribution

$$
\hat{\ell}:=\ell-\ell_{1}-\ell_{2} \in H^{-1 / 2}(\partial N)
$$

has support in $\partial N \backslash\left(\Gamma_{0} \cup \Gamma_{1} \cup \Gamma_{2}\right)=\left(\bar{\Gamma}_{0} \cap \bar{\Gamma}_{1}\right) \cup\left(\bar{\Gamma}_{0} \cap \bar{\Gamma}_{2}\right)$, which is a finite set. However, a distribution in $H^{-1 / 2}$ cannot be supported on a finite set of points, by [McLean 2000, Lemma 3.39], so we conclude that $\hat{\ell}$ is identically zero, which completes the proof.

Since $N$ was assumed to have Lipschitz boundary, the trace map $\left.\cdot\right|_{\partial N}: W^{1,2}(N) \rightarrow H^{1 / 2}(\partial N)$ is continuous. To define the normal derivative we first introduce the weak Laplace-Beltrami operator, $\Delta: W^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega)^{*}$, where $\Omega \subset M$ is any open subset of $M$. By definition, $\Delta \psi=f$ means

$$
\begin{equation*}
\int_{\Omega}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle=\int_{\Omega} f \phi \tag{3-9}
\end{equation*}
$$

for all $\phi \in W_{0}^{1,2}(\Omega)$, where the integral on the right-hand side is shorthand for the action of $f \in W_{0}^{1,2}(\Omega)^{*}$ on $\phi \in W_{0}^{1,2}(\Omega)$. If $\Delta \psi=f \in L^{2}(\Omega)$, then this is a genuine $L^{2}$ inner product of $f$ and $\phi$.

The weak version of Green's identity then says that for any $\psi \in W^{1,2}(N)$ with $\Delta \psi \in L^{2}(N)$, there exists a unique $\partial_{\nu} \psi \in H^{-1 / 2}(\partial N)$ such that

$$
\begin{equation*}
\int_{N}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle=\int_{N}(\Delta \psi) \phi+\int_{\partial N}\left(\partial_{\nu} \psi\right) \phi \tag{3-10}
\end{equation*}
$$

for all $\phi \in W^{1,2}(N)$ [McLean 2000, Theorem 4.4]. The boundary term has to be understood as the action of $\partial_{\nu} \psi \in H^{-1 / 2}(\partial N)$ on $\left.\phi\right|_{\partial N} \in H^{1 / 2}(\partial N)$, i.e., $\left(\partial_{\nu} \psi\right)\left(\left.\phi\right|_{\partial N}\right)$, but to simplify the presentation we use the integral notation of (3-10).

Finally, consider an open subset $\Gamma \subset \partial N$. For a function $\psi \in W^{1,2}(N)$ we define $\left.\psi\right|_{\Gamma}$ to be the restriction of $\left.\psi\right|_{\partial N} \in H^{1 / 2}(\partial N)$ to $\Gamma$, so that (3-2) implies $\left.\psi\right|_{\Gamma} \in H^{1 / 2}(\Gamma)$. Similarly, if $\psi \in W^{1,2}(N)$
and $\Delta \psi \in L^{2}(N)$, we have $\left.\partial_{\nu} \psi\right|_{\Gamma} \in H^{-1 / 2}(\Gamma)$. It is not necessarily true that $\left.\partial_{\nu} \psi\right|_{\Gamma}$ is contained in the smaller space $\widetilde{H}^{-1 / 2}(\Gamma)=H^{1 / 2}(\Gamma)^{*}$; see (3-5). However, this will be the case if $\partial_{\nu} \psi$ vanishes on $\partial N \backslash \bar{\Gamma}$, by Lemma 3.1. This fact will play a crucial role in the proof of Proposition 4.3 below.

We conclude the section by explaining our decision to use $W^{k, 2}$-Sobolev spaces on $N$ but $H^{s}$-Sobolev spaces on $\partial N$. Recall that $H^{1}(\Omega) \subset W^{1,2}(\Omega)$ holds for any open set $\Omega$, but the inclusion can be strict unless one has additional regularity of the boundary. In Definition 4.1 we construct the Neumann Laplacian as the self-adjoint operator corresponding to a nonnegative, symmetric bilinear form. For this we require the form to be closed, which is the case if the form domain is $W^{1,2}(\Omega)$, but need not be true if the form domain is $H^{1}(\Omega)$. On the other hand, the $H^{s}$-Sobolev spaces, defined via the Fourier transform, provide a more natural setting for the discussion of traces: If $N$ is an open submanifold with Lipschitz boundary, there is a bounded, surjective trace map $\left.\cdot\right|_{\partial N}: H^{1}(N) \rightarrow H^{1 / 2}(\partial N)$. For $N$ Lipschitz we have the equality $H^{1}(N)=W^{1,2}(N)$, and hence a well-defined trace map $\left.\cdot\right|_{\partial N}: W^{1,2}(N) \rightarrow H^{1 / 2}(\partial N)$.

3B. Dissections of Neumann domains. The boundary of a cracked Neumann domain cannot be of class $C$, whether or not there is a cusp on the boundary, due to the Neumann line $\eta$ contained in the interior of $\bar{\Omega}$; see Figure 3. We deal with this by dissecting such a Neumann domain into two pieces, as shown in Figure 4, where one piece has Lipschitz boundary, and the other has boundary that is Lipschitz except possibly at a cusp point; i.e., it has the same regularity as a regular Neumann domain. For doubly cracked domains as in Figure 3, an analogous statement holds as the proof for that case is essentially the same. The dissection thus reduces many of the proofs for cracked domains to the corresponding results for regular domains.

This dissection is made possible by the following lemma.
Lemma 3.2. Assume $f$ is a Morse function and let $\gamma$ be a Neumann line. Then $\gamma$ has finite length $L(\gamma)<\infty$, and admits an arc-length parametrization with $\gamma \in C^{1}([0, L(\gamma)])$, i.e., boundary points are included.

Proof. We decompose $\gamma=\gamma_{0} \cup \gamma_{1} \cup \gamma_{2}$, where $\gamma_{1}$ is defined in a small neighbourhood of the initial endpoint of $\gamma$ and $\gamma_{2}$ is defined in a small neighbourhood of the terminal endpoint. Then it is enough to prove the corresponding statement for $\gamma_{0}, \gamma_{1}$ and $\gamma_{2}$.

The result for $\gamma_{0}$ follows by standard results for flows of smooth vector fields. Definition 2.3 implies that the endpoints of $\gamma$ are critical points of $f$. If the initial endpoint (which we label $\boldsymbol{c}$ ) is a saddle, then the result for $\gamma_{1}$ follows, e.g., by [Banyaga and Hurtubise 2004, Theorem 4.2 (p. 94)]. On the other hand, if $\boldsymbol{c}$ is an extremum we use the map $\Phi$ from Proposition 2.7. Then $\Phi \circ \gamma_{1}$ is a flow line generated by $\mathrm{e}^{- \text {Hess } f(c) t}$, and hence satisfies the properties of the claim, i.e., it is $C^{1}$ up to the endpoint and has finite length. As $\Phi^{-1}$ is a $C^{1}$ map and $\gamma_{1}=\Phi^{-1} \circ\left(\Phi \circ \gamma_{1}\right)$ is a composition of $C^{1}$ functions, the claim for $\gamma_{1}$ follows. The proof for $\gamma_{2}$ is identical.

Now suppose that $\Omega$ is a cracked Neumann domain. The doubly cracked case in Figure 3 can be treated analogously. Denote by $\boldsymbol{q}$ the extremum in the interior of $\bar{\Omega}$, and let $\eta$ be the Neumann line attached to $\boldsymbol{q}$; see Figure 4. Choosing a Lipschitz curve $\tilde{\eta}$ in $\Omega$ that joins $\boldsymbol{q}$ with a noncusp point of $\partial \Omega$, we obtain a


Figure 4. The dissection of a cracked Neumann domain, as given in (3-11). The Neumann line $\eta$ is extended to a Lipschitz curve $\eta \cup \tilde{\eta}$, so that $\Omega_{1}$ is a Lipschitz domain and $\Omega_{\mathrm{r}}$ possesses a cusp at $\boldsymbol{p}$.
dissection of $\Omega$ into disjoint parts $\Omega_{1}$ and $\Omega_{\mathrm{r}}$, i.e.,

$$
\begin{equation*}
\Omega \backslash \tilde{\eta}=\Omega_{1} \cup \Omega_{\mathrm{r}} \tag{3-11}
\end{equation*}
$$

as shown in Figure 4. Lemma 3.2 guarantees that $\eta \cup \tilde{\eta}$ is a Lipschitz curve, so $\Omega_{1}$ has Lipschitz boundary, and $\Omega_{\mathrm{r}}$ has Lipschitz boundary with the possible exception of a cusp at $\boldsymbol{p}$. This dissection induces an isometric embedding

$$
\begin{align*}
W^{1,2}(\Omega) & \rightarrow W^{1,2}\left(\Omega_{1}\right) \oplus W^{1,2}\left(\Omega_{\mathrm{r}}\right),  \tag{3-12}\\
\phi & \mapsto\left(\left.\phi\right|_{\Omega_{1}},\left.\phi\right|_{\Omega_{\mathrm{r}}}\right) .
\end{align*}
$$

3C. Truncated Neumann domains. To deal with potential cusps at the maximum and minimum of $f$, we introduce truncated versions of $\Omega$. Denoting by $\boldsymbol{p} \in \operatorname{Min}(f)$ and $\boldsymbol{q} \in \operatorname{Max}(f)$ the minimum and maximum of $f$ in $\bar{\Omega}$, we observe that $f(\boldsymbol{q})<f(\boldsymbol{p})$, since otherwise $f$ would be constant on $\bar{\Omega}$, which is not possible as it is a Morse function. Adding a constant to $f$, which does not affect the gradient flow lines, we can thus assume that $f(\boldsymbol{q})<0<f(\boldsymbol{p})$. (In the special case that $f$ is an eigenfunction this condition holds automatically, so it is not necessary to shift $f$.)

We then define for each $0<t<1$ the truncated domains

$$
\Omega_{t}:= \begin{cases}\{x \in \Omega: f(x)<t f(\boldsymbol{q})\}, & \boldsymbol{q} \text { is a cusp, } \boldsymbol{p} \text { is not, }  \tag{3-13}\\ \{x \in \Omega: t f(\boldsymbol{p})<f(x)\}, & \boldsymbol{p} \text { is a cusp, } \boldsymbol{q} \text { is not, } \\ \{x \in \Omega: t f(\boldsymbol{p})<f(x)<t f(\boldsymbol{q})\}, & \boldsymbol{q} \text { and } \boldsymbol{p} \text { are cusps }, \\ \Omega, & \text { otherwise. }\end{cases}
$$

Some examples of this construction are shown in Figure 5.
The boundary of $\Omega_{t}$ can be decomposed as $\partial \Omega_{t}=\gamma_{ \pm, t} \cup \gamma_{0, t}$, where $\gamma_{ \pm, t}$ are level lines defined by

$$
\begin{equation*}
\gamma_{+, t}=\{x: f(x)=t f(\boldsymbol{q})\}, \quad \gamma_{-}, t=\{x: f(x)=t f(\boldsymbol{p})\}, \tag{3-14}
\end{equation*}
$$

and $\gamma_{0, t}=\partial \Omega_{t} \cap \partial \Omega$ is the part of $\partial \Omega$ that remains after the truncation. Note that $\gamma_{0, t} \neq \varnothing$, and Proposition 2.5(3) implies that $\gamma_{ \pm, t}$ meets $\partial \Omega$ perpendicularly, except for a finite number of exceptional times where $\gamma_{ \pm, t}$ meets $\partial \Omega$ at a saddle point, in which case the meeting angle is $\frac{\pi}{4}$; see Figure 5 .


Figure 5. Neumann domains and their truncations, with the dotted line indicating the curve $\gamma_{ \pm, t}$. The top two figures show regular and cracked domains for $t$ close to 1 . For the same cracked domain the bottom left figure shows an exceptional value of $t$, where $\gamma_{ \pm, t}$ meets $\partial \Omega$ at angle $\frac{\pi}{4}$, and the bottom right figure shows a smaller value of $t$.

For a truncated Neumann domain $\Omega_{t}$ we denote its complement in $\Omega$ by $\Omega_{t}^{c}:=\Omega \backslash \Omega_{t}$. For any $0<t<1$ and sufficiently small $\epsilon>0$, we can find a smooth cutoff function $\chi$ on $M$ such that

$$
\chi(x)= \begin{cases}0, & x \in \Omega_{t},  \tag{3-15}\\ 1, & x \in \Omega_{t+\epsilon}^{c} .\end{cases}
$$

If desired, we can assume that $\chi$ is of the form $\alpha \circ f$ for some $\alpha \in C^{\infty}(\mathbb{R})$, in which case $\chi$ has the same level lines as $f$. For the arguments to follow, however, a generic smooth cutoff will suffice.

3D. Density and embedding results. We now state and prove the main result of this section.
Proposition 3.3. Let $(M, g)$ be a closed, connected, oriented Riemannian surface. If $\Omega \subset M$ is a Neumann domain of a Morse function f, the following hold:
(1) The embedding $W^{1,2}(\Omega) \rightarrow L^{2}(\Omega)$ is compact.
(2) If $\Omega$ is regular, then $C^{1}(\bar{\Omega})$ is dense in $W^{1,2}(\Omega)$.
(3) If $\Omega$ is cracked, then there exists $t \in(0,1)$ such that the set of functions

$$
\begin{equation*}
\left\{\phi \in W^{1,2}(\Omega):\left.\phi\right|_{\bar{\Omega}_{t}^{c}} \in C^{1}\left(\bar{\Omega}_{t}^{c}\right)\right\} \tag{3-16}
\end{equation*}
$$

is dense in $W^{1,2}(\Omega)$.
The result is known if $\partial \Omega$ is of class $C$ (see [Mazya and Poborchi 1997]) but, as noted above, the boundary of a Neumann domain does not need to have this property. If $\Omega$ is cracked and $\phi \in W^{1,2}(\Omega)$, its values on opposite sides of the crack $\eta$ need not be close, so we cannot hope to approximate it by a
function in $C^{1}(\bar{\Omega})$. However, by choosing $t$ sufficiently large, we can ensure that $\bar{\Omega}_{t}^{c}$ is disjoint from $\eta$, and hence (3-16) holds.

The idea of the proof is to use Hartman's theorem (Proposition 2.7) to find a canonical description of the boundary near a cusp, and then apply the following lemma, which allows us to extend functions to a larger domain which still has a cusp but is of class $C$; see the domains $\Omega_{1}$ and $\Omega_{2}$ in Figure 2 .

Lemma 3.4 [Mazya and Poborchi 1997, §5.4.1, Lemma 1, p. 285]. Consider the domain

$$
\widetilde{\Omega}=\left\{(x, y) \in \mathbb{R}^{2}: c_{1} \vartheta(x)<y<c_{2} \vartheta(x), 0<x<1\right\}
$$

for some $c_{1}<c_{2}$, where $\vartheta \in C^{0,1}([0,1])$ is an increasing function with $\vartheta(0)=0$ and $\vartheta^{\prime}(t) \rightarrow 0$ as $t \rightarrow 0$, and define

$$
\begin{equation*}
G=\left\{(x, y) \in \mathbb{R}^{2}:|y|<M \vartheta(x), 0<x<1\right\} \tag{3-17}
\end{equation*}
$$

for $M \geq \max \left\{\left|c_{1}\right|,\left|c_{2}\right|\right\}$. Then there exists a continuous extension operator $\mathcal{E}: W^{1,2}(\widetilde{\Omega}) \rightarrow W^{1,2}(G)$.
We will apply this lemma with $\vartheta(x)=x^{\alpha}$ for some $\alpha>1$.
Proof of Proposition 3.3. We first prove (1) and (2) for regular Neumann domains. Only the behaviour near the cusps has to be investigated, as they are the only possible non-Lipschitz points on $\partial \Omega$. A cusp is either a maximum or a minimum by Proposition 2.5. Without loss of generality, let $\boldsymbol{c} \in \operatorname{Max}(f)$ be the only cusp on $\partial \Omega$.

We localize at $\boldsymbol{c}$ by taking a smooth cutoff function $\chi$, as in (3-15), that equals 1 in $\Omega_{t+\epsilon}^{c}$ and vanishes in $\Omega_{t}$, and hence is supported in $\Omega_{c}:=\Omega_{t}^{c}$. Now take $\phi \in W^{1,2}(\Omega)$. We write $\phi=\chi \phi+(1-\chi) \phi$ and observe that $\chi \phi,(1-\chi) \phi \in W^{1,2}(\Omega)$. Thus, it is sufficient to prove the statements for both functions separately. For the latter function the observation that it is supported in a Lipschitz domain implies both (1) and (2) in Proposition 3.3.

For the former we choose $t$ close to 1 and employ Proposition 2.7. Let $\Phi$ be the resulting $C^{1}$ diffeomorphism and define $\widetilde{\Omega}_{c}=\Phi\left(\Omega_{c}\right)$. Owing to (2-1), the image in $\widetilde{\Omega}_{c}$ of the two boundary curves meeting at $\boldsymbol{c}$ consists of flow lines obeying $\partial_{t} \gamma=-$ Hess $f(\boldsymbol{c}) \gamma$. These are generated by $\mathrm{e}^{-t \text { Hess } f(\boldsymbol{c})} x_{0}$, where $x_{0}$ is a suitable point on $\gamma$. An easy calculation as in [McDonald and Fulling 2014, Section 3; Alon et al. 2020, Proof of Proposition 4.1] shows that the flow lines near the origin may be parametrized in suitable coordinates by $\gamma(x)=\left(x, c x^{\alpha}\right)$, where $\alpha>0$ depends only on the eigenvalues of Hess $f(c)$ (in fact only on their ratio). This implies that near the origin the domain $\widetilde{\Omega}_{c}$ is described by

$$
\begin{equation*}
(x, y) \in \widetilde{\Omega}_{c} \quad \Longleftrightarrow \quad c_{1} x^{\alpha}<y<c_{2} x^{\alpha} \text { and } x>0 \tag{3-18}
\end{equation*}
$$

We can assume that $\alpha>1$. (If $\alpha=1$, then $\widetilde{\Omega}_{c}$ is in fact Lipschitz near $\boldsymbol{c}$, so there is nothing to prove; if $\alpha<1$, we exchange $x$ and $y$ to obtain a similar description of the boundary with $\alpha$ replaced by $1 / \alpha$.) Now Lemma 3.4 says that there exists a continuous extension operator $\mathcal{E}: W^{1,2}\left(\widetilde{\Omega}_{c}\right) \rightarrow W^{1,2}(G)$, where $\widetilde{\Omega}_{c} \subset G$ and near $\mathbf{0}$ the domain $G$ is characterized by

$$
\begin{equation*}
(x, y) \in G \quad \Longleftrightarrow \quad|y|<M x^{\alpha} \text { and } x>0 \tag{3-19}
\end{equation*}
$$

with $M$ large enough. Since the boundary $\partial G$ is of class $C$, we can now infer by [Edmunds and Evans 1987, Theorem 4.17, p. 267; Mazya and Poborchi 1997, §1.4.2, Theorem 1, p. 28] that $W^{1,2}(G)$ satisfies statements (1) and (2) of the proposition. In particular, $W^{1,2}(G) \rightarrow L^{2}(G)$ is compact and $C^{1}(\bar{G})$ is dense in $W^{1,2}(G)$.

Using the fact that $\Phi$ is a $C^{1}$-diffeomorphism, it is easily shown that the pull-back map

$$
\begin{equation*}
\Phi^{*}: W^{1,2}\left(\widetilde{\Omega}_{c}\right) \rightarrow W^{1,2}\left(\Omega_{c}\right), \quad \phi \mapsto \phi \circ \Phi \tag{3-20}
\end{equation*}
$$

is well-defined and bijective, with

$$
\frac{1}{C^{\prime}}\|\phi\|_{W^{1,2}\left(\tilde{\Omega}_{c}\right)}^{2}<\|\phi \circ \Phi\|_{W^{1,2}\left(\Omega_{c}\right)}^{2}<C^{\prime}\|\phi\|_{W^{1,2}\left(\tilde{\Omega}_{c}\right)}^{2}
$$

for some $C^{\prime}>0$. Therefore, the inclusion $W^{1,2}\left(\Omega_{c}\right) \rightarrow L^{2}\left(\Omega_{c}\right)$ can be written as the composition of a compact operator

$$
W^{1,2}\left(\Omega_{c}\right) \xrightarrow{\left(\Phi^{-1}\right)^{*}} W^{1,2}\left(\widetilde{\Omega}_{c}\right) \xrightarrow{\mathcal{E}} W^{1,2}(G) \longrightarrow L^{2}(G)
$$

and a bounded operator

$$
L^{2}(G) \longrightarrow L^{2}\left(\widetilde{\Omega}_{c}\right) \xrightarrow{\Phi^{*}} L^{2}\left(\Omega_{c}\right)
$$

(where the first map is restriction), and hence is compact. This completes the proof of (1) for regular Neumann domains.

To prove (2), let $\phi \in W^{1,2}\left(\Omega_{c}\right)$, so that $\phi \circ \Phi^{-1} \in W^{1,2}\left(\widetilde{\Omega}_{c}\right)$ and $\mathcal{E}\left(\phi \circ \Phi^{-1}\right) \in W^{1,2}(G)$. For any $\delta>0$, there exists $\tilde{\phi} \in C^{1}(\bar{G})$ with $\left\|\tilde{\phi}-\mathcal{E}\left(\phi \circ \Phi^{-1}\right)\right\|_{W^{1,2}(G)}<\delta$, and hence

$$
\begin{aligned}
\left\|\left.\tilde{\phi}\right|_{\tilde{\Omega}_{c}} \circ \Phi-\phi\right\|_{W^{1,2}\left(\Omega_{c}\right)} & \leq C^{\prime}\left\|\left.\tilde{\phi}\right|_{\tilde{\Omega}_{c}}-\phi \circ \Phi^{-1}\right\|_{W^{1,2}\left(\tilde{\Omega}_{c}\right)} \\
& \leq C^{\prime}\left\|\tilde{\phi}-\mathcal{E}\left(\phi \circ \Phi^{-1}\right)\right\|_{W^{1,2}(G)}<C^{\prime} \delta .
\end{aligned}
$$

Since $\tilde{\phi} \mid \tilde{\Omega}_{c} \circ \Phi \in C^{1}\left(\bar{\Omega}_{c}\right)$, this completes the proof of (2).
We next prove (1) for cracked Neumann domains, using the decomposition (3-12). More precisely, using Lemma 3.2 we may dissect $\Omega$ as in (3-11) and, without loss of generality, assume that the cusp is located on the boundary of $\Omega_{\mathrm{r}}$, as in Figure 3. Note that

$$
W^{1,2}(\Omega) \rightarrow W^{1,2}\left(\Omega_{1}\right) \oplus W^{1,2}\left(\Omega_{\mathrm{r}}\right) \rightarrow L^{2}\left(\Omega_{1}\right) \oplus L^{2}\left(\Omega_{\mathrm{r}}\right)=L^{2}(\Omega)
$$

and so it is enough to prove compactness of the embedding $W^{1,2}\left(\Omega_{\bullet}\right) \rightarrow L^{2}\left(\Omega_{\bullet}\right)$ for $\bullet=1$, r. For $\bullet=1$ this follows from the Lipschitz property of $\partial \Omega_{1}$. For $\bullet=\mathrm{r}$ we observe that $\partial \Omega_{\mathrm{r}}$ is Lipschitz except at the cusp, and so the proof given above for regular domains applies.

Finally, we prove (3). For $0<t<1$ sufficiently close to 1 we have $\Omega_{t}^{c} \subset \Omega_{\bullet}$ for either $\bullet=1$ or r (the case $\bullet=\mathrm{r}$ is shown in Figure 4), so we choose $t$ sufficiently close to 1 and $\epsilon>0$ small enough that $\Omega_{c}=\Omega_{t}^{c} \subset \Omega_{0}$. Now let $\phi \in W^{1,2}(\Omega)$. Given $\delta>0$, there exists by (2) a function $\phi_{\delta} \in C^{1}\left(\bar{O}_{c}\right)$ such that $\left\|\phi-\phi_{\delta}\right\|_{W^{1,2}\left(\Omega_{c}\right)}<\delta$. Choosing a smooth cutoff function $\chi$ that equals 1 in $\Omega_{t+\epsilon}^{c}$ and vanishes in $\Omega_{t}$, we
define $\tilde{\phi}_{\delta}=\chi \phi_{\delta}+(1-\chi) \phi \in W^{1,2}(\Omega)$ and compute

$$
\begin{align*}
\left\|\phi-\tilde{\phi}_{\delta}\right\|_{W^{1,2}(\Omega)} & =\left\|\chi\left(\phi-\phi_{\delta}\right)\right\|_{W^{1,2}\left(\Omega_{c}\right)} \\
& \leq K\left\|\phi-\phi_{\delta}\right\|_{W^{1,2}\left(\Omega_{c}\right)}<K \delta \tag{3-21}
\end{align*}
$$

where $K$ is a constant depending only on $\chi$. Finally, since supp $\chi \subset \bar{\Omega}_{t}^{c}$, we have

$$
\left.\tilde{\phi}_{\delta}\right|_{\bar{\Omega}_{t}^{c}}=\left.\chi \phi_{\delta}\right|_{\bar{\Omega}_{t}^{c}} \in C^{1}\left(\bar{\Omega}_{t}^{c}\right) .
$$

## 4. The Neumann Laplacian on a Neumann domain

In this section we define the Neumann Laplacian on a Neumann domain $\Omega$, and establish some of its fundamental properties, in particular proving Theorems 1.2 and 1.3. This relies on the technical results of the previous section, namely Proposition 3.3.

4A. Definition and proof of Theorem 1.2. We define the Neumann Laplacian in the usual way, via a symmetric bilinear form.

Definition 4.1. The Neumann Laplacian on an open set $\Omega \subset M$, denoted by $\Delta_{\Omega}^{N}$, is the unique self-adjoint operator corresponding to the bilinear form

$$
\begin{equation*}
a(\psi, \phi):=\int_{\Omega}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle, \quad \mathcal{D}(a):=W^{1,2}(\Omega) . \tag{4-1}
\end{equation*}
$$

More precisely, $\Delta_{\Omega}^{N}$ is an unbounded operator on $L^{2}(\Omega)$, with domain

$$
\begin{equation*}
\mathcal{D}\left(\Delta_{\Omega}^{N}\right)=\left\{\psi \in W^{1,2}(\Omega) \text { :there exists } f_{\psi} \in L^{2}(\Omega) \text { with } a(\psi, \phi)=\left\langle f_{\psi}, \phi\right\rangle_{L^{2}(\Omega)} \text { for all } \phi \in W^{1,2}(\Omega)\right\} \tag{4-2}
\end{equation*}
$$

and for any $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$ we have $\Delta_{\Omega}^{N} \psi=f_{\psi}$. The existence and uniqueness of such an operator follows immediately from the completeness of the form domain $\mathcal{D}(a)=W^{1,2}(\Omega)$ and standard theory of selfadjoint operators, for instance [Reed and Simon 1972, Theorem VIII.15]. If $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$, then (4-2) implies

$$
\int_{\Omega}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle=\int_{\Omega}\left(\Delta_{\Omega}^{N} \psi\right) \phi
$$

for all $\phi \in W_{0}^{1,2}(\Omega)$, and hence $\Delta \psi=\Delta_{\Omega}^{N} \psi \in L^{2}(\Omega)$. That is, $\Delta_{\Omega}^{N}$ acts as the weak Laplace-Beltrami operator $\Delta$ defined in (3-9).

The next result is nontrivial, and relies on the special geometric structure of Neumann domains.
Proposition 4.2. If $\Omega \subset M$ is a Neumann domain for a Morse function, then $\Delta_{\Omega}^{N}$ has compact resolvent, and hence has purely discrete spectrum $\sigma\left(\Delta_{\Omega}^{N}\right) \subset[0, \infty)$.

Proof. Proposition 3.3(1) says that the form domain $W^{1,2}(\Omega)$ is compactly embedded in $L^{2}(\Omega)$, so the result follows from [Reed and Simon 1978, Theorem XIII.64].

4B. Domain of the Neumann Laplacian. We now describe the domain of the Neumann Laplacian, working towards the proof of Theorem 1.3. Recalling the truncated domain $\Omega_{t}$ introduced in Section 3C, and the decomposition $\partial \Omega_{t}=\gamma_{ \pm, t} \cup \gamma_{0, t}$ of its boundary in (3-14), we have the following.
Proposition 4.3. Let $\Omega$ be a Neumann domain of a Morse function $f$. The domain of the Neumann Laplacian is given by

$$
\begin{align*}
& \mathcal{D}\left(\Delta_{\Omega}^{N}\right)=\left\{\psi \in W^{1,2}(\Omega): \Delta \psi \in L^{2}(\Omega),\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t}}\right)\right|_{\gamma_{0, t}^{0}}=0 \text { for all } 0<t<1\right. \\
& \left.\quad \text { and } \lim _{t \rightarrow 1} \int_{\gamma_{ \pm, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t}}\right) \phi=0 \text { for all } \phi \in W^{1,2}(\Omega)\right\} \tag{4-3}
\end{align*}
$$

if $\Omega$ is regular, and

$$
\begin{align*}
& \mathcal{D}\left(\Delta_{\Omega}^{N}\right)=\left\{\psi \in W^{1,2}(\Omega): \Delta \psi \in L^{2}(\Omega),\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right)\right|_{\gamma_{0, t}^{0}}=\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right)\right|_{\gamma_{0, t}^{0}}=0\right. \\
& \left.\quad \text { for all } 0<t<1, \text { and } \lim _{t \rightarrow 1} \int_{\gamma_{ \pm, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t}}\right) \phi=0 \text { for all } \phi \in W^{1,2}(\Omega)\right\} \tag{4-4}
\end{align*}
$$

if $\Omega$ is cracked.
That is, to be in the domain of $\Delta_{\Omega}^{N}$, a function must satisfy Neumann boundary conditions on the Lipschitz part of the boundary, as well as a limiting boundary condition at each cusp. While this completely characterizes the domain of $\Delta_{\Omega}^{N}$, the limiting boundary conditions on $\gamma_{ \pm, t}$ may be difficult to check in practice. Therefore, in the following section we will give simple criteria (Proposition 4.8 and Corollary 4.9) which guarantee these limiting conditions are satisfied.
Remark 4.4. Our techniques actually give a more general result, not just valid for Neumann domains. The key points are that $\partial \Omega$ is Lipschitz except for a finite number of cusps and cracks, and the cracks admit a Lipschitz continuation. A stronger result will be given below (in Remark 4.7) that relies on the detailed structure of the cusps, which for Neumann domains is a consequence of Hartman's theorem.

In proving the proposition, we must take into account the fact that $\Omega_{1}$ and $\Omega_{\mathrm{r}}$ need not be Lipschitz; see Figure 4, where $\Omega_{\mathrm{r}}$ has a cusp on its boundary. We therefore combine the dissection and truncation of Sections 3B and 3C, respectively. The resulting domains are shown in Figure 6. Note that the boundaries of $\Omega_{t} \cap \Omega_{1}$ and $\Omega_{t} \cap \Omega_{\mathrm{r}}$ can be partitioned into three parts: $\gamma_{ \pm, t}$ coming from the truncation; $\tilde{\eta}$ coming from the dissection; and $\gamma_{0, t}$, coming from the original domain $\Omega$. We emphasize that the dissection (3-11) is an auxiliary construction, and our analysis does not depend on the specific choice of $\tilde{\eta}$.

Since $\eta \cup \tilde{\eta}$ has a Lipschitz neighbourhood in both $\Omega_{t} \cap \Omega_{1}$ and $\Omega_{t} \cap \Omega_{\mathrm{r}}$, see Figure 6, we have

$$
\begin{equation*}
\left.\left(\left.\phi\right|_{\Omega_{1}}\right)\right|_{\tilde{\eta}^{o}}=\left.\left(\left.\phi\right|_{\Omega_{\mathrm{r}}}\right)\right|_{\tilde{\eta}^{0}} \in H^{1 / 2}\left(\tilde{\eta}^{0}\right) \quad \text { for } \phi \in W^{1,2}(\Omega), \tag{4-5}
\end{equation*}
$$

with $\cdot{ }^{\circ}$ denoting the interior in $\gamma_{0, t} \cup \tilde{\eta}$. Therefore, the map

$$
\begin{align*}
W^{1,2}(\Omega) & \rightarrow H^{1 / 2}\left(\eta^{o}\right) \oplus H^{1 / 2}\left(\eta^{o}\right) \oplus H^{1 / 2}\left(\tilde{\eta}^{o}\right), \\
\phi & \mapsto\left(\left.\left(\left.\phi\right|_{\Omega_{1}}\right)\right|_{\eta^{\circ}},\left.\left(\left.\phi\right|_{\Omega_{\mathrm{r}}}\right)\right|_{\eta^{\mathrm{o}}},\left.\phi\right|_{\tilde{\eta}^{\mathrm{o}}}\right), \tag{4-6}
\end{align*}
$$

is well-defined, where $\left.\phi\right|_{\tilde{\eta}^{0}}$ denotes the common value in (4-5). We first analyze the normal derivatives on $\tilde{\eta}$.
Lemma 4.5. Let $\Omega$ be a cracked Neumann domain. If $\psi \in W^{1,2}(\Omega)$ and $\Delta \psi \in L^{2}(\Omega)$, then

$$
\begin{equation*}
\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{1}}\right)\right|_{\tilde{\eta}^{o}}+\left.\partial_{\nu}\left(\psi \mid \Omega_{\Omega_{\mathrm{r}}}\right)\right|_{\tilde{\eta}^{o}}=0 \in H^{-1 / 2}\left(\tilde{\eta}^{o}\right) \tag{4-7}
\end{equation*}
$$



Figure 6. The dissected and truncated domains appearing in the proof of Proposition 4.3. Here $\gamma_{ \pm, t}$ is a result of the truncation, $\tilde{\eta}$ is from the dissection, and $\gamma_{0, t}$ is the part of the original boundary, $\partial \Omega$, that remains after the truncation.

Proof. The hypothesis $\Delta \psi \in L^{2}(\Omega)$ means

$$
\begin{equation*}
\int_{\Omega}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle=\langle\Delta \psi, \phi\rangle_{L^{2}(\Omega)} \tag{4-8}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}(\Omega)$. Together with Green's formula (3-10), this implies

$$
\begin{equation*}
\int_{\tilde{\eta}}\left(\partial_{\nu}\left(\left.\psi\right|_{\Omega_{1}}\right)+\partial_{\nu}\left(\left.\psi\right|_{\Omega_{\mathrm{r}}}\right)\right) \phi=0 \tag{4-9}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}(\Omega)$. Since any function in $C_{0}^{\infty}(\tilde{\eta})$ can be realized as $\left.\phi\right|_{\tilde{\eta}}$ for some $\phi \in C_{0}^{\infty}(\Omega)$, the result follows from (3-6).

We next analyze the normal derivative on the Lipschitz part of the boundary, $\gamma_{0, t}$.
Lemma 4.6. If $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$, then

$$
\begin{equation*}
\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\bullet}}\right)\right|_{\gamma_{0, t}^{0}}=0 \in H^{-1 / 2}\left(\left(\partial\left(\Omega_{t} \cap \Omega_{\bullet}\right) \cap \gamma_{0, t}\right)^{\mathbf{0}}\right) \tag{4-10}
\end{equation*}
$$

for any $0<t<1$, where $\bullet=1$, r.
Proof. We prove the result for $\Omega_{1}$, the argument for $\Omega_{\mathrm{r}}$ is identical. For any test function $\phi \in W^{1,2}\left(\Omega_{t} \cap \Omega_{1}\right)$ with $\left.\phi\right|_{\tilde{\eta}}=0$ and $\left.\phi\right|_{\gamma_{+, t}}=0$, we get from Green's formula (3-10) that

$$
\int_{\partial\left(\Omega_{t} \cap \Omega_{1}\right) \cap \gamma_{0, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right) \phi=0 .
$$

The image of the trace map restricted to

$$
\left\{\phi \in W^{1,2}\left(\Omega_{t} \cap \Omega_{1}\right):\left.\phi\right|_{\tilde{\eta}}=\left.\phi\right|_{\gamma_{+, t}}=0\right\}
$$

is precisely $\widetilde{H}^{1 / 2}\left(\left(\partial\left(\Omega_{t} \cap \Omega_{1}\right) \cap \gamma_{0, t}\right)^{0}\right)$, by (3-3) and [McLean 2000, Theorem 3.37], so the result follows.
Now, equipped with our preliminary analysis of normal derivatives, we prove Proposition 4.3.
Proof of Proposition 4.3. We only prove (4-4); the proof of (4-3) for regular domains is similar but less involved, so we omit it. Let $\psi \in W^{1,2}(\Omega)$. From (4-2) we have that $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$ if and only if
$\Delta \psi \in L^{2}(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega}(\Delta \psi) \phi=\int_{\Omega}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle \tag{4-11}
\end{equation*}
$$

for all $\phi \in W^{1,2}(\Omega)$. Thus, we fix $\psi, \phi \in W^{1,2}(\Omega)$ with $\Delta \psi \in L^{2}(\Omega)$. Since $\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle$ and $(\Delta \psi) \phi$ are in $L^{1}(\Omega)$, their integrals over $\Omega_{t}$ converge to their integrals over $\Omega$ as $t \rightarrow 1$ by the dominated convergence theorem; hence (4-11) is equivalent to

$$
\begin{equation*}
\lim _{t \rightarrow 1} \int_{\Omega_{t}}(\Delta \psi) \phi=\lim _{t \rightarrow 1} \int_{\Omega_{t}}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle . \tag{4-12}
\end{equation*}
$$

We now use the dissection (3-11), applying Green's formula on the truncated and dissected domains to obtain

$$
\int_{\Omega_{t}}\langle\operatorname{grad} \psi, \operatorname{grad} \phi\rangle=\int_{\Omega_{t}}(\Delta \psi) \phi+\int_{\partial\left(\Omega_{t} \cap \Omega_{1}\right)} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right) \phi+\int_{\partial\left(\Omega_{t} \cap \Omega_{\mathrm{r}}\right)} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi
$$

Comparing with (4-12), we see that $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$ if and only if

$$
\begin{equation*}
\lim _{t \rightarrow 1}\left\{\int_{\partial\left(\Omega_{t} \cap \Omega_{1}\right)} \partial_{\nu}\left(\left.\psi\right|_{\left.\Omega_{t} \cap \Omega_{1}\right)}\right) \phi+\int_{\partial\left(\Omega_{t} \cap \Omega_{\mathrm{r}}\right)} \partial_{v}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi\right\}=0 \tag{4-13}
\end{equation*}
$$

for each $\phi \in W^{1,2}(\Omega)$. Therefore, it suffices to show that (4-13) is equivalent to the conditions in (4-4).
We claim that if $\psi \in W^{1,2}(\Omega)$ satisfies $\Delta \psi \in L^{2}(\Omega)$ and $\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right)\right|_{\gamma_{0, t}^{o}}=\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right)\right|_{\gamma_{0, t}^{\mathrm{o}}}=0$, then

$$
\begin{equation*}
\int_{\partial\left(\Omega_{t} \cap \Omega_{1}\right)} \partial_{\nu}\left(\left.\psi\right|_{\left.\Omega_{t} \cap \Omega_{1}\right)}\right) \phi+\int_{\partial\left(\Omega_{t} \cap \Omega_{\mathrm{r}}\right)} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi=\int_{\gamma_{ \pm, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi \tag{4-14}
\end{equation*}
$$

for any $0<t<1$ and $\phi \in W^{1,2}(\Omega)$. To prove this, we decompose the integrals over $\partial\left(\Omega_{t} \cap \Omega_{1}\right)$ and $\partial\left(\Omega_{t} \cap \Omega_{\mathrm{r}}\right)$ into a sum of integrals over the different parts of the boundary. This is nontrivial, since this integral notation actually represents the action of the normal derivative distribution on a test function in $H^{1 / 2}$, and a distribution in $H^{-1 / 2}$ does not necessarily split into the sum of its restriction to different parts of the boundary, as discussed in Section 3A.

Here we make use of Lemma 3.1, as well as the assumption that $\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right)\right|_{\gamma_{0, t}^{0}}=\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right)\right|_{\gamma_{0, t}^{\mathrm{o}}}=0$. Applying the lemma to $N=\Omega_{t} \cap \Omega_{1}$, with the boundary decomposed into $\Gamma_{1}=\tilde{\eta}, \Gamma_{2}=\gamma_{+, t}$ and $\Gamma_{0}=\partial\left(\Omega_{t} \cap \Omega_{1}\right) \cap \gamma_{0, t}$, we obtain

$$
\int_{\partial\left(\Omega_{t} \cap \Omega_{1}\right)} \partial_{\nu}\left(\left.\psi\right|_{\left.\Omega_{t} \cap \Omega_{1}\right)}\right) \phi=\int_{\tilde{\eta}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right) \phi+\int_{\gamma_{+, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right) \phi .
$$

Similarly, for $\Omega_{t} \cap \Omega_{\mathrm{r}}$ we get

$$
\int_{\partial\left(\Omega_{t} \cap \Omega_{\mathrm{r}}\right)} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{\mathrm{t}} \cap \Omega_{\mathrm{r}}}\right) \phi=\int_{\tilde{\eta}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi+\int_{\gamma_{-, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi .
$$

Adding these together and using Lemma 4.5 to cancel the $\tilde{\eta}$ terms completes the proof of (4-14).

To finish the proof of the proposition, suppose that $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$, so (4-13) holds. Lemma 4.6 implies that $\left.\partial_{v}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{1}}\right)\right|_{\gamma_{0, t}^{o}}=\left.\partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right)\right|_{\gamma_{0, t}^{0}}=0$, so we can use (4-14) to conclude that

$$
\lim _{t \rightarrow 1} \int_{\gamma_{-, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t} \cap \Omega_{\mathrm{r}}}\right) \phi=0
$$

for any $\phi \in W^{1,2}(\Omega)$. Therefore, the boundary conditions given in (4-4) are satisfied. Conversely, if $\psi$ satisfies the boundary conditions in (4-4), we take the limit of (4-14) to find that (4-13) holds and so $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$.
Remark 4.7. For the $\gamma_{ \pm, t}$ boundary condition in (4-3) or (4-4), it is enough to check that

$$
\begin{equation*}
\lim _{t \rightarrow 1} \int_{\gamma_{ \pm, t}} \partial_{\nu}\left(\left.\psi\right|_{\Omega_{t}}\right) \phi=0 \tag{4-15}
\end{equation*}
$$

for test functions $\phi \in W^{1,2}(\Omega)$ that are $C^{1}$ in a neighbourhood of the cusp. If $\psi$ satisfies this, and the other conditions in (4-3) or (4-4), the proof of Proposition 4.3 shows that (4-11) holds for all such $\phi$. It then follows from Proposition 3.3(3) that (4-11) in fact holds for all $\phi \in W^{1,2}(\Omega)$, and so $\psi \in \mathcal{D}\left(\Delta_{\Omega}^{N}\right)$.
4C. Proof of Theorem 1.3. If $\Omega$ has no cusps or cracks, then Proposition 4.3 says that $\mathcal{D}\left(\Delta_{\Omega}^{N}\right)$ simply consists of functions that are sufficiently regular and satisfy Neumann boundary conditions everywhere on $\partial \Omega$. On the other hand, when a cusp is present we must also impose the condition (4-15), which says the normal derivative of $\psi$ on $\gamma_{ \pm, t}$ does not blow up as the cusp is approached. We now give a simple condition that guarantees this is the case.

For simplicity we only state the result for a cusp at $\boldsymbol{q}$; the corresponding statement for a cusp at $\boldsymbol{p}$ is analogous. We define the "doubly truncated domain"

$$
\begin{equation*}
\Omega_{t}^{\prime}=\left\{x \in \Omega: t_{0} f(\boldsymbol{q})<f(x)<t f(\boldsymbol{q})\right\} \tag{4-16}
\end{equation*}
$$

for a fixed $0<t_{0}<1$.
Proposition 4.8. If $\psi \in W^{1,2}(\Omega)$ and there exists $t_{0}$ such that $\psi \in W^{2,2}\left(\Omega_{t}^{\prime}\right)$ for all $t_{0}<t<1$ and $(1-t)^{1 / 2}\|\psi\|_{W^{2,2}\left(\Omega_{t}^{\prime}\right)}^{2}$ is bounded near $t=1$, then (4-15) holds.

The proposition does not assume $\psi$ is in $W^{2,2}(\Omega)$, but only that its $W^{2,2}\left(\Omega_{t}^{\prime}\right)$ norm does not blow up too quickly near the cusp. Of course this condition is automatically satisfied if $\psi \in W^{2,2}(\Omega)$.
Corollary 4.9. If $\psi \in W^{2,2}(\Omega)$, then (4-15) holds.
Since the Morse function $f$ that generated the Neumann domain $\Omega$ was assumed to be smooth, $\left.f\right|_{\Omega}$ satisfies the hypotheses of Corollary 4.9, and Theorem 1.3 follows immediately.

The main ingredient in the proof is a trace estimate for the doubly truncated domain $\Omega_{t}^{\prime}$, with controlled dependence on $t$.
Lemma 4.10. There exist constants $A, B>0$ such that

$$
\begin{equation*}
\int_{\gamma_{ \pm, t}} u^{2} \leq \frac{A}{\sqrt{1-t}} \int_{\Omega_{t}^{\prime}} u^{2}+B \int_{\Omega_{t}^{\prime}}|\nabla u|^{2} \tag{4-17}
\end{equation*}
$$

for all $u \in W^{1,2}\left(\Omega_{t}^{\prime}\right)$ and t sufficiently close to 1 .

Proof. Increasing $t_{0}$ if necessary, we can assume that $\boldsymbol{q}$ is the only critical point of $f$ in $\bar{\Omega}_{t_{0}}^{c}$. Consider the vector field

$$
X:=\chi u^{2} \frac{\nabla f}{|\nabla f|},
$$

where $\chi$ is a smooth cutoff function that vanishes on $\gamma_{+, t_{0}}$ and equals 1 in a neighbourhood of $\boldsymbol{q}$. Since $f$ is smooth and has no critical points in $\bar{\Omega}_{t}^{\prime}$, we have $X \in W^{1,1}\left(\Omega_{t}^{\prime}\right)$. Observe that $\nabla f /|\nabla f|$ is tangent to $\gamma_{0, t}$, whereas on $\gamma_{+, t}$ it coincides with the outward unit normal. This implies

$$
\int_{\partial \Omega_{t}^{\prime}} X \cdot v=\int_{\gamma_{+, t}} u^{2}
$$

for any $t$ large enough that $\left.\chi\right|_{\gamma_{+, t}} \equiv 1$. On the other hand, the divergence theorem implies

$$
\int_{\partial \Omega_{t}^{\prime}} X \cdot v=\int_{\Omega_{t}^{\prime}} \operatorname{div} X=\int_{\Omega_{t}^{\prime}}\left(\nabla\left(\chi u^{2}\right) \cdot \frac{\nabla f}{|\nabla f|}+\chi u^{2} \operatorname{div} \frac{\nabla f}{|\nabla f|}\right),
$$

so we obtain

$$
\begin{equation*}
\int_{\gamma_{+, t}} u^{2} \leq B\|u\|_{H^{1}\left(\Omega_{t}^{\prime}\right)}^{2}+\int_{\Omega_{t}^{\prime}} u^{2}\left|\operatorname{div} \frac{\nabla f}{|\nabla f|}\right| \tag{4-18}
\end{equation*}
$$

for some constant $B$ depending only on $\chi$.
To estimate the integral on the right-hand side, we observe that the level sets of $f$ have mean curvature $\operatorname{div}(\nabla f /|\nabla f|)$. Using the Morse lemma, we can find coordinates $(x, y)$ in a neighbourhood of $\boldsymbol{q}$ such that $f(x, y)=f(\boldsymbol{q})-x^{2}-y^{2}$. A straightforward computation (see [Beck et al. 2021, Lemma 4.7]) gives

$$
\left|\operatorname{div} \frac{\nabla f}{|\nabla f|}(x, y)\right| \leq \frac{C}{\sqrt{x^{2}+y^{2}}}=\frac{C}{\sqrt{f(\boldsymbol{q})-f(x, y)}}
$$

and so we have the uniform estimate

$$
\left|\operatorname{div} \frac{\nabla f}{|\nabla f|}\right| \leq \frac{C}{\sqrt{f(\boldsymbol{q})(t-1)}}
$$

on $\bar{\Omega}_{t}^{\prime}$. Substituting this into (4-18) completes the proof.
The other ingredient in the proof of Proposition 4.8 is the following geometric estimate.
Lemma 4.11. The length of $\gamma_{ \pm, t}$ is $o\left((1-t)^{1 / 2}\right)$ near $t=1$.
Proof. We prove the result for $\gamma_{+, t}$, assuming there is a cusp at the maximum $\boldsymbol{q}$; the proof for $\gamma_{-, t}$ is identical. Using the Morse lemma, we can find coordinates $(x, y)$ near $\boldsymbol{q}$ such that $f(x, y)=f(\boldsymbol{q})-x^{2}-y^{2}$, and so $\gamma_{+, t}$ is contained in the circle of radius $\rho=\sqrt{(1-t) f(\boldsymbol{q})}$. More precisely, it is the arc bounded by the angles $\theta_{1}(t)$ and $\theta_{2}(t)$. Parametrizing this as $\gamma(\theta)=(\rho \cos \theta, \rho \sin \theta)$, we have $\left|\gamma^{\prime}(\theta)\right|_{g} \leq C \sqrt{1-t}$, where $|\cdot|_{g}$ denotes the length computed using the metric $g$ and $C$ is some constant depending on $f(\boldsymbol{q})$ and the components of $g$ in this coordinate chart. This implies

$$
L\left(\gamma_{+, t}\right)=\int_{\theta_{1}(t)}^{\theta_{2}(t)}\left|\gamma^{\prime}(\theta)\right|_{g} d \theta \leq C \sqrt{1-t}\left|\theta_{2}(t)-\theta_{1}(t)\right|
$$

Near $\boldsymbol{q}$, the boundary $\partial \Omega$ consists of two Neumann lines meeting tangentially at $\boldsymbol{q}$ (since there is a cusp). This implies $\left|\theta_{2}(t)-\theta_{1}(t)\right| \rightarrow 0$ as $t \rightarrow 1$ and completes the proof.

We are now ready to prove Proposition 4.8.
Proof. Since $\left|\partial_{\nu} \psi\right| \leq|\nabla \psi|$, it is enough to show that

$$
\begin{equation*}
\lim _{t \rightarrow 1} \int_{\gamma_{ \pm, t}}|\nabla \psi| \phi=0 \tag{4-19}
\end{equation*}
$$

for all $\phi \in W^{1,2}(\Omega)$ that are $C^{1}$ in a neighbourhood of $\boldsymbol{q}$; see Remark 4.7. Fix such a $\phi$ and define $u=\chi|\nabla \psi| \phi$, where $\chi$ is a smooth cutoff function that equals 1 near $\boldsymbol{q}$ and is supported in the region where $\phi$ is smooth. The hypotheses on $\psi$ imply $u \in L^{2}(\Omega)$ and $u \in W^{1,2}\left(\Omega_{t}^{\prime}\right)$ for all $t_{0}<t<1$, with

$$
\|u\|_{L^{2}(\Omega)} \leq C\|\psi\|_{W^{1,2}(\Omega)}, \quad\|u\|_{W^{1,2}\left(\Omega_{t}^{\prime}\right)} \leq C\|\psi\|_{W^{2,2}\left(\Omega_{t}^{\prime}\right)}
$$

for some constant $C$ depending only on $\phi$ and $\chi$.
Using Hölder's inequality and Lemma 4.10, we obtain

$$
\begin{aligned}
\left(\int_{\gamma_{ \pm, t}} u\right)^{2} & \leq\left(\int_{\gamma_{ \pm, t}} u^{2}\right) L\left(\gamma_{ \pm, t}\right) \\
& \leq\left(\frac{A}{\sqrt{1-t}}\|u\|_{L^{2}\left(\Omega_{t}\right)}^{2}+B\|u\|_{W^{1,2}\left(\Omega_{t}^{\prime}\right)}^{2}\right) L\left(\gamma_{ \pm, t}\right) \\
& \leq\left(A\|u\|_{L^{2}(\Omega)}^{2}+B \sqrt{1-t}\|u\|_{W^{1,2}\left(\Omega_{t}^{\prime}\right)}^{2}\right) \frac{L\left(\gamma_{ \pm, t}\right)}{\sqrt{1-t}} .
\end{aligned}
$$

By Lemma 4.11 this tends to zero as $t \rightarrow 1$.

## Appendix: Morse-Smale functions with cracked Neumann domains

In this appendix we construct Morse-Smale functions having cracked Neumann domains. As in the rest of the paper, we assume $M$ is a smooth, closed, connected orientable surface.

Theorem A.1. Let $f$ be a Morse-Smale function on $M$ and $\Omega$ a Neumann domain of $f$. Then there exists a Morse-Smale function $\tilde{f}$ that has a cracked Neumann domain $\widetilde{\Omega} \subset \Omega$.

We will see in the proof that $\tilde{f}$ can be chosen to agree with $f$ outside an arbitrary open set $U \subset \Omega$. However, the difference $\tilde{f}-f$ may be large inside $U$. The existence of $\tilde{f}$ is given by the following general lemma.

Lemma A.2. Let $U \subset M$ be an open subset and $f: U \rightarrow \mathbb{R}$ a smooth function having no critical points. There exists a smooth function $\tilde{f}: U \rightarrow \mathbb{R}$, with $\operatorname{supp}(\tilde{f}-f) \subset U$, whose only critical points are a nondegenerate maximum and a nondegenerate saddle.

Proof. Since $f$ has no critical points in $U$, we can invoke the canonical form theorem for smooth vector fields and find local coordinates $(x, y)$ with respect to which $f(x, y)=A x+B$ for $(x, y) \in$ $(-1,1) \times(-1,1)$. Now choose a smooth function $\alpha(x)$ with supp $\alpha \subset(-1,1)$ and

$$
\begin{equation*}
\int_{-1}^{1} \alpha(x) d x=0 \tag{A-1}
\end{equation*}
$$



Figure 7. The function $\alpha(x)$ used in the proof of Lemma A.2.
so that there exist points $-1<x_{1}<x_{2}<1$ with

$$
\begin{array}{ll}
\alpha(x)>-A, & -1<x<x_{1} \\
\alpha(x)=-A, & x=x_{1} \\
\alpha(x)<-A, & x_{1}<x<x_{2}  \tag{A-2}\\
\alpha(x)=-A, & x=x_{2} \\
\alpha(x)>-A, & x_{2}<x<1
\end{array}
$$

as shown in Figure 7.
We define

$$
\begin{equation*}
\tilde{f}(x, y)=f(x, y)+\beta(x) \gamma(y) \tag{A-3}
\end{equation*}
$$

where $\beta(x)=\int_{-1}^{x} \alpha(t) d t$ and $\gamma(y)=\exp \left\{-1 /\left(1-y^{2}\right)\right\}$. Note that $\gamma$ is a nonnegative bump function supported in $(-1,1)$ with $\gamma^{\prime}(0)=0$ and $\gamma^{\prime \prime}(0)<0$. It follows that

$$
\frac{\partial \tilde{f}}{\partial x}=A+\alpha(x) \gamma(y) \quad \text { and } \quad \frac{\partial \tilde{f}}{\partial y}=\beta(x) \gamma^{\prime}(y)
$$

and so the only critical points of $\tilde{f}$ in $U$ are $\left(x_{1}, 0\right)$ and $\left(x_{2}, 0\right)$. We compute

$$
\begin{aligned}
& \frac{\partial^{2} \tilde{f}}{\partial x^{2}}\left(x_{1}, 0\right)=\alpha^{\prime}\left(x_{1}\right) \gamma(0)<0, \\
& \frac{\partial^{2} \tilde{f}}{\partial x^{2}}\left(x_{2}, 0\right)=\alpha^{\prime}\left(x_{2}\right) \gamma(0)>0, \\
& \frac{\partial^{2} \tilde{f}}{\partial y^{2}}\left(x_{i}, 0\right)=\beta\left(x_{i}\right) \gamma^{\prime \prime}(0)<0,
\end{aligned}
$$

and conclude $\left(x_{1}, 0\right)$ and $\left(x_{2}, 0\right)$ are a nondegenerate maximum and a nondegenerate saddle, respectively.
Proof of Theorem A.1. If $\Omega$ is cracked we simply choose $\tilde{f}=f$ and there is nothing to prove. Therefore we assume that $\Omega$ is regular. Since $f$ is Morse-Smale, Theorem 2.2 says the closure of $\Omega$ contains exactly four critical points, all of which are on the boundary: a maximum $\boldsymbol{q}$, a minimum $\boldsymbol{p}$, and saddle points $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$; see Figure 3.


Figure 8. Left: The cracked Neumann domain constructed in Theorem A.1, with Neumann lines shown in purple. Right: If two Neumann lines connected $\boldsymbol{r}_{*}$ to $\boldsymbol{q}$, one of them (shown in red) would have to intersect another Neumann line, which is impossible. The dashed line represents the boundary of the set $U$ containing $\operatorname{supp}(\tilde{f}-f)$.

Now choose $\tilde{f}$ according to Lemma A.2, for some open set $U \Subset \Omega$. By construction, $\tilde{f}$ has two critical points in $\Omega$ : a maximum $\boldsymbol{q}_{*}$ and a saddle point $\boldsymbol{r}_{*}$. Since $\tilde{f}$ is a Morse function, $\boldsymbol{r}_{*}$ has degree 4 ; i.e., there are four Neumann lines connected to $\boldsymbol{r}_{*}$. We obtain the result by studying the endpoints of these lines, as depicted in Figure 8. Since $\tilde{f}$ agrees with $f$ in a neighbourhood of $\partial \Omega$, the invariant manifolds $W^{s}\left(\boldsymbol{r}_{i}\right)$ and $W^{u}\left(\boldsymbol{r}_{i}\right)$ are unchanged by the perturbation. As a result, it is not possible for any of the Neumann lines coming from $\boldsymbol{r}_{*}$ to end at $\boldsymbol{r}_{1}$ or $\boldsymbol{r}_{2}$. Therefore, the four Neumann lines from $\boldsymbol{r}_{*}$ can only end at $\boldsymbol{q}, \boldsymbol{p}$ or $\boldsymbol{q}_{*}$, so it follows from Lemma 2.4 that $\tilde{f}$ is Morse-Smale. The two lines along which $\tilde{f}$ is decreasing must end at $\boldsymbol{p}$, since it is the only minimum in $\bar{\Omega}$. This means the two lines along which $f$ is increasing are connected to either $\boldsymbol{q}$ or $\boldsymbol{q}_{*}$. We claim that there is one Neumann line connected to each maximum.

Suppose instead that both ended at $\boldsymbol{q}$. Then the union of these Neumann lines forms a closed loop. Similarly, the union of the two lines ending at $\boldsymbol{p}$ is a closed loop. Both loops intersect at $\boldsymbol{r}_{*}$, where they are orthogonal by Proposition $2.5(1)$. Since $\Omega$ is simply connected, this can only happen if the loops also intersect at a point other than $\boldsymbol{r}_{*}$, but this is impossible since gradient flow lines cannot cross. The same argument shows that these lines cannot both be connected to $\boldsymbol{q}_{*}$; hence one must end at each maximum.

Since all of the Neumann lines in $\bar{\Omega}$ have been accounted for, this means $\boldsymbol{q}_{*}$ has degree 1 ; hence the Neumann domain with $\boldsymbol{q}_{*}$ on its boundary is cracked.
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# A UNIQUENESS RESULT FOR THE TWO-VORTEX TRAVELING WAVE IN THE NONLINEAR SCHRÖDINGER EQUATION 

David Chiron and Eliot Pacherie

For the nonlinear Schrödinger equation in dimension 2, the existence of a global minimizer of the energy at fixed momentum has been established by Bethuel, Gravejat and Saut (2009) (see also work of Chiron and Maris, (2017)). This minimizer is a traveling wave for the nonlinear Schrödinger equation. For large momenta, the propagation speed is small and the minimizer behaves like two well-separated vortices. In that limit, we show the uniqueness of this minimizer, up to the invariances of the problem, hence proving the orbital stability of this traveling wave. This work is a follow up to two previous papers, where we constructed and studied a particular traveling wave of the equation. We show a uniqueness result on this traveling wave in a class of functions that contains in particular all possible minimizers of the energy.

## 1. Introduction and statement of the results

We consider the nonlinear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} \Psi+\Delta \Psi-\left(|\Psi|^{2}-1\right) \Psi=0 \tag{NLS}
\end{equation*}
$$

in dimension 2 for $\Psi: \mathbb{R}_{t} \times \mathbb{R}_{x}^{2} \rightarrow \mathbb{C}$, also called the Gross-Pitaevskii equation without potential. The nonlinear Schrödinger equation is a physical model for Bose-Einstein condensation [1; 23; 37; 42], superfluidity [40] and nonlinear optics [30]. The condition at infinity for (NLS) will be

$$
|\Psi| \rightarrow 1 \quad \text { as }|x| \rightarrow+\infty .
$$

The (NLS) equation is associated with the Ginzburg-Landau energy

$$
E(v):=\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla v|^{2}+\frac{1}{4} \int_{\mathbb{R}^{2}}\left(1-|v|^{2}\right)^{2},
$$

which is formally conserved by the (NLS) flow. We denote by $\mathcal{E}$ the set of functions with finite energy, that is,

$$
\mathcal{E}:=\left\{u \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}, \mathbb{C}\right): E(u)<+\infty\right\} .
$$

Remark 1.1. The Cauchy problem for (NLS) is globally well-posed in the energy space; see [20;21;22].
Besides the energy, the momentum is another quantity formally conserved by the (NLS) flow and is associated with the invariance by translation of (NLS). Formally, the momentum of $u$ is $\frac{1}{2} \int_{\mathbb{R}^{2}} \mathfrak{R e}(i \nabla u \bar{u}) \in \mathbb{R}^{2}$, but its precise definition requires some care in the energy space due to the condition at infinity (see [34]
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in dimension larger than 2 and [13] in dimension 2). If $u \in 1+\mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ for instance, or if $u$ is a traveling wave tending to 1 at infinity, then the expression of the momentum reduces to
$$
\vec{P}(u)=\left(P_{1}(u), P_{2}(u)\right)=\frac{1}{2} \int_{\mathbb{R}^{2}} \mathfrak{R e}(i \nabla u(\bar{u}-1)) .
$$

In addition to the translation invariance, the (NLS) equation is also phase-shift-invariant, that is, invariant by multiplication by a complex of modulus 1 , and rotation-invariant.

1A. Traveling waves for (NLS). Following the works in the physical literature of Jones and Roberts [28; 29], there has been a large number of mathematical works on the question of existence and properties of traveling wave solutions in the (NLS) equation, which are solutions of

$$
0=\left(\mathrm{TW}_{c}\right)(u):=-i c \partial_{x_{2}} u-\Delta u-\left(1-|u|^{2}\right) u
$$

for some $c>0$, corresponding to particular solutions of (NLS) of the form $\Psi(t, x)=u\left(x_{1}, x_{2}+c t\right)$ (due to the rotational invariance, we may always assume that the traveling wave moves along the direction $-\vec{e}_{2}$ ). We refer to [9] for an overview on these problems in several dimensions. A natural approach is to look at the minimizing problem for $\mathfrak{p}>0$

$$
E_{\min }(\mathfrak{p}):=\inf _{u \in \mathcal{E}}\left\{E(u): P_{2}(u)=\mathfrak{p}\right\}
$$

It was shown by Bethuel, Gravejat and Saut that there exists a minimizer to this problem.
Theorem 1.2 [10]. For any $\mathfrak{p}>0$, there exists a nonconstant function $u_{\mathfrak{p}} \in \mathcal{E}$ and $c\left(u_{\mathfrak{p}}\right)>0$ such that $P_{2}\left(u_{\mathfrak{p}}\right)=\mathfrak{p}, u_{\mathfrak{p}}$ is a solution to $\left(\mathrm{TW}_{c\left(u_{\mathfrak{p}}\right)}\right)\left(u_{\mathfrak{p}}\right)=0$ and

$$
E\left(u_{\mathfrak{p}}\right)=E_{\min }(\mathfrak{p})
$$

Furthermore, any minimizer for $E_{\min }(\mathfrak{p})$ is, up to a translation in $x_{1}$, even in $x_{1}$.
The strategy is to look at the corresponding minimization problem on larger and larger tori (this avoids the problems with the definition of the momentum), and then pass to the limit. For the minimizing problem $E_{\min }(\mathfrak{p})$, the compactness of minimizing sequences has been shown later on in [13] for the natural semidistance on $\mathcal{E}$

$$
D_{0}(u, v):=\|\nabla u-\nabla v\|_{L^{2}\left(\mathbb{R}^{2}\right)}+\||u|-|v|\|_{L^{2}\left(\mathbb{R}^{2}\right)} .
$$

Theorem 1.3 [13]. For any $\mathfrak{p}>0$ and any minimizing sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ for $E_{\min }(\mathfrak{p})$, there exists a subsequence $\left(u_{n_{j}}\right)_{j \in \mathbb{N}}$, a sequence of translations $\left(y_{j}\right)_{j \in \mathbb{N}}$ and a nonconstant function $u_{\mathfrak{p}} \in \mathcal{E}$ such that $D_{0}\left(u_{n_{j}}, u_{\mathfrak{p}}\right) \rightarrow 0, P_{2}\left(u_{n_{j}}\right) \rightarrow P_{2}\left(u_{\mathfrak{p}}\right)=\mathfrak{p}$ and $E\left(u_{n_{j}}\right) \rightarrow E\left(u_{\mathfrak{p}}\right)=E_{\min }(\mathfrak{p})$ as $j \rightarrow+\infty$. In particular, there exists $c\left(u_{\mathfrak{p}}\right)>0$ such that $P_{2}\left(u_{\mathfrak{p}}\right)=\mathfrak{p}, u_{\mathfrak{p}}$ is a solution to $\left(\mathrm{TW}_{c\left(u_{\mathfrak{p}}\right)}\right)\left(u_{\mathfrak{p}}\right)=0$ and

$$
E\left(u_{\mathfrak{p}}\right)=E_{\min }(\mathfrak{p})
$$

Furthermore, the set $\mathcal{S}_{\mathfrak{p}}:=\left\{v \in \mathcal{E}: P_{2}(v)=\mathfrak{p}\right.$ and $\left.E(v)=E_{\min }(\mathfrak{p})\right\}$ of minimizers for $E_{\min }(\mathfrak{p})$ is orbitally stable for the semidistance $D_{0}$.

An open and difficult question is to show, up to the invariances of the problem, the uniqueness of the energy minimizer at fixed momentum. In other words, the problem is to determine if $\mathcal{S}_{\mathfrak{p}}$ consists of a single orbit under phase shift and space translation; that is, do we have, for some minimizer $U_{\mathfrak{p}}$,

$$
\mathcal{S}_{\mathfrak{p}}=\left\{U_{\mathfrak{p}}(\cdot-X) \mathrm{e}^{i \gamma}: \gamma \in \mathbb{R}, X \in \mathbb{R}^{2}\right\} ?
$$

The main consequence of our work is to solve this open problem of uniqueness for large momentum.
Theorem 1.4. There exists $\mathfrak{p}_{0}>0$ such that, for any $\mathfrak{p}>\mathfrak{p}_{0}$, if $u, v \in \mathcal{E}$ with $P_{2}(u)=P_{2}(v)=\mathfrak{p}$ satisfy

$$
E(u)=E(v)=E_{\min }(\mathfrak{p}),
$$

then, there exist $X \in \mathbb{R}^{2}$ and $\gamma \in \mathbb{R}$ such that

$$
u=v(\cdot-X) \mathrm{e}^{i \gamma}
$$

In fact, we will be able to show slightly stronger results than Theorem 1.4; see Theorem 1.11 below.
Even though we focus on the Ginzburg-Landau nonlinearity, it is plausible that our results hold true (still for large momentum) for more general nonlinearities, provided vortices exist. For the GinzburgLandau (cubic) nonlinearity, it is also possible that uniqueness of minimizers holds true for $E_{\min }(\mathfrak{p})$ for any $\mathfrak{p}>0$. However, the numerical results given in [16] suggest that this may no longer be the case for more general nonlinearities.

In the analysis of the minimization problem in [10] (and also [13]), the following properties of $E_{\text {min }}$ play a key role.

Proposition 1.5 [10]. The function $E_{\min }: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is concave, nondecreasing and $\sqrt{2}$-Lipschitz continuous. In addition, there exists $K \geqslant 0$ such that, for any $\mathfrak{p} \geqslant 1$, we have

$$
\begin{equation*}
E_{\min }(\mathfrak{p}) \leqslant 2 \pi \ln \mathfrak{p}+K \tag{1-1}
\end{equation*}
$$

1B. A smooth branch of traveling waves for large momentum. There have been several ways of constructing traveling waves of the (NLS) equation, with different approaches. For instance, we may use variational methods, such as a mountain-pass argument in [3; 5], or by minimizing the energy at fixed kinetic energy [10; 13]. Also, we have constructed in [14] a traveling wave by perturbative methods, taking for ansatz a pair of vortices, by following the Lyapunov-Schmidt reduction method as initiated in [39]. Vortices are stationary solutions of (NLS) of degrees $n \in \mathbb{Z}^{*}$ (see [12; 23; 26; 37; 45]):

$$
V_{n}(x)=\rho_{n}(r) \mathrm{e}^{i n \theta}
$$

where $x=r \mathrm{e}^{i \theta}$, solving

$$
\left\{\begin{array}{l}
\Delta V_{n}-\left(\left|V_{n}\right|^{2}-1\right) V_{n}=0, \\
\left|V_{n}\right| \rightarrow 1 \quad \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

In the previous paper [14], we constructed solutions of $\left(\mathrm{TW}_{c}\right)$ for small values of $c>0$ as a perturbation of two well-separated vortices (the distance between their centers is large when $c$ is small). We have shown the following result.

Theorem $1.6\left[14\right.$, Theorem 1.1; 15, Proposition 1.2]. There exists $c_{0}>0$ a small constant such that, for any $0<c \leqslant c_{0}$, there exists a solution of $\left(\mathrm{TW}_{c}\right)$ of the form

$$
Q_{c}=V_{1}\left(\cdot-d_{c} \vec{e}_{1}\right) V_{-1}\left(\cdot+d_{c} \vec{e}_{1}\right)+\Gamma_{c}
$$

where $d_{c}=\left(1+o_{c \rightarrow 0}(1)\right) / c$ is a $C^{1}$ function of $c$. This solution has finite energy; that is, $Q_{c} \in \mathcal{E}$, and $Q_{c} \rightarrow 1$ at infinity.

Furthermore, for all $2<p \leqslant+\infty$, there exists $c_{0}(p)>0$ such that, if $0<c \leqslant c_{0}(p)$, for the norm

$$
\|h\|_{p}:=\|h\|_{L^{p}\left(\mathbb{R}^{2}\right)}+\|\nabla h\|_{L^{p-1}\left(\mathbb{R}^{2}\right)}
$$

and the space $X_{p}:=\left\{f \in L^{p}\left(\mathbb{R}^{2}\right): \nabla f \in L^{p-1}\left(\mathbb{R}^{2}\right)\right\}$, one has

$$
\left\|\Gamma_{c}\right\|_{p}=o_{c \rightarrow 0}(1)
$$

In addition,

$$
c \mapsto Q_{c}-1 \in C^{1}(] 0, c_{0}(p)\left[, X_{p}\right),
$$

with the estimate

$$
\left\|\partial_{c} Q_{c}+\left(\frac{1+o_{c \rightarrow 0}(1)}{c^{2}}\right) \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}}\right\|_{p}=o_{c \rightarrow 0}\left(\frac{1}{c^{2}}\right)
$$

Finally, we have
hence the $C^{1}$ mapping

$$
\frac{d}{d c}\left(P_{2}\left(Q_{c}\right)\right)=\frac{-2 \pi+o_{c \rightarrow 0}(1)}{c^{2}}<0
$$

$$
\left.\mathcal{P}:] 0, c_{0}\right] \rightarrow \mathbb{R}, \quad c \mapsto P_{2}\left(Q_{c}\right),
$$

is a strictly decreasing diffeomorphism from $\left.] 0, c_{0}\right]$ onto $\left[P_{2}\left(Q_{c_{0}}\right),+\infty[\right.$.
Remark 1.7. With the same kind of approach, [33] also provides an existence result of traveling waves for (NLS), including some cases with more than two vortices. Our result has the advantage of showing the smoothness of the branch with respect to the speed. In particular, with the last part of Theorem 1.6, we see that we may also parametrize the branch $c \mapsto Q_{c}$ by its momentum $\mathcal{P}$.

It is conjectured that all these constructions yield the same branch of traveling waves (for large momentum) when they are all defined, and that they are the solutions numerically observed in [16;28] for more general nonlinearities (see also [17]). We will show here that the construction of Theorem 1.6 yields the unique, up to the natural translation and phase invariances, constrained energy minimizers.

1C. A uniqueness result for symmetric functions. We have shown in [15] several coercivity results for the traveling waves constructed in Theorem 1.6. This will allow us to show the following uniqueness result for symmetric functions close to the branch constructed in Theorem 1.6. There, for $d \in \mathbb{R}$, we use the notation $\tilde{r}_{d}=\min \left(\left|\cdot-d \vec{e}_{1}\right|,\left|\cdot+d \vec{e}_{1}\right|\right)$.
Proposition 1.8. There exists $\lambda_{*}>1$ such that, for any $\lambda \geqslant \lambda_{*}$, there exists $\varepsilon(\lambda)>0$ such that if a function $u \in \mathcal{E}$ satisfies
(1) for all $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, u\left(x_{1}, x_{2}\right)=u\left(-x_{1}, x_{2}\right)$,
(2) $u=V_{1}\left(x-d \vec{e}_{1}\right) V_{-1}\left(x+d \vec{e}_{1}\right)+\Gamma$, with $d>1 / \varepsilon(\lambda),\|\Gamma\|_{L^{\infty}\left(\left\{\tilde{r}_{d} \leqslant 2 \lambda\right\}\right)} \leqslant \varepsilon(\lambda)$,
(3) $\||u|-1\|_{L^{\infty}\left(\left\{\tilde{r}_{d} \geqslant \lambda\right\}\right)} \leqslant 1 / \lambda_{*}$,
(4) $\left(\mathrm{TW}_{c}\right)(u)=0$ for some $c>0$ such that $|d c-1| \leqslant \varepsilon(\lambda)$,
then, there exist $X \in \mathbb{R}$ and $\gamma \in \mathbb{R}$ such that $u=Q_{c}\left(\cdot-X \vec{e}_{2}\right) \mathrm{e}^{i \gamma}$, where $Q_{c}$ is defined in Theorem 1.6.
Remark 1.9. In view of the symmetry assumption, we may replace the second hypothesis by

$$
\left\|u-V_{1}\left(\cdot-d \vec{e}_{1}\right)\right\|_{L^{\infty}\left(B\left(d \vec{e}_{1}, 2 \lambda\right)\right)} \leqslant \varepsilon(\lambda) .
$$

We will discuss the main arguments of the proof of Proposition 1.8 in the next section. This result can be seen as a local uniqueness result, but the uniqueness turns out to be in a rather large class of functions. Indeed, two functions that satisfy the hypotheses of Proposition 1.8 can be very far from each other, for two main reasons. First, in condition (2), the vortices that compose one of them have no reason to be close to the ones composing the other function since $d$ depends on $u$ : their centers $\pm d \vec{e}_{1}$ only need to satisfy $|d c-1| \leqslant \varepsilon(\lambda)$, but for instance both $d=1 / c$ and $d=1 / c+1 / \sqrt{c}$ satisfy these conditions for $c>0$ small enough at fixed $\lambda$. Secondly, we only have that far from the vortices, the modulus is close to 1 from condition (3), but we have no information on the phase. The proof of Proposition 1.8 will rely on methods used in [15] in order to prove some coercivity, and we shall need to be very precise to take into account all these cases.

A way to see that Proposition 1.8 is a strong unicity result is that it implies the following local uniqueness result in $L^{\infty}$ for even functions in $x_{1}$.

Corollary 1.10. There exist $c_{0}, \varepsilon>0$ such that, for $0<c<c_{0}$, if a function $u \in \mathcal{E}$ satisfies
(1) for all $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, u\left(x_{1}, x_{2}\right)=u\left(-x_{1}, x_{2}\right)$,
(2) $\left(\mathrm{TW}_{c}\right)(u)=0$ in the distributional sense,
(3) $\left\|u-Q_{c}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant \varepsilon$,
then, there exist $X \in \mathbb{R}$ and $\gamma \in \mathbb{R}$ such that $u=Q_{c}\left(\cdot-X \vec{e}_{2}\right) \mathrm{e}^{i \gamma}$.
We may now state our main result. It establishes that any traveling wave solution which is even in $x_{1}$ and within $\mathcal{O}(1)$ of the minimizing energy must be, for large momentum, the $Q_{c}$ traveling wave constructed in Theorem 1.6, up to the natural translation and phase invariances.

Theorem 1.11. For any $\Lambda_{0}>0$ there exists $\mathfrak{p}_{0}\left(\Lambda_{0}\right)>0$ such that, if $u \in \mathcal{E}$ satisfies
(1) for all $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, u\left(x_{1}, x_{2}\right)=u\left(-x_{1}, x_{2}\right)$,
(2) $\left(\mathrm{TW}_{c}\right)(u)=0$ for some $c>0$,
(3) $P_{2}(u) \geqslant \mathfrak{p}_{0}\left(\Lambda_{0}\right)$,
(4) $E(u) \leqslant 2 \pi \ln P_{2}(u)+\Lambda_{0}$,
then, there exist $X \in \mathbb{R}$ and $\gamma \in \mathbb{R}$ such that

$$
u=Q_{c}\left(\cdot-X \vec{e}_{2}\right) \mathrm{e}^{i \gamma}
$$

where $Q_{c}$ is defined in Theorem 1.6. In particular, $P_{2}(u)=\mathcal{P}(c)$ (where $\mathcal{P}$ is defined in Theorem 1.6).

Section 3 is devoted to the proof of this result. We show there that a function satisfying the hypotheses of Theorem 1.11 also satisfies the hypotheses of Proposition 1.8. Our result applies in particular to the constraint minimizers for the problem $E_{\min }(\mathfrak{p})$ for large $\mathfrak{p}$.

Corollary 1.12. There exist $\mathfrak{p}_{0}>0$ such that, for any $\mathfrak{p} \geqslant \mathfrak{p}_{0}$ and any minimizer $U$ for $E_{\min }(\mathfrak{p})$, there exist $\gamma \in \mathbb{R}$ and $X \in \mathbb{R}^{2}$ such that, with $c=\mathcal{P}^{-1}(\mathfrak{p})$,

$$
U=Q_{c}(\cdot-X) \mathrm{e}^{i \gamma}
$$

Moreover, $\left(\mathrm{TW}_{c}\right)(U)=0$.
Proof. By a first translation in $x_{1}$, we may assume, by Theorem 1.2, that this minimizer $U$ is even in $x_{1}$. By Proposition 1.5, the last hypothesis (4) of Theorem 1.11 is satisfied; hence we may translate in $x_{2}$ and use phase shift and get that this minimizer $U$ is $Q_{c}$. Necessarily, $P_{2}(U)=\mathfrak{p}=P_{2}\left(Q_{c}\right)$; thus $c=\mathcal{P}^{-1}(\mathfrak{p})$.

Theorem 1.4 is a direct consequence of this corollary. This allows us to derive several interesting consequences on the function $E_{\min }$. This also shows that the branch of Theorem 1.6 coincides with the global energy minimizer at fixed momentum (up to translation and phase shift).

Theorem 1.13. There exists $c_{*}>0$ such that, for $0<c \leqslant c_{*}, Q_{c}$ is a minimizer for $E_{\min }\left(P_{2}\left(Q_{c}\right)\right)$. Moreover, there exists $\mathfrak{p}_{0}>0$ such that the following statements hold:
(1) The function $E_{\min }$ is of class $C^{2}$ in $\left[\mathfrak{p}_{0},+\infty[\right.$ and

$$
0>E_{\min }^{\prime \prime}(\mathfrak{p}) \sim-\frac{2 \pi}{\mathfrak{p}^{2}}, \quad 0<E_{\min }^{\prime}(\mathfrak{p}) \sim \frac{2 \pi}{\mathfrak{p}}, \quad E_{\min }(\mathfrak{p})=2 \pi \ln \mathfrak{p}+\mathcal{O}(1)
$$

(2) For $\mathfrak{p} \geqslant \mathfrak{p}_{0}, \mathcal{S}_{\mathfrak{p}}=\left\{Q_{\mathcal{P}^{-1}(\mathfrak{p})}(\cdot-X) \mathrm{e}^{i \gamma}: \gamma \in \mathbb{R}, X \in \mathbb{R}^{2}\right\}$; hence, for any $\mathfrak{p} \geqslant \mathfrak{p}_{0}$, $E_{\min }^{\prime}(\mathfrak{p})$ is the speed of any minimizer for $E_{\min }(\mathfrak{p})$.
(3) For any $\mathfrak{p} \geqslant \mathfrak{p}_{0}, Q_{\mathcal{P}^{-1}(\mathfrak{p})}$ is orbitally stable for the semidistance $D_{0}$ (or, equivalently, for $0<c \leqslant c_{*}$, $Q_{c}$ is orbitally stable for the semidistance $D_{0}$ ).
(4) For $\mathfrak{p} \geqslant \mathfrak{p}_{0}$ and any minimizer $u$ for $E_{\min }(\mathfrak{p})$, up to a space translation and a phase shift, $u$ enjoys the symmetry,

$$
\text { for all }\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \quad u\left(x_{1},-x_{2}\right)=\bar{u}\left(x_{1}, x_{2}\right),
$$

in addition to the symmetry in $x_{1}$.
(5) For any $\Lambda>0$, there exists $\mathfrak{p}_{0}(\Lambda)>0$ such that, if $u \in \mathcal{E}$ satisfies $\left(\mathrm{TW}_{c}\right)(u)=0$ for some $c>0$, $P_{2}(u) \geqslant \mathfrak{p}_{0}(\Lambda)$ and $u$ is even in $x_{1}$, then either $E(u)=E_{\min }\left(P_{2}(u)\right)$ or $E(u) \geqslant E_{\min }\left(P_{2}(u)\right)+\Lambda$.

Proof. By Theorems 1.2 and 1.3, we have the existence of at least one minimizer $U_{\mathfrak{p}}$ for $E_{\min }(\mathfrak{p})$, where $\mathfrak{p}>0$. For large $\mathfrak{p}$, by applying Corollary 1.12 , we have $U_{\mathfrak{p}}=Q_{c}(\cdot-X) e^{i \gamma}$ for some $X \in \mathbb{R}^{2}$ and $\gamma \in \mathbb{R}$, thus proving that $Q_{c}$ is a minimizer for $E_{\min }(\mathfrak{p})$ and that $P_{2}\left(Q_{c}\right)=\mathcal{P}(c)=\mathfrak{p}$.

For (1), it suffices to notice that, in view of Corollary 1.12 applied to any minimizer (we have existence by Theorems 1.2 and 1.3) $E_{\min }(\mathfrak{p})=E\left(Q_{\mathcal{P}^{-1}(\mathfrak{p})}\right)$. We then conclude by using that $\mathcal{P}$ is a
$C^{1}$ diffeomorphism and that $c \mapsto E\left(Q_{c}\right)$ is also of class $C^{1}$ (see [15, Proposition 1.2]), that $E_{\min }$ is of class $C^{1}$ in $\left[\mathfrak{p}_{0},+\infty\right.$ [ and that

$$
E_{\min }^{\prime}(\mathfrak{p})=\frac{d}{d c} E\left(Q_{c}\right)_{\mid c=\mathcal{P}^{-1}(\mathfrak{p})} \times \frac{1}{\mathcal{P}^{\prime}\left(\mathcal{P}^{-1}(\mathfrak{p})\right)}=\mathcal{P}^{-1}(\mathfrak{p})
$$

in view of the Hamilton-like relation (formally shown in [28] and rigorously proved for the branch constructed in Theorem 1.6 in [15])

$$
\frac{d}{d c} E\left(Q_{c}\right)=c \frac{d}{d c} P_{2}\left(Q_{c}\right)
$$

Since $\mathcal{P}$ is a $C^{1}$ diffeomorphism, we deduce that $E_{\min }^{\prime}$ is of class $C^{1}$. The asymptotics for $E_{\min }^{\prime}$ and $E_{\min }^{\prime \prime}$ then follow from Proposition 1.2 in [15]. Integration would yield $E_{\min }(\mathfrak{p}) \sim 2 \pi \ln \mathfrak{p}$, but we may slightly improve this estimate. Indeed, Proposition 1.5 gives $E_{\min }(\mathfrak{p}) \leqslant 2 \pi \ln \mathfrak{p}+\mathcal{O}(1)$, and the lower bound is a straightforward consequence of Theorem 3.4(i) and the study in Section 3B3.

Statement (2) is a rephrasing of Corollary 1.12, combined with the existence of at least one constrained minimizer. Statement (3) is then a direct consequence of Theorem 1.3. Statement (4) simply follows from the fact that $Q_{c}$ enjoys by construction this symmetry (see [14]). Finally, statement (5) is also a rephrasing of Theorem 1.11.

Remark 1.14. Concerning the stability given in statement (3) in the above theorem, we quote [32], where a linear "spectral" stability result is proved (through ad hoc hypotheses that were checked in [15]), namely that the linearized equation $i \partial_{t} v=L_{Q_{c}}(v)$ does not have exponentially growing solutions (in $\dot{H}_{1}\left(\mathbb{R}^{2} ; \mathbb{C}\right)$, say). Statement (3) in the above theorem does not rely on the result in [32], and is needed for the nonlinear (orbital) stability (following the Cazenave-Lions approach).

Let us conclude this section with several comments on our result. First, let us explain the relevance of the symmetry hypothesis, namely that we restrict to mappings that are even in $x_{1}$. This symmetry is used in the coercivity of the branch of Theorem 1.6, through the following arguments. The quadratic form around the traveling wave $Q_{c}$ is decomposed in three areas, close to the two vortices, and far from them. In the latter region, the coercivity can be shown without any orthogonality condition. Close to the vortices, the quadratic form is close to the one of a single vortex, which was studied in [38]. Its coercivity requires three orthogonality conditions, two for the translation, and one for the phase. Therefore, we can show the coercivity of the full quadratic form with six orthogonality conditions, three for each vortex. However, the family of traveling waves of Theorem 1.6 has only five parameters (two for the speed, two for the translation, and one for the phase). The symmetry is then used to reduce the problem to three orthogonality conditions into a family with three parameters. With this symmetry, both orthogonality conditions on the phase for the two vortices become the same condition. It is possible to prove a coercivity result with only five orthogonality conditions without symmetry (see [15]), but then the coercivity constant goes to 0 when $c \rightarrow 0$. This would pose a problem for the uniqueness result. The last statement in Theorem 1.13 shows that, when restricting ourselves to symmetric traveling waves, there is an energy threshold under which there is no traveling wave except the $Q_{c}$ branch.

Secondly, the proof of the fact that $Q_{c}$ is a minimizer of the energy for fixed momentum relies on the existence of such minimizers. In particular, we have not been able to use our coercivity results in [15] in order to prove directly that $Q_{c}$ is orbitally stable (for small $c$ ).

Thirdly, the symmetry in $x_{2}$ for the minimizers (statement (4)) is established as a consequence of the uniqueness result and not in itself. Notice that the numerical studies in [16;17; 28] assume the two symmetries.

1D. The traveling wave $Q_{c}$ and two other variational characterizations. Before providing other variational characterizations of $Q_{c}$, we have to define a distance on the energy space $\mathcal{E}$. One can use (see [22])

$$
D_{\mathcal{E}}\left(\psi_{1}, \psi_{2}\right):=\left\|\psi_{1}-\psi_{2}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)+L^{\infty}\left(\mathbb{R}^{2}\right)}+\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}+\left\|\left|\psi_{1}\right|-\left|\psi_{2}\right|\right\|_{L^{2}\left(\mathbb{R}^{2}\right)},
$$

which is adapted to the Cauchy problem. Actually, we may also use the pseudodistance ${ }^{1}$

$$
D_{0}\left(\psi_{1}, \psi_{2}\right):=\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}+\left\|\left|\psi_{1}\right|-\left|\psi_{2}\right|\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} .
$$

Is it shown in [13, Corollary 4.13] that both the energy $E$ and the momentum $P_{2}$ are continuous for the distance $D_{\mathcal{E}}$, and actually even for the pseudodistance $D_{0}$.

The traveling wave $\boldsymbol{Q}_{\boldsymbol{c}}$ as a mountain-pass solution. Thanks to the results in Theorem 1.13, it is easy to show that we have locally, near $Q_{c}$, a mountain-pass geometry. Indeed, let $c_{*}>0$ be small, and define

$$
\Upsilon_{c_{*}}:=\left\{v:[-1,+1] \rightarrow \mathcal{E} \text { continuous }: v(-1)=Q_{3 c_{*} / 2}, v(+1)=Q_{c_{*} / 2}\right\},
$$

the set of continuous paths from $Q_{3 c_{*} / 2}$ to $Q_{c_{*} / 2}$ in $\mathcal{E}$. Then, we claim that

$$
\begin{equation*}
\inf _{v \in \Upsilon_{c_{*}}} \max _{t \in[-1,+1]}\left(E-c_{*} P_{2}\right)(v(t))=\left(E-c_{*} P_{2}\right)\left(Q_{c_{*}}\right) . \tag{1-2}
\end{equation*}
$$

Indeed, let $v \in \Upsilon_{c_{*}}$. By the intermediate value theorem, there exists $t_{*} \in[-1,+1]$ such that $P_{2}(v(t))=$ $P_{2}\left(Q_{c_{*}}\right)\left(c \mapsto P_{2}\left(Q_{c}\right)\right.$ is a $C^{1}$ function (see [15, Proposition 1.2]). Since $Q_{c_{*}}$ is a minimizer for $E_{\min }\left(Q_{c_{*}}\right)$, we infer

$$
\max _{t \in[-1,+1]}\left(E-c_{*} P_{2}\right)(v(t)) \geqslant E\left(v\left(t_{*}\right)\right)-c_{*} P_{2}\left(Q_{c_{*}}\right) \geqslant E\left(Q_{c_{*}}\right)-c_{*} P_{2}\left(Q_{c_{*}}\right)
$$

Moreover, considering the particular $\mathcal{C}^{1}$ path $v_{*}:[-1,+1] \rightarrow \mathcal{E}$ defined by $v(t):=Q_{c_{*}-t c_{*} / 2}$, we see that

$$
\frac{d}{d t}\left(E-c_{*} P_{2}\right)\left(v_{*}(t)\right)=-\frac{c_{*}}{2}\left(\frac{d}{d c} E\left(Q_{c}\right)-c_{*} \frac{d}{d c} P_{2}\left(Q_{c}\right)\right)_{\mid c=c_{*}-t c_{*} / 2}=\frac{c_{*}^{2} t}{4}\left(\frac{d}{d c} P_{2}\left(Q_{c}\right)\right)_{\mid c=c_{*}-t c_{*} / 2}
$$

in view of the Hamilton group relation $\frac{d}{d c} E\left(Q_{c}\right)=c \frac{d}{d c} P_{2}\left(Q_{c}\right)$ (see [15, Proposition 1.2]). Since $\frac{d}{d c} P_{2}\left(Q_{c}\right)<0$, we deduce that $\left(E-c_{*} P_{2}\right)\left(v_{*}(t)\right)$ increases in $[-1,0]$ and decreases in $[0,+1]$, and hence has maximal value $E\left(Q_{c_{*}}\right)-c_{*} P_{2}\left(Q_{c_{*}}\right)$, as wished.

[^14]Furthermore, by the asymptotics given in [15] and the above-mentioned Hamilton group relation $\frac{d}{d c} E\left(Q_{c}\right)=c \frac{d}{d c} P_{2}\left(Q_{c}\right)$, we have

$$
\left(E-c_{*} P_{2}\right)\left(Q_{c_{*}}\right)-\left(E-c_{*} P_{2}\right)\left(Q_{c_{*} / 2}\right)=\int_{c_{*} / 2}^{c_{*}}\left(c-c_{*}\right) \frac{d}{d c} P_{2}\left(Q_{c}\right) d c>0
$$

since $c-c_{*}<0$ and $\frac{d}{d c} P_{2}\left(Q_{c}\right)<0$. Similarly, we prove that $\left(E-c_{*} P_{2}\right)\left(Q_{c_{*}}\right)-\left(E-c_{*} P_{2}\right)\left(Q_{3 c_{*} / 2}\right)<0$.
We now claim that if $u \in \mathcal{E}$ is such that $\left(\operatorname{TW}_{c_{*}}\right)(u)=0$ and

$$
\begin{equation*}
\left(E-c_{*} P_{2}\right)(u)=\inf _{v \in \Upsilon_{c_{*}}} \max _{t \in[-1,+1]}\left(E-c_{*} P_{2}\right)(v(t))=\left(E-c_{*} P_{2}\right)\left(Q_{c_{*}}\right) \tag{1-3}
\end{equation*}
$$

by (1-2), that is, if $u$ is a critical point of $E-c_{*} P_{2}$ at the good critical value, then we must have $P_{2}(u)=P_{2}\left(Q_{c_{*}}\right)$. Indeed, by the Pohozaev identity (2-2), we have

$$
c_{*} P_{2}(u)=\frac{1}{2} \int_{\mathbb{R}^{2}}\left(1-|u|^{2}\right)^{2} d x \geqslant 0
$$

and hence $P_{2}(u) \geqslant 0$. Furthermore, we know that $E_{\text {min }}$ is concave in $\mathbb{R}_{+}$(Proposition 1.5), and that $E_{\min }$ is of class $C^{1}$ and strictly concave on [ $\mathfrak{p}_{0},+\infty[$ (by statement (1) of Theorem 1.13). Therefore, if $P_{2}(u) \neq P_{2}\left(Q_{c_{*}}\right)$, then

$$
\begin{aligned}
E(u) \geqslant E_{\min }\left(P_{2}(u)\right) & >E_{\min }\left(P_{2}\left(Q_{c_{*}}\right)\right)+E_{\min }^{\prime}\left(P_{2}\left(Q_{c_{*}}\right)\right)\left(P_{2}(u)-P_{2}\left(Q_{c_{*}}\right)\right) \\
& =E\left(Q_{c_{*}}\right)+c_{*}\left(P_{2}(u)-P_{2}\left(Q_{c_{*}}\right)\right),
\end{aligned}
$$

in contradiction with (1-3).
As a consequence, we have

$$
E(u)=E\left(Q_{c_{*}}\right)=E_{\min }\left(P_{2}(u)\right)=E_{\min }\left(P_{2}\left(Q_{c_{*}}\right)\right)
$$

implying that $u$ is a minimizer for $E_{\min }\left(P_{2}\left(Q_{c_{*}}\right)\right)$; hence there exist $\gamma \in \mathbb{R}$ and $X \in \mathbb{R}^{2}$ such that $u=Q_{c_{*}}(\cdot-X) e^{i \gamma}$, proving a uniqueness result for mountain-pass-type traveling wave solutions. However, stating rigorously a useful uniqueness result for this kind of variational solution is not so easy: In [5], the mountain pass is implemented in the space $1+H^{1}\left(\mathbb{R}^{2}\right)$, whereas we know (by the result in [25]) that the nontrivial traveling wave does not belong to this affine space; in [3], the solution is constructed by working first on $[-N,+N] \times \mathbb{R}$ and then passing to the limit, and it is then not immediate to compute the functional $E-c P$ on the solution; in addition, the method does not provide easily some explicit bounds on the energy or the momentum. We shall then not go further in this discussion even though the previous arguments indicate that mountain-pass solutions are (at least for small $c$ ) only the orbit of $Q_{c}$.

The traveling wave $Q_{c}$ as a minimizer of $E-c P_{2}$ for fixed kinetic energy. In [13], for $\kappa \geqslant 0$, the following variational problem is investigated:

$$
I_{\min }(\kappa)=\inf \left\{\frac{1}{4} \int_{\mathbb{R}^{2}}\left(1-|v|^{2}\right)^{2} d x-P_{2}(v), v \in \mathcal{E}: \frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla v|^{2} d x=\kappa\right\}
$$

Any minimizer $v$ for $I_{\min }(\kappa)$ is such that there exists $c>0$ satisfying $\left(\mathrm{TW}_{c}\right)(v(\cdot / c))=0$. In two dimensions and for the Ginzburg-Landau nonlinearity, existence of minimizers for $\kappa>0$ is established in

Theorem 1.2 there. Furthermore, it is shown in [13] (see Proposition 8.4 there) that if $\mathfrak{p}>0$ and if $U$ is a minimizer for $E_{\min }(\mathfrak{p})$ with speed $c$, then $U(c \cdot)$ is a minimizer for $I_{\min }(\kappa)$ with $\kappa=\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla U|^{2} d x$ (this last quantity is scale-invariant in two dimensions) and $I_{\min }$ is differentiable at this $\kappa$, with $I_{\min }^{\prime}(\kappa)=-1 / c^{2}$. Since $Q_{c}$ is a minimizer for $E_{\min }\left(P_{2}\left(Q_{c}\right)\right.$ ), if we prove that $c \mapsto \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla Q_{c}\right|^{2} d x$ is a decreasing $C^{1}$-diffeomorphism from $\left.] 0, c_{0}\right]$, for some small $c_{0}$, onto $\left[\kappa_{0},+\infty\left[\right.\right.$, with $\kappa_{0}:=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla Q_{c_{0}}\right|^{2} d x$, then we shall conclude that $I_{\min }$ is of class $C^{1}$ on [ $\kappa_{0},+\infty$ [, and that (by the arguments in [13]) the only minimizer for $\kappa=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla Q_{c}\right|^{2} d x$ (for some suitable $\left.\left.c \in\right] 0, c_{0}\right]$ ) is $Q_{c}(c \cdot)$ up to the natural translation and phase invariances and, in addition, $I_{\min }^{\prime}(\kappa)=-1 / c^{2}$. In order to prove that statement, it suffices to use the Pohozaev identity (2-2) and deduce

$$
\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla Q_{c}\right|^{2} d x=E\left(Q_{c}\right)-\frac{1}{4} \int_{\mathbb{R}^{2}}\left(1-\left|Q_{c}\right|^{2}\right)^{2} d x=E\left(Q_{c}\right)-\frac{c P_{2}\left(Q_{c}\right)}{2} .
$$

Therefore, by using the Hamilton-like relation $\frac{d}{d c} E\left(Q_{c}\right)=c \frac{d}{d c} P_{2}\left(Q_{c}\right)$ and then the asymptotics of $c \mapsto P_{2}\left(Q_{c}\right)$ obtained in [15], we arrive at
$\frac{d}{2 d c} \int_{\mathbb{R}^{2}}\left|\nabla Q_{c}\right|^{2} d x=\frac{d}{d c}\left(E\left(Q_{c}\right)\right)-\frac{c}{2} \frac{d}{d c} P_{2}\left(Q_{c}\right)-\frac{1}{2} P_{2}\left(Q_{c}\right)=\frac{c}{2} \frac{d}{d c} P_{2}\left(Q_{c}\right)-\frac{1}{2} P_{2}\left(Q_{c}\right) \sim-\frac{2 \pi}{c}<0$.
The paper is organized as follows. In Section 2, we give the proof of the uniqueness result given in Proposition 1.8. Section 3 is devoted to the vortex analysis of traveling waves with energy $E_{\min }(\mathfrak{p})+\mathcal{O}(1)$, that are even in $x_{2}$, in order to show that they satisfy the hypotheses of Proposition 1.8. Section 3D contains a few remarks on the nonsymmetrical case. Finally, in Section 3C, we provide some decay estimates slightly away from the vortices. For the Ginzburg-Landau (stationary) model, such estimates were first given in [35] for minimizing solutions and later generalized in [18] to nonminimizing solutions. They improve some estimates in [14] and are not specific to the way we construct the solutions.

## 2. Proof of the local uniqueness result (Proposition 1.8)

This section is devoted to the proofs of Proposition 1.8 and Corollary 1.10. The proof of Proposition 1.8 uses arguments from the proof of [15, Theorem 1.14], another local uniqueness result for this problem, but in different spaces. We explain here the core ideas of the proof.

Let us explain schematically the proof of Proposition 1.8. We first pick $c^{\prime}, X, \gamma^{\prime}$ in such a way that $Q=Q_{c}^{\prime}(\cdot-X) \mathrm{e}^{i \gamma}$ has the same vortices as $u$. This is possible because $c \rightarrow d_{c}$, the position of the vortices, is smooth. We then use the decomposition $u=Q \mathrm{e}^{\psi}$, where $\psi$ is the error term. This cannot be done near the zeros of $Q$, but we focus here on the domain far from the vortices.

The equation satisfied by $\psi$ is then $\left(\mathrm{TW}_{c}\right)(u)=0=\left(\mathrm{TW}_{c}\right)(Q)+\mathrm{L}(\psi)+\mathrm{NL}(\psi)$, where we regroup the linear terms in L and the nonlinear terms in NL, and $\left(\mathrm{TW}_{c}\right)(Q) \neq 0$ because $c \neq c^{\prime}$. We then take the scalar product of this equation with $\psi$, and we get $0=\left\langle\left(\mathrm{TW}_{c}\right)(Q), \psi\right\rangle+B_{Q}(\psi)+\langle\mathrm{NL}(\psi), \psi\rangle$. Now, the coercivity of $B_{Q}$ has been studied in [15]. It holds (for even functions in $x_{1}$ ) up to three orthogonality conditions, which can be satisfied by changing slightly the modulation parameters $c^{\prime}, X, \gamma$. We deduce that $B_{Q}(\psi) \geqslant K\|\psi\|_{1}^{2}$ for some norm $\|\cdot\|_{1}$.

There are two main difficulties at this point. First, since the hypotheses on $u$ in Proposition 1.8 are weak, we simply have $\|\psi\|_{1}<+\infty$, but not the fact that it is small. Therefore, an estimate of the form $|\langle\mathrm{NL}(\psi), \psi\rangle| \leqslant K\|\psi\|_{1}^{3}$ would not be enough to conclude. Secondly, the norm $\|\cdot\|_{1}$ is rather weak, and in fact $\langle\mathrm{NL}(\psi), \psi\rangle$ cannot be controlled by powers of $\|\psi\|_{1}$.

Concerning the term $\left\langle\left(T W_{c}\right)(Q), \psi\right\rangle$, we may show that we always have $\left|c-c^{\prime}\right| \leqslant o(1)\|\psi\|_{1}$, and thus $\left|\left\langle\left(T W_{c}\right)(Q), \psi\right\rangle\right| \leqslant o(1)\|\psi\|_{1}^{2}$. Therefore, we are led to

$$
\frac{K}{2}\|\psi\|_{1}^{2} \leqslant\left\langle\left(\mathrm{TW}_{c}\right)(Q), \psi\right\rangle+B_{Q}(\psi)=-\langle\mathrm{NL}(\psi), \psi\rangle
$$

Then, even if $\|\psi\|_{1}$ is not small, by the hypotheses of Proposition $1.8, \psi$ will be small in other (nonequivalent) norms. Let us write one of them $\|\cdot\|_{2}$. Our goal is then to show an estimate of the form $|\langle\mathrm{NL}(\psi), \psi\rangle| \leqslant K\|\psi\|_{2}\|\psi\|_{1}^{2}$, which would conclude the proof. This is possible, except for one nonlinear term, which contains two derivatives. We then perform some integrations by parts on it. When both derivatives fall on the same term, we get a term containing $\Delta \psi$, which also appears in the equation $0=\left(\mathrm{TW}_{c}\right)(Q)+\mathrm{L}(\psi)+\mathrm{NL}(\psi)$ (in $\mathrm{L}(\psi)$ ). We thus replace it using this equation, which leads to another term containing two derivatives (from $\mathrm{NL}(\psi)$ ), and other terms that can be successfully estimated. After $n$ such integrations by parts, we have an estimate of the form

$$
|\langle\mathrm{NL}(\psi), \psi\rangle| \leqslant K\|\psi\|_{2}\|\psi\|_{1}^{2}+\|\psi\|_{3}\|\psi\|_{2}^{n}\|\psi\|_{1}^{2},
$$

where $\|\cdot\|_{3}$ is another (semi-)norm in which $\psi$ is not necessarily small. Now, taking $n$ large enough (depending on $\psi$ ), since $\|\psi\|_{2} \ll 1$, we get $|\langle\mathrm{NL}(\psi), \psi\rangle| \leqslant o(1)\|\psi\|_{1}^{2}$, concluding the proof.

The problem is a lot simpler near the vortices. There, we write $u=Q+\phi$ and the coercivity norm is equivalent to the $H^{1}$ norm, and the hypotheses of Proposition 1.8 give us $\|\phi\|_{L^{\infty}}=o(1)$. The estimate of the nonlinear terms then becomes trivial.

As stated in the Introduction, the symmetry condition is necessary to have a coercivity result where the coercivity constant is uniform; see Corollary 2.6 below. This is the only place where the symmetry is used in a crucial way.

2A. Some properties of the branch of traveling waves from Theorem 1.6. We recall here properties on the branch $c \mapsto Q_{c}$ from Theorem 1.6, coming mainly from [14; 15]. In this section, we will use the notation

$$
\langle f, g\rangle:=\int_{\mathbb{R}^{2}} \mathfrak{R e}(f \bar{g}) .
$$

2A1. Properties of vortices. We start with some estimates on vortices, which compose the traveling wave (see Theorem 1.6).

Lemma 2.1 [12; 26]. A vortex centered around $0, V_{1}(x)=\rho_{1}(r) \mathrm{e}^{i \theta}$, satisfies $V_{1}(0)=0, E\left(V_{1}\right)=+\infty$ and there exist constants $K, \kappa>0$ such that,

$$
\begin{gathered}
\text { for all } r>0,0<\rho_{1}(r)<1, \quad \rho_{1}(r) \sim_{r \rightarrow 0} \kappa r, \quad \rho_{1}^{\prime}(r) \sim_{r \rightarrow 0} \kappa, \\
\text { for all } r>0, \quad \rho_{1}^{\prime}(r)>0, \quad \rho_{1}^{\prime}(r)=O_{r \rightarrow \infty}\left(\frac{1}{r^{3}}\right), \quad\left|\rho_{1}^{\prime \prime}(r)\right|+\left|\rho_{1}^{\prime \prime \prime}(r)\right| \leqslant K,
\end{gathered}
$$

$$
\begin{gathered}
1-\left|V_{1}(x)\right|=\frac{1}{2 r^{2}}+O_{r \rightarrow \infty}\left(\frac{1}{r^{3}}\right), \\
\left|\nabla V_{1}\right| \leqslant \frac{K}{1+r}, \quad\left|\nabla^{2} V_{1}\right| \leqslant \frac{K}{(1+r)^{2}}, \\
\nabla V_{1}(x)=i V_{1}(x) \frac{x^{\perp}}{r^{2}}+O_{r \rightarrow \infty}\left(\frac{1}{r^{3}}\right),
\end{gathered}
$$

where $x^{\perp}:=\left(-x_{2}, x_{1}\right), x=r \mathrm{e}^{i \theta} \in \mathbb{R}^{2}$. Furthermore, similar properties hold for $V_{-1}$, since

$$
V_{-1}(x)=\overline{V_{1}(x)}
$$

2A2. Toolbox. We list in this section some results useful for the analysis of traveling waves for not necessarily small speeds.

Theorem 2.2 (uniform $L^{\infty}$ bound [19]). Assume that $U \in L_{\mathrm{loc}}^{3}\left(\mathbb{R}^{d}\right)$ solves

$$
\Delta U+i c \partial_{2} U+U\left(1-|U|^{2}\right)=0 .
$$

Then,

$$
\|U\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant 1+\frac{c^{2}}{4} .
$$

Corollary 2.3. There exists $K>0$ such that, for any $c \in[-\sqrt{2},+\sqrt{2}]$ and any $U \in L_{\mathrm{loc}}^{3}\left(\mathbb{R}^{d}\right)$ satisfying $\left(\mathrm{TW}_{c}\right)(U)=0$, we have

$$
\begin{equation*}
\|\nabla U\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|\nabla^{2} U\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant K . \tag{2-1}
\end{equation*}
$$

The following Pohozaev identity (see [10] for instance) will be useful in our analysis. If $c \in \mathbb{R}$ and $U \in \mathcal{E}$ satisfies $\left(\mathrm{TW}_{c}\right)$, then

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{2}}\left(1-|U|^{2}\right)^{2} d x=c P_{2}(U) \tag{2-2}
\end{equation*}
$$

We shall also make use of the algebraic decay of the traveling waves conjectured in [28] and shown in [24].

Theorem 2.4 (algebraic decay of the traveling waves [24]). Let $c \in[0, \sqrt{2}[$. Assume that $U \in \mathcal{E}$ is $a$ solution of $\left(\operatorname{TW}_{c}\right)(U)=0$. Up to a phase shift, we may assume $U(x) \rightarrow 1$ for $|x| \rightarrow+\infty$. Then, there exists $M$, depending on $U$ and $c$ such that, for $x \in \mathbb{R}^{2}$,

$$
|U(x)-1| \leqslant \frac{M}{1+|x|}, \quad|\nabla U(x)| \leqslant \frac{M}{(1+|x|)^{2}}, \quad| | U(x)|-1| \leqslant \frac{M}{(1+|x|)^{2}} .
$$

2A3. Symmetries of the traveling waves from Theorem 1.6. We recall from [14] that the traveling wave $Q_{c}$ constructed in Theorem 1.6 satisfies, for all $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$,

$$
Q_{c}\left(x_{1}, x_{2}\right)=Q_{c}\left(-x_{1}, x_{2}\right)=\overline{Q_{c}\left(x_{1},-x_{2}\right)} .
$$

This implies that, for all $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$,

$$
\partial_{c} Q_{c}\left(x_{1}, x_{2}\right)=\partial_{c} Q_{c}\left(-x_{1}, x_{2}\right)=\overline{\partial_{c} Q_{c}\left(x_{1},-x_{2}\right)}
$$

$$
\begin{aligned}
& \partial_{x_{1}} Q_{c}\left(x_{1}, x_{2}\right)=-\partial_{x_{1}} Q_{c}\left(-x_{1}, x_{2}\right)=\overline{\partial_{x_{1}} Q_{c}\left(x_{1},-x_{2}\right)}, \\
& \partial_{x_{2}} Q_{c}\left(x_{1}, x_{2}\right)=\partial_{x_{2}} Q_{c}\left(-x_{1}, x_{2}\right)=-\overline{\partial_{x_{2}} Q_{c}\left(x_{1},-x_{2}\right)}, \\
& \left.\partial_{c^{\perp}} Q_{c}\left(x_{1}, x_{2}\right)=-\partial_{c^{\perp}} Q_{c}\left(-x_{1}, x_{2}\right)=-\overline{\partial_{c^{\perp}} Q_{c}\left(x_{1},-x_{2}\right.}\right),
\end{aligned}
$$

where $\partial_{c^{\perp}} Q_{c}:=x^{\perp} . \nabla Q_{c}$; see Section 2.2 of [15]. Note that these quantities all have different symmetries.
2A4. A coercivity result. From Proposition 1.2 of [15], we recall that $Q_{c}$ defined in Theorem 1.6 has two zeros, at $\pm \tilde{d}_{c} \vec{e}_{1}$, with

$$
\begin{equation*}
d_{c}-\tilde{d}_{c}=o_{c \rightarrow 0}(1) . \tag{2-3}
\end{equation*}
$$

We define (as in [15]) the symmetric expended energy space by

$$
H_{Q_{c}}^{\exp , s}:=\left\{\varphi \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}, \mathbb{C}\right):\|\varphi\|_{U_{c}}^{\exp }<+\infty \text { for all }\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \varphi\left(-x_{1}, x_{2}\right)=\varphi\left(x_{1}, x_{2}\right)\right\},
$$

where, with $\varphi=Q_{c} \psi, \tilde{r}=\tilde{r}_{\tilde{d}_{c}}=\min \left(\tilde{r}_{1}, \tilde{r}_{-1}\right), \tilde{r}_{ \pm 1}$ being the distances to the zeros of $Q_{c}$ (we use $\tilde{r}$ instead of $\tilde{r}_{\tilde{d}_{c}}$ to simplify the notation here), we define

$$
\|\varphi\|_{H_{Q_{c}}^{\exp }}^{2}:=\|\varphi\|_{H^{1}(\{\tilde{r} \leqslant 10\})}^{2}+\int_{\{\tilde{r} \geqslant 5\}}|\nabla \psi|^{2}+\mathfrak{R e}^{2}(\psi)+\frac{|\psi|^{2}}{\tilde{r}^{2} \ln ^{2} \tilde{r}} .
$$

By using (2-1), we deduce, for any $R>0,\|\varphi\|_{\left.H^{1}(\tilde{r} \leqslant R\}\right)} \leqslant K(R)\|\varphi\|_{Q_{Q_{c}}}$. The linearized operator around $Q_{c}$ is

$$
L_{Q_{c}}(\varphi):=-\Delta \varphi-i c \partial_{x_{2}} \varphi-\left(1-\left|Q_{c}\right|^{2}\right) \varphi+2 \mathfrak{R e}\left(\bar{Q}_{c} \varphi\right) Q_{c} .
$$

We take a smooth cutoff function $\tilde{\eta}$ such that

$$
\tilde{\eta}(x)= \begin{cases}0 & \text { on } B\left( \pm \tilde{d}_{c} \vec{e}_{1}, 2 R\right), \\ 1 & \text { on } \mathbb{R}^{2} \backslash B\left( \pm \tilde{d}_{c} \vec{e}_{1}, 2 R+1\right),\end{cases}
$$

where $\pm \tilde{d}_{c} \vec{e}_{1}$ are the zeros of $Q_{c}$ and $R>0$ will be defined later on (it will be a universal constant, independent of any parameters of the problem). We define the quadratic form (as in [15])

$$
\begin{align*}
& B_{Q_{c}}^{\exp }(\varphi):= \int_{\mathbb{R}^{2}}(1-\tilde{\eta})\left(|\nabla \varphi|^{2}-\mathfrak{R e}\left(i c \partial_{x_{2}} \varphi \bar{\varphi}\right)-\left(1-\left|Q_{c}\right|^{2}\right)|\varphi|^{2}+2 \mathfrak{\Re e ^ { 2 }}\left(\bar{Q}_{c} \varphi\right)\right) \\
& \quad-\int_{\mathbb{R}^{2}} \nabla \tilde{\eta} \cdot\left(\mathfrak{R e}\left(\nabla Q_{c} \bar{Q}_{c}\right)|\psi|^{2}-2 \mathfrak{I m}\left(\nabla Q_{c} \bar{Q}_{c}\right) \mathfrak{R e}(\psi) \mathfrak{I m}(\psi)\right) \\
&+\int_{\mathbb{R}^{2}} c \partial_{x_{2}} \tilde{\eta} \mathfrak{R e}(\psi) \mathfrak{I m}(\psi)\left|Q_{c}\right|^{2} \\
& \quad+\int_{\mathbb{R}^{2}} \tilde{\eta}\left(|\nabla \psi|^{2}\left|Q_{c}\right|^{2}+2 \mathfrak{R e} e^{2}(\psi)\left|Q_{c}\right|^{4}\right) \\
& \quad+\int_{\mathbb{R}^{2}} \tilde{\eta}\left(4 \mathfrak{I m}\left(\nabla Q_{c} \bar{Q}_{c}\right) \mathfrak{I m}(\nabla \psi) \mathfrak{R e}(\psi)+2 c\left|Q_{c}\right|^{2} \mathfrak{I m}\left(\partial_{x_{2}} \psi\right) \mathfrak{R e}(\psi)\right) . \tag{2-4}
\end{align*}
$$

We recall from [15] (or by integration by parts) that, for $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{2}, \mathbb{C}\right.$ ), we have $B_{Q_{c}}^{\exp }(\varphi)=\left\langle L_{Q_{c}}(\varphi), \varphi\right\rangle$ and that $B_{Q_{c}}^{\exp }(\varphi)$ is well-defined for $\varphi \in H_{Q_{c}}^{\exp , s}$. This last point is the reason why we write the quadratic
form as (2-4), which is equal, up to some integration by parts, to the more natural definition

$$
\int_{\mathbb{R}^{2}}|\nabla \varphi|^{2}-\left(1-\left|Q_{c}\right|^{2}\right)|\varphi|^{2}+2 \mathfrak{R e}{ }^{2}\left(\bar{Q}_{c} \varphi\right)-\mathfrak{R e}\left(i c \partial_{x_{2}} \varphi \bar{\varphi}\right),
$$

but this integral is not well-defined for $\varphi \in H_{Q_{c}}^{\exp , s}$. See [15] for more details on this point. We now quote the following coercivity result:

Theorem 2.5 [15, Theorem 1.13]. There exist $R, K, c_{0}>0$ such that, for $0<c \leqslant c_{0}$, $Q_{c}$ defined in Theorem 1.6, if a function $\varphi \in H_{Q_{c}}^{\exp , s}$ satisfies the three orthogonality conditions

$$
\begin{gathered}
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{\imath}_{1}, R\right)} \partial_{c} Q_{c} \bar{\varphi}=\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{\imath}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}=0, \\
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} i Q_{c} \bar{\varphi}=0,
\end{gathered}
$$

then

$$
\frac{1}{K}\|\varphi\|_{H_{Q_{c}}}^{2} \geqslant B_{Q_{c}}^{\exp }(\varphi) \geqslant K\|\varphi\|_{H_{Q_{c}}}^{2 \exp } .
$$

We will use a slight variation of this result, given in the next corollary.
Corollary 2.6. There exist $R, K, c_{0}>0$ such that, for $0<c \leqslant c_{0}$, $Q_{c}$ defined in Theorem 1.6, if a function $\varphi \in H_{Q_{c}}^{\exp , s}$ satisfies the three orthogonality conditions

$$
\begin{gathered}
\mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}} \bar{\varphi}=\mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}=0, \\
\mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} i Q_{c} \bar{\varphi}=0,
\end{gathered}
$$

then

$$
\frac{1}{K}\|\varphi\|_{Q_{Q_{c}}}^{2 \exp } \geqslant B_{Q_{c}}^{\exp }(\varphi) \geqslant K\|\varphi\|_{H_{Q_{c}}}^{2 \exp }
$$

Note, with Theorem 1.6 (for $p=+\infty)$, that $-\left(1 / c^{2}\right) \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}}$ is the first order of $\partial_{c} Q_{c}$ when $c \rightarrow 0$ in $L^{\infty}\left(\mathbb{R}^{2}, \mathbb{C}\right)$, and that (with Lemma 2.1) they both have the same symmetries. We need to change the quantity $\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{c} Q_{c} \bar{\varphi}$ in the orthogonality conditions because we will differentiate it with respect to $c$, and
$c \mapsto \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}}=-\partial_{x_{1}} V_{1}\left(\cdot-d_{c} \vec{e}_{1}\right) V_{-1}\left(\cdot+d_{c} \vec{e}_{1}\right)+\partial_{x_{1}} V_{-1}\left(\cdot+d_{c} \vec{e}_{1}\right) V_{1}\left(\cdot-d_{c} \vec{e}_{1}\right)$
is a $C^{1}$ function $\left(c \mapsto d_{c} \in C^{1}(] 0, c_{0}[, \mathbb{R})\right.$ for $c_{0}>0$ a small constant (see Section 4.6 of [14]), but it is not clear that $c \mapsto \partial_{c} Q_{c}$ can be differentiated with respect to $c$. Precise estimates on

$$
\partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}}
$$

can be found in Lemma 2.6 of [14]. Furthermore, we changed, in the area of the integrals, $\tilde{d}_{c}$ to $d_{c}$ (they are close when $c \rightarrow 0$, see (2-3)).

Proof. Step 1: changing the integrand but not the integration domain. Take a function $\varphi \in H_{Q_{c}}^{\exp , s}$ satisfying

$$
\begin{gathered}
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}} \bar{\varphi}=\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}=0, \\
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} i Q_{c} \bar{\varphi}=0 .
\end{gathered}
$$

Let us show that it satisfies $(1 / K)\|\varphi\|_{H_{Q_{c}}}^{2} \geqslant B_{Q_{c}}^{\exp }(\varphi) \geqslant K\|\varphi\|_{H_{Q_{c}}}^{\exp .}$. For $\mu \in \mathbb{R}$, we define

$$
\varphi^{*}=\varphi+c^{2} \mu \partial_{c} Q_{c}
$$

We have that $\partial_{c} Q_{c} \in H_{Q_{c}}^{\exp , s}$. We want to choose $\mu \in \mathbb{R}$ such that $\varphi^{*}$ satisfies the hypothesis of Theorem 2.5. By the symmetries of Section 2A3 and the hypotheses on $\varphi$, we have that

$$
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} i Q_{c} \overline{\varphi^{*}}=\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \overline{\varphi^{*}}=0,
$$

and we compute, using

$$
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}} \bar{\varphi}=0,
$$

that

$$
\begin{aligned}
& \mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{2} \partial_{c} Q_{c} \overline{\varphi^{*}} \\
& \quad=\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{2} \partial_{c} Q_{c} \bar{\varphi}+\mu \mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{4}\left|\partial_{c} Q_{c}\right|^{2} \\
& \quad=\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)}\left(c^{2} \partial_{c} Q_{c}-\partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\left.\mid d=d_{c}\right)} \bar{\varphi}\right. \\
& +\mu \mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{4}\left|\partial_{c} Q_{c}\right|^{2} .
\end{aligned}
$$

By Theorem 1.6 (for $p=+\infty$ ) and Lemma 2.6 of [14], we have

$$
\left\|c^{2} \partial_{c} Q_{c}-\partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}=o_{c \rightarrow 0}(1)
$$

and also that there exists a universal constant $K>0$ (we recall that $R>0$ is a universal constant) such that

$$
\frac{1}{K} \leqslant \mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{4}\left|\partial_{c} Q_{c}\right|^{2} \leqslant K
$$

Now, taking
we have

$$
\mu=\frac{-\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)}\left(c^{2} \partial_{c} Q_{c}-\partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}}\right) \bar{\varphi}}{\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{4}\left|\partial_{c} Q_{c}\right|^{2}},
$$

$$
\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} c^{2} \partial_{c} Q_{c} \overline{\varphi^{*}}=0,
$$

with

$$
|\mu| \leqslant o_{c \rightarrow 0}(1)\|\varphi\|_{L^{2}\left(B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)\right)} \leqslant o_{c \rightarrow 0}(1)\|\varphi\|_{H_{Q_{c}}^{\exp }} .
$$

Since $\partial_{c} Q_{c} \in H_{Q_{c}}^{\exp , s}$ by Lemma 2.8 of [15], we deduce that $\varphi^{*}$ satisfies all the hypotheses of Theorem 2.5; therefore

$$
\frac{1}{K}\left\|\varphi^{*}\right\|_{U_{Q_{c}}}^{2} \geqslant B_{Q_{c}}^{\exp }\left(\varphi^{*}\right) \geqslant K\left\|\varphi^{*}\right\|_{H_{Q_{c}}}^{2} .
$$

Now, from Lemma 6.3 of [15], we have $1 / K \leqslant\left\|c^{2} \partial_{c} Q_{c}\right\|_{H_{Q_{c}}}^{\exp } \leqslant K$ for a universal constant $K>0$. With $|\mu| \leqslant o_{c \rightarrow 0}(1)\|\varphi\|_{H_{c}}$ exp , we deduce that, taking $c>0$ small enough,

$$
\frac{1}{K}\|\varphi\|_{H_{Q_{c}}}^{2} \geqslant B_{Q_{c}}^{\exp }\left(\varphi^{*}\right) \geqslant K\|\varphi\|_{H_{Q_{c}}^{\exp }}^{2}
$$

for some universal constant $K>0$. Now, we have the decomposition (using Lemmas 6.2 and 6.3 of [15])

$$
\begin{aligned}
B_{Q_{c}}^{\exp }\left(\varphi^{*}\right) & =B_{Q_{c}}^{\exp }\left(\varphi+c^{2} \mu \partial_{c} Q_{c}\right) \\
& =B_{Q_{c}}^{\exp }(\varphi)+2 c^{2} \mu\left\langle L_{Q_{c}}\left(\partial_{c} Q_{c}\right), \varphi\right\rangle+c^{4} \mu^{2} B_{Q_{c}}^{\exp }\left(\partial_{c} Q_{c}\right),
\end{aligned}
$$

and by Lemmas 2.8, 5.4 and 6.1 of [15],

$$
\left|\left\langle L_{Q_{c}}\left(\partial_{c} Q_{c}\right), \varphi\right\rangle\right|=\left|\left\langle i \partial_{x_{2}} Q_{c}, \varphi\right\rangle\right| \leqslant K \ln \left(\frac{1}{c}\right)\|\varphi\|_{U_{Q_{c}}^{\exp }} ;
$$

hence

$$
\left|2 c^{2} \mu\left\langle L_{Q_{c}}\left(\partial_{c} Q_{c}\right), \varphi\right\rangle\right| \leqslant K c^{2} \ln \left(\frac{1}{c}\right)|\mu|\|\varphi\|_{H_{Q_{c}}}^{\exp } \leqslant o_{c \rightarrow 0}(1)\|\varphi\|_{H_{Q_{c}}}^{2} \exp ^{\operatorname{en}} .
$$

By Proposition 1.2 of [15], $B_{Q_{c}}^{\exp }\left(\partial_{c} Q_{c}\right)=\left(2 \pi+o_{c \rightarrow 0}(1)\right) / c^{2}$; thus

$$
\left|c^{4} \mu^{2} B_{Q_{c}}^{\exp }\left(\partial_{c} Q_{c}\right)\right| \leqslant o_{c \rightarrow 0}(1)\|\varphi\|_{H_{Q_{c}}}^{2}
$$

which concludes the proof of $(1 / K)\|\varphi\|_{H_{Q_{c}}}^{2} \geqslant B_{Q_{c}}^{\exp }(\varphi) \geqslant K\|\varphi\|_{H_{Q_{c}}}^{2}$ by taking $c>0$ small enough.
Step 2: Changing the integration domain. To change the conditions

$$
\begin{aligned}
& \mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}} \bar{\varphi}=\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}=0, \\
& \Re \mathfrak{e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} i Q_{c} \bar{\varphi}=0
\end{aligned}
$$

to

$$
\begin{aligned}
& \mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} \partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}\right) V_{-1}\left(\cdot+d \vec{e}_{1}\right)\right)_{\mid d=d_{c}} \bar{\varphi}=\mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}=0, \\
& \mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} i Q_{c} \bar{\varphi}=0,
\end{aligned}
$$

we use similar arguments, using $\left|d_{c}-\tilde{d}_{c}\right|=o_{c \rightarrow 0}(1)$ by (2-3). We check for instance that

$$
\left|\mathfrak{R e} \int_{B\left(\tilde{d}_{c} \vec{e}_{1}, R\right) \cup B\left(-\tilde{d}_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}-\mathfrak{R e} \int_{B\left(d_{c} \vec{e}_{1}, R\right) \cup B\left(-d_{c} \vec{e}_{1}, R\right)} \partial_{x_{2}} Q_{c} \bar{\varphi}\right| \leqslant K(R)\left|d_{c}-\tilde{d}_{c}\right|\|\varphi\|_{H_{Q c}^{\exp }}
$$

and $\left|d_{c}-\tilde{d}_{c}\right|=o_{c \rightarrow 0}(1)$.
Notice that the integration domain remains symmetric with respect to the $x_{2}$-axis.

2B. Proof of Proposition 1.8. In this subsection, we take $v \in] 0,1[$ to be a small but universal constant, which will be fixed at the end of the proof. We take

$$
\lambda_{*}=\max \left(3 R+1, \frac{1}{v^{2}}\right)
$$

in the statement of Proposition 1.8 (where $R>0$ is defined in Corollary 2.6). Then, for any $\lambda \geqslant \lambda_{*}$, we take

$$
\varepsilon(\lambda)=\min \left(v, \frac{1}{10 \lambda^{2}+100}\right)
$$

in the statement of Proposition 1.8. The condition $\varepsilon(\lambda) \leqslant 1 /\left(10 \lambda^{2}+100\right)$ is required only to make sure that the two balls $B\left(d \vec{e}_{1}, 2 \lambda\right)$ and $B\left(-d \vec{e}_{1}, 2 \lambda\right)$ are disjoint and at distance at least 1 from one another. This will be used only in the proof of Lemma 2.8.

We take $u$ a function satisfying the hypotheses of Proposition 1.8 for these values of $\lambda_{*}, \lambda$ and $\varepsilon(\lambda)$. In the rest of the subsection, $K, K^{\prime}>0$ denote universal constants, independent of any parameters of the problem (in particular, $\lambda, \lambda_{*}, \varepsilon(\lambda)$ and $\nu$ ).

2B1. Modulation on the parameters of the branch. From Theorem 1.1 and the end of Section 4.6 of [14], we have that $Q_{c}=V_{1}\left(\cdot-d_{c} \vec{e}_{1}\right) V_{-1}\left(\cdot+d_{c} \vec{e}_{1}\right)+\Gamma_{c}$, with $d_{c}=\left(1+o_{c \rightarrow 0}(1)\right) / c,\left\|\Gamma_{c}\right\|_{L^{\infty}} \rightarrow 0$, and

$$
c \mapsto d_{c} \in C^{1}(] 0, c_{0}[, \mathbb{R})
$$

with $\partial_{c} d_{c} \sim-1 / c^{2}$ for $c \rightarrow 0$ (see Section 4.6 of [14]). In particular, $c \mapsto d_{c}$ is a smooth decreasing diffeomorphism from $] 0, c_{0}$ ] onto [ $d_{0},+\infty\left[\right.$, and thus, given $d>1 / v>d_{0}$ (for $v$ small enough), there exists a unique $c^{\prime}>0$ such that $d_{c^{\prime}}=d$. In addition, $c^{\prime} \sim_{d \rightarrow \infty} 1 / d \leqslant K \nu$. Furthermore,

$$
\begin{aligned}
u(x)-Q_{c^{\prime}}(x) & =V_{1}\left(x-d \vec{e}_{1}\right) V_{-1}\left(x+d \vec{e}_{1}\right)+\Gamma(x)-V_{1}\left(x-d_{c^{\prime}} \vec{e}_{1}\right) V_{-1}\left(x+d_{c^{\prime}} \vec{e}_{1}\right)-\Gamma_{c^{\prime}}(x) \\
& =\Gamma(x)-\Gamma_{c^{\prime}}(x)
\end{aligned}
$$

From the hypotheses on $\Gamma$, and the fact that $\left\|\Gamma_{c^{\prime}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant 2 v$ (since $c^{\prime} \leqslant 2 / d \leqslant 2 v$ ), we deduce that (we write $\tilde{r}=\tilde{r}_{d}=\tilde{r}_{d_{c^{\prime}}}$ to simplify the notation)

$$
\left\|u-Q_{c^{\prime}}\right\|_{L^{\infty}(\{\tilde{r} \leqslant 2 \lambda\})} \leqslant K v .
$$

Since $\left(1+o_{c^{\prime} \rightarrow 0}(1)\right) / c^{\prime}=d_{c^{\prime}}=d$ by Theorem 1.6, and $|d c-1| \leqslant \nu$, we have

$$
\begin{equation*}
d\left|c-c^{\prime}\right| \leqslant K \nu \tag{2-5}
\end{equation*}
$$

We now claim that, for a universal constant $K>0$,

$$
\begin{equation*}
\left\|u-Q_{c^{\prime}}\right\|_{C^{1}(\{\tilde{r} \leqslant \lambda\})} \leqslant K \nu . \tag{2-6}
\end{equation*}
$$

That is, $u$ is close to $Q_{c^{\prime}}$ near the vortices (in the region $\{\tilde{r} \leqslant \lambda\}$ ) in the $C^{1}$ norm and not only in $L^{\infty}$. In order to show this, we use the elliptic equation satisfied by $u-Q_{c^{\prime}}$, that is,

$$
\Delta\left(u-Q_{c^{\prime}}\right)=-i c \partial_{x_{2}}\left(u-Q_{c^{\prime}}\right)-\left(u-Q_{c^{\prime}}\right)\left(1-|u|^{2}\right)+\left(|u|^{2}-\left|Q_{c^{\prime}}\right|^{2}\right) Q_{c^{\prime}} .
$$

Let us fix $x \in\{\tilde{r} \leqslant \lambda\}$. We have $\left\|u-Q_{c^{\prime}}\right\|_{L^{\infty}(\{\tilde{r} \leqslant 2 \lambda\})} \leqslant K^{\prime} v$ by hypothesis; thus the right-hand side of the equation is small in $H^{-1}(B(x, 4))$. By a standard $H^{1}-H^{-1}$ estimate, we deduce

$$
\left\|u-Q_{c^{\prime}}\right\|_{H^{1}(B(x, 3))} \leqslant K^{\prime} \nu .
$$

Then, the right-hand side is small in $L^{2}$, and standard $L^{2}$ elliptic regularity yields first

$$
\left\|u-Q_{c^{\prime}}\right\|_{H^{2}(B(x, 2))} \leqslant K^{\prime} v
$$

and then

$$
\left\|u-Q_{c^{\prime}}\right\|_{H^{3}(B(x, 1))} \leqslant K^{\prime} v
$$

and we conclude by Sobolev imbedding.
Outside of this domain, $u$ and $Q_{c^{\prime}}$ are close only in modulus. Indeed, by equation (2.6) of [15] (for $\sigma=\frac{1}{2}$ ) and the hypotheses on $u$, we have for a universal constant $K>0$ that on $\{\tilde{r} \geqslant \lambda\}$,

$$
\left||u|-\left|Q_{c^{\prime}}\right|\right| \leqslant||u|-1|+\left|\left|Q_{c^{\prime}}\right|-1\right| \leqslant v+\frac{K}{\lambda^{3 / 2}} \leqslant K^{\prime} v .
$$

Now, we modulate on the parameters of the family of traveling waves to get the orthogonality conditions of Corollary 2.6. For $c^{\prime \prime}>0$ close enough to $c^{\prime}$ and $X, \gamma \in \mathbb{R}$, we define

$$
\begin{equation*}
Q:=Q_{c^{\prime \prime}}\left(\cdot-X \vec{e}_{2}\right) e^{i \gamma} \tag{2-7}
\end{equation*}
$$

Lemma 2.7. There exist $K>0, v_{0}>0$ universal constants such that, for $u$ satisfying the hypotheses of Proposition 1.8 for values of $\lambda_{*}, \lambda, \varepsilon(\lambda)$, $v$ described above, if $v \leqslant \nu_{0}$, then there exists $c^{\prime \prime}>0, X, \gamma \in \mathbb{R}$ such that, for $R>0$ defined in Corollary 2.6, and $\vec{d}_{ \pm}:= \pm d_{c^{\prime \prime}} \vec{e}_{1}+X \vec{e}_{2}$,
$\begin{aligned} \mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{d}\left(V_{1}(\cdot\right. & \left.\left.-d \vec{e}_{1}-X \vec{e}_{2}\right) V_{-1}\left(\cdot+d \vec{e}_{1}-X \vec{e}_{2}\right) \mathrm{e}^{i \gamma}\right)_{\mid d=d_{c^{\prime \prime}}} \overline{(u-Q)} \\ & =\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{x_{2}} Q \overline{(u-Q)}=\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} i Q \overline{(u-Q)}=0 .\end{aligned}$

## Furthermore,

$$
\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|X|+|\gamma| \leqslant K \nu
$$

Proof. To simplify the notation, in this proof, we define

$$
\partial_{d} V:=\partial_{d}\left(V_{1}\left(\cdot-d \vec{e}_{1}-X \vec{e}_{2}\right) V_{-1}\left(\cdot+d \vec{e}_{1}+X \vec{e}_{2}\right) \mathrm{e}^{i \gamma}\right)_{\mid d=d_{c^{\prime \prime}}}
$$

We will keep the notation $\tilde{r}$ for the minimum of the distance to the zeros of $Q$.
First, from equation (7.5) of [15], there exists a universal constant $K>0$ such that, for $c^{\prime \prime}<c_{0}$, $c^{\prime} / 2 \leqslant c^{\prime \prime} \leqslant 2 c^{\prime}$,

$$
\begin{equation*}
\left\|Q-Q_{c^{\prime}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) . \tag{2-8}
\end{equation*}
$$

Now, we follow closely the proof of Lemma 7.6 of [15], which is done in Appendix C. 3 there. We define

$$
G\left(\begin{array}{l}
X \\
c^{\prime \prime} \\
\gamma
\end{array}\right):=\left(\begin{array}{c}
\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{x_{2}} Q \overline{(u-Q)} \\
\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{d} V \overline{(u-Q)} \\
\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} i Q \overline{(u-Q)}
\end{array}\right)
$$

Note that $Q, \partial_{d} V$ and $\vec{d}_{ \pm}$all depend on $X$ and $c^{\prime \prime}$, and $Q$ depends also on $\gamma$. From (2-6) and the fact that $\lambda \geqslant \lambda_{*}>2 R$, we have $\left\|u-Q_{c^{\prime}}\right\|_{L^{\infty}(\{\tilde{r} \leqslant R\})} \leqslant K v$, and from Theorem 1.6 with $p=+\infty$, as well as Lemma 2.6 of [14],

$$
\begin{equation*}
\left\|\partial_{x_{2}} Q_{c^{\prime}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}+\left\|\partial_{d} V\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}+\left\|i Q_{c^{\prime}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K \tag{2-9}
\end{equation*}
$$

for some universal constant $K>0$. Therefore, since $Q=Q_{c^{\prime}}$ for $X=\gamma=0, c^{\prime \prime}=c^{\prime}$, we obtain

$$
\left|G\left(\begin{array}{l}
0 \\
c^{\prime} \\
0
\end{array}\right)\right| \leqslant K\left\|u-Q_{c^{\prime}}\right\|_{\left.L^{\infty}(\tilde{r} \leqslant \lambda]\right)} \leqslant K v .
$$

We want to show that $G$ is invertible in a vicinity of $\left(0 c^{\prime} 0\right)^{\top}$. With (2-6) and (2-8), we check that (we recall that $\left.\tilde{r}=\min \left(\left|x-\vec{d}_{+}\right|,\left|x-\vec{d}_{-}\right|\right)\right)$

$$
\begin{aligned}
\|u-Q\|_{L^{\infty}(\{\tilde{r} \leqslant 2 R\})} & \leqslant\left\|u-Q_{c^{\prime}}\right\|_{L^{\infty}((\tilde{r} \leqslant 2 R\})}+\left\|Q-Q_{c^{\prime}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \\
& \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right),
\end{aligned}
$$

and as in Lemma 7.1 of [15], this implies

$$
\begin{equation*}
\|u-Q\|_{\left.C^{1}(\tilde{r} \leqslant R\}\right)} \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) . \tag{2-10}
\end{equation*}
$$

Now, we compute

$$
\begin{aligned}
& \left.\left|\partial_{X}\left(\Re \operatorname{Re} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{x_{2}} Q \overline{(u-Q)}\right)-\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\right| \partial_{x_{2}} Q\right|^{2} \mid \\
& \leqslant \int_{\partial B\left(\vec{d}_{+}, R\right) \cup \partial B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}} Q \overline{(u-Q)}\right|+\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}}^{2} Q \overline{(u-Q)}\right| .
\end{aligned}
$$

Therefore, with (2-1) and (2-10), we check that

$$
\int_{\partial B\left(\vec{d}_{+}, R\right) \cup \partial B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}} Q \overline{(u-Q)}\right|+\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}}^{2} Q \overline{(u-Q)}\right| \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) ;
$$

hence

$$
\left\lvert\, \partial_{X}\left(\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{x_{2}} Q(\overline{u-Q)})-\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}} Q\right|^{2} \left\lvert\, \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) .\right.\right.\right.
$$

With similar computations, using Lemma 2.6 of [14], (2-1) and (2-10), we infer that

$$
\left|\partial_{X} G-\left(\begin{array}{c}
\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}} Q\right|^{2} \\
\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{d} V \overline{\partial_{x_{2}} Q} \\
\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} i Q \overline{\partial_{x_{2}} Q}
\end{array}\right)\right| \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) .
$$

By the symmetries of $Q\left(\cdot+X \vec{e}_{2}\right) \mathrm{e}^{-i \gamma}$ and $\partial_{d} V\left(\cdot+X \vec{e}_{2}\right) \mathrm{e}^{-i \gamma}$, we have that

$$
\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} \partial_{d} V \overline{\partial_{x_{2}} Q}=0
$$

and from Theorem 1.6 (with $p=+\infty$ ), with the symmetries of $Q_{c}$ and $V_{1}$ (see Sections 2A1 and 2A3), we have

$$
\left|\mathfrak{R e} \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)} i Q \overline{\partial_{x_{2}} Q}-2 \mathfrak{R e} \int_{B(0, R)} i V_{1} \overline{\partial_{x_{2}} V_{1}}\right| \leqslant K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}\right) .
$$

By decomposition in harmonics and Lemma 2.1, we check easily that $\mathfrak{R e} \int_{B(0, R)} i V_{1} \overline{\partial_{x_{2}} V_{1}}=0$; thus

$$
\left|\partial_{X} G-\left(\begin{array}{c}
\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}} Q\right|^{2} \\
0 \\
0
\end{array}\right)\right| \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) .
$$

Similarly, we check that (using $\partial_{c}\left(d_{c}\right)=\left(-1+o_{c \rightarrow 0}(1)\right) / c^{2}$ from Section 4.6 and Lemma 2.6 of [14])

$$
\left|c^{\prime 2} \partial_{c^{\prime \prime}} G-\left(\begin{array}{c}
0 \\
\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{d} V\right|^{2} \\
0
\end{array}\right)\right| \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right)
$$

(we use here the fact that $c \mapsto \partial_{d} V$ and $c \mapsto \vec{d}_{ \pm}$are differentiable) and

$$
\left|\partial_{\gamma} G-\left(\begin{array}{c}
0 \\
0 \\
-\int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}|Q|^{2}
\end{array}\right)\right| \leqslant K v+K\left(|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma|\right) .
$$

From (2-1) and Theorem 1.6 (for $p=+\infty$ ) as well as Lemma 2.6 of [14], there exists a universal constant $K>0$ such that

$$
\begin{aligned}
\frac{1}{K} & \leqslant \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{x_{2}} Q\right|^{2} \leqslant K, \\
\frac{1}{K} & \leqslant \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}\left|\partial_{d} V\right|^{2} \leqslant K, \\
\frac{1}{K} & \leqslant \int_{B\left(\vec{d}_{+}, R\right) \cup B\left(\vec{d}_{-}, R\right)}|Q|^{2} \leqslant K,
\end{aligned}
$$

provided $|X|+c^{\prime \prime}$ is small enough. We deduce that there exists $K_{1}, K_{2}, \nu_{0}>0$ such that, for $0<v \leqslant \nu_{0}$ and $u$ satisfying the hypotheses of Proposition 1.8 with the parameters $\lambda, \nu, d G$ is invertible in the ball

$$
\left\{\left(X, c^{\prime \prime}, \gamma\right) \in \mathbb{R}^{3}:|X|+\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|\gamma| \leqslant K_{1} v\right\},
$$

and there exists $X, c^{\prime \prime}, \gamma \in \mathbb{R}$ such that

$$
G\left(\begin{array}{l}
X \\
c^{\prime \prime} \\
\gamma
\end{array}\right)=0,
$$

with

$$
\frac{\left|c^{\prime \prime}-c^{\prime}\right|}{c^{\prime 2}}+|X|+|\gamma| \leqslant K_{2} v .
$$

2B2. Construction and properties of the perturbation term. We define $\eta$ a smooth cutoff function with

$$
\eta(x)= \begin{cases}0 & \text { for } x \in B\left(\vec{d}_{ \pm}, 2 R\right), \\ 1 & \text { for } x \in \mathbb{R}^{2} \backslash B\left( \pm \vec{d}_{ \pm}, 2 R+1\right)\end{cases}
$$

which is even in $x_{1}$. We infer the following result, where the space $H_{Q}^{\exp , s}$ is simply defined by

$$
H_{Q}^{\exp , s}:=\left\{\varphi \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}, \mathbb{C}\right):\|\varphi\|_{H_{Q}^{\exp }}<+\infty \text { for all }\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \varphi\left(-x_{1}, x_{2}\right)=\varphi\left(x_{1}, x_{2}\right)\right\}
$$

with, for $\tilde{r}$ the minimum of the distances to the zeros of $Q, \varphi=Q \psi$,

$$
\|\varphi\|_{H_{Q}^{\exp }}^{2}:=\|\varphi\|_{H^{1}(\{\tilde{r} \leqslant 10\})}^{2}+\int_{\{\tilde{r} \geqslant 5\}}|\nabla \psi|^{2}+\mathfrak{R e}^{2}(\psi)+\frac{|\psi|^{2}}{\tilde{r}^{2} \ln ^{2} \tilde{r}},
$$

and $B_{Q}^{\text {exp }}$ has the same definition as $B_{Q_{c}}^{\exp }$, replacing $\tilde{\eta}$ by $\eta$ and $Q_{c}$ by $Q$.
Lemma 2.8. There exist $K_{1}, K_{2}>0, \nu_{0}>\nu_{1}>0$ universal constants such that, for $u$ satisfying the hypotheses of Proposition 1.8 for values of $\lambda_{*}, \lambda, \varepsilon(\lambda)$, $v$ described above, if $v \leqslant \nu_{1}$, then there exists a function $\varphi=Q \psi \in H_{Q}^{\exp , s} \cap C^{1}\left(\mathbb{R}^{2}, \mathbb{C}\right)$ such that, for $Q$ defined in (2-7) with the values of $c^{\prime \prime}, X, \gamma \in \mathbb{R}$ from Lemma 2.7,

$$
u-Q=(1-\eta) \varphi+\eta Q\left(\mathrm{e}^{\psi}-1\right)
$$

Furthermore,

$$
B_{Q}^{\exp }(\varphi) \geqslant K_{1}\|\varphi\|_{H_{Q}^{\exp }}^{2}
$$

and

$$
\|\varphi\|_{\left.C^{1}(\tilde{r} \leqslant \lambda\}\right)}+\|\mathfrak{R e}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K_{2} \nu .
$$

The goal of this lemma is to decompose the error $u-Q$ into a particular form. In the area $\{\eta=1\}$, that is, far from the zeros of $Q$, the error is written in an exponential form: $u=Q \mathrm{e}^{\psi}$. This form was already used in $[14 ; 15]$, and it is useful to have a particular form on the cubic error terms. Furthermore, we fix the parameters of $Q$ such that $\varphi$ satisfies the orthogonality conditions of Corollary 2.6, yielding the coercivity.

Note that we have no smallness on $\mathfrak{I m}(\psi)$ in $\{\tilde{r} \geqslant \lambda\}$, where $\varphi=Q \psi$. We will simply be able to show that it is bounded (see (2-11) below), with no a priori bound on it. This lack of smallness is one of the main difficulties in the proof of Proposition 1.8. Analogously, we show that $\varphi \in H_{Q}^{\exp , s}$, but we have no good control on $\|\varphi\|_{H_{Q}^{\text {exp }}}$ : this quantity might be a priori very large at this point.
Proof. This proof follows some ideas of the proofs of Lemmas 7.2 and 7.3 of [15]. First, in the area $\{\tilde{r} \leqslant \lambda\}$, the proof is identical to that of Lemma 7.2 of [15] for the existence of $\varphi=Q \psi \in C^{1}(\{\tilde{r} \leqslant \lambda\}, \mathbb{C})$ such that $u-Q=(1-\eta) \varphi+\eta Q\left(\mathrm{e}^{\psi}-1\right)$ in $\{\tilde{r} \leqslant \lambda\}$, with $\|\varphi\|_{\left.C^{1}(\tilde{r} \leqslant \lambda\}\right)} \leqslant K v$ (this is a consequence of
the estimate $\|u-Q\|_{C^{1}(\{\tilde{r} \leqslant \lambda\})} \leqslant K \nu$, obtained using Lemma 2.7). The main idea is that $u-Q$ is small there (in $C^{1}(\{\tilde{r} \leqslant \lambda\}, \mathbb{C})$ ), and the equation on $\varphi$ is a perturbation of the identity for functions $\varphi$ that are small in $C^{1}(\{\tilde{r} \leqslant \lambda\}, \mathbb{C})$. In particular, since $u$ and $Q$ are symmetric with respect to the $x_{2}$-axis, $\varphi$ and $\psi$ are also symmetric with respect to the $x_{2}$-axis.

We then focus our attention in the area $\{\tilde{r} \geqslant \lambda\}$, where $\eta \equiv 1$, so that the problem reduces to the equation

$$
u=Q \mathrm{e}^{\psi}
$$

By Theorem 1.6 and the hypotheses of Proposition 1.8 , there exists $\nu_{1}>0$ such that, if $v \leqslant v_{1}$, then, as a consequence of

$$
\varepsilon(\lambda) \leqslant \min \left(v_{1}, \frac{1}{10 \lambda^{2}+100}\right),
$$

the domain $\{\tilde{r} \geqslant \lambda\}$ consists of the complement of the two disjointed disks $B\left(\vec{d}_{ \pm}, \lambda\right)$, with

$$
|Q| \geqslant \frac{1}{2}, \quad|u| \geqslant \frac{1}{2} \quad \text { in }\{\tilde{r} \geqslant \lambda\}
$$

and

$$
\operatorname{deg}\left(Q, \partial B\left(\vec{d}_{ \pm}, \lambda\right)\right)=\operatorname{deg}\left(u, \partial B\left(\vec{d}_{ \pm}, \lambda\right)\right)= \pm 1
$$

so that $u / Q$ is smooth in $\{\tilde{r} \geqslant \lambda\}=\mathbb{R}^{2} \backslash\left(B\left(\vec{d}_{+}, \lambda\right) \cup B\left(\vec{d}_{-}, \lambda\right)\right)$, does not vanish and has degree zero on the two circles $\partial B\left(\vec{d}_{ \pm}, \lambda\right)$. It then follows from standard lifting theorems (even though $\{\tilde{r} \geqslant \lambda\}$ is not simply connected) that there exists $\psi^{\dagger} \in C^{1}(\{\tilde{r} \geqslant \lambda\})$ such that $\mathrm{e}^{\psi^{\dagger}}=u / Q$, as wished. We then notice that $u$ and $Q$ are symmetric with respect to the $x_{2}$-axis; thus $x \mapsto \psi^{\dagger}\left(-x_{1}, x_{2}\right)$ is also a lifting of $u / Q$ in the connected set $\{\tilde{r} \geqslant \lambda\}$, which implies that there exists $q \in \mathbb{Z}$ such that $\psi^{\dagger}\left(-x_{1}, x_{2}\right)=\psi^{\dagger}\left(x_{1}, x_{2}\right)+2 i q \pi$ in $\{\tilde{r} \geqslant \lambda\}$. Letting $x_{1}=0$, we obtain $q=0 ; \psi^{\dagger}$ is also symmetric with respect to the $x_{2}$-axis.

Recalling that $\psi:=\varphi / Q$ in the set $\{\lambda \leqslant \tilde{r} \leqslant 2 \lambda\}$ (where $Q$ does not vanish), we see that, since $\eta \equiv 1$ there, the equation $u-Q=(1-\eta) \varphi+\eta Q\left(\mathrm{e}^{\psi}-1\right)$ becomes $u=Q \mathrm{e}^{\psi}$. We then infer that there exists $m \in \mathbb{Z}$ such that $\psi=\psi^{\dagger}+2 i m \pi$ in the connected annulus $B\left(\vec{d}_{+}, 2 \lambda\right) \backslash B\left(\vec{d}_{+}, \lambda\right)$. By symmetry in $x_{1}$, this is also true in the annulus $B\left(\vec{d}_{-}, 2 \lambda\right) \backslash B\left(\vec{d}_{-}, \lambda\right)$. It then suffices to extend $\psi$ by the formula $\psi=\psi^{\dagger}+2 i m \pi$ in $\{\tilde{r} \geqslant \lambda\}$ to obtain the formula $u-Q=(1-\eta) \varphi+\eta Q\left(\mathrm{e}^{\psi}-1\right)$. In the region $\{\tilde{r} \geqslant \lambda\}$, the relation $u=Q \mathrm{e}^{\psi}$ yields

$$
\mathrm{e}^{\mathfrak{R c}(\psi)}=\left|\frac{u}{Q}\right|
$$

thus, taking the decomposition

$$
\left|\frac{u}{Q}\right|=1+|u|-1+\frac{(|u|-1)-(|Q|-1)}{|Q|},
$$

since there exists a universal constant $K^{\prime}>0$ such that in this region

$$
\left||u|-1+\frac{(|u|-1)-(|Q|-1)}{|Q|}\right| \leqslant K^{\prime} v,
$$

we deduce that, for $v \leqslant \nu_{1}$ with $\nu_{1}$ small enough,

$$
\|\mathfrak{R e}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K \nu
$$

Since $u$ is a traveling wave and $E(u)<+\infty, u$ converges to a constant at infinity (uniformly in all directions) by [24]. Therefore, $u / Q$ converges to a constant at infinity, and the function $\psi$ converges to a constant, and thus it is bounded near infinity, that is,

$$
\begin{equation*}
\|\psi\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda])}<+\infty . \tag{2-11}
\end{equation*}
$$

Now, we want to show that $\varphi \in H_{Q}^{\exp , s}$. We already know that $\varphi$ satisfies the symmetry,

$$
\text { for all }\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \quad \varphi\left(-x_{1}, x_{2}\right)=\varphi\left(x_{1}, x_{2}\right)
$$

Furthermore, to check that $\|\varphi\|_{H_{Q}^{\exp }}<+\infty$, since $\varphi \in C^{1}\left(\mathbb{R}^{2}, \mathbb{C}\right)$, we only have to check the integrability in $\{\tilde{r} \geqslant \lambda\}$, where $\mathrm{e}^{\psi}=u / Q$. We check that there, with (2-11),

$$
\int_{\{\tilde{r} \geqslant \lambda\}} \frac{|\psi|^{2}}{\tilde{r}^{2} \ln ^{2}(\tilde{r})}<+\infty .
$$

Now, using Theorem 11 of [24] (we recall that $E(u)<+\infty, E(Q)<+\infty$ ),

$$
\left|\mathrm{e}^{\Re \mathfrak{e}(\psi)}-1\right|=\frac{||u|-|Q||}{|Q|} \leqslant 2(| | u|-1|+||Q|-1|) \leqslant \frac{K\left(u, c, Q, c^{\prime \prime}\right)}{(1+r)^{2}}
$$

where $K\left(u, c, Q, c^{\prime \prime}\right)>0$ is a constant depending on $u, c, c^{\prime \prime}$ and $Q$; hence

$$
|\mathfrak{R e}(\psi)| \leqslant \frac{K\left(u, c, Q, c^{\prime \prime}\right)}{(1+r)^{2}}
$$

and

We finally compute

$$
\nabla \psi=\frac{\nabla u}{u}-\frac{\nabla Q}{Q}
$$

and with Theorem 11 of [24], in $\{\tilde{r} \geqslant \lambda\}$, we deduce that

$$
(1+r)^{2}|\nabla \psi| \leqslant(1+r)^{2}\left|\frac{\nabla u}{u}\right|+(1+r)^{2}\left|\frac{\nabla Q}{Q}\right| \leqslant K\left(u, c, Q, c^{\prime \prime}\right)
$$

therefore

$$
\int_{\{\tilde{r} \geqslant \lambda\}}|\nabla \psi|^{2}<+\infty
$$

This concludes the proof that $\varphi=Q \psi \in H_{Q}^{\exp , s}$. The fact that $B_{Q}^{\exp }(\varphi) \geqslant K\|\varphi\|_{H_{Q}^{\exp }}^{2}$ is a consequence of Corollary 2.6 and Lemma 2.7, using in particular that

$$
B_{Q}^{\exp }(\varphi)=B_{Q_{c^{\prime \prime}}}^{\exp }\left(\varphi\left(\cdot+X \vec{e}_{2}\right) \mathrm{e}^{-i \gamma}\right) \quad \text { and } \quad\|\varphi\|_{H_{Q}^{\exp }}=\left\|\varphi\left(\cdot+X \vec{e}_{2}\right) \mathrm{e}^{-i \gamma}\right\|_{U_{Q_{c^{\prime \prime}}}^{\exp }} .
$$

We now compute the equation satisfied by $\varphi$. By Lemma 2.8, in $\{0<\eta<1\}=\{2 R<\tilde{r}<2 R+1\}$, we have $|\mathfrak{R e}(\psi)|=|\mathfrak{R e}(\varphi / Q)| \leqslant K v$ uniformly; thus $\left|\mathrm{e}^{\mathfrak{R e}(\psi)}-1\right| \leqslant K v$ uniformly in this region and then $\left|(1-\eta)+\eta \mathrm{e}^{\psi}\right| \geqslant \frac{1}{2}$ for $\nu \leqslant \nu_{1}$, possibly diminishing $\nu_{1}$ of Lemma 2.8.

Lemma 2.9. For $u$ satisfying the hypotheses of Proposition 1.8 for values of $\lambda_{*}, \lambda, \varepsilon(\lambda), \nu$ described above, if $v \leqslant \nu_{1}$ (where $\nu_{1}$ is defined in Lemma 2.8), then the function $\varphi=Q \psi$ defined in Lemma 2.8 satisfies the equation

$$
L_{Q}(\varphi)-i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi)+\mathrm{NL}_{\mathrm{loc}}(\psi)+F(\psi)=0
$$

with $L_{Q}$ the linearized operator around $Q: L_{Q}(\varphi)=-\Delta \varphi-i c^{\prime \prime} \partial_{x_{2}} \varphi-\left(1-|Q|^{2}\right) \varphi+2 \mathfrak{R e}(\bar{Q} \varphi) Q$,

$$
\begin{aligned}
S(\psi) & :=\mathrm{e}^{2 \mathfrak{R e}(\psi)}-1-2 \mathfrak{R e}(\psi), \\
F(\psi) & :=Q \eta\left(-\nabla \psi \cdot \nabla \psi+|Q|^{2} S(\psi)\right), \\
H(\psi) & :=\nabla Q+\frac{\nabla(Q \psi)(1-\eta)+Q \nabla \psi \eta \mathrm{e}^{\psi}}{(1-\eta)+\eta \mathrm{e}^{\psi}}
\end{aligned}
$$

and $\mathrm{NL}_{\mathrm{loc}}(\psi)$ is a sum of terms at least quadratic in $\psi$, localized in the area where $\eta \neq 1$. Furthermore,

$$
\left|\left\langle\mathrm{NL}_{\mathrm{loc}}(\psi), Q \psi\right\rangle\right| \leqslant K\left\|\mathrm{NL}_{\mathrm{loc}}(\psi)\right\|_{L^{2}(\{\eta<1\})}\|\varphi\|_{L^{\infty}(\{\eta<1\})} \leqslant K v\|\varphi\|_{H^{1}(\{\eta \neq 1\})}^{2} .
$$

Notice that $F(\psi)$ (the notation $X . Y$ for complex vector fields stands for $X_{1} Y_{1}+X_{2} Y_{2}$ ) contains all the nonlinear terms far from the zeros of $Q$, and its structure relies on the fact that the error is written in an exponential form far from the vortices. Close to the zeros of $Q$, this particular form does not hold, but it will not be necessary, since there the error $\varphi$ is small in the $C^{1}$ norm, whereas, at infinity, it is small only in a weaker norm.

Proof. The proof is identical to the proof of Lemma 7.5 of [15], and it is in the particular case where all the speeds are along $\vec{e}_{2}$. The proof consists simply of decomposing the equation

$$
0=\left(\mathrm{TW}_{c}\right)(u)=\mathrm{TW}_{c}\left(Q+(1-\eta) \varphi+\eta Q\left(\mathrm{e}^{\psi}-1\right)\right)
$$

into the different terms.
The last estimate uses Lemmas 2.8 and 2.7.
This result shows in particular that $\psi \in C^{2}(\{\eta \neq 0\}, \mathbb{C})$, and we can check with it, as in Lemma 7.3 of [15], that $\left\|\Delta \psi(1+r)^{2}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K\left(u, Q, c, c^{\prime \prime}\right)$.

We now infer a critical estimate on the differences of the speeds of the problem, namely $c$ (the speed of $u$ ) and $c^{\prime \prime}$ (the speed of $Q$ ). The method for the estimate has been used in [15] (we take the scalar product of the equation of Lemma 2.9 with $\partial_{c} Q$ ), but since we have worse estimates on the error term, we need to be more careful $\left(\|\varphi\|_{H_{Q}^{\exp }}\right.$ is not a priori small at this point).
Lemma 2.10. There exist universal constants $K>0, \nu_{1} \geqslant \nu_{2}>0$ (where $\nu_{1}$ is defined in Lemma 2.8), such that, for $u$ satisfying the hypotheses of Proposition 1.8 for values of $\lambda_{*}, \lambda, \varepsilon(\lambda), v$ described above, if $\nu \leqslant \nu_{2}$, then, with $\varphi=Q \psi$ defined in Lemma 2.8, we have

$$
\left|c^{\prime \prime}-c\right| \leqslant K \sqrt{c^{\prime \prime}}\|\varphi\|_{H_{Q}^{\exp } .} .
$$

Proof. First, from (2-5) and Lemma 2.7, taking $v>0$ small enough, we have

$$
\begin{equation*}
\left|c^{\prime \prime}-c\right| \leqslant\left|c^{\prime \prime}-c^{\prime}\right|+\left|c^{\prime}-c\right| \leqslant K c^{\prime \prime} . \tag{2-12}
\end{equation*}
$$

We will show the estimate

$$
\begin{equation*}
\left|c^{\prime \prime}-c\right| \leqslant K\left(c^{\prime \prime 2} \ln \left(\frac{1}{c^{\prime \prime}}\right)\|\varphi\|_{H_{Q}^{\exp }}+\|\varphi\|_{H_{Q}^{\exp }}^{2}\right)+K\left|c^{\prime \prime}-c\right|\|\varphi\|_{H_{Q}^{\exp }} . \tag{2-13}
\end{equation*}
$$

This is related to equation (7.13) of [15] (its proof is in Step 1 in Section 7.3.1 of [15]). With both estimates, we can conclude the proof of this lemma. Indeed, either $\|\varphi\|_{H_{Q}^{\exp }} \geqslant \sqrt{c^{\prime \prime}}$, and in that case

$$
\left|c^{\prime \prime}-c\right| \leqslant K c^{\prime \prime} \leqslant K \sqrt{c^{\prime \prime}}\|\varphi\|_{H_{Q}^{\exp }},
$$

or $\|\varphi\|_{H_{Q}^{\exp }} \leqslant \sqrt{c^{\prime \prime}}$, and then with (2-13),

$$
\begin{aligned}
\left|c^{\prime \prime}-c\right| & \leqslant K\left(c^{\prime \prime 2} \ln \left(\frac{1}{c^{\prime \prime}}\right)\|\varphi\|_{H_{Q}^{\exp }}+\|\varphi\|_{H_{Q}^{\exp }}^{2}\right)+K\left|c^{\prime \prime}-c\right|\|\varphi\|_{H_{Q}^{\exp }} \\
& \leqslant K \sqrt{c^{\prime \prime}}\|\varphi\|_{H_{Q}}^{\exp }+C_{2} \sqrt{c^{\prime \prime}}\left|c^{\prime \prime}-c\right| .
\end{aligned}
$$

Therefore, for $c^{\prime \prime}>0$ small enough such that $C_{2} \sqrt{c^{\prime \prime}}<\frac{1}{2}$ (which is implied by taking $v>0$ small enough, independently of $\lambda$ ), we have $\left|c^{\prime \prime}-c\right| \leqslant K \sqrt{c^{\prime \prime}}\|\varphi\|_{H_{Q}}^{\text {exp }}$.

We now focus on the proof of (2-13). We take the scalar product of the equation

$$
L_{Q}(\varphi)-i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi)+\mathrm{NL}_{\mathrm{loc}}(\psi)+F(\psi)=0
$$

with $c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q$. We estimate, as in Section 7.3.1 of [15], that

$$
\left|\left\langle L_{Q}(\varphi), c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right|=c^{\prime \prime 2}\left|\left\langle\varphi, L_{Q}\left(\partial_{c^{\prime \prime}} Q\right)\right\rangle\right|=c^{\prime \prime 2}\left|\left\langle\varphi, i \partial_{x_{2}} Q\right\rangle\right| \leqslant K c^{\prime \prime 2} \ln \left(\frac{1}{c^{\prime \prime}}\right)\|\varphi\|_{H_{Q}^{\exp }} .
$$

We recall that

$$
i \vec{e}_{2} \cdot H(\psi)=i \partial_{x_{2}} Q+i \frac{\partial_{x_{2}}(Q \psi)(1-\eta)+Q \partial_{x_{2}} \psi \eta \mathrm{e}^{\psi}}{(1-\eta)+\eta \mathrm{e}^{\psi}},
$$

and we check that (estimating the local terms in the area where $\eta \neq 1$ by Cauchy-Schwarz and $\left\|c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K$ from Theorem 1.6 for $p=+\infty$ and Lemma 2.6 of [14])

$$
\begin{aligned}
&\left|\left(c-c^{\prime \prime}\right)\left\langle i \vec{e}_{2} \cdot H(\psi), c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle-\left(c-c^{\prime \prime}\right)\left\langle i \partial_{x_{2}} Q, c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right| \\
& \leqslant K\left(\left|c-c^{\prime \prime}\right|\|\varphi\|_{H^{1}(\{\eta \neq 1\})}+\left|\left(c-c^{\prime \prime}\right)\left\langle\eta Q i \partial_{x_{2}} \psi, c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right|\right) \\
& \leqslant K\left(\left|c-c^{\prime \prime}\right|\|\varphi\|_{H_{Q}^{\exp }}+\left|\left(c-c^{\prime \prime}\right)\left\langle\eta Q i \partial_{x_{2}} \psi, c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right|\right) .
\end{aligned}
$$

We recall from Section 7.3.1 of [15] (using decay estimates on $c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q \bar{Q}$ and integrations by parts), that

$$
\left|\left(c-c^{\prime \prime}\right)\left\langle\eta Q i \partial_{x_{2}} \psi, c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right| \leqslant K\left|c-c^{\prime \prime}\right|\|\varphi\|_{H_{Q}^{\exp }}
$$

and, from Proposition 1.2 of [15] (we check easily that the translation and phase on $Q$ instead of $Q_{c^{\prime \prime}}$ do not change the computation),

$$
\left(c-c^{\prime \prime}\right)\left\langle i \partial_{x_{2}} Q, c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle=\left(2 \pi+o_{c^{\prime \prime} \rightarrow 0}(1)\right)\left(c-c^{\prime \prime}\right)=\left(2 \pi+o_{v \rightarrow 0}(1)\right)\left(c-c^{\prime \prime}\right) .
$$

We deduce that, taking $v>0$ small enough (independently of $\lambda$ ), that

$$
\left|c-c^{\prime \prime}\right| \leqslant K c^{\prime \prime 2} \ln \left(\frac{1}{c^{\prime \prime}}\right)\|\varphi\|_{H_{Q}^{\exp }}+K\left|c-c^{\prime \prime}\right|\|\varphi\|_{H_{Q}^{\exp }}+K\left|\left\langle\mathrm{NL}_{\mathrm{loc}}(\psi)+F(\psi), c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right| .
$$

We take $\nu_{2}>0$ with $\nu_{2} \leqslant \nu_{1}$ such that all the above conditions on the smallness of $v$ are satisfied if $\nu \leqslant \nu_{2}$. Since $\mathrm{NL}_{\text {loc }}(\psi)$ contains terms at least quadratic in $\varphi,\|\varphi\|_{C^{1}(\{\eta \neq 1\})} \leqslant C_{3} v$ from Lemma 2.8 and $\left\|c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K$, we obtain that for $v \leqslant \nu_{2}$, diminishing $\nu_{2}$ if necessary so that $\|\varphi\|_{C^{1}(\{\eta \neq 1\})} \leqslant K v \leqslant 1$,

$$
\left|\left\langle\mathrm{NL}_{\mathrm{loc}}(\psi), c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right| \leqslant K\|\varphi\|_{H^{1}(\{\eta \neq 1\})}^{2} \leqslant K\|\varphi\|_{H_{Q}^{\exp }}^{2} .
$$

Finally, we estimate, using $\left\|c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K$,

$$
\left|\left\langle Q \eta \nabla \psi \cdot \nabla \psi, c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle\right| \leqslant K \int_{\mathbb{R}^{2}} \eta|\nabla \psi|^{2}\left\|c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K\|\varphi\|_{H_{Q}^{\exp }}^{2} .
$$

Similarly, since $\|\eta \mathfrak{R e}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K v$ by Lemma 2.8, diminishing $\nu_{2}$ if necessary, for $v \leqslant \nu_{2}$, we have $\|\eta \mathfrak{R e}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant 1$, and hence

$$
\left.|Q \eta| Q\right|^{2} S(\psi)|=|Q \eta| Q|^{2}\left(\mathrm{e}^{2 \mathfrak{R e}(\psi)}-1-2 \mathfrak{R e}(\psi)\right) \mid \leqslant K \eta \mathfrak{R e}{ }^{2}(\psi) .
$$

Therefore

$$
\left.|\langle Q \eta| Q|^{2} S(\psi), c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\rangle \mid \leqslant K \int_{\mathbb{R}^{2}} \eta \Re \mathfrak{e}^{2}(\psi)\left\|c^{\prime \prime 2} \partial_{c^{\prime \prime}} Q\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K\|\varphi\|_{H_{Q}^{\exp }}^{2} .
$$

This concludes the proof of (2-13), and therefore of the lemma.
2B3. Proof of Proposition 1.8 completed. We take $u$ satisfying the hypotheses of Proposition 1.8 for values of $\lambda_{*}, \lambda, \varepsilon(\lambda), v$ described above, with $v \leqslant \nu_{2}$, where $\nu_{2}$ is defined in Lemma 2.10. We want to take the scalar product of the equation of $\operatorname{Lemma} 2.9$ with $\varphi$. It is however not clear at this point that every term is integrable. In Section 7.3 of [15], we took the scalar product of the equation with $\varphi+i \gamma Q$ for some $\gamma \in \mathbb{R}$, using a decay estimate $\|\mathfrak{I m}(\psi+i \gamma)(1+r)\|_{L^{\infty}(\{\tilde{r} \leqslant \lambda\})} \leqslant K\left(u, Q, c, c^{\prime \prime}\right)$ to justify that some terms are well-defined, and to do some integration by parts. Here, we need to change our approach a little. We first require better decay estimates on $\psi$. At this stage, we know (see Theorem 11 of [24] and the proof of Lemma 2.8) that

$$
\begin{aligned}
&\left\|\Delta \psi(1+r)^{2}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})}+\left\|(1+r)^{2} \nabla \psi\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \\
&+\|\psi\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})}+\left\|(1+r)^{2} \mathfrak{R e}(\psi)\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K\left(u, Q, c, c^{\prime \prime}\right) .
\end{aligned}
$$

Now, let us show the following improvements:

$$
\begin{equation*}
\left\|\mathfrak{I m}(\Delta \psi)(1+r)^{3}\right\|_{L^{\infty}((\tilde{r} \geqslant \lambda\})}+\left\|(1+r)^{3} \mathfrak{R e}(\nabla \psi)\right\|_{\left.L^{\infty}(\tilde{r} \geqslant \lambda\}\right)} \leqslant K\left(u, Q, c, c^{\prime \prime}\right) . \tag{2-14}
\end{equation*}
$$

The proof of $\left\|(1+r)^{3}|\mathfrak{R e}(\nabla \psi)|\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K\left(u, Q, c, c^{\prime \prime}\right)$ is identical to the one for the same result in Lemma 7.3 of [15] (see the penultimate estimate of its proof). We focus on the estimate on $\mathfrak{I m}(\Delta \psi)$. In $\{\tilde{r} \geqslant \lambda\}$, we have $u=Q \mathrm{e}^{\psi}$; therefore,

$$
\Delta \psi=-\frac{\Delta Q}{Q}+\frac{\Delta u}{u}-2 \frac{\nabla Q}{Q} . \nabla \psi-\nabla \psi \cdot \nabla \psi .
$$

With the previous estimates and Theorem 11 of [24], we have

$$
\left\|\left(-2 \frac{\nabla Q}{Q} \cdot \nabla \psi-\nabla \psi \cdot \nabla \psi\right)(1+r)^{4}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K\left(u, Q, c, c^{\prime \prime}\right),
$$

and since $\left(\mathrm{TW}_{c^{\prime \prime}}\right)(Q)=0$,

$$
\frac{\Delta Q}{Q}=i c^{\prime \prime} \frac{\partial_{x_{2}} Q}{Q}-\left(1-|Q|^{2}\right)
$$

therefore, with [24] $(E(Q)<+\infty)$,

$$
\left|\mathfrak{I m}\left(\frac{\Delta Q}{Q}\right)\right| \leqslant c^{\prime \prime}\left|\mathfrak{R e}\left(\frac{\partial_{x_{2}} Q}{Q}\right)\right| \leqslant \frac{K\left(Q, c^{\prime \prime}\right)}{(1+r)^{3}} .
$$

Similarly, since $\left(\mathrm{TW}_{c}\right)(u)=0$ and $E(u)<+\infty$,

$$
\left|\mathfrak{I m}\left(\frac{\Delta u}{u}\right)\right| \leqslant c\left|\mathfrak{R e}\left(\frac{\partial_{x_{2}} u}{u}\right)\right| \leqslant \frac{K(u, c)}{(1+r)^{3}} ;
$$

thus

$$
\left\|\mathfrak{I m}(\Delta \psi)(1+r)^{3}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K\left(u, Q, c, c^{\prime \prime}\right) .
$$

We infer, with these two additional estimates on $\psi$, that we can do the same computations as in the proof of [15, Lemma 7.4], with $\gamma=0$. The only difference is that where we used $\|\mathfrak{I m}(\psi+i \gamma)(1+r)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant$ $K(u, Q)$ we can use (2-14) instead to get the same decay for these terms, with $\|\mathfrak{I m}(\psi)\|_{L^{\infty}(\{\tilde{r} \leqslant \lambda\})} \leqslant$ $K(u, Q)$. The only two terms where this change is needed are

$$
\begin{aligned}
&\left.\left|\int_{\mathbb{R}} \eta\right| Q\right|^{2} \mathfrak{R e}(\Delta \psi \bar{\psi})\left|\leqslant\left|\int_{\mathbb{R}} \eta\right| Q\right|^{2} \mathfrak{R e}(\Delta \psi) \mathfrak{R e}(\psi) \mid+\left.\left|\int_{\mathbb{R}} \eta\right| Q\right|^{2} \mathfrak{I m}(\Delta \psi) \mathfrak{I m}(\psi) \mid \\
& \leqslant K\left(\left\|\mathfrak{R e}(\Delta \psi)(1+r)^{2}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})}\left\|\mathfrak{R e}(\psi)(1+r)^{2}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})}\right) \\
&+K\left(\left\|\mathfrak{I m}(\Delta \psi)(1+r)^{3}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda))}\|\mathfrak{I m}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
&\left.\left|\int_{\mathbb{R}} \eta\right| Q\right|^{2} \mathfrak{R e}\left(i \partial_{x_{2}} \psi \bar{\psi}\right)\left|\leqslant\left|\int_{\mathbb{R}} \eta\right| Q\right|^{2} \mathfrak{R e}\left(\partial_{x_{2}} \psi\right) \mathfrak{I m}(\psi)\left|+\left|\int_{\mathbb{R}} \eta\right| Q\right|^{2} \mathfrak{I m}\left(\partial_{x_{2}} \psi\right) \mathfrak{R e}(\psi) \mid \\
& \leqslant K\left(\left\|\mathfrak{R e}\left(\partial_{x_{2}} \psi\right)(1+r)^{3}\right\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})}\|\mathfrak{I m}(\psi)\|_{\left.L^{\infty}(\tilde{r} \geqslant \lambda\}\right)}\right) \\
&+K\left(\left\|\mathfrak{I m}\left(\partial_{x_{2}} \psi\right)(1+r)^{2}\right\|_{L^{\infty}((\tilde{r} \geqslant \lambda\})}\left\|\mathfrak{R e}(\psi)(1+r)^{2}\right\|_{\left.L^{\infty}(\tilde{r} \geqslant \lambda\}\right)}\right) .
\end{aligned}
$$

We deduce, taking the scalar product of the equation of $\operatorname{Lemma} 2.9$ with $\varphi$, that

$$
\begin{equation*}
B_{Q}^{\exp }(\varphi)-\left\langle i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi), \varphi\right\rangle+\left\langle\mathrm{NL}_{\mathrm{loc}}(\psi), \varphi\right\rangle+\langle F(\psi), \varphi\rangle=0 \tag{2-15}
\end{equation*}
$$

From Lemma 2.8,

$$
\begin{equation*}
B_{Q}^{\exp }(\varphi) \geqslant K\|\varphi\|_{H_{Q_{c}}}^{2 \exp }, \tag{2-16}
\end{equation*}
$$

and from Lemma 2.9,

$$
\begin{equation*}
\left|\left\langle\mathrm{NL}_{\mathrm{loc}}(\psi), \varphi\right\rangle\right| \leqslant K v\|\varphi\|_{H^{1}(\{\eta \neq 1\})}^{2} \leqslant K v\|\varphi\|_{H_{Q_{c}}^{\exp }}^{2} \tag{2-17}
\end{equation*}
$$

Let us now show that

$$
\begin{equation*}
\left|\left\langle i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi), \varphi\right\rangle\right| \leqslant K v\|\varphi\|_{H_{Q_{c}}}^{2} \tag{2-18}
\end{equation*}
$$

We recall that

$$
i \vec{e}_{2} \cdot H(\psi)=i \partial_{x_{2}} Q+i \frac{\partial_{x_{2}}(Q \psi)(1-\eta)+Q \partial_{x_{2}} \psi \eta \mathrm{e}^{\psi}}{(1-\eta)+\eta \mathrm{e}^{\psi}} .
$$

We compute, with Lemma 2.10 and Lemma 5.4 of [15],

$$
\left|\left(c-c^{\prime \prime}\right)\left\langle i \partial_{x_{2}} Q, \varphi\right\rangle\right| \leqslant K \sqrt{c^{\prime \prime}}\|\varphi\|_{H_{Q}^{\exp }}\left|\left\langle i \partial_{x_{2}} Q, \varphi\right\rangle\right| \leqslant K \sqrt{c^{\prime \prime}} \ln \left(\frac{1}{c^{\prime \prime}}\right)\|\varphi\|_{H_{Q}^{\exp }}^{2} \leqslant K v\|\varphi\|_{H_{Q}^{\exp }}^{2} .
$$

Indeed, although $Q=Q_{c^{\prime \prime}}\left(\cdot-X \vec{e}_{2}\right) e^{i \gamma}$ has a phase that is not present in Lemma 5.4 of [15], since $\varphi=Q \psi$, we have $\partial_{x_{2}} Q \bar{\varphi}=\partial_{x_{2}} Q \bar{Q} \bar{\psi}$, which no longer depends on $\gamma$.

Now, with $\|\varphi\|_{H^{1}(\{\eta \neq 1\})} \leqslant K \nu$ from Lemmas 2.7 and 2.8, we compute easily that

$$
\left|\left\langle i \frac{\partial_{x_{2}}(Q \psi)(1-\eta)+Q \partial_{x_{2}} \psi \eta \mathrm{e}^{\psi}}{(1-\eta)+\eta \mathrm{e}^{\psi}}, \varphi\right\rangle-\left\langle i Q \partial_{x_{2}} \psi \eta, \varphi\right\rangle\right| \leqslant K v\|\varphi\|_{H_{Q}^{\exp }}
$$

since the left-hand side is supported in $\{\eta \neq 1\}$; therefore

$$
\left|\left\langle i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi), \varphi\right\rangle\right| \leqslant K v\|\varphi\|_{H_{Q_{c}}}^{2}+\left|\left(c-c^{\prime \prime}\right)\left\langle i Q \partial_{x_{2}} \psi \eta, \varphi\right\rangle\right| .
$$

With the same computations as in Section 7.3.2 of [15] (taking $\gamma^{\prime}=0$ ), we check that

$$
\left|\left\langle i Q \partial_{x_{2}} \psi \eta, \varphi\right\rangle\right| \leqslant K\|\varphi\|_{H_{Q}^{\exp }}^{2} ;
$$

therefore, using Lemma 2.7 and (2-12), for $v>0$ small enough,

$$
\left|\left(c-c^{\prime \prime}\right)\left\langle i Q \partial_{x_{2}} \psi \eta, \varphi\right\rangle\right| \leqslant K\left|c-c^{\prime \prime}\right|\|\varphi\|_{H_{Q}}^{2} \exp \leqslant K \nu\|\varphi\|_{H_{Q}}^{2} \exp .
$$

This completes the proof of (2-18). We focus now on the proof of

$$
\begin{equation*}
|\langle F(\psi), \varphi\rangle| \leqslant K \nu\|\varphi\|_{H_{Q}^{\exp }}^{2} . \tag{2-19}
\end{equation*}
$$

We compute

$$
\int_{\mathbb{R}^{2}} \mathfrak{R e}\left(Q \eta\left(|Q|^{2} S(\psi)\right) \bar{\varphi}\right)=\int_{\mathbb{R}^{2}}|Q|^{4} \eta\left(\mathrm{e}^{2 \mathfrak{R e}(\psi)}-1-2 \mathfrak{R e}(\psi)\right) \mathfrak{R e}(\psi),
$$

and since, as already seen at the end of the proof of Lemma 2.10 , we have $\|\mathfrak{R e}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda])} \leqslant 1$ if $\nu \leqslant \nu_{2}$, we deduce

$$
\left|\mathrm{e}^{2 \mathfrak{R e}(\psi)}-1-2 \mathfrak{R e}(\psi)\right| \leqslant K \mathfrak{R e} \mathfrak{e}^{2}(\psi)
$$

and

$$
\left|\int_{\mathbb{R}^{2}} \mathfrak{R e}\left(Q \eta\left(|Q|^{2} S(\psi)\right) \bar{\varphi}\right)\right| \leqslant K \int_{\mathbb{R}^{2}} \eta \mathfrak{R e} \mathfrak{e}^{3}(\psi) \leqslant K v \int_{\mathbb{R}^{2}} \eta \mathfrak{R e} \mathfrak{e}^{2}(\psi) \leqslant K v\|\varphi\|_{H_{Q}^{\exp }}^{2} .
$$

We are left with the estimation of $\int_{\mathbb{R}^{2}} \mathfrak{R e}(Q \eta(-\nabla \psi \cdot \nabla \psi) \bar{\varphi})$, which will be slightly more delicate. First, we compute, using $\varphi=Q \psi$

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} \mathfrak{R e}(Q \eta(-\nabla \psi \cdot \nabla \psi) \bar{\varphi}) & =-\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\nabla \psi \cdot \nabla \psi \bar{\psi}) \\
& =-\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\nabla \psi \cdot \nabla \psi) \mathfrak{R e}(\psi)-\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{I m}(\nabla \psi \cdot \nabla \psi) \mathfrak{I m}(\psi) \\
& =-\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\nabla \psi \cdot \nabla \psi) \mathfrak{R e}(\psi)-2 \int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\nabla \psi) . \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi) .
\end{aligned}
$$

Note that there exists a universal constant $K>0$ such that $\|\mathfrak{R e}(\psi)\|_{L^{\infty}(\{r \geqslant R\})} \leqslant K v$ by Lemma 2.8 (considering the regions $\{\tilde{r} \geqslant \lambda\}$ with $\psi$ and $\{\tilde{r} \leqslant \lambda\}$ with $\varphi$ ). Then, we estimate

$$
\left.\left.\left|-\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta \mathfrak{R e}(\nabla \psi \cdot \nabla \psi) \mathfrak{R e}(\psi)\left|\leqslant K v \int_{\mathbb{R}^{2}} \eta\right| \nabla \psi\right|^{2} \leqslant K v\|\varphi\|_{H_{Q}^{\mathrm{exp}}}^{2}
$$

Now, by integration by parts (that can be justified as in [15]), we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\nabla \psi) \cdot \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi) \\
&=-\int_{\mathbb{R}^{2}} \nabla\left(|Q|^{2}\right) \eta \mathfrak{R e}(\psi) \cdot \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi)-\int_{\mathbb{R}^{2}}|Q|^{2} \nabla \eta \mathfrak{R e}(\psi) \cdot \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi) \\
& \quad-\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\psi) \mathfrak{I m}(\Delta \psi) \mathfrak{I m}(\psi)-\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\psi) \mathfrak{I m}(\nabla \psi) \cdot \mathfrak{I m}(\nabla \psi),
\end{aligned}
$$

and with $\left|\nabla\left(|Q|^{2}\right)\right| \leqslant K /(1+\tilde{r})^{5 / 2}$ from equation (2.9) of [15] (for $\sigma=\frac{1}{2}$ ) with $K>0$ a universal constant, we have by Cauchy-Schwarz

$$
\begin{aligned}
&\left|\int_{\mathbb{R}^{2}} \nabla\left(|Q|^{2}\right) \eta \mathfrak{R e}(\psi) \cdot \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi)\right| \leqslant K v \sqrt{\int_{\mathbb{R}^{2}} \eta|\nabla \psi|^{2} \int_{\mathbb{R}^{2}} \eta \frac{|\psi|^{2}}{(1+\tilde{r})^{5}}} \leqslant K v\|\varphi\|_{H_{Q}^{\exp }}^{2}, \\
&\left.\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta \mathfrak{R e}(\psi) \mathfrak{I m}(\nabla \psi) \cdot \mathfrak{I m}(\nabla \psi)\left|\leqslant K v \int_{\mathbb{R}^{2}} \eta\right| \nabla \psi\right|^{2} \leqslant K v\|\varphi\|_{H_{Q_{c}}^{2 \exp .}}^{2}
\end{aligned}
$$

Since $\nabla \eta$ is supported in $\{0<\eta<1\}$, we check easily that

$$
\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \nabla \eta \mathfrak{R e}(\psi) \cdot \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi) \mid \leqslant K v\|\varphi\|_{H_{Q}^{\exp }}^{2}
$$

We focus now on the estimation of the last remaining term, $\int_{\mathbb{R}^{2}}|Q|^{2} \eta \mathfrak{R e}(\psi) \mathfrak{I m}(\Delta \psi) \mathfrak{I m}(\psi)$. For that purpose, we define more generally for $n \geqslant 1$

$$
A_{n}:=\int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) \mathfrak{I m}(\Delta \psi) \mathfrak{I m}(\psi)
$$

Note that we want to estimate $A_{1}$.
We compute, using $\left(\mathrm{TW}_{c^{\prime \prime}}\right)(Q)=0$, that

$$
L_{Q}(\varphi)=Q\left(-\Delta \psi-i c^{\prime \prime} \partial_{x_{2}} \psi-2 \frac{\nabla Q}{Q} . \nabla \psi+2 \mathfrak{R e}(\psi)|Q|^{2}\right)
$$

therefore, by Lemma 2.9, in $\{\eta \neq 0\}$,

$$
\begin{aligned}
\mathfrak{I m}(\Delta \psi) & =\mathfrak{I m}\left(-i c^{\prime \prime} \partial_{x_{2}} \psi-2 \frac{\nabla Q}{Q} \cdot \nabla \psi+2 \mathfrak{R e}(\psi)|Q|^{2}+\frac{-i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi)+\mathrm{NL}_{\mathrm{loc}}(\psi)+F(\psi)}{Q}\right) \\
& =-c^{\prime \prime} \mathfrak{R e}\left(\partial_{x_{2}} \psi\right)-2 \mathfrak{I m}\left(\frac{\nabla Q}{Q} \cdot \nabla \psi\right)+\mathfrak{I m}\left(\frac{-i\left(c-c^{\prime \prime}\right) \vec{e}_{2} \cdot H(\psi)+\mathrm{NL}_{\mathrm{loc}}(\psi)+F(\psi)}{Q}\right)
\end{aligned}
$$

We compute, by integration by parts, with $\mathfrak{R e}{ }^{n}(\psi) \mathfrak{R e}\left(\partial_{x_{2}} \psi\right)=(1 /(n+1)) \partial_{x_{2}}\left(\mathfrak{R e}{ }^{n+1}(\psi)\right)$, that

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) c^{\prime \prime} \mathfrak{R e}\left(\partial_{x_{2}} \psi\right) \mathfrak{I m}(\psi) \\
& =-\frac{1}{n+1} \int_{\mathbb{R}^{2}}\left(\partial_{x_{2}}|Q|^{2}\right) \eta^{n} \mathfrak{R e} \mathfrak{e}^{n+1}(\psi) c^{\prime \prime} \mathfrak{I m}(\psi) \\
& \quad-\frac{n}{n+1} \int_{\mathbb{R}^{2}}|Q|^{2} \partial_{x_{2}} \eta \eta^{n-1} \mathfrak{R e} e^{n+1}(\psi) c^{\prime \prime} \mathfrak{I m}(\psi)-\frac{1}{n+1} \int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n+1}(\psi) c^{\prime \prime} \mathfrak{I m}\left(\partial_{x_{2}} \psi\right) .
\end{aligned}
$$

Since $\left|c^{\prime \prime}\right| \leqslant \nu$ by (2-5) (diminishing $\nu_{2}$ if necessary), Lemma 2.7 and the hypotheses of Proposition 1.8, $\|\varphi\|_{\left.C^{1}(\tilde{r} \leqslant \lambda\}\right)}+\|\mathfrak{R e}(\psi)\|_{L^{\infty}(\{\tilde{r} \geqslant \lambda\})} \leqslant K \nu$ by Lemma 2.8 and $\left|\nabla\left(|Q|^{2}\right)\right| \leqslant K /(1+\tilde{r})^{5 / 2}$ from equation (2.9) of [15], we infer by Cauchy-Schwarz that

$$
\begin{align*}
&\left|\int_{\mathbb{R}^{2}}\left(\partial_{x_{2}}|Q|^{2}\right) \eta^{n} \mathfrak{R} \mathfrak{e}^{n+1}(\psi) c^{\prime \prime} \mathfrak{I m}(\psi)\right| \leqslant K c^{\prime \prime} v^{n} \sqrt{\int_{\mathbb{R}^{2}} \eta \mathfrak{I m}{ }^{2}(\psi)\left(\partial_{x_{2}}|Q|^{2}\right)^{2} \int_{\mathbb{R}^{2}} \eta \mathfrak{R e} \mathfrak{e}^{2}(\psi)} \\
& \leqslant K v^{n}\|\varphi\|_{H_{Q}}^{2 \exp },  \tag{2-20}\\
&\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \partial_{x_{2}} \eta \eta^{n-1} \mathfrak{\mathfrak { e } ^ { n + 1 } ( \psi ) c ^ { \prime \prime } \mathfrak { I m } ( \psi ) | \leqslant K v ^ { n } \| \varphi \| _ { H _ { Q } } ^ { 2 } \operatorname { e x p } ,}  \tag{2-21}\\
&\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n+1}(\psi) c^{\prime \prime} \mathfrak{I m}\left(\partial_{x_{2}} \psi\right) \mid \leqslant K v^{n} \sqrt{\int_{\mathbb{R}^{2}} \eta|\nabla \psi|^{2} \int_{\mathbb{R}^{2}} \eta \mathfrak{R e}(\psi)} \leqslant K v^{n}\|\varphi\|_{H_{Q}}^{2} \exp . \tag{2-22}
\end{align*}
$$

We deduce that

$$
\begin{equation*}
\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) c^{\prime \prime} \mathfrak{R e}\left(\partial_{x_{2}} \psi\right) \mathfrak{I m}(\psi) \mid \leqslant(K v)^{n}\|\varphi\|_{H_{Q}^{\text {exp }}}^{2} . \tag{2-23}
\end{equation*}
$$

For

$$
\int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e} e^{n}(\psi) \mathfrak{I m}\left(\frac{\nabla Q}{Q} \cdot \nabla \psi\right) \mathfrak{I m}(\psi),
$$

we compute

$$
\mathfrak{I m}\left(\frac{\nabla Q}{Q} \cdot \nabla \psi\right)=\mathfrak{R e}\left(\frac{\nabla Q}{Q}\right) \cdot \mathfrak{I m}(\nabla \psi)+\mathfrak{R e}(\nabla \psi) \cdot \mathfrak{I m}\left(\frac{\nabla Q}{Q}\right),
$$

and with previous estimates, we check easily that

$$
\begin{align*}
& \left.\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e}{ }^{n}(\psi) \mathfrak{\Re e}\left(\frac{\nabla Q}{Q}\right) \cdot \mathfrak{I m}(\nabla \psi) \mathfrak{I m}(\psi) \right\rvert\, \\
& \leqslant(K v)^{n} \sqrt{\int_{\mathbb{R}^{2}} \eta|\nabla \psi|^{2} \int_{\mathbb{R}^{2}} \eta \mathfrak{I m}^{2}(\psi) \mathfrak{R e}{ }^{2}\left(\frac{\nabla Q}{Q}\right)} \leqslant(K v)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2}, \tag{2-24}
\end{align*}
$$

and by integration by parts, with computations similar to those for the proof of (2-23), using

$$
\left|\nabla . \mathfrak{I m}\left(\frac{\nabla Q}{Q}\right)\right| \leqslant \frac{K}{(1+\tilde{r})^{3 / 2}}
$$

from (2.9) to (2.11) of [15] (for $\sigma=\frac{1}{2}$ ) for a universal constant $K>0$ and Lemma 2.1, we infer that

$$
\begin{equation*}
\left.\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e}{ }^{n}(\psi) \mathfrak{R e}(\nabla \psi) \cdot \mathfrak{I m}\left(\frac{\nabla Q}{Q}\right) \mathfrak{I m}(\psi) \right\rvert\, \leqslant(K v)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2}, \tag{2-25}
\end{equation*}
$$

and we check easily that

$$
\begin{equation*}
\left.\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e} e^{n}(\psi) \mathfrak{I m}\left(\frac{\mathrm{NL}_{\mathrm{loc}}(\psi)}{Q}\right) \mathfrak{I m}(\psi) \right\rvert\, \leqslant(K v)^{n}\|\varphi\|_{H_{Q}}^{2} . \tag{2-26}
\end{equation*}
$$

Now, we look at

$$
\int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{\mathfrak { e } ^ { n } ( \psi ) \mathfrak { I m } ( \frac { - i ( c - c ^ { \prime \prime } ) \vec { e } _ { 2 } \cdot H ( \psi ) } { Q } ) \mathfrak { I m } ( \psi ) \text { . } { } ^ { 2 } )}
$$

for the part of $\vec{e}_{2} \cdot H(\psi)$ related to the cutoff, the estimation can be done as previously, and we are left with the estimation of

$$
\begin{aligned}
&\left(c-c^{\prime \prime}\right) \int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) \mathfrak{I m}\left(-i \frac{\partial_{x_{2}} Q}{Q}-i \partial_{x_{2}} \psi\right) \mathfrak{I m}(\psi) \\
&=\left(c-c^{\prime \prime}\right) \int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) \mathfrak{R e}\left(\frac{\partial_{x_{2}} Q}{Q}+\partial_{x_{2}} \psi\right) \mathfrak{I m}(\psi) .
\end{aligned}
$$

From (2-5) and Lemma 2.7, we have $\left|c-c^{\prime \prime}\right| \leqslant v$ (diminishing $\nu_{2}$ if necessary), and from equation (2.9) of [15],

$$
\left|\mathfrak{R e}\left(\frac{\partial_{x_{2}} Q}{Q}\right)\right| \leqslant \frac{K}{(1+\tilde{r})^{5 / 2}} .
$$

Therefore

$$
\begin{align*}
& \left.\left.\left|\left(c-c^{\prime \prime}\right) \int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) \mathfrak{R e}\left(\frac{\partial_{x_{2}} Q}{Q}\right) \mathfrak{I m}(\psi) \right\rvert\, \\
& \tag{2-27}
\end{align*}
$$

and we estimate

$$
\begin{equation*}
\left.\left|\left(c-c^{\prime \prime}\right) \int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e} e^{n}(\psi) \mathfrak{R e}\left(\partial_{x_{2}} \psi\right) \mathfrak{I m}(\psi) \mid \leqslant(K v)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2} \tag{2-28}
\end{equation*}
$$

by (2-23). For the last remaining term, since

$$
\mathfrak{I m}\left(\frac{F(\psi)}{Q}\right)=\mathfrak{I m}(-\eta \nabla \psi \cdot \nabla \psi)
$$

we have

$$
\int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n} \mathfrak{R e}{ }^{n}(\psi) \mathfrak{I m}\left(\frac{F(\psi)}{Q}\right) \mathfrak{I m}(\psi)=-2 \int_{\mathbb{R}^{2}}|Q|^{2} \eta^{n+1} \mathfrak{R e}{ }^{n}(\psi) \mathfrak{I m}(\nabla \psi) \cdot \mathfrak{R e}(\nabla \psi) \mathfrak{I m}(\psi)
$$

In particular,

$$
\begin{align*}
\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{\mathfrak { e } ^ { n } ( \psi ) \mathfrak { I m } ( \frac { F ( \psi ) } { Q } ) \mathfrak { I m } ( \psi ) |} \begin{array}{|l}
\end{array} \begin{aligned}
& (K \nu)^{n}\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \int_{\mathbb{R}^{2}} \eta|\nabla \psi|^{2} \\
& \leqslant(K \nu)^{n}\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\|\varphi\|_{H_{Q}^{\exp }}^{2}
\end{aligned}
\end{align*}
$$

Combining this result with the previous estimates, this implies that

$$
\begin{equation*}
\left|A_{n}\right| \leqslant\left(C_{6} \nu\right)^{n}\left(1+\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\right)\|\varphi\|_{H_{Q}^{\exp }}^{2} \tag{2-30}
\end{equation*}
$$

for some universal constant $C_{6}>0$, but that is not enough to show that we have

$$
\left.\left.\left|\int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n} \mathfrak{R e} \mathfrak{e}^{n}(\psi) \Im \mathfrak{I m}\left(\frac{F(\psi)}{Q}\right) \mathfrak{I m}(\psi) \right\rvert\, \leqslant(K v)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2},
$$

since we have no control on $\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}$ other than the fact that it is a finite quantity. By integration by parts (integrating $\mathfrak{R e}(\nabla \psi)$ ), with computations similar to those for the proof of (2-23), we infer that

$$
\begin{aligned}
\left.\left|2 \int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n+1} \mathfrak{R e}(\psi) \mathfrak{I m}(\nabla \psi) . & \mathfrak{R e}(\nabla \psi) \mathfrak{I m}(\psi) \mid \\
& \leqslant\left.\left|2 \int_{\mathbb{R}^{2}}\right| Q\right|^{2} \eta^{n+1} \mathfrak{R e} \mathfrak{e}^{n}(\psi) \mathfrak{I m}(\Delta \psi) \mathfrak{R e}(\psi) \mathfrak{I m}(\psi) \mid+(K v)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2} \\
& \leqslant 2\left|A_{n+1}\right|+(K v)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2} .
\end{aligned}
$$

Combining this result with estimates (2-20) to (2-29), we deduce that, for some universal constant $C_{7}>0$,

$$
\left|A_{n}\right| \leqslant 2\left|A_{n+1}\right|+\left(C_{7} \nu\right)^{n}\|\varphi\|_{H_{Q}^{\exp }}^{2}
$$

Therefore, by induction,

$$
\left|A_{1}\right| \leqslant 2^{n}\left|A_{n}\right|+\sum_{k=1}^{n-1}\left(2 C_{7} v\right)^{k}\|\varphi\|_{H_{Q}^{\exp }}^{2}
$$

Hence, with (2-30),

$$
\left|A_{1}\right| \leqslant\left(\left(2 C_{6} v\right)^{n}\left(1+\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\right)+\sum_{k=1}^{n-1}\left(2 C_{7} \nu\right)^{k}\right)\|\varphi\|_{H_{Q}^{\exp }}^{2}
$$

Taking $v>0$ such that $v \leqslant \nu_{2}$ and $2 C_{6} v<\frac{1}{2}$ and $2 C_{7} v<\frac{1}{2}$, then $n \geqslant 1$ large enough (depending on $\left.\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\right)$ such that

$$
\frac{1}{2^{n-1}}\left(1+\|\eta \mathfrak{I m}(\psi)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\right) \leqslant 1
$$

we conclude that

$$
\left|A_{1}\right| \leqslant\left(2 C_{6}+2 C_{7} \sum_{k=0}^{n-2} \frac{1}{2^{k}}\right) v\|\varphi\|_{H_{Q}}^{2} \leqslant 2\left(C_{6}+2 C_{7}\right) v\|\varphi\|_{H_{Q}}^{2} \exp .
$$

This concludes the proof of (2-19).
Combining estimates (2-16) to (2-19) in (2-15), we deduce that

$$
\left(1-C_{8} \nu\right)\|\varphi\|_{H_{Q}^{\exp }}^{2} \leqslant 0
$$

for some universal constant $C_{8}>0$; therefore, taking $v>0$ small enough such that the previous constraints are satisfied and $C_{8} \nu<\frac{1}{2}$, we have $\|\varphi\|_{H_{Q}^{\text {exp }}}=0$. From Lemma 2.10, we deduce $c^{\prime \prime}=c$. The proof is complete.

2C. Proof of Corollary 1.10. Take a function $u$ satisfying the hypotheses of Corollary 1.10. Then, $u$ is even in $x_{1}$ and it has finite energy. Furthermore, by Theorem 1.6 (for $p=+\infty$ ),

$$
\begin{aligned}
\left\|u-V_{1}\left(\cdot-d_{c} \vec{e}_{1}\right) V_{-1}\left(\cdot+d_{c} \vec{e}_{1}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} & \leqslant\left\|u-Q_{c}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}+\left\|Q_{c}-V_{1}\left(\cdot-d_{c} \vec{e}_{1}\right) V_{-1}\left(\cdot+d_{c} \vec{e}_{1}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \\
& \leqslant \varepsilon+o_{c \rightarrow 0}(1) .
\end{aligned}
$$

Next,

$$
\||u|-1\|_{L^{\infty}\left(\left\{\tilde{r}_{d} \geqslant \lambda\right\}\right)} \leqslant\left\|u-Q_{c}\right\|_{L^{\infty}\left(\left\{\tilde{r}_{d} \geqslant \lambda\right\}\right)}+\left\|\left|Q_{c}\right|-1\right\|_{L^{\infty}\left(\left\{\tilde{r}_{d} \geqslant \lambda\right\}\right)} \leqslant \varepsilon+\frac{K}{\lambda}
$$

by equation (2.6) of [15]. We now fix the parameters. We first choose $\lambda \geqslant \lambda_{*}$ large enough so that $K / \lambda \leqslant 1 /\left(2 \lambda_{*}\right)$. Then, we fix $c_{0}>0$ and $\varepsilon>0$ so small that $\varepsilon \leqslant 1 /\left(2 \lambda_{*}\right),\left|c d_{c}-1\right| \leqslant \varepsilon(\lambda), d_{c} \geqslant 1 / \varepsilon(\lambda)$ and $\varepsilon+o_{c \rightarrow 0}(1) \leqslant \varepsilon(\lambda)$ for $c<c_{0}$. Therefore, $u$ satisfies the hypotheses of Proposition 1.8 with $d=d_{c}$, and this concludes the proof.

## 3. Properties of quasiminimizers of the energy and proof of Theorem 1.11

3A. Tools for the vortex analysis. We list in this section some results useful for the analysis of traveling waves for small speeds or, equivalently, large momentum, with vorticity. We shall denote by $\langle u \mid v\rangle=$ $\operatorname{Re}(u \bar{v})$ the real scalar product of the complex numbers $u, v$. The Jacobian (or vorticity)

$$
J v:=\left\langle i \partial_{1} v \mid \partial_{2} v\right\rangle=\frac{1}{2} \partial_{1}\left\langle i v \mid \partial_{2} v\right\rangle-\frac{1}{2} \partial_{2}\left\langle i v \mid \partial_{1} v\right\rangle
$$

is then relevant, and we shall use the following concentration property of the Jacobian. We define

$$
E_{\varepsilon}(u, \Omega):=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{1}{2 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2} d x .
$$

Theorem 3.1 (concentration of the Jacobian [2;27]). Let $M_{0}>0, R>0$ and $\left.\left.\beta \in\right] 0,1\right]$. Then, for every $\delta>0$, there exists $\varepsilon_{0}>0$ (depending only on $\beta, \delta, R$ and $M_{0}$ ) such that, for any $0<\varepsilon<\varepsilon_{0}$, and for any $u \in H^{1}(B(0,4 R))$ such that $E_{\varepsilon}(u, B(0,4 R)) \leqslant M_{0}|\ln \varepsilon|$ and $|u| \geqslant \frac{1}{2}$ in $B(0,4 R) \backslash B(0, R)$, there exist $N \in \mathbb{N}, y_{1}, \ldots, y_{N} \in \bar{B}(0, R), d_{1}, \ldots, d_{N} \in \mathbb{Z}$ such that

$$
\left\|J u-\pi \sum_{k=1}^{N} d_{k} \delta_{y_{k}}\right\|_{\left[C_{c}^{0, \beta}(B(0,4 R))\right]^{*}} \leqslant \delta
$$

and

$$
\pi \sum_{k=1}^{N}\left|d_{k}\right| \leqslant \frac{E_{\varepsilon}(u, B(0,4 R))}{|\ln \varepsilon|}+\delta
$$

Finally, we may choose the points $y_{k}, 1 \leqslant k \leqslant N$, in $\left\{|u| \leqslant \frac{1}{2}\right\}$.
Here, we recall that the space $\left[\mathcal{C}_{c}^{0, \beta}(B(0, R))\right]^{*}$ is endowed with the dual norm associated with

$$
\|\zeta\|_{\mathcal{C}_{c}^{0, \beta}(B(0, R))}=\sup _{x \neq y \in B(0, R)} \frac{|\zeta(x)-\zeta(y)|}{|x-y|^{\beta}}
$$

for $\zeta \in \mathcal{C}^{0, \beta}(B(0, R))$ compactly supported.
Remark 3.2. The above-mentioned theorem is actually Lemma 3.3 in [8]. It is related to the works [2; 27], which both correspond to the limit $\varepsilon \rightarrow 0$, whereas we have here a statement (obtained by compactness) at fixed $\varepsilon$. The hypothesis " $|u| \geqslant \frac{1}{2}$ in $B(0,4 R) \backslash B(0, R)$ " ensures that the vortices do not approach the boundary $\partial B(0,4 R)$.

Theorem 3.3 (clearing-out theorem [8]). Let $M_{0}>0$ and $\sigma>0$ be given. Then there exist $\epsilon_{0}>0$ and $\eta>0$, depending only on $M_{0}$ and $\sigma$, such that, if $R_{0}=1 /\left(1+M_{0}\right)$, if $U: B\left(0, R_{0}\right) \rightarrow \mathbb{C}$ solves

$$
\begin{equation*}
\Delta U+i \mathfrak{c} \partial_{2} U+\frac{1}{\epsilon^{2}} U\left(1-|U|^{2}\right)=0 \tag{3-1}
\end{equation*}
$$

in $B\left(0, R_{0}\right) \subset \mathbb{R}^{2}$, with $\epsilon<\epsilon_{0},|\mathfrak{c}| \leqslant M_{0}|\ln \epsilon|$, and

$$
E_{\epsilon}\left(U, B\left(0, R_{0}\right)\right) \leqslant \eta|\ln \epsilon|,
$$

then

$$
|U(0)| \geqslant 1-\sigma .
$$

For the elliptic PDE

$$
\begin{equation*}
\Delta \mathcal{U}+\frac{1}{\varepsilon^{2}} \mathcal{U}\left(1-|\mathcal{U}|^{2}\right)=0 \tag{3-2}
\end{equation*}
$$

that is, without the transport term $i \partial_{2} U$, this result has been shown in two dimensions in [6] for minimizing maps, and in [4] for the Ginzburg-Landau equation with magnetic field. In higher dimensions, see [7; 31] for (3-2) and [8] for an equation including the Ginzburg-Landau equation with magnetic field and (3-1). One may use the change of unknown

$$
\mathcal{U}(x):=\left(1+\mathfrak{c}^{2} \epsilon^{2} / 4\right)^{-1 / 2} \mathrm{e}^{i c x_{2} / 2} U(x), \quad \varepsilon=\epsilon\left(1+\mathfrak{c}^{2} \epsilon^{2} / 4\right)^{-1 / 2}
$$

to transform (3-2) without the transport term into (3-1) with the transport term. However, the assumptions $E_{\epsilon}\left(U, B\left(0, R_{0}\right)\right) \leqslant \eta|\ln \epsilon|$ and $E_{\varepsilon}\left(\mathcal{U}, B\left(0, R_{0}\right)\right) \leqslant \eta|\ln \varepsilon|$ are not equivalent (due to the extra phase term).

3B. Vortex structure for quasiminimizers of $\boldsymbol{E}$ at fixed $\boldsymbol{P}$. In this section, some $\Lambda_{0}>0$ is fixed and we consider a large momentum $\mathfrak{p}$ and $u_{\mathfrak{p}}$ such that

$$
\begin{equation*}
E\left(u_{\mathfrak{p}}\right) \leqslant 2 \pi \ln \mathfrak{p}+\Lambda_{0} \tag{3-3}
\end{equation*}
$$

and such that there exists $c_{\mathfrak{p}}>0$ (depending on $u_{\mathfrak{p}}$ ) such that

$$
0=\left(\mathrm{TW}_{c_{\mathfrak{p}}}\right)\left(u_{\mathfrak{p}}\right)=-i c_{\mathfrak{p}} \partial_{x_{2}} u_{\mathfrak{p}}-\Delta u_{\mathfrak{p}}-\left(1-\left|u_{\mathfrak{p}}\right|^{2}\right) u_{\mathfrak{p}}
$$

It then follows from [24] (see Theorem 2.4) that we may assume, using the phase-shift invariance, that $u_{\mathfrak{p}} \rightarrow 1$ at spatial infinity. In particular, we have

$$
\mathfrak{p}=P_{2}\left(u_{\mathfrak{p}}\right)=\frac{1}{2} \int_{\mathbb{R}^{2}}\left\langle i \partial_{2} u_{\mathfrak{p}} \mid u_{\mathfrak{p}}-1\right\rangle d x .
$$

Our goal is to show that $u_{\mathfrak{p}}$ satisfies the hypotheses of Proposition 1.8. We shall follow [5; 8] in order to analyze the vortex structure of $u_{\mathfrak{p}}$.

3B1. Localizing the vorticity set at scale $x / \mathfrak{p}$. We define the following rescaling $\hat{u}_{\mathfrak{p}}$ of $u_{\mathfrak{p}}$ :

$$
\begin{equation*}
\hat{u}_{\mathfrak{p}}(\hat{x})=u_{\mathfrak{p}}(\mathfrak{p} \hat{x}) . \tag{3-4}
\end{equation*}
$$

Therefore, $\hat{u}_{\mathfrak{p}}$ solves

$$
\begin{equation*}
\Delta \hat{u}_{\mathfrak{p}}+i c_{\mathfrak{p}} \mathfrak{p} \partial_{2} \hat{u}_{\mathfrak{p}}+\mathfrak{p}^{2} \hat{u}_{\mathfrak{p}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)=0 \tag{3-5}
\end{equation*}
$$

which is a particular case of (3-1) with

$$
\epsilon=1 / \mathfrak{p}, \quad \mathfrak{c}=c_{\mathfrak{p}} \mathfrak{p} .
$$

The universal $L^{\infty}$ bound on the gradient of Corollary 2.3 reads now

$$
\begin{equation*}
\left\|\nabla \hat{u}_{\mathfrak{p}}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leqslant K \mathfrak{p} . \tag{3-6}
\end{equation*}
$$

We shall have, in the end, $c_{\mathfrak{p}} \sim 1 / \mathfrak{p}$. The first step provides a rough upper bound for the speed $c_{\mathfrak{p}}$ (the Lagrange multiplier for the minimization problem $E_{\min }(\mathfrak{p})$ ).
Step 1: There exists $\mathfrak{p}_{1}=\mathfrak{p}_{1}\left(\Lambda_{0}\right)$ such that, for $\mathfrak{p} \geqslant \mathfrak{p}_{1}$, we have

$$
0<c_{\mathfrak{p}} \leqslant \frac{2 E\left(u_{\mathfrak{p}}\right)}{\mathfrak{p}} \leqslant 13 \frac{\ln \mathfrak{p}}{\mathfrak{p}} .
$$

In particular, $c_{\mathfrak{p}} \leqslant \frac{1}{2}$ and $\ln \mathfrak{p} \leqslant 2\left|\ln c_{\mathfrak{p}}\right|$.
We shall use the Pohozaev identity (2-2), that is,

$$
\frac{1}{2} \int_{\mathbb{R}^{2}}\left(1-\left|u_{\mathfrak{p}}\right|^{2}\right)^{2} d x=c_{\mathfrak{p}} \mathfrak{p}
$$

At this stage, we only have the rough upper bound $0 \leqslant \frac{1}{4} \int_{\mathbb{R}^{2}}\left(1-\left|u_{\mathfrak{p}}\right|^{2}\right)^{2} d x \leqslant E\left(u_{\mathfrak{p}}\right) \leqslant 2 \pi \ln \mathfrak{p}+\Lambda_{0}$, which concludes this step.

Another argument we could use for minimizers is that we know from [10] (see also [13]) that $0 \leqslant c_{\mathfrak{p}} \leqslant$ $d^{+} E_{\min }(\mathfrak{p}) \leqslant E_{\min }(\mathfrak{p}) / \mathfrak{p}$.
Step 2: There exists $\mathfrak{p}_{2}>\mathfrak{p}_{1}, R_{*} \geqslant \frac{1}{8}$ and $n_{*} \in \mathbb{N}$, depending only on $\Lambda_{0}$, such that, if $\mathfrak{p}>\mathfrak{p}_{2}$, there exist $n_{\mathfrak{p}}$ points $\hat{z}_{\mathfrak{p}, j}, 1 \leqslant j \leqslant n_{\mathfrak{p}}$, with $n_{\mathfrak{p}} \leqslant n_{*}$ such that $\left\{\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right| \leqslant \frac{1}{2}\right\} \subset \bigcup_{j=1}^{n_{\mathfrak{p}}} B\left(\hat{z}_{\mathfrak{p}, j}, R_{*}\right)$ and the disks $\bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right), 1 \leqslant j \leqslant n_{\mathfrak{p}}$, are mutually disjoint.

We apply Theorem 3.3 with $\epsilon=1 / \mathfrak{p}, \mathfrak{c}=c_{\mathfrak{p}} \mathfrak{p}$ and $\sigma=\frac{1}{2}$ to $\hat{u}_{\mathfrak{p}}$. This is possible in view of the upper bound on $0 \leqslant c_{\mathfrak{p}} \mathfrak{p} \leqslant 13 \ln \mathfrak{p}$ of Step 1 (that is, $\left.M_{0}=13\right)$. We then let $R_{0}:=1 /(1+13)=\frac{1}{14}$ for $\mathfrak{p} \geqslant \mathfrak{p}_{1}$ and denote by $\eta_{1 / 2}$ the positive constant $\eta$ given by Theorem 3.3.

We now proceed in this way: we choose (if it exists) some $\hat{z}_{\mathfrak{p}, 1} \in \mathbb{R}^{2}$ such that $\left|\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}, 1}\right)\right|<\frac{1}{2}$. If $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant \frac{1}{2}\right\} \subset \bar{B}\left(\hat{z}_{\mathfrak{p}, 1}, 2 R_{0}\right)$, then we stop. If not, we choose $\hat{z}_{\mathfrak{p}, 2} \in \mathbb{R}^{2} \backslash \bar{B}\left(\hat{z}_{\mathfrak{p}, 1}, 2 R_{0}\right)$ such that $\left|\hat{u}_{\mathfrak{p}}\left(\hat{z}^{\mathfrak{p}, 2}\right)\right|<\frac{1}{2}$. If $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant \frac{1}{2}\right\} \subset \bigcup_{j=1}^{2} \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{0}\right)$, then we stop, if not, we continue. This process ends in a finite number of steps (depending only on $K_{0}$ ) since, by construction, the disks $\bar{B}\left(\hat{z}_{\mathfrak{p}, j}, R_{0}\right), 1 \leqslant j \leqslant n$, are pairwise disjoint. Hence, by Theorem 3.3, we have

$$
2 \pi \ln \mathfrak{p}+K_{0} \geqslant E\left(u_{\mathfrak{p}}\right)=E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}\right) \geqslant \sum_{j=1}^{n} E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}, B\left(\hat{z}_{\mathfrak{p}, j}, R_{0}\right)\right) \geqslant n \times \eta_{1 / 2} \ln \mathfrak{p}
$$

which implies

$$
n \leqslant \frac{2 \pi \ln \mathfrak{p}+K_{0}}{\eta_{1 / 2} \ln \mathfrak{p}} \leqslant \frac{7}{\eta_{1 / 2}}
$$

for $\mathfrak{p}$ large enough, say $\mathfrak{p} \geqslant \mathfrak{p}_{2}$.
At this stage, the disks $B\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{0}\right), 1 \leqslant j \leqslant n_{\mathfrak{p}}$, cover the vorticity set $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant \frac{1}{2}\right\}$, but the disks $\bar{B}\left(\hat{z}_{p}, j, 8 R_{0}\right)$ may not be pairwise disjoint. To get this property, we argue as in [6, Theorem IV.1]. Let us recall the idea: if the disks $\bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 8 R_{0}\right), 1 \leqslant j \leqslant n_{\mathfrak{p}}$, are pairwise disjoint, then we are done with $R_{*}=2 R_{0}$. If not, then we have, for instance, $\left|\hat{z}_{\mathfrak{p}, 1}-\hat{z}_{\mathfrak{p}, 2}\right| \leqslant 16 R_{0}$. We then remove the disk $B\left(\hat{z}_{\mathfrak{p}, 1}, 8 R_{0}\right)$
from the list and set $R_{1}:=17 R_{0}$. The disks $B\left(\hat{z}_{\mathfrak{p}, j}, R_{1}\right), 2 \leqslant j \leqslant n_{\mathfrak{p}}$, cover $\bigcup_{1 \leqslant j \leqslant n_{\mathfrak{p}}} B\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{0}\right)$, and hence the vorticity set $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant \frac{1}{2}\right\}$, and their number has decreased. In a finite number of steps (depending only on $K_{0}$ ), we obtain the conclusion. The radius $R_{*}$ is necessarily $\leqslant R_{0} \times 17^{n_{\mathfrak{p}}} \leqslant R_{0} \times 17^{n_{*}}$.

Similar arguments are given in [8], whereas in [5] the vorticity set is included in some disks of radii of order $c_{\mathfrak{p}}^{\gamma}$, which requires some extra work.

Step 3: We have

$$
\mathfrak{p}^{2} \int_{\mathbb{R}^{2}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}=o_{\mathfrak{p} \rightarrow+\infty}(\ln \mathfrak{p}) .
$$

This follows exactly as in [8] (see Proposition A. 1 in the Appendix there). Notice that the result in [8] is stated for the potential on a compact set in a domain $\Omega$, but it holds as well in the entire plane.

We then define, as in [8], the function $\hat{u}_{\mathfrak{p}}^{\prime}: \mathbb{R}^{2} \rightarrow \mathbb{C}$ by

$$
\hat{u}_{\mathfrak{p}}^{\prime}(\hat{x}):= \begin{cases}\hat{u}_{\mathfrak{p}}(\hat{x}) & \text { if } \hat{x} \in \bigcup_{j=1}^{n_{\mathfrak{p}}} \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right), \\ \frac{\hat{u}_{\mathfrak{p}}(\hat{x})}{\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right|} & \text { if } \hat{x} \notin \bigcup_{j=1}^{n_{\mathfrak{p}}} \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right), \\ \left(3-\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right) \hat{u}_{\mathfrak{p}}(\hat{x})+\left(-2+\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right) \frac{\hat{u}_{\mathfrak{p}}(\hat{x})}{\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right|} & \text { if } \hat{x} \in \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right) \backslash \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)\end{cases}
$$

for some $1 \leqslant j \leqslant n_{\mathfrak{p}}$ (this last formula is valid since the disks $\bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right), 1 \leqslant j \leqslant n_{\mathfrak{p}}$, are mutually disjoint).

Step 4: We have, as $\mathfrak{p} \rightarrow+\infty$,

$$
E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}^{\prime}\right) \leqslant 2 \pi \ln \mathfrak{p}+o(\ln \mathfrak{p})
$$

Letting $\Omega_{R}:=\bigcup_{j=1}^{n_{\mathfrak{p}}} \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, R\right)$, we have

$$
\int_{\mathbb{R}^{2}}\left(1-\left|\hat{u}_{\mathfrak{p}}^{\prime}\right|^{2}\right)^{2} d \hat{x}=\int_{\Omega_{2 R_{*}}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}+\int_{\Omega_{3 R_{*}} \backslash \Omega_{2 R_{*}}}\left(1-\left|\hat{u}_{\mathfrak{p}}^{\prime}\right|^{2}\right)^{2} d \hat{x}
$$

We notice that in $\Omega_{3 R_{*}} \backslash \Omega_{2 R_{*}}$, say for $\hat{x} \in \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right) \backslash \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)$, we have

$$
\left|\hat{u}_{\mathfrak{p}}^{\prime}(\hat{x})\right|=\left(3-\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right)\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right|+\left(-2+\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right) \in\left[\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right|, 1\right] ;
$$

hence $\left|1-\left|\hat{u}_{\mathfrak{p}}^{\prime}(\hat{x})\right|^{2}\right| \leqslant\left|1-\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right|^{2}\right|$ and thus

$$
\begin{align*}
\int_{\mathbb{R}^{2}}\left(1-\left|\hat{u}_{\mathfrak{p}}^{\prime}\right|^{2}\right)^{2} d \hat{x} & \leqslant \int_{\Omega_{2 R_{*}}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}+\int_{\Omega_{3 R_{*} \backslash} \backslash \Omega_{2 R_{*}}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \\
& =\int_{\Omega_{3 R_{*}}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \tag{3-7}
\end{align*}
$$

For the kinetic term, we have

$$
\left|\nabla \hat{u}_{\mathfrak{p}}^{\prime}(\hat{x})\right|^{2}=\left|\nabla \hat{u}_{\mathfrak{p}}(\hat{x})\right|^{2}
$$

if $\hat{x} \in \Omega_{2 R_{*}}$. Outside $\bigcup_{j=1}^{n_{\mathfrak{p}}} \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, R_{*}\right)$ we have $\left|\hat{u}_{\mathfrak{p}}\right| \geqslant \frac{1}{2}$ and we may then lift, at least locally, $\hat{u}_{\mathfrak{p}}=A \mathrm{e}^{i \phi}$ and get

$$
\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2}=A^{2}|\nabla \phi|^{2}+|\nabla A|^{2}
$$

If $\hat{x} \notin \Omega_{3 R_{*}}$, then, by (3-6),

$$
\left|\nabla \hat{u}_{\mathfrak{p}}^{\prime}\right|^{2}=|\nabla \phi|^{2}=A^{2}|\nabla \phi|^{2}+\frac{1-A^{2}}{A^{2}} \times A^{2}|\nabla \phi|^{2} \leqslant\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2}+4 K \mathfrak{p}\left|1-A^{2}\right| \times\left|\nabla \hat{u}_{\mathfrak{p}}\right|
$$

since $A=\left|\hat{u}_{\mathfrak{p}}\right| \geqslant \frac{1}{2}$ outside $\Omega_{R_{*}}$. Finally, in $\bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right) \backslash \bar{B}\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)$ (for some unique $1 \leqslant j \leqslant n_{\mathfrak{p}}$ ), we have

$$
\left|\nabla \hat{u}_{\mathfrak{p}}^{\prime}\right|^{2}=|\nabla \phi|^{2}\left(\left(3-\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right) A+\left(-2+\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right)\right)^{2}+\left|\nabla\left[\left(3-\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right) A+\left(-2+\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right)\right]\right|^{2}
$$

We then use that, since $\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right| \geqslant \frac{1}{2}$ and letting $\theta=3-\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right| / R_{*} \in[0,1]$,

$$
\begin{aligned}
&|\nabla \phi|^{2}\left[\left(3-\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right) A+\left(-2+\frac{\left|\hat{x}-\hat{z}_{\mathfrak{p}, j}\right|}{R_{*}}\right)\right]^{2} \\
&=A^{2}|\nabla \phi|^{2} \times \frac{1}{A^{2}}[1+\theta(A-1)]^{2} \leqslant A^{2}|\nabla \phi|^{2} \times\left(1+K\left|A^{2}-1\right|\right) \\
& \leqslant A^{2}|\nabla \phi|^{2}+K \mathfrak{p}\left|\nabla \hat{u}_{\mathfrak{p}}\right| \times\left|A^{2}-1\right|,
\end{aligned}
$$

by Corollary 2.3 . On the other hand, since $|\cdot|$ is 1 -Lipschitz continuous,

$$
\begin{aligned}
\left|\nabla\left[\left(3-\frac{\left|\hat{x}-\hat{z}_{p, j}\right|}{R_{*}}\right) A+\left(-2+\frac{\left|\hat{x}-\hat{z}_{p, j}\right|}{R_{*}}\right)\right]\right|^{2} & \leqslant \frac{1}{R_{*}^{2}}|1-A|^{2}+|\nabla A|^{2}+\frac{2}{R_{*}}|1-A| \times|\nabla A| \\
& \leqslant|\nabla A|^{2}+K\left(A^{2}-1\right)^{2}+K|\nabla A| \times\left|A^{2}-1\right| .
\end{aligned}
$$

Therefore, by the Cauchy-Schwarz inequality, for some absolute constant $K>0$,

$$
\int_{\mathbb{R}^{2}}\left|\nabla \hat{u}_{\mathfrak{p}}^{\prime}\right|^{2} d \hat{x} \leqslant \int_{\mathbb{R}^{2}}\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2} d \hat{x}+K\left(\int_{\mathbb{R}^{2}} \mathfrak{p}^{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}\right)^{1 / 2}\left(\int_{\mathbb{R}^{2}}\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2} d \hat{x}\right)^{1 / 2}+K \int_{\mathbb{R}^{2}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}
$$

Combining this with (3-7) yields

$$
E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}^{\prime}\right) \leqslant E_{\mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}\right)+K \sqrt{E_{\mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}\right)}\left(\int_{\mathbb{R}^{2}} \mathfrak{p}^{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}\right)^{1 / 2}+K \frac{E_{\mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}\right)}{\mathfrak{p}^{2}} \leqslant 2 \pi \ln \mathfrak{p}+o(\ln \mathfrak{p})
$$

by the upper bound (3-3) and the estimate for the potential term of Step 3.
Step 5: We claim that for any $\delta \in] 0, \frac{\pi}{2}\left[\right.$, there exist $\mathfrak{p}_{\delta}^{\dagger}>\mathfrak{p}_{2}$ such that, for all $\mathfrak{p} \geqslant \mathfrak{p}_{\delta}^{\dagger}$, we are in one of the following cases:
(I) For any $1 \leqslant j \leqslant n_{\mathfrak{p}}$,

$$
\left\|J \hat{u}_{\mathfrak{p}}^{\prime}\right\|_{\left[\mathcal{C}_{c}^{0,1}\left(B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)\right)\right]^{*}} \leqslant \delta
$$

(II) There exist (up to a relabeling) two points $\hat{y}_{\mathfrak{p}, \pm} \in \mathbb{R}^{2}$, depending on $\hat{u}_{\mathfrak{p}}$, such that

$$
\max _{1 \leqslant j \leqslant n_{\mathfrak{p}}}\left\|J \hat{u}_{\mathfrak{p}}^{\prime}-\pi\left(\delta_{\hat{y}_{\mathfrak{p},+}}-\delta_{\hat{y}_{\mathfrak{p},-}}\right)\right\|_{\left[C_{c}^{0,1}\left(B\left(\hat{z}_{\mathrm{p}, j}, 4 R_{*}\right)\right)\right]^{*}} \leqslant \delta .
$$

We apply Theorem 3.1 to $\hat{u}_{\mathfrak{p}}^{\prime}$ on each disk $B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right), 1 \leqslant j \leqslant n_{\mathfrak{p}}$. This yields points $\hat{y}_{\mathfrak{p}, j, k} \in$ $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant \frac{1}{2}\right\} \subset B\left(\hat{z}_{\mathfrak{p}, j}, R_{*}\right) \subset B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)$ and integers $d_{\mathfrak{p}, j, k} \in \mathbb{Z}, 1 \leqslant k \leqslant N_{\mathfrak{p}, j}$, such that

$$
\begin{equation*}
\left\|J \hat{u}_{\mathfrak{p}}^{\prime}-\pi \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{\hat{y}_{\mathfrak{p}, j, k}}\right\|_{\left[\mathcal{C}_{c}^{0,1}\left(B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)\right)\right]^{*}} \leqslant \delta \tag{3-8}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi \sum_{k=1}^{N_{\mathfrak{p}, j}}\left|d_{\mathfrak{p}, j, k}\right| \leqslant \frac{E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}^{\prime}, B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)\right)}{\ln \mathfrak{p}}+\delta . \tag{3-9}
\end{equation*}
$$

By summing the inequalities (3-9) over $1 \leqslant j \leqslant n_{\mathfrak{p}}$, we infer

$$
\pi \sum_{j=1}^{n_{\mathfrak{p}}} \sum_{k=1}^{N_{\mathfrak{p}, j}}\left|d_{\mathfrak{p}, j, k}\right| \leqslant \frac{E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}^{\prime}, \Omega_{4 R_{*}}\right)}{\ln \mathfrak{p}}+\delta \leqslant 2.5 \pi
$$

by using $\delta<\frac{\pi}{2}$ and Step 3, and for $\mathfrak{p}$ large enough. Therefore,

$$
\begin{equation*}
\sum_{j=1}^{n_{\mathfrak{p}}} \sum_{k=1}^{N_{\mathfrak{p}, j}}\left|d_{\mathfrak{p}, j, k}\right| \leqslant 2 \tag{3-10}
\end{equation*}
$$

and two cases may occur: all the integers $d_{\mathfrak{p}, j, k}$ are zero (this is case (I)) or at least one of the integers $d_{\mathfrak{p}, j, k}$ is not zero.

In addition, we have, for $1 \leqslant j \leqslant n_{\mathfrak{p}}$,

$$
\begin{equation*}
\sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k}=\operatorname{deg}\left(\hat{u}_{\mathfrak{p}}, \partial B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)\right) \tag{3-11}
\end{equation*}
$$

Indeed, since $\left|\hat{u}_{\mathfrak{p}}^{\prime}\right|=1$ on $B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right) \backslash B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)$, we have $J \hat{u}_{\mathfrak{p}}^{\prime}=0$ there. Therefore, by fixing $\chi \in \mathcal{C}_{c}^{\infty}\left(B\left(0,4 R_{*}\right)\right)$ such that $\chi \equiv 1$ on $\bar{B}\left(0,3 R_{*}\right)$, we deduce

$$
\begin{aligned}
\left|\sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k}-\operatorname{deg}\left(\hat{u}_{\mathfrak{p}}, \partial B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)\right)\right| & =\left|\int_{B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)} \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{\hat{y}_{\mathfrak{p}, j, k}} d \hat{x}-\frac{1}{\pi} \int_{B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)} J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x}\right| \\
& =\frac{1}{\pi}\left|\int_{B\left(\hat{z}_{\mathfrak{p}}^{j}, 4 R_{*}\right)} \chi\left(\hat{x}-\hat{z}_{\mathfrak{p}, j}\right)\left(\sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{\hat{y}_{\mathfrak{p}, j, k}}-J \hat{u}_{\mathfrak{p}}^{\prime}\right) d \hat{x}\right| \\
& \leqslant \frac{1}{\pi}\|\chi\| \times\left\|J \hat{u}_{\mathfrak{p}}^{\prime}-\pi \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{\hat{y}_{\mathfrak{p}, j, k}}\right\|_{\left[C_{c}^{0,1}\left(\bar{D}\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)\right)\right]^{*}}
\end{aligned}
$$

by (3-8). Since the left-hand side is an integer and the right-hand side is $\leqslant \frac{1}{2}$ provided $\mathfrak{p} \geqslant \mathfrak{p}_{2,1}\left(\delta, \Lambda_{0}\right)$, (3-11) follows.

We finally notice that the degree of $\hat{u}_{\mathfrak{p}}^{\prime}$ on some large circle $\partial B(0, R)$ (with $\left.R \gg \max _{1 \leqslant j \leqslant n_{\mathfrak{p}}}\left|\hat{z}_{\mathfrak{p}, j}\right|\right)$ is zero, for otherwise $\hat{u}_{\mathfrak{p}}^{\prime}$ (and $\hat{u}_{\mathfrak{p}}$ ) would have infinite kinetic energy. Therefore,

$$
0=\sum_{j=1}^{n_{\mathfrak{p}}} \operatorname{deg}\left(\hat{u}_{\mathfrak{p}}, \partial B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)\right)=\sum_{j=1}^{n_{\mathfrak{p}}} \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} .
$$

Combining this with (3-10), we deduce that if we are not in case (I), then one of the $d_{\mathfrak{p}, j, k}$ must be equal to +1 and another one must be equal to -1 , which is case (II).

Notice that for case (II), if $B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)$ contains neither $y_{\mathfrak{p},+}$ nor $y_{\mathfrak{p},-}$, then $\left\|J \hat{u}_{\mathfrak{p}}^{\prime}\right\|_{\left[\mathcal{C}_{c}^{0,1}\left(B\left(\hat{z}_{p, j}, 4 R_{*}\right)\right)\right]^{*}} \leqslant \delta$.
As in [5], we now relate the location of the points $\hat{y}_{\mathfrak{p}, \pm}$ to the momentum $P\left(\hat{u}_{\mathfrak{p}}\right)$.
Step 6: Case (I) does not occur for $\mathfrak{p}$ sufficiently large, say $\mathfrak{p} \geqslant \mathfrak{p}_{3}$. In addition, we have

$$
1=P\left(\hat{u}_{\mathfrak{p}}\right)=\pi\left(\left(\hat{y}_{\mathfrak{p},+}\right)_{1}-\left(\hat{y}_{\mathfrak{p},--}\right)_{1}\right)+o(1) .
$$

First, we have, by computations similar to those of Step $3, \hat{u}_{\mathfrak{p}}=A \mathrm{e}^{i \varphi}$ locally outside $\Omega_{R_{*}}$; hence $\left\langle i \hat{u}_{\mathfrak{p}} \mid \nabla \hat{u}_{\mathfrak{p}}\right\rangle=A^{2} \nabla \varphi$ and then, outside $\Omega_{3 R_{*}}$,

$$
\left\langle i \hat{u}_{\mathfrak{p}} \mid \nabla \hat{u}_{\mathfrak{p}}\right\rangle-\left\langle i \hat{u}_{\mathfrak{p}}^{\prime} \mid \nabla \hat{u}_{\mathfrak{p}}^{\prime}\right\rangle=A^{2} \nabla \varphi-\nabla \varphi=\frac{A^{2}-1}{A} \times A \nabla \varphi .
$$

In $B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right) \backslash B\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)$, we obtain

$$
\left|\left\langle i \hat{u}_{\mathfrak{p}} \mid \nabla \hat{u}_{\mathfrak{p}}\right\rangle-\left\langle i \hat{u}_{\mathfrak{p}}^{\prime} \mid \nabla \hat{u}_{\mathfrak{p}}^{\prime}\right\rangle\right|=\left|A^{2} \nabla \varphi-\left|\hat{u}_{\mathfrak{p}}^{\prime}\right|^{2} \nabla \varphi\right| \leqslant \frac{\left|A^{2}-1\right|}{A} \times|A \nabla \varphi|,
$$

since $\left|\hat{u}_{\mathfrak{p}}^{\prime}\right| \in\left[\left|\hat{u}_{\mathfrak{p}}\right|, 1\right]$. Therefore,

$$
\begin{equation*}
\left\|\left\langle i \hat{u}_{\mathfrak{p}} \mid \nabla \hat{u}_{\mathfrak{p}}\right\rangle-\left\langle i \hat{u}_{\mathfrak{p}}^{\prime} \mid \nabla \hat{u}_{\mathfrak{p}}^{\prime}\right\rangle\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \leqslant K \int_{\mathbb{R}^{2} \backslash \Omega_{2 R_{*}}}\left|1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right| \times\left|\nabla \hat{u}_{\mathfrak{p}}\right| d \hat{x} \leqslant \frac{K}{\mathfrak{p}} E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}\right) \leqslant K \frac{\ln \mathfrak{p}}{\mathfrak{p}} . \tag{3-12}
\end{equation*}
$$

Following [5; 8], we write

$$
\begin{aligned}
1=\frac{P\left(u_{\mathfrak{p}}\right)}{\mathfrak{p}}=P\left(\hat{u}_{\mathfrak{p}}\right) & =\frac{1}{2} \int_{\mathbb{R}^{2}}\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}} \mid \hat{u}_{\mathfrak{p}}-1\right\rangle d \hat{x} \\
& =\frac{1}{2} \int_{\mathbb{R}^{2}}\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime} \mid \hat{u}_{\mathfrak{p}}^{\prime}-1\right\rangle d \hat{x}+\frac{1}{2} \int_{\mathbb{R}^{2}}\left(\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}} \mid \hat{u}_{\mathfrak{p}}-1\right\rangle-\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime} \mid \hat{u}_{\mathfrak{p}}^{\prime}-1\right\rangle\right) d \hat{x} .
\end{aligned}
$$

For the second integral, we write that, on the one hand,

$$
\left|\int_{\mathbb{R}^{2}}\left(\left\langle i \hat{u}_{\mathfrak{p}} \mid \partial_{2} \hat{u}_{\mathfrak{p}}\right\rangle-\left\langle i \hat{u}_{\mathfrak{p}}^{\prime} \mid \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime}\right\rangle\right) d \hat{x}\right| \leqslant\left\|\left\langle i \hat{u}_{\mathfrak{p}} \mid \nabla \hat{u}_{\mathfrak{p}}\right\rangle-\left\langle i \hat{u}_{\mathfrak{p}}^{\prime} \mid \nabla \hat{u}_{\mathfrak{p}}^{\prime}\right\rangle\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \leqslant K \frac{\ln \mathfrak{p}}{\mathfrak{p}} \rightarrow 0
$$

when $\mathfrak{p} \rightarrow+\infty$; on the other hand, by the decays given in Theorem 2.4,

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{2}}\left(\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}} \mid 1\right\rangle-\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime} \mid 1\right\rangle\right) d \hat{x}\right| & =\lim _{r \rightarrow+\infty}\left|\int_{\partial B(0, r)} \nu_{2} \mathfrak{I m}\left(\hat{u}_{\mathfrak{p}}-\hat{u}_{\mathfrak{p}}^{\prime}\right) d \ell\right| \\
& \leqslant \lim _{r \rightarrow+\infty} \int_{\partial B(0, r)}|A-1| d \ell=\lim _{r \rightarrow+\infty} \mathcal{O}(1 / r)=0 .
\end{aligned}
$$

We then integrate by parts to get

$$
\frac{1}{2} \int_{\mathbb{R}^{2}}\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime} \mid \hat{u}_{\mathfrak{p}}^{\prime}-1\right\rangle d \hat{x}=\frac{1}{2} \int_{\mathbb{R}^{2}} \partial_{1} \hat{x}_{1}\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime} \mid \hat{u}_{\mathfrak{p}}^{\prime}-1\right\rangle-\partial_{2} \hat{x}_{1}\left\langle i \partial_{1} \hat{u}_{\mathfrak{p}}^{\prime} \mid \hat{u}_{\mathfrak{p}}^{\prime}-1\right\rangle d \hat{x}=\int_{\mathbb{R}^{2}} J \hat{u}_{\mathfrak{p}}^{\prime} \hat{x}_{1} d \hat{x}
$$

The integration by parts is justified by the algebraic decay at infinity given in Theorem 2.4:

$$
\hat{x}_{1}\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}}^{\prime} \mid \hat{u}_{\mathfrak{p}}^{\prime}-1\right\rangle=\mathcal{O}\left(\frac{1}{|x|^{2}}\right) .
$$

Then, since $J \hat{u}_{\mathfrak{p}}^{\prime}$ is supported in $\Omega_{R_{*}}$, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} \hat{x}_{1} J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x} & =\sum_{j=1}^{n_{\mathfrak{p}}} \int_{B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)} \hat{x}_{1} J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x} \\
& =\sum_{j=1}^{n_{\mathfrak{p}}} \int_{B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)}\left(\hat{x}_{1}-\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x}+\sum_{j=1}^{n_{\mathfrak{p}}} \hat{z}_{\mathfrak{p}, j, 1} \int_{B\left(\hat{z}_{\mathrm{p}, j}, 3 R_{*}\right)} J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x}
\end{aligned}
$$

We then fix $\chi \in \mathcal{C}_{c}^{\infty}\left(B\left(0,4 R_{*}\right)\right)$ such that $\chi \equiv 1$ on $\bar{B}\left(0,3 R_{*}\right)$. Next, for any $1 \leqslant j \leqslant n_{\mathfrak{p}}$, we write

$$
\begin{aligned}
& \int_{B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)}\left(\hat{x}_{1}-\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x} \\
& =\int_{B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)}\left(\hat{x}_{1}-\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) \chi\left(\hat{x}-\hat{z}_{\mathfrak{p}, j}\right) J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x} \\
& =\int_{B\left(\hat{z}_{\mathfrak{p}, j}, 4 R_{*}\right)}\left(\hat{x}_{1}-\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) \chi\left(\hat{x}-\hat{z}_{\mathfrak{p}, j}\right)\left(J \hat{u}_{\mathfrak{p}}^{\prime}-\pi \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{y_{\mathfrak{p}, j, k}}\right) d \hat{x}+\pi \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k}\left(\left(y_{\mathfrak{p}, j, k}\right)_{1}-\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) .
\end{aligned}
$$

We now estimate the first integral (actually, a duality bracket) by using Step 5:

$$
\begin{aligned}
\mid \int_{B\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)}\left(\hat{x}_{1}-\right. & \left.\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) \chi\left(\cdot-\hat{z}_{\mathfrak{p}, j}\right)\left(J \hat{u}_{\mathfrak{p}}^{\prime}-\pi \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{y_{\mathfrak{p}, j, k}}\right) d \hat{x} \mid \\
& \leqslant\left\|\left(\hat{x}_{1}-\left(\hat{z}_{\mathfrak{p}, j}\right)_{1}\right) \chi\left(\cdot-\hat{z}_{\mathfrak{p}, j}\right)\right\|_{\mathcal{C}_{c}^{0,1}\left(B\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)\right)}\left\|J \hat{u}_{\mathfrak{p}}^{\prime}-\pi \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k} \delta_{y_{\mathfrak{p}, j, k}}\right\|_{\left[C_{c}^{0,1}\left(B\left(\hat{z}_{\mathfrak{p}, j}, 2 R_{*}\right)\right)\right]^{*}} \\
& \leqslant K o(1)
\end{aligned}
$$

As a consequence of (3-11), which implies, for each $1 \leqslant j \leqslant n_{\mathfrak{p}}$,

$$
\sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k}=\operatorname{deg}\left(\hat{u}_{\mathfrak{p}}, \partial B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)\right)=\operatorname{deg}\left(\hat{u}_{\mathfrak{p}}^{\prime}, \partial B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)\right)=\int_{B\left(\hat{z}_{\mathfrak{p}, j}, 3 R_{*}\right)} J \hat{u}_{\mathfrak{p}}^{\prime} d \hat{x},
$$

we infer, after some cancellation,

$$
\begin{equation*}
\left|P\left(\hat{u}_{\mathfrak{p}}\right)-\pi \sum_{j=1}^{n_{\mathfrak{p}}} \sum_{k=1}^{N_{\mathfrak{p}, j}} d_{\mathfrak{p}, j, k}\left(y_{\mathfrak{p}, j, k}\right)_{1}\right| \leqslant K \frac{\ln \mathfrak{p}}{\mathfrak{p}}+n_{*} K o(1) . \tag{3-13}
\end{equation*}
$$

Since $P\left(\hat{u}_{\mathfrak{p}}\right)=1$, it follows that for $\mathfrak{p}$ large enough, we cannot be in Case (I), and the conclusion is a recasting of (3-13).
Step 7: There exists $\mathfrak{p}_{4}$ large such that, for $\mathfrak{p} \geqslant \mathfrak{p}_{4}$, we have $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant \frac{1}{2}\right\} \subset B\left(\hat{y}_{\mathfrak{p},+}, \frac{3}{20}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{3}{20}\right)$ and $\operatorname{deg}\left(u, \partial B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{3}{20}\right)\right)= \pm 1$.

From Step 6, we know that $1=P\left(\hat{u}_{\mathfrak{p}}\right)=\pi\left(\left(\hat{y}_{\mathfrak{p},+}\right)_{1}-\left(\hat{y}_{\mathfrak{p},-}\right)_{1}\right)+o(1)$; hence the two points $\hat{y}_{\mathfrak{p}, \pm}$ are far away from each other:

$$
\left|\hat{y}_{\mathfrak{p},+}-\hat{y}_{\mathfrak{p},-}\right| \geqslant \frac{4}{10}
$$

(since $\frac{1}{\pi} \approx 0.318<\frac{4}{10}$ ) for $\mathfrak{p}$ large enough (but they may be, at this stage, very far away from each other). By applying Theorem 1.1(i) of [2] or Theorem 3.1 of [27] (this is not very far from Theorem 3.1), since $J \hat{u}_{\mathfrak{p}}\left(\hat{y}_{\mathfrak{p}, \pm}+\cdot\right) \rightarrow \pm \pi \delta_{0}$ weakly, we deduce

$$
E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}, B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{1}{10}\right)\right) \geqslant(\pi+o(1)) \ln \mathfrak{p}
$$

hence, by the upper bound (3-3),

$$
E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}, \mathbb{R}^{2} \backslash\left(B\left(\hat{y}_{\mathfrak{p},+}, \frac{1}{10}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{1}{10}\right)\right)\right) \leqslant o(\ln \mathfrak{p})
$$

and this in turn implies, by the clearing-out theorem (Theorem 3.3), that if $\mathfrak{p}$ is large enough, say $\mathfrak{p} \geqslant \mathfrak{p}_{4}$, then,

$$
\text { for all } \hat{x} \in \mathbb{R}^{2} \backslash\left(B\left(\hat{y}_{\mathfrak{p},+}, \frac{3}{20}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{3}{20}\right)\right), \quad\left|\hat{u}_{\mathfrak{p}}(\hat{x})\right| \geqslant \frac{3}{4},
$$

as wished. In particular, $\hat{z}_{\mathfrak{p}, \pm} \in B\left(\hat{y}_{\mathfrak{p},+}, \frac{3}{20}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{3}{20}\right)$.
We emphasize that at this stage, we have $\left|\hat{y}_{\mathfrak{p},+}-\hat{y}_{\mathfrak{p},-}\right| \gtrsim 1$, but we do not know whether $\left|\hat{y}_{\mathfrak{p},+}-\hat{y}_{\mathfrak{p},-}\right| \lesssim 1$ or $\left|\hat{y}_{\mathfrak{p},+}-\hat{y}_{\mathfrak{p},-}\right| \gg 1$. We may now take advantage of the fact that $\hat{u}_{\mathfrak{p}}$ is by hypothesis symmetric with respect to the $x_{2}$-axis (i.e., $\hat{u}_{\mathfrak{p}}\left(-\hat{x}_{1}, \hat{x}_{2}\right)=\hat{u}_{\mathfrak{p}}\left(\hat{x}_{1}, \hat{x}_{2}\right)$ ), so that, possibly translating along the $x_{2}$-axis, we may assume

$$
\begin{equation*}
\left(\hat{y}_{\mathfrak{p},-}\right)_{2}=\left(\hat{y}_{\mathfrak{p},+}\right)_{2}=0 \quad \text { and } \quad-\left(\hat{y}_{\mathfrak{p},-}\right)_{1}=\left(\hat{y}_{\mathfrak{p},+}\right)_{1} \rightarrow \frac{1}{2 \pi} . \tag{3-14}
\end{equation*}
$$

If we do not assume a priori the symmetry in $x_{1}$, then we may remove the translation invariance by imposing $\hat{y}_{\mathfrak{p},+}+\hat{y}_{\mathfrak{p},-}=0$, and then we may still show that $\hat{y}_{\mathfrak{p},+}=-\hat{y}_{\mathfrak{p},-} \rightarrow\left(\frac{1}{2 \pi}, 0\right)$ by using the Hopf differential as in [6, Chapter VII].

3B2. Strong convergence outside the vorticity set at scale $x / \mathfrak{p}$. We start with a $W_{\mathrm{loc}}^{1, p}$ bound at scale $\hat{x}$ for $1 \leqslant p<2$.
Step 1: For any $1 \leqslant p<2$, there exists $C_{p}$ such that, for any $\widehat{X} \in \mathbb{R}^{2}$, we have

$$
\int_{B(\widehat{X}, 1)}\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{p} d \hat{x} \leqslant C_{p}
$$

We shall adapt the proof of [8] (see the proof of Theorem 4, Step 3, p. 83) to the two-dimensional case. Actually, the only modification to make in the estimate is to replace (C.26) there by the standard convolution

$$
\psi_{0, i}(\hat{x})=-\frac{\ln r}{2 \pi} \star \omega_{0, i}(\hat{x})=-\frac{1}{2 \pi} \int_{\operatorname{Supp}\left(\omega_{0, i}\right)} \omega_{0, i}(\hat{y}) \ln |\hat{x}-\hat{y}| d \hat{y}
$$

and then use, for $\left|\hat{x}-\hat{y}_{\mathfrak{p}, \pm}\right| \geqslant 3 R_{*}$, that

$$
\begin{aligned}
\left|\nabla \psi_{0, \pm}(\hat{x})\right| & =\left|\frac{1}{2 \pi} \int_{\operatorname{Supp}\left(\omega_{0, \pm}\right)} \omega_{0, i}(\hat{y}) \nabla_{\hat{x}} \ln \right| \hat{x}-\hat{y}|d \hat{y}| \\
& \leqslant \frac{1}{2 \pi}\left\|\omega_{0, \pm}\right\|_{\left[\mathcal{C}_{c}^{0,1}\left(B\left(\hat{y}_{, \pm}, 2 R_{*}\right)\right]^{*}\right.}\left\|(\hat{x}-\hat{y}) /|\hat{x}-\hat{y}|^{2}\right\|_{\mathcal{C}^{0,1}\left(B\left(\hat{y}_{\hat{p}, \pm}, 3 R_{*}\right)\right)} \leqslant K
\end{aligned}
$$

(the estimate $\left\|\psi_{0, \pm}\right\|_{\mathcal{C}^{k}\left(\mathbb{R}^{2} \backslash B\left(\hat{y}_{\mathrm{p}, \pm}, 3 R_{*}\right)\right)} \leqslant C_{k}$ does not hold since the two-dimensional fundamental solution $(\ln r) /(2 \pi)$ goes to $+\infty$ at spatial infinity, but $\left\|\nabla \psi_{0, \pm}\right\|_{C^{k}\left(\mathbb{R}^{2} \backslash B\left(\hat{y}_{\mathrm{p}, \pm}, 3 R_{*}\right)\right)} \leqslant C_{k}$ is true). The rest of the proof remains unchanged.
Step 2: For any $\widehat{X} \in \mathbb{R}^{2} \backslash\left(B\left(\hat{y}_{\mathfrak{p},+}, \frac{2}{10}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{2}{10}\right)\right)$, we may write $\hat{u}_{\mathfrak{p}}=A \mathrm{e}^{i \phi}$ in $B\left(\widehat{X}, \frac{1}{20}\right)$, with, for any $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|2(1-A)-\frac{c_{\mathfrak{p}}}{\mathfrak{p}} \partial_{2} \phi\right\|_{\mathcal{C}^{k}(B(\widehat{X}, 1 / 20))} \leqslant \frac{C_{k}}{\mathfrak{p}^{2}}, \quad\|\nabla \phi\|_{\mathcal{C}^{k}(B(\widehat{X}, 1 / 20))} \leqslant C_{k}, \tag{3-15}
\end{equation*}
$$

for some constant $C_{k}$ independent of $\widehat{X}$.
The proof (relying on Step 1) follows the lines of the proof of Step 7 (p. 48) of Theorem 1 in [8] and is omitted.

In view of the upper bound of Step 1 of Section 3B1, we infer the uniform estimate

$$
\begin{equation*}
\left\|1-\left|\hat{u}_{\mathfrak{p}}\right|\right\|_{\mathcal{C}^{k}(B(\widehat{X}, 1 / 20))} \leqslant C_{k} \frac{\ln \mathfrak{p}}{\mathfrak{p}^{2}} \tag{3-16}
\end{equation*}
$$

for $\widehat{X} \in \mathbb{R}^{2} \backslash\left(B\left(\hat{y}_{\mathfrak{p},+}, \frac{2}{10}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{2}{10}\right)\right)$.
3B3. Lower bound for the energy and upper bound for the potential energy.
Step 1: Upper bound for the potential. We claim that

$$
\begin{array}{r}
\left.\int_{\mathbb{R}^{2}}|\nabla| \hat{u}_{\mathfrak{p}}\right|^{2}+\frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \leqslant C\left(\Lambda_{0}\right), \\
\int_{\mathbb{R}^{2} \backslash\left(B\left(\hat{y}_{\mathfrak{p},+}, 2 / 10\right) \cup B\left(\hat{y}_{\mathfrak{p}},-2 / 10\right)\right)}\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2}+\frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \leqslant C\left(\Lambda_{0}\right) .
\end{array}
$$

The proof of this upper bound will be a direct consequence of the lower bounds established in [43] (see Theorems 2 and 3 there).
Theorem 3.4 [43]. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded smooth domain. Assume that $u \in H^{1}(\Omega, \mathbb{C})$ and that $u_{\mid \partial \Omega} \in \mathcal{C}^{1}\left(\partial \Omega, \mathcal{S}^{1}\right)$. Let $\left.\delta \in\right] 0,1[$.
(i) There exists a constant $\Lambda_{1}$, depending on $\Omega$ and $\left\|u_{\mid \partial \Omega}\right\|_{\mathcal{C}^{1}}$, such that

$$
\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{1}{2 \delta^{2}}\left(1-|u|^{2}\right)^{2} \geqslant \pi\left|\operatorname{deg}\left(u_{\mid \partial \Omega}, \partial \Omega\right)\right| \ln (1 / \delta)-\Lambda_{1}
$$

(ii) If, moreover, for some constant $\Lambda_{2}$, we have

$$
\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{1}{2 \delta^{2}}\left(1-|u|^{2}\right)^{2} \leqslant \pi\left|\operatorname{deg}\left(u_{\mid \partial \Omega}, \partial \Omega\right)\right| \ln (1 / \delta)+\Lambda_{2}
$$

then

$$
\frac{1}{2} \int_{\Omega}|\nabla| u| |^{2}+\frac{1}{2 \delta^{2}}\left(1-|u|^{2}\right)^{2} \leqslant C\left(\Omega, \Lambda_{2},\left\|u_{\mid \partial \Omega}\right\|_{\mathcal{C}^{1}}\right) .
$$

We shall apply this result with $\delta=1 / \mathfrak{p} \ll 1, \Omega=B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{2}{10}\right)$ and $u=\hat{u}_{\mathfrak{p}}$. In view of the upper bound (3-3) on the energy of $\hat{u}_{\mathfrak{p}}$ and since $\operatorname{deg}\left(\hat{u}_{\mathfrak{p}}, \partial B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{2}{10}\right)\right)= \pm 1$, this yields

$$
\int_{B\left(\hat{y}_{p, \pm}, 2 / 10\right)}\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2}+\frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \geqslant \pi \ln \mathfrak{p}-\Lambda_{1}
$$

$$
\left.\int_{B\left(\hat{y}_{\mathfrak{p}, \pm}, 2 / 10\right)}|\nabla| \hat{u}_{\mathfrak{p}}\right|^{2}+\frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \leqslant C\left(\Lambda_{0}\right)
$$

We conclude by using once again the upper bound (3-3). Actually, $\hat{u}_{\mathfrak{p}}$ does not belong to $\mathcal{C}^{1}\left(\partial B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{2}{10}\right)\right)$, but it is easy, using (3-15), to construct an extension of $\hat{u}_{\mathfrak{p}}$ on $B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{3}{10}\right)$ with the required properties by linear interpolation (see, for instance the lemma on p. 395-396 in [43]).
Step 2: There exists $\sigma_{0}>0$ such that we have, for $R \geqslant 1$,

$$
\int_{\mathbb{R}^{2} \backslash B(0, R)}\left|\nabla \hat{u}_{\mathfrak{p}}\right|^{2}+\frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \leqslant \frac{C\left(\Lambda_{0}\right)}{R^{\sigma_{0}}} .
$$

The proof is similar to that of Lemma 5.1 (p. 50) in [8], and relies on the fact that $\left|\hat{u}_{\mathfrak{p}}\right| \geqslant \frac{1}{2}$ in $\mathbb{R}^{2} \backslash B(0,1)$ (hence we may write the PDE in terms of modulus and phase), and the upper bound in $\mathbb{R}^{2} \backslash\left(B\left(\hat{y}_{\mathfrak{p},+}, \frac{2}{10}\right) \cup B\left(\hat{y}_{\mathfrak{p},-}, \frac{2}{10}\right)\right) \supset \mathbb{R}^{2} \backslash B(0,1)$ of the energy of $\hat{u}_{\mathfrak{p}}$ (in [8], this last upper bound was derived differently).

3B4. Convergence on the scale $x / \mathfrak{p}$. By Step 1 of Section 3B3 and (3-14), we have, as $\mathfrak{p} \rightarrow+\infty$,

$$
\begin{equation*}
\hat{y}_{\mathfrak{p}, \pm} \rightarrow \hat{y}_{\infty, \pm}:= \pm(1 /(2 \pi), 0) \in \mathbb{R}^{2} \tag{3-17}
\end{equation*}
$$

We then define (identifying $\mathbb{R}^{2}$ and $\mathbb{C}$ )

$$
\hat{u}_{\infty}(\hat{x}):=\frac{\hat{x}-\hat{y}_{\infty,+}}{\left|\hat{x}-\hat{y}_{\infty,+}\right|} \times \frac{\overline{\hat{x}+\hat{y}_{\infty,-}}}{\left|\hat{x}+\hat{y}_{\infty,-}\right|}
$$

Step 1: For any $p \in\left[1,2\left[\right.\right.$, there holds, in $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2}\right)$,

$$
\hat{u}_{\mathfrak{p}} \rightharpoonup \hat{u}_{\infty} .
$$

From the $W_{\text {loc }}^{1, p}$ upper bound of Step 1 in Section 3B2 and by weak compactness, there exists $\widehat{U} \in$ $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2}\right)$ such that $\hat{u}_{p} \rightharpoonup \widehat{U}$ in $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2}\right)$. Moreover, $\widehat{U} \in \mathcal{C}_{\text {loc }}^{\infty}\left(\mathbb{R}^{2} \backslash\left\{\hat{y}_{\infty,+}, \hat{y}_{\infty,-}\right\}\right)$ and the convergence holds in $\mathcal{C}_{\text {loc }}^{k}\left(\mathbb{R}^{2} \backslash\left\{\hat{y}_{\infty,+}, \hat{y}_{\infty,-}\right\}\right)$ by Step 2 of Section 3B2 (for any $k \in \mathbb{N}$ ). In order to determine $\widehat{U}$, we shall pass to the limit in the system

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\hat{u}_{\mathfrak{p}} \wedge \nabla \hat{u}_{\mathfrak{p}}\right)=-\frac{1}{2} c_{\mathfrak{p}} \mathfrak{p} \partial_{2}\left(\left|\hat{u}_{\mathfrak{p}}\right|^{2}-1\right), \\
\nabla^{\perp} \cdot\left(\hat{u}_{\mathfrak{p}} \wedge \nabla \hat{u}_{\mathfrak{p}}\right)=2 J \hat{u}_{\mathfrak{p}}
\end{array}\right.
$$

obtained from (3-5) and the definition of the Jacobian. From (3-3) (implying $c_{\mathfrak{p}} \mathfrak{p} \partial_{2}\left(\left|\hat{u}_{\mathfrak{p}}\right|^{2}-1\right) \rightarrow 0$ in the distributional or the $H^{-1}$ sense) and Step 5 of Section 3B1, we then infer

$$
\left\{\begin{array}{l}
\nabla \cdot(\widehat{U} \wedge \nabla \widehat{U})=0 \\
\nabla^{\perp} \cdot(\widehat{U} \wedge \nabla \widehat{U})=2 \pi\left(\delta_{\hat{y}_{\infty,+}}-\delta_{\hat{y}_{\infty,-}}\right)
\end{array}\right.
$$

It then follows that $\widehat{U} \wedge \nabla \widehat{U}=\hat{u}_{\infty} \wedge \nabla \hat{u}_{\infty}$; hence we have the existence of $\Theta \in \mathbb{R}$ such that $\widehat{U}=\mathrm{e}^{i \Theta} \hat{u}_{\infty}$. We finally use the $x_{1}$-symmetry to infer $\Theta=0$.

Step 2: As $\mathfrak{p} \rightarrow+\infty$, we have

$$
\mathfrak{p} c_{\mathfrak{p}}=\frac{\mathfrak{p}^{2}}{2} \int_{\mathbb{R}^{2}}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \rightarrow 2 \pi
$$

This is claimed in [5, Proposition VI.7], but the proof is not clearly given.
One way to prove this point is to use the Hopf differential as in [6, Chapter VII]. We shall follow the alternative proof of Theorem VII. 2 given in Section VII. 1 there. The first equality is the Pohozaev identity (2-2).

First, notice that

$$
W_{\mathfrak{p}}:=\frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2}
$$

is a nonnegative function which is bounded in $L^{1}\left(\mathbb{R}^{2}\right)$ by Step 1 of Section 3B3 and enjoys the decay estimate of Step 2 of Section 3B3. In addition, by (3-16) (see Step 2 of Section 3B2), we have $W_{\mathfrak{p}} \rightarrow 0$ locally uniformly in $\mathbb{R}^{2} \backslash\{ \pm(1 /(2 \pi), 0)\}$. Up to a subsequence, we may then assume that

$$
W_{\mathfrak{p}} \rightharpoonup \mu_{+} \delta_{\hat{y}_{\infty,+}}+\mu_{-} \delta_{\hat{y}_{\infty,-}}
$$

in the weak $*$ topology of $\mathcal{C}_{b}\left(\mathbb{R}^{2}\right)$ for some reals $\mu_{ \pm} \geqslant 0$, with $\mu_{+}+\mu_{-}=\lim _{\mathfrak{p} \rightarrow+\infty} \int_{\mathbb{R}^{2}} W_{\mathfrak{p}}$.
We shall now compute $\mu_{+}$(the case of $\mu_{-}$is similar). First, we write, for some $R_{5} \leqslant \frac{2}{10}$, the Pohozaev identity for $\hat{u}_{\mathfrak{p}}$ on $B\left(\hat{y}_{\infty,+}, R_{5}\right)$ (obtained by multiplying the equation by the conjugate of $\left(\hat{x}-\hat{y}_{\infty,+}\right) \cdot \nabla \hat{u}_{\mathfrak{p}}$ and integrating the real part over $\left.B\left(\hat{y}_{\infty,+}, R_{5}\right)\right)$, which yields

$$
\begin{aligned}
\int_{B\left(\hat{y}_{\infty,+}, R_{5}\right)} & \frac{\mathfrak{p}^{2}}{2}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2}+c_{\mathfrak{p}} \mathfrak{p} \int_{B\left(\hat{y}_{\infty,+}, R_{5}\right)}\left(\hat{x}_{1}-\hat{y}_{\infty,+, 1}\right)\left\langle i \partial_{2} \hat{u}_{\mathfrak{p}} \mid \partial_{1} \hat{u}_{\mathfrak{p}}\right\rangle \\
& =\frac{R_{5}}{2} \int_{\partial B\left(\hat{y}_{\infty,+}, R_{5}\right)}\left|\partial_{\tau} \hat{u}_{\mathfrak{p}}\right|^{2}-\left|\partial_{\nu} \hat{u}_{\mathfrak{p}}\right|^{2}+\frac{\mathfrak{p}^{2}}{4}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} .
\end{aligned}
$$

We then pass to the limit $\mathfrak{p} \rightarrow+\infty$. For the boundary term, we use the strong convergences outside the vorticity set; for the second term of the first line, we prove that it tends to zero by following the arguments given for Step 6 in Section 3B1. We then get

$$
\mu_{+}=\frac{R_{5}}{2} \int_{\partial B\left(\hat{y}_{\infty,+}, R_{5}\right)}\left|\partial_{\tau} \hat{u}_{\infty}\right|^{2}-\left|\partial_{\nu} \hat{u}_{\infty}\right|^{2} .
$$

By Step 1, we know that $\hat{u}_{\infty}=\exp \left(i \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,+}\right)-i \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,-}\right)\right)$ on $\partial B\left(\hat{y}_{\infty,+}, R_{5}\right)$, and the second term $\operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,-}\right)$ is smooth and harmonic in $\bar{D}\left(\hat{y}_{\infty,+}, R_{5}\right)$. As a consequence, we have the Pohozaev identity for $\operatorname{Arg}\left(\cdot-\hat{y}_{\infty,-}\right)$

$$
0=\frac{R_{5}}{2} \int_{\partial B\left(\hat{y}_{\infty,+}, R_{5}\right)}\left|\partial_{\tau} \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,-}\right)\right|^{2}-\left|\partial_{\nu} \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,-}\right)\right|^{2}
$$

$\partial_{\tau} \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,+}\right)=1 / R_{5}, \partial_{\nu} \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,+}\right)=0$, and thus by expansion

$$
\mu_{+}=\frac{R_{5}}{2} \int_{\partial B\left(\hat{y}_{\infty,+}, R_{5}\right)}\left|\partial_{\tau} \hat{u}_{\infty}\right|^{2}-\left|\partial_{\nu} \hat{u}_{\infty}\right|^{2}=\frac{R_{5}}{2} \int_{\partial B\left(\hat{y}_{\infty,+}, R_{5}\right)} \frac{1}{R_{5}^{2}}+\frac{2 \partial_{\tau} \operatorname{Arg}\left(\hat{x}-\hat{y}_{\infty,-}\right)}{R_{5}}=\pi .
$$

This concludes the proof.

3B5. Convergence on the scale $x$. We shall now focus on verifying hypothesis (2) of Proposition 1.8. The main tool is the following result. We now work on the scale $x$.

Proposition 3.5. Assume that $\hat{z}_{\mathfrak{p}} \in \mathbb{R}^{2}$ is such that

$$
\limsup _{\mathfrak{p} \rightarrow+\infty}\left|\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}}\right)\right|<1
$$

and consider the rescaled mapping

$$
U_{\mathfrak{p}}(y):=\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}}+y / \mathfrak{p}\right)
$$

Then, there exists a sign $\pm$ and $\beta \in \mathbb{R}$ (depending on the choice of the family $\left(\hat{z}_{\mathfrak{p}}\right)$ ) such that, up to a subsequence, we have, in $\mathcal{C}_{\mathrm{loc}}^{k}\left(\mathbb{R}^{2}\right)$ for any $k \in \mathbb{N}$,

$$
U_{\mathfrak{p}} \rightarrow \mathrm{e}^{i \beta} V_{ \pm} .
$$

Proof. The rescaling $U_{\mathfrak{p}}$ solves

$$
\Delta U_{\mathfrak{p}}+i c_{\mathfrak{p}} \partial_{2} U_{\mathfrak{p}}+U_{\mathfrak{p}}\left(1-\left|U_{\mathfrak{p}}\right|^{2}\right)=0
$$

and satisfies $\lim \sup _{\mathfrak{p} \rightarrow+\infty}\left|U_{\mathfrak{p}}(0)\right|<1$ and, by Step 2 of Section 3B4,

$$
\int_{\mathbb{R}^{2}}\left(1-\left|U_{\mathfrak{p}}\right|^{2}\right)^{2} d y=4 \pi+o_{\mathfrak{p} \rightarrow+\infty}(1)
$$

Then, from the uniform bounds of Theorem 2.2 and Corollary 2.3, we may assume, up to a subsequence,

$$
\begin{equation*}
U_{\mathfrak{p}} \rightarrow U_{\infty} \tag{3-18}
\end{equation*}
$$

in $\mathcal{C}_{\text {loc }}^{k}\left(\mathbb{R}^{2}\right)$ with $\left|U_{\infty}(0)\right|<1$,

$$
\Delta U_{\infty}+U_{\infty}\left(1-\left|U_{\infty}\right|^{2}\right)=0
$$

and, by Fatou's lemma,

$$
\int_{\mathbb{R}^{2}}\left(1-\left|U_{\infty}\right|^{2}\right)^{2} d y \leqslant 4 \pi
$$

By [11], we know that $\int_{\mathbb{R}^{2}}\left(1-\left|U_{\infty}\right|^{2}\right)^{2} d y=2 \pi d^{2}$, where $d \in \mathbb{Z}$ is the degree of $U_{\infty}$ at infinity. It follows that $|d| \leqslant 1$, and that the case $d=0$ is excluded since $\left|U_{\infty}(0)\right|<1$; hence $\left|U_{\infty}\right| \not \equiv 1$. Therefore $d= \pm 1$. It then follows from [36] that $U_{\infty}=\mathrm{e}^{i \beta} V_{d}$ for some $\beta \in \mathbb{R}$.

We may now localize the set $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant 1-1 / \lambda_{*}\right\}$, where $\lambda_{*}$ is as in Proposition 1.8 , rather precisely.
Step 1: There exists $\mathfrak{p}_{6}$ large such that, for $\mathfrak{p} \geqslant \mathfrak{p}_{6}, \hat{u}_{\mathfrak{p}}$ has exactly two zeros $\hat{z}_{\mathfrak{p}, \pm}$. Up to a translation in the $x_{2}$-direction, we may assume

$$
\mathbb{R} \times\{0\} \ni \hat{z}_{\mathfrak{p}, \pm} \rightarrow\left( \pm \frac{1}{2 \pi}, 0\right) \in \mathbb{R}^{2}
$$

Moreover, there exists $R_{0}>0$ such that $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant 1-1 / \lambda_{*}\right\} \subset B\left(\hat{z}_{\mathfrak{p},+}, R_{0} / \mathfrak{p}\right) \cup B\left(\hat{z}_{\mathfrak{p},-}, R_{0} / \mathfrak{p}\right)$. Here, $\lambda_{*}>0$ is the large universal constant appearing in Proposition 1.8.

By Step 8 of Section 3B1, we know (due to the nonzero degree) that $\hat{u}_{\mathfrak{p}}$ has at least two zeros, one in each disk $B\left(\hat{y}_{\mathfrak{p}, \pm}, \frac{3}{20}\right)$.

Now, if $\hat{z}_{\mathfrak{p}}$ is a zero of $\hat{u}_{\mathfrak{p}}$, we know by Proposition 3.5 that, for some $\beta \in \mathbb{R}$ (depending on the sequence $\left.\left(\hat{z}_{\mathfrak{p}}\right)_{\mathfrak{p}}\right)$ and $d_{0}= \pm 1$, we have

$$
\begin{equation*}
\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}}+\mathfrak{p y} y\right) \rightarrow \mathrm{e}^{i \beta} V_{d_{0}}(y) \tag{3-19}
\end{equation*}
$$

in $\mathcal{C}_{\text {loc }}^{k}\left(\mathbb{R}^{2}\right)$. As noticed in [41], since $V_{ \pm}: \mathbb{R}^{2} \rightarrow \mathbb{C} \approx \mathbb{R}^{2}$ has nonzero Jacobian at the origin, we deduce that for any $R>0$, and for $\mathfrak{p} \geqslant \mathfrak{p}_{R}$ large enough, 0 is the only zero of $U_{\mathfrak{p}}$ in $B(0, R)$. Roughly speaking, there do not exist zeros $\hat{z}, \hat{z}^{\prime}$ of $\hat{u}_{\mathfrak{p}}$ such that $0<\left|\hat{z}-\hat{z}^{\prime}\right|=\mathcal{O}(1 / \mathfrak{p})$.

We now fix $R_{0}>0$ sufficiently large so that

$$
\int_{\left\{|y| \leqslant R_{0} / 2\right\}}\left(1-\left|V_{1}(y)\right|^{2}\right)^{2} d y \geqslant \frac{3 \pi}{2}
$$

and we assume that (for any large $\mathfrak{p}$ ) $\left\{\left|\hat{u}_{\mathfrak{p}}\right| \leqslant 1-1 / \lambda_{*}\right\}$ (where $\lambda_{*}>0$ is the one appearing in Proposition 1.8) is not included in $B\left(\hat{z}_{\mathfrak{p},+}, R_{0} / \mathfrak{p}\right) \cup B\left(\hat{z}_{\mathfrak{p},-}, R_{0} / \mathfrak{p}\right)$. This means that there exists $\widehat{Z}_{\mathfrak{p}} \in B\left(\hat{z}_{\mathfrak{p},+}, \frac{3}{20}\right) \backslash$ $B\left(\hat{z}_{\mathfrak{p},+}, R_{0} / \mathfrak{p}\right)$ (say) with $\left|\hat{u}_{\mathfrak{p}}\left(\widehat{Z}_{\mathfrak{p}}\right)\right| \leqslant 1-1 / \lambda_{*}$. By Proposition 3.5 , the rescaled mapping $U_{\mathfrak{p}}(y):=$ $\hat{u}_{\mathfrak{p}}\left(\widehat{Z}_{\mathfrak{p}}+\mathfrak{p} y\right)$ converges (up to a subsequence) in $\mathcal{C}_{\text {loc }}^{k}\left(\mathbb{R}^{2}\right)$ to $U_{\infty} \in \mathbb{S}^{1} V_{ \pm}$and we know (from [11]) that $\int_{\mathbb{R}^{2}}\left(1-\left|U_{\infty}\right|^{2}\right)^{2} d y=2 \pi$. As a consequence, since $\left|\hat{z}_{\mathfrak{p},+}-\widehat{Z}_{\mathfrak{p}}\right| \geqslant R_{0} / \mathfrak{p}$,

$$
\begin{aligned}
2 \pi+o(1) & =\mathfrak{p}^{2} \int_{B\left(\hat{y}_{\mathfrak{p},+}, 3 / 20\right)}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \\
& \geqslant \mathfrak{p}^{2} \int_{B\left(\hat{z}_{\mathfrak{p},+}, R_{0} /(2 \mathfrak{p})\right)}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x}+\mathfrak{p}^{2} \int_{B\left(\widehat{Z}_{\mathfrak{p}}, R_{0} /(2 \mathfrak{p})\right)}\left(1-\left|\hat{u}_{\mathfrak{p}}\right|^{2}\right)^{2} d \hat{x} \\
& \geqslant \int_{\left\{|y| \leqslant R_{0} / 2\right\}}\left(1-\left|V_{1}\right|^{2}\right)^{2} d y+\int_{\left\{|y| \leqslant R_{0} / 2\right\}}\left(1-\left|U_{\infty}\right|^{2}\right)^{2} d y+o(1) \\
& \geqslant \frac{3 \pi}{2}+\frac{3 \pi}{2}+o(1),
\end{aligned}
$$

which is absurd. We then conclude $\left\|\left|u_{\mathfrak{p}}\right|-1\right\|_{L^{\infty}\left(\left\{\tilde{r}_{d} \geqslant R_{0}\right\}\right)} \leqslant 1 / \lambda_{*}$ for $\mathfrak{p}$ sufficiently large, then proving hypothesis (3) of Proposition 1.8 with $\lambda=\max \left(R_{0}, \lambda_{*}\right)$. Another consequence of this fact is that $\hat{u}_{\mathfrak{p}}$ possesses at most two (simple) zeros $\hat{z}_{\mathfrak{p}, \pm}$.

We then define $d=d_{\mathfrak{p}}$ such that the unique zero $\hat{z}_{\mathfrak{p},+}$ of $\hat{u}_{\mathfrak{p}}$ in the right half-plane is

$$
\hat{z}_{\mathfrak{p},+}=\frac{d_{\mathfrak{p}}}{\mathfrak{p}} \vec{e}_{1} \rightarrow\left(\frac{1}{2 \pi}, 0\right) \in \mathbb{R}^{2} .
$$

We deduce from Step 2 of Section 3B4 that

$$
d_{\mathfrak{p}} \sim \frac{\mathfrak{p}}{2 \pi} \sim \frac{1}{c_{\mathfrak{p}}}
$$

so that hypothesis (4) of Proposition 1.8 is satisfied for $\mathfrak{p}$ large enough (still for $\lambda=\max \left(R_{0}, \lambda_{*}\right)$ ). Furthermore, hypothesis (2) of Proposition 1.8 is satisfied by taking $\mathfrak{p}$ large enough, associated with the choice $\lambda=\max \left(R_{0}, \lambda_{*}\right)$.
Step 2: Conclusion. Applying Proposition 1.8 to $\mathrm{e}^{-i \beta} u_{\mathfrak{p}}$, we infer that there exists $\gamma_{\mathfrak{p}} \in \mathbb{R}$ such that (for large $\mathfrak{p}$ )

$$
u_{\mathfrak{p}}=\mathrm{e}^{i \gamma_{\mathfrak{p}}} Q_{c_{\mathfrak{p}}}
$$

(no translation is needed in the $x_{2}$-direction at this stage since the zeros of $\hat{u}_{\mathfrak{p}}$ are on the $x_{1}$-axis).

3C. Decay slightly away from the vortices. In this section, we provide some estimates for $\hat{u}_{\mathfrak{p}}$ in the region $B\left(\hat{z}_{\mathfrak{p},+}, 2 R_{0}\right) \cup B\left(\hat{z}_{\mathfrak{p},-}, 2 R_{0}\right)$. For the Ginzburg-Landau (stationary) model, such estimates were first given in [35] for minimizing solutions and later generalized in [18] to nonminimizing solutions. However, since the paper [35] is difficult to find, we give here a proof of these estimates that includes the transport term. They improve some estimates in [14] and are not specific to the way we construct the solutions.

Proposition 3.6. We have, for $|\hat{y}| \leqslant \frac{3}{20}$,

$$
\left|\left|\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}, \pm}+\hat{y}\right)\right|-1\right| \leqslant \frac{C}{\mathfrak{p}^{2}|\hat{y}|^{2}}, \quad|\nabla| \hat{u}_{\mathfrak{p}}\left|\left(\hat{z}_{\mathfrak{p}, \pm}+\hat{y}\right)\right| \leqslant \frac{C}{\mathfrak{p}^{2}|\hat{y}|^{3}}, \quad\left|\nabla \hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}, \pm}+\hat{y}\right)\right| \leqslant \frac{C}{|\hat{y}|} .
$$

Proof. We work near $\hat{z}_{\mathfrak{p},+}$ (the minus sign is similar), say in the annulus $B\left(\hat{z}_{\mathfrak{p},+}, \frac{1}{10}\right) \backslash B\left(\hat{z}_{\mathfrak{p},+}, 1 / \mathfrak{p}\right)$ and set

$$
\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p},+}+\hat{y}\right)=\hat{A}_{\mathfrak{p}}(\hat{y}) e^{i \theta+i \hat{\varphi}_{\mathfrak{p}}(\hat{y})}
$$

with $\hat{A}_{\mathfrak{p}}$ and $\hat{\varphi}_{\mathfrak{p}}$ real-valued and smooth in the annulus ( $\theta$ is the polar angle centered at $\hat{z}_{\mathfrak{p},+}$ ). Then, we obtain the system

$$
\left\{\begin{array}{l}
\Delta \hat{A}_{\mathfrak{p}}-\hat{A}_{\mathfrak{p}}\left|\nabla \hat{\varphi}_{\mathfrak{p}}\right|^{2}+\mathfrak{p}^{2} \hat{A}_{\mathfrak{p}}\left|V_{1}\right|^{2}\left(1-\hat{A}_{\mathfrak{p}}^{2}\right)-2 \hat{A}_{\mathfrak{p}} \frac{\partial_{\theta} \varphi}{r^{2}}-c_{\mathfrak{p}} \mathfrak{p} \hat{A}_{\mathfrak{p}} \partial_{2} \hat{\varphi}_{\mathfrak{p}}-c_{\mathfrak{p}} \mathfrak{p} \frac{\cos \theta}{r} \hat{A}_{\mathfrak{p}}=0, \\
\hat{A}_{\mathfrak{p}} \Delta \hat{\varphi}_{\mathfrak{p}}+2 \nabla \hat{A}_{\mathfrak{p}} \cdot \nabla \hat{\varphi}_{\mathfrak{p}}+2 \frac{\partial_{\theta} \hat{A}_{\mathfrak{p}}}{r^{2}}+c_{\mathfrak{p}} \mathfrak{p} \partial_{2} \hat{A}_{\mathfrak{p}}=0 .
\end{array}\right.
$$

The second equation may be recast as

$$
\begin{equation*}
\nabla \cdot\left(\hat{A}_{\mathfrak{p}}^{2} \nabla \hat{\varphi}_{\mathfrak{p}}\right)+\frac{\partial_{\theta} \hat{A}_{\mathfrak{p}}^{2}}{r^{2}}=-\frac{c_{\mathfrak{p}} \mathfrak{p}}{2} \partial_{2}\left(\hat{A}_{\mathfrak{p}}^{2}-1\right) . \tag{3-20}
\end{equation*}
$$

Multiplying by $\hat{\varphi}_{\mathfrak{p}}$ and integrating over $B\left(0, \frac{3}{20}\right) \backslash B\left(0, R_{0} / \mathfrak{p}\right)$, we obtain

$$
\begin{aligned}
& \int_{B(0,3 / 20) \backslash B\left(0, R_{0} / \mathfrak{p}\right)} \hat{A}_{\mathfrak{p}}^{2}\left|\nabla \hat{\varphi}_{\mathfrak{p}}\right|^{2} d \hat{y}=\int_{B(0,3 / 20) \backslash B\left(0, R_{0} / \mathfrak{p}\right)}\left(1-\hat{A}_{\mathfrak{p}}^{2}\right) \frac{\partial_{\theta} \hat{\varphi}_{\mathfrak{p}}}{r^{2}}+\frac{c_{\mathfrak{p}} \mathfrak{p}}{2}\left(1-\hat{A}_{\mathfrak{p}}^{2}\right) \partial_{2} \hat{\varphi}_{\mathfrak{p}} d \hat{y} \\
&+\int_{\partial B(0,3 / 20)} \hat{A}_{\mathfrak{p}}^{2} \frac{\partial \hat{\varphi}_{\mathfrak{p}}}{\partial v}+\frac{c_{\mathfrak{p}} \mathfrak{p}}{2}\left(\hat{A}_{\mathfrak{p}}^{2}-1\right) \hat{\varphi}_{\mathfrak{p}} \nu_{2} d \ell
\end{aligned}
$$

By the Cauchy-Schwarz inequality, (3-3) and Step 1 of Section 3B3, we infer

$$
\left\|\nabla \hat{\varphi}_{\mathfrak{p}}\right\|_{L^{2}\left(B(0,3 / 20) \backslash B\left(0, R_{0} / \mathfrak{p}\right)\right)}^{2} \leqslant C\left(1+c_{\mathfrak{p}}\right)\left\|\nabla \hat{\varphi}_{\mathfrak{p}}\right\|_{L^{2}\left(B(0,3 / 20) \backslash B\left(0, R_{0} / \mathfrak{p}\right)\right)}+C,
$$

where, for the contribution of the integral over $\partial B\left(0, \frac{3}{20}\right)$, we have used (3-16) and (3-15) (see Step 2 of Section 3B2). This implies

$$
\begin{equation*}
\left\|\nabla \hat{\varphi}_{\mathfrak{p}}\right\|_{L^{2}\left(B(0,3 / 20) \backslash B\left(0, R_{0} / \mathfrak{p}\right)\right)} \leqslant C \tag{3-21}
\end{equation*}
$$

We fix $\hat{y} \in \mathbb{R}^{2}$ such that $2 R_{0} / \mathfrak{p} \leqslant|\hat{y}| \leqslant \frac{3}{20}$. Then, since $\left|\hat{u}_{\mathfrak{p}}\right| \geqslant \frac{1}{2}$ in the annulus $B\left(0, \frac{3}{20}\right) \backslash B\left(0, R_{0} / \mathfrak{p}\right) \supset$ $B(\hat{y},|\hat{y}| / 2)$, we deduce

$$
\int_{B(\hat{y},|\hat{y}| / 2)} \hat{A}_{\mathfrak{p}}^{2}\left|\nabla \hat{\varphi}_{\mathfrak{p}}+\vec{e}_{\theta} / r\right|^{2} d \hat{x} \leqslant C \int_{B(\hat{y},|\hat{y}| / 2)}\left|\nabla \hat{\varphi}_{\mathfrak{p}}\right|^{2}+\frac{1}{r^{2}} d \hat{x} \leqslant C
$$

by (3-21) and the fact that $r=|\hat{x}| \geqslant|\hat{y}| / 2$. By Step 1 of Section 3B3, we then infer the upper bound (also shown in [35])

$$
\begin{equation*}
E_{1 / \mathfrak{p}}\left(\hat{u}_{\mathfrak{p}}, B(\hat{y},|\hat{y}| / 2)\right) \leqslant C . \tag{3-22}
\end{equation*}
$$

We now make some rescaling and consider

$$
v(X):=\hat{u}_{\mathfrak{p}}\left(\hat{y}+\frac{|\hat{y}|}{2} X\right)
$$

in $B(0,1)$ ( $v$ depends on $\hat{y}$ and $\mathfrak{p}$ ), which solves

$$
\Delta v+i \frac{c_{\mathfrak{p}}}{\delta} \partial_{2} v+\frac{1}{\delta^{2}} v\left(1-|v|^{2}\right)=0
$$

in $B(0,1)$, with $\delta:=2 /(\mathfrak{p}|\hat{y}|)$. This equation is of the type (3-1) with " $\epsilon=\delta$ " and " $\mathfrak{c}=c_{\mathfrak{p}} / \delta$ ". Let us check that the assumption $|\mathfrak{c}| \leqslant M_{0}|\ln \epsilon|$ is satisfied with $M_{0}=1$. As a matter of fact, we have

$$
\left.\left.\delta=\frac{2}{\mathfrak{p}|\hat{y}|} \in\right] \frac{40}{3 \mathfrak{p}}, \frac{1}{2}\right]
$$

thus

$$
M_{0} \delta|\ln \delta| \geqslant \frac{40}{3 \mathfrak{p}} \ln 2 \geqslant c_{\mathfrak{p}}=\frac{2 \pi}{\mathfrak{p}}+o(1)
$$

by Step 2 of Section $3 B 4($ note $40(\ln 2) / 3 \approx 9.24(1)>2 \pi)$. Furthermore, the upper bound (3-22) reads now

$$
E_{\delta}(v, B(0,1)) \leqslant C
$$

It then follows from the proof of Step 7 (p. 48) of Theorem 1 in [8] that, for $\delta$ sufficiently small,

$$
\left\|2 \delta^{-2}(1-|v|)-c_{\mathfrak{p}} \delta^{-1} \partial_{2} \arg (v)\right\|_{\mathcal{C}^{1}(B(0,1 / 2))} \leqslant C, \quad\|\nabla \arg (v)\|_{\mathcal{C}^{1}(B(0,1 / 2))} \leqslant C
$$

Therefore, by Step 2 of Section 3B3,

$$
|1-|v(0)||+|\nabla| v|(0)| \leqslant C c_{\mathfrak{p}} \delta+C \delta^{2} \leqslant \frac{C}{\mathfrak{p}^{2}|\hat{y}|^{2}}, \quad|\nabla \arg (v)(0)| \leqslant C
$$

and scaling this back yields the conclusion, at least for $\delta=2 /(\mathfrak{p}|\hat{y}|)$ sufficiently small, say $\mathfrak{p}|\hat{y}| \geqslant \delta_{0} / 2$, but the estimate is easy to show if $\mathfrak{p}|\hat{y}| \leqslant \delta_{0} / 2$.

3D. Some remarks on the nonsymmetrical case. In the case where we do not assume the $x_{1}$-symmetry for $u_{\mathfrak{p}}$, the location of the vortices $\hat{y}_{\mathfrak{p}, \pm}$ is more delicate. Indeed, we can no longer assume (3-14), that is,

$$
\left(\hat{y}_{\mathfrak{p},-}\right)_{2}=\left(\hat{y}_{\mathfrak{p},+}\right)_{2}=0 \quad \text { and } \quad-\left(\hat{y}_{\mathfrak{p},-}\right)_{1}=\left(\hat{y}_{\mathfrak{p},+}\right)_{1} \rightarrow \frac{1}{2 \pi} .
$$

Up to a translation, we may assume $\hat{y}_{\mathfrak{p},+}+\hat{y}_{\mathfrak{p},-}=0$, and it remains true that $\hat{y}_{\mathfrak{p},+, 1}-\hat{y}_{\mathfrak{p},-, 1} \rightarrow \frac{1}{\pi}$, but we may have $\left|\hat{y}_{\mathfrak{p},+}-\hat{y}_{\mathfrak{p},-}\right| \gg 1$. By carefully following the proof in [43], one could show that

$$
\left|\hat{y}_{\mathfrak{p},+}-\hat{y}_{\mathfrak{p},-}\right| \leqslant C
$$

Then, the location of the limiting vortices $\hat{y}_{\infty, \pm}=\lim _{\mathfrak{p} \rightarrow+\infty} \hat{y}_{\mathfrak{p}, \pm}$ can be obtained through the use of the Hopf differential as in [6] (Chapter VII), and would lead as before to $\hat{y}_{\infty, \pm}=\left( \pm \frac{1}{2 \pi}, 0\right)$. This is of course
related to the fact that the only critical point of the action functional

$$
\mathcal{F}\left(\hat{y}_{\infty,+}, \hat{y}_{\infty,-}\right):=2 \pi\left(2 \ln \left|\hat{y}_{\infty,+}-\hat{y}_{\infty,-}\right|-2 \pi\left[\left(\hat{y}_{\infty,+}\right)_{1}-\left(\hat{y}_{\infty,-}\right)_{1}\right]\right)
$$

associated with the action of the Kirchhoff energy is (up to translation) $\left(\hat{y}_{\infty,+}, \hat{y}_{\infty,-}\right)=\left(\frac{1}{2 \pi},-\frac{1}{2 \pi}\right) \in \mathbb{C}^{2}$.
Next, Step 1 of Section 3B4 becomes, for any $p \in\left[1,2\left[\right.\right.$, and in $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2}\right)$,

$$
\hat{u}_{\mathfrak{p}} \rightharpoonup \mathrm{e}^{i \Theta} \hat{u}_{\infty}
$$

The term $\Theta$ is somewhat the phase at infinity, even though we do not claim some uniformity at infinity in space. Next, for the local convergences, there are two phases $\beta_{ \pm} \in \mathbb{R}$ such that

$$
\begin{equation*}
\hat{u}_{\mathfrak{p}}\left(\hat{z}_{\mathfrak{p}, \pm}+\mathfrak{p} \cdot\right) \rightarrow \mathrm{e}^{i \beta_{ \pm}} V_{ \pm} \tag{3-23}
\end{equation*}
$$

in $C_{\text {loc }}^{k}\left(\mathbb{R}^{2}\right)$ for any $k \in \mathbb{N}$. We are then simply able to show that $\beta_{ \pm}=\Theta$, but this is not enough for the uniqueness result. This follows from the arguments given in [44], as we explain.

We work for the + sign. Integrating (3-20) over the disk $B(0, R)$ yields

$$
\int_{\partial B(0, R)} \hat{A}_{\mathfrak{p}}^{2} \frac{\partial \hat{\varphi}_{\mathfrak{p}}}{\partial \nu} d \ell+c_{\mathfrak{p} p} \int_{\partial B(0, R)} v_{2}\left(\hat{A}_{\mathfrak{p}}^{2}-1\right) d \ell=0 .
$$

We now consider the average

$$
\beta_{\mathfrak{p}}(r):=\frac{1}{2 \pi r} \int_{\partial B(0, r)} \hat{\varphi}_{\mathfrak{p}} d \ell,
$$

which satisfies, for $1 / \mathfrak{p} \leqslant r_{0} \leqslant r_{1} \leqslant \frac{3}{20}$,

$$
\begin{aligned}
\beta_{\mathfrak{p}}\left(r_{0}\right)-\beta_{\mathfrak{p}}\left(r_{1}\right) & =\int_{r_{0}}^{r_{1}} \partial_{r} \beta_{\mathfrak{p}}(r) d r=\int_{r_{0}}^{r_{1}} \frac{1}{2 \pi r} \int_{\partial B(0, r)} \partial_{r} \hat{\varphi}_{\mathfrak{p}} d \ell d r \\
& =\int_{r_{0}}^{r_{1}} \frac{1}{2 \pi r} \int_{\partial B(0, r)}\left(1-\hat{A}_{\mathfrak{p}}^{2}\right) \partial_{r} \hat{\varphi}_{\mathfrak{p}} d \ell d r+c_{\mathfrak{p}} \mathfrak{p} \int_{r_{0}}^{r_{1}} \frac{1}{2 \pi r} \int_{\partial B(0, r)} \nu_{2}\left(\hat{A}_{\mathfrak{p}}^{2}-1\right) d \ell d r .
\end{aligned}
$$

Therefore, by Step 5,

$$
\left|\beta_{\mathfrak{p}}\left(r_{0}\right)-\beta_{\mathfrak{p}}\left(r_{1}\right)\right| \leqslant C \int_{r_{0}}^{r_{1}} \frac{d r}{\mathfrak{p}^{2} r^{3}}+C \int_{r_{0}}^{r_{1}} \frac{d r}{\mathfrak{p}^{2} r^{2}} \leqslant \frac{C}{\left(r_{0} \mathfrak{p}\right)^{2}}+\frac{C}{\mathfrak{p}}
$$

We now fix $\eta \in] 0,1]$. Taking $r_{0}=1 /(\sqrt{\eta} \mathfrak{p})$ and $r_{1}=\frac{3}{20}$, we infer

$$
\left|\beta_{\mathfrak{p}}\left(r_{0}\right)-\beta_{\mathfrak{p}}\left(r_{1}\right)\right| \leqslant C \eta+\frac{C}{\mathfrak{p}}
$$

Moreover, by (3-23), we have

$$
\beta_{\mathfrak{p}}\left(r_{0}\right)=\beta_{\mathfrak{p}}(1 /(\sqrt{\eta} \mathfrak{p})) \rightarrow \beta_{+}
$$

as $\mathfrak{p} \rightarrow+\infty$, and by Step 1 of Section 3B4, we deduce

$$
\beta_{\mathfrak{p}}\left(r_{1}\right) \rightarrow \Theta
$$

As a consequence,

$$
\left|\beta_{+}-\Theta\right| \leqslant C \eta,
$$

and the conclusion follows by letting $\eta \rightarrow 0$.
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# CLASSIFICATION OF CONVEX ANCIENT FREE-BOUNDARY CURVE-SHORTENING FLOWS IN THE DISC 

Theodora Bourni and Mat Langford


#### Abstract

Using a combination of direct geometric methods and an analysis of the linearization of the flow about the horizontal bisector, we prove that there exists a unique (modulo rotations about the origin) convex ancient curve-shortening flow in the disc with free boundary on the circle. This appears to be the first result of its kind in the free-boundary setting.


## 1. Introduction

Curve-shortening flow is the gradient flow of length for regular curves. It models the evolution of grain boundaries [Mullins 1956; von Neumann 1952] and the shapes of worn stones [Firey 1974] in two dimensions, and has been exploited in a multitude of further applications; see, for example, [Sapiro 2001].

The evolution of closed planar curves by curve-shortening was initiated by Mullins [1956] and was later taken up by Gage [1984] and Gage and Hamilton [1986], who proved that closed convex curves remain convex and shrink to "round" points in finite time. Soon after, Grayson showed that closed embedded planar curves become convex in finite time under the flow, thereafter shrinking to round points according to the Gage-Hamilton theorem. Different proofs of these results were discovered later by others [Andrews 2012; Andrews and Bryan 2011a; 2011b; Hamilton 1995b; Huisken 1998]. Ancient solutions to geometric flows (that is, solutions defined on backwards-infinite time-intervals) are important from an analytical standpoint as they model singularity formation [Hamilton 1995a]. They also arise in quantum field theory, where they model the ultraviolet regime in certain Dirichlet sigma models [Bakas and Sourdis 2007]. They have generated a great deal of interest from a purely geometric standpoint due to their symmetry and rigidity properties. For example, ancient solutions to curve-shortening flow of convex planar curves have been classified through the work of Daskalopoulos, Hamilton and Sesum [Daskalopoulos et al. 2010] and the authors in collaboration with Tinaglia [Bourni et al. 2020]. Bryan and Louie [2016] proved that the shrinking parallel is the only convex ancient solution to curve-shortening flow on the two-sphere, and Choi and Mantoulidis [2022] showed that it is the only embedded ancient solution on the two-sphere with uniformly bounded length.

The natural Neumann boundary value problem for curve-shortening flow, called the free-boundary problem, asks for a family of curves whose endpoints lie on (but are free to move on) a fixed barrier curve which is met by the solution curve orthogonally. Study of the free-boundary problem was initiated by Huisken [1989] and further developed by Stahl [1996a; 1996b]. In particular, Stahl proved that convex
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curves with free boundary on a smooth, convex, locally uniformly convex barrier remain convex and shrink to a point on the barrier curve.

The analysis of ancient solutions to free-boundary curve-shortening flow remains in its infancy. Indeed, to our knowledge, the only examples previously known seem to be those inherited from closed or complete examples (one may restrict the shrinking circle, for example, to the upper halfplane). We provide here a classification of convex ${ }^{1}$ ancient free-boundary curve-shortening flows in the disc.

Theorem 1.1. Modulo rotation about the origin and translation in time, there exists exactly one convex, locally uniformly convex ancient solution to free-boundary curve-shortening flow in the unit disc $D \subset \mathbb{R}^{2}$. It converges to the point $(0,1)$ as $t \rightarrow 0$ and smoothly to the segment $[-1,1] \times\{0\}$ as $t \rightarrow-\infty$. It is invariant under reflection across the $y$-axis. As a graph over the $x$-axis, it satisfies

$$
\mathrm{e}^{\lambda^{2} t} y(x, t) \rightarrow A \cosh (\lambda x) \quad \text { uniformly in } x \text { as } t \rightarrow-\infty
$$

for some $A>0$, where $\lambda$ is the solution to $\lambda \tanh \lambda=1$.
Theorem 1.1 is a consequence of Propositions 2.8, 3.4, and 3.5 proved below. Note that it is actually a classification of all convex ancient solutions, since the strong maximum principle and the Hopf boundary point lemma imply that any convex solution to the flow is either a stationary segment (and hence a bisector of the disc by the free-boundary condition) or is locally uniformly convex at interior times.

A higher-dimensional counterpart of Theorem 1.1 will be treated in a forthcoming paper.
Another natural setting in which to seek ancient solutions is within the class of soliton solutions. Since free-boundary curve-shortening flow in the disc is invariant under ambient rotations, one might expect to find rotating solutions. In Section 4, we provide a short proof that none exist.

Theorem 1.2. There exist no proper rotating solutions to free-boundary curve-shortening flow in the disc.

## 2. Existence

Our first goal is the explicit construction of a nontrivial ancient free-boundary curve-shortening flow in the disc. It will be clear from the construction that the solution is reflection-symmetric about the vertical axis, emerges at time negative infinity from the horizontal bisector, and converges at time zero to the point $(0,1)$. We shall also prove an estimate for the height of the constructed solution (which will be needed to prove its uniqueness).

2A. Barriers. Given $\theta \in\left(0, \frac{\pi}{2}\right)$, denote by $\mathrm{C}_{\theta}$ the circle centered on the $y$-axis which meets $\partial B^{2}$ orthogonally at $(\cos \theta, \sin \theta)$. That is,

$$
\begin{equation*}
\mathrm{C}_{\theta} \doteqdot\left\{(x, y) \in \mathbb{R}^{2}: x^{2}+(\csc \theta-y)^{2}=\cot ^{2} \theta\right\} . \tag{1}
\end{equation*}
$$

If we set

$$
\theta^{-}(t) \doteqdot \arcsin \mathrm{e}^{t} \quad \text { and } \quad \theta^{+}(t) \doteqdot \arcsin \mathrm{e}^{2 t}
$$

[^16]then $C_{\theta^{ \pm}(t)}$ is defined for $t \in(-\infty, 0)$ and flows from the $x$-axis to the point $(0,1)$. Moreover, since the inward normal speed of $\mathrm{C}_{\theta^{-}(t)}$ is no greater than its curvature $\kappa^{-}$and the inward normal speed of $\mathrm{C}_{\theta^{+}(t)}$ is no less than its curvature $\kappa^{+}$, the maximum principle and the Hopf boundary point lemma imply that:
Proposition 2.1. A solution to free-boundary curve-shortening flow in $B^{2}$ which lies below (resp. above) the circle $\mathrm{C}_{\theta_{0}}$ at time $t_{0}$ lies below $\mathrm{C}_{\theta^{+}\left(t_{0}^{+}+t-t_{0}\right)}$ (resp. above $\left.\mathrm{C}_{\theta^{-}\left(t_{0}^{-}+t-t_{0}\right)}\right)$ for all $t>t_{0}$, where $2 t_{0}^{+}=$ $\log \sin \theta_{0}$ (resp. $t_{0}^{-}=\log \sin \theta_{0}$ ).

Consider now the shifted scaled Angenent oval $\left\{\mathrm{A}_{t}^{\lambda}\right\}_{t \in(-\infty, 0)}$, where

$$
\mathrm{A}_{t}^{\lambda} \doteqdot\left\{(x, y) \in \mathbb{R} \times\left(0, \frac{\pi}{2 \lambda}\right): \sin (\lambda y)=\mathrm{e}^{\lambda^{2} t} \cosh (\lambda x)\right\}
$$

This evolves by curve-shortening flow, passes through the point $(\cos \theta, \sin \theta) \in \partial B^{2}$ at a time $t$ given by

$$
t=\lambda^{-2} \log \left(\frac{\sin (\lambda \sin \theta)}{\cosh (\lambda \cos \theta)}\right)
$$

and at that point, the normal satisfies

$$
\nu_{\lambda}(\cos \theta, \sin \theta) \cdot(\cos \theta, \sin \theta)=\frac{\cos \theta \tanh (\lambda \cos \theta)-\sin \theta \cot (\lambda \sin \theta)}{\sqrt{\tanh ^{2}(\lambda \cos \theta)+\cot ^{2}(\lambda \sin \theta)}} .
$$

Lemma 2.2. For each $\theta \in\left(0, \frac{\pi}{2}\right)$, there is a unique $\lambda(\theta) \in(0, \pi /(2 \sin \theta))$ such that

$$
\nu_{\lambda(\theta)}(\cos \theta, \sin \theta) \cdot(\cos \theta, \sin \theta)=0
$$

Given $\theta, \theta_{0} \in\left(0, \frac{\pi}{2}\right)$ with $\theta>\theta_{0}$,

$$
\nu_{\lambda\left(\theta_{0}\right)}(\cos \theta, \sin \theta) \cdot(\cos \theta, \sin \theta)<0 .
$$

Proof. Define

$$
f(\lambda, \theta) \doteqdot \cos \theta \tanh (\lambda \cos \theta)-\sin \theta \cot (\lambda \sin \theta)) .
$$

Observe that

$$
\lim _{\lambda \searrow 0} f(\lambda, \theta)=-\infty, \quad \lim _{\lambda / \pi /(2 \sin \theta)} f(\lambda, \theta)=\cos \theta \tanh \left(\frac{\pi}{2} \cot \theta\right)>0
$$

and

$$
\begin{equation*}
\frac{\partial f}{\partial \lambda}=\cos ^{2} \theta\left(1-\tanh ^{2}(\lambda \cos \theta)\right)+\sin ^{2} \theta\left(1+\cot ^{2}(\lambda \sin \theta)\right)>0 \tag{2}
\end{equation*}
$$

The first claim follows.
Next observe that
$\frac{\partial f}{\partial \theta}=-\sin \theta \tanh (\lambda \cos \theta)-\lambda \cos \theta \sin \theta \operatorname{sech}^{2}(\lambda \cos \theta)-\cos \theta \cot (\lambda \sin \theta)+\lambda \sin \theta \cos \theta \csc ^{2}(\lambda \sin \theta)$.
Given $\theta \in\left(0, \frac{\pi}{2}\right)$, we obtain, at the unique zero $\lambda \in(0, \pi /(2 \sin \theta))$ of $f(\cdot, \theta)$,

$$
\begin{aligned}
\frac{\partial f}{\partial \theta} & =-\sin \theta \tan \theta \cot (\lambda \sin \theta)-\lambda \cos \theta \sin \theta\left(1-\tan ^{2} \theta \cot ^{2}(\lambda \sin \theta)\right) \\
& =-\sec \theta \cot (\lambda \sin \theta)(1-\lambda \sin \theta \cot (\lambda \sin \theta)) .
\end{aligned}
$$

Since $Y \cot Y<1$ for $Y \in\left(0, \frac{\pi}{2}\right)$, this is less than zero. The second claim follows.

The maximum principle and the Hopf boundary point lemma now imply the following.
Proposition 2.3. Let $\left\{\Gamma_{t}\right\}_{t \in[\alpha, \omega)}$ be a solution to free-boundary curve-shortening flow in $B^{2}$. Suppose that $\lambda \leq \lambda\left(\theta_{\alpha}\right)$, where $\theta_{\alpha}$ denotes the smaller, in absolute value, of the two turning angles to $\Gamma_{\alpha}$ at its boundary. If $\Gamma_{\alpha}$ lies above $\mathrm{A}_{s}^{\lambda}$, then $\Gamma_{t}$ lies above $\mathrm{A}_{s+t-\alpha}^{\lambda}$ for all $t \in(\alpha, \omega) \cap(-\infty, \alpha-s)$.
Proof. By the strong maximum principle, the two families of curves can never develop contact at an interior point. Since the families are monotonic, they cannot develop boundary contact at a boundary point $(\cos \theta, \sin \theta)$ with $|\theta| \leq \theta_{\alpha}$. On the other hand, since $\lambda \leq \lambda\left(\theta_{\alpha}\right)$, (2) implies that

$$
f\left(\lambda, \theta_{\alpha}\right) \leq f\left(\lambda_{\alpha}, \theta_{\alpha}\right)=0,
$$

and hence, by the argument of Lemma 2.2,

$$
f(\lambda, \theta) \leq 0 \quad \text { for } \theta \geq \theta_{\alpha} .
$$

So the Hopf boundary point lemma implies that no boundary contact can develop for $\theta \geq \theta_{\alpha}$ either.
Remark 2.4. Since $s \cot s \rightarrow 1$ as $s \rightarrow 0$, we have that $f(\lambda, \theta)$ is nonnegative at $\theta=0$ so long as $\lambda \geq \lambda_{0}$, where $\lambda_{0} \tanh \lambda_{0}=1$.

2B. Old-but-not-ancient solutions. For each $\rho>0$, choose a curve $\Gamma^{\rho}$ in $\bar{B}^{2}$ with the following properties:

- $\Gamma^{\rho}$ meets $\partial B^{2}$ orthogonally at $(\cos \rho, \sin \rho)$.
- $\Gamma^{\rho}$ is reflection-symmetric about the $y$-axis.
- $\Gamma^{\rho} \cap B^{2}$ is the relative boundary of a convex region $\Omega^{\rho} \subset B^{2}$.
- $\kappa_{s}^{\rho}>0$ in $B^{2} \cap\{x>0\}$.

For example, we could take $\Gamma^{\rho} \doteqdot \mathrm{A}_{t_{\rho}}^{\lambda_{\rho}} \cap B^{2}$, where $\lambda_{\rho}>\lambda_{0}$ and $t_{\rho}$ are (uniquely) chosen so that

$$
\left.\cos \rho \tanh \left(\lambda_{\rho} \cos \rho\right)-\sin \rho \cot \left(\lambda_{\rho} \sin \rho\right)\right)=0
$$

and

$$
-t_{\rho}=\lambda_{\rho}^{-2} \log \left(\frac{\cosh \left(\lambda_{\rho} \cos \rho\right)}{\sin \left(\lambda_{\rho} \sin \rho\right)}\right)
$$

Observe that the circle $\mathrm{C}_{\theta_{\rho}}$ defined by

$$
\sin \theta_{\rho}=\frac{2 \sin \rho}{1+\sin ^{2} \rho}
$$

is tangent to the line $y=\sin \rho$, and hence lies above $\Gamma^{\rho}$.
Work of Stahl [1996b; 1996a] now yields the following old-but-not-ancient solutions.
Lemma 2.5. For each $\rho \in\left(0, \frac{\pi}{2}\right)$, there exists a smooth solution ${ }^{2}\left\{\Gamma_{t}^{\rho}\right\}_{t \in\left[\alpha_{\rho}, 0\right)}$ to curve-shortening flow with $\Gamma_{\alpha_{\rho}}^{\rho}=\Gamma^{\rho}$ which satisfies the following properties:

- $\Gamma_{t}^{\rho}$ meets $\partial B^{2}$ orthogonally for each $t \in\left(\alpha_{\rho}, 0\right)$.

[^17]- $\Gamma_{t}^{\rho}$ is convex and locally uniformly convex for each $t \in\left(\alpha_{\rho}, 0\right)$.
- $\Gamma_{t}^{\rho}$ is reflection-symmetric about the $y$-axis for each $t \in\left(\alpha_{\rho}, 0\right)$.
- $\Gamma_{t}^{\rho} \rightarrow(0,1)$ uniformly as $t \rightarrow 0$.
- $\kappa_{s}^{\rho}>0$ in $B^{2} \cap\{x>0\}$.
- $\alpha_{\rho}<\frac{1}{2} \log \left(2 \sin \rho /\left(1+\sin ^{2} \rho\right)\right) \rightarrow-\infty$ as $\rho \rightarrow 0$.

Proof. Existence of a maximal solution to curve-shortening flow out of $\Gamma^{\rho}$ which meets $\partial B^{2}$ orthogonally was proved by Stahl [Stahl 1996b, Theorem 2.1]. Stahl [1996a, Proposition 1.4] also proved that this solution remains convex and locally uniformly convex and shrinks to a point on the boundary of $B^{2}$ at the final time (which is finite). We obtain $\left\{\Gamma_{t}^{\rho}\right\}_{t \in\left[\alpha_{\rho}, 0\right)}$ by time-translating Stahl's solution.

By uniqueness of solutions $\Gamma_{t}^{\rho}$ remains reflection-symmetric about the $y$-axis for $t \in\left(\alpha_{\rho}, 0\right)$, so the final point is $(0,1)$.

The reflection symmetry also implies that $\kappa_{s}^{\rho}=0$ at the point $p_{t} \doteqdot \Gamma_{t}^{\rho} \cap\{x=0\}$ for all $t \in\left[\alpha_{\rho}, 0\right)$. By [Stahl 1996a, Proposition 2.1], $\kappa_{s}^{\rho}=\kappa^{\rho}>0$ at the boundary point $q_{t} \doteqdot \partial \Gamma_{t}^{\rho} \cap\{x>0\}$ for all $t \in\left(\alpha_{\rho}, 0\right)$. Applying Sturm's theorem [Angenent 1988] to $\kappa_{s}^{\rho}$, we thus find that $\kappa_{s}^{\rho}>0$ on $\Gamma_{t}^{\rho} \cap B^{2} \cap\{x>0\}$ for all $t \in\left(\alpha_{\rho}, 0\right)$.

Since $\mathrm{C}_{\theta_{\rho}} \subset \Omega^{\rho}$, the final property follows from Proposition 2.1.
We now fix $\rho>0$ and drop the super/subscript $\rho$. Set

$$
\underline{\kappa}(t) \doteqdot \min _{\Gamma_{t}} \kappa=\kappa\left(p_{t}\right) \quad \text { and } \quad \bar{\kappa}(t) \doteqdot \max _{\Gamma_{t}} \kappa=\kappa\left(q_{t}\right),
$$

and define $\underline{y}(t), \bar{y}(t)$ and $\bar{\theta}(t)$ by

$$
p_{t}=(0, \underline{y}(t)), \quad q_{t}=(\cos \bar{\theta}(t), \sin \bar{\theta}(t)), \quad \text { and } \quad \bar{y}(t)=\sin \bar{\theta}(t) .
$$

Lemma 2.6. Each old-but-not-ancient solution satisfies

$$
\begin{align*}
\underline{\kappa} \leq \tan \bar{\theta} & \leq \bar{\kappa},  \tag{3}\\
\sin \bar{\theta} & \leq e^{t},  \tag{4}\\
\frac{\sin \bar{\theta}}{1+\cos \bar{\theta}} \leq \underline{y} & \leq \sin \bar{\theta} . \tag{5}
\end{align*}
$$

Proof. To prove the lower bound for $\bar{\kappa}$, it suffices to show that the circle $\mathrm{C}_{\bar{\theta}(t)}$ (see (1)) lies locally below $\Gamma_{t}$ near $q_{t}$. If this is not the case, then, locally around $q_{t}, \Gamma_{t}$ lies below $\mathrm{C}_{\bar{\theta}(t)}$ and hence $\kappa\left(q_{t}\right) \leq \tan \bar{\theta}(t)$. But then we can translate $\mathrm{C}_{\bar{\theta}(t)}$ downwards until it touches $\Gamma_{t}$ from below in an interior point at which the curvature must satisfy $\kappa \geq \tan \bar{\theta}(t)$. This contradicts the unique maximization of the curvature at $q_{t}$.

The estimate (4) now follows by integrating the inequality

$$
\frac{d}{d t} \sin \bar{\theta}=\cos \bar{\theta} \bar{\kappa} \geq \sin \bar{\theta}
$$

between any initial time $t$ and the final time 0 (at which $\bar{\theta}=\frac{\pi}{2}$ since the solution contracts to the point $(0,1))$.

The upper bound for $y$ follows from convexity and the boundary condition $\bar{y}=\sin \bar{\theta}$. To prove the lower bound, we will show that the circle $\mathrm{C}_{\bar{\theta}(t)}$ lies nowhere above $\Gamma_{t}$. Suppose that this is not the case. Then, since $\mathrm{C}_{\bar{\theta}(t)}$ lies locally below $\Gamma_{t}$ near $q_{t}$, we can move $\mathrm{C}_{\bar{\theta}(t)}$ downwards until it is tangent from below to a point $p_{t}^{\prime}$ on $\Gamma_{t} \cap\{x \geq 0\}$, at which we must have $\kappa \geq \tan \bar{\theta}(t)$. But then, since $\kappa_{s} \geq 0$ in $\{x>0\}$, we find that $\kappa \geq \tan \bar{\theta}(t)$ for all points between $p_{t}^{\prime}$ and $q_{t}$. But this implies that this whole arc (including $p_{t}^{\prime}$ ) lies above $\mathrm{C}_{\bar{\theta}(t)}$, a contradiction. To prove the upper bound for $\underline{\kappa}$, fix $t$ and consider the circle $C$ centered on the $y$-axis through the points $p_{t}$ and $q_{t}$. Its radius is $r(t)$, where

$$
r \doteqdot \frac{\cos ^{2} \bar{\theta}+(\sin \bar{\theta}-\underline{y})^{2}}{2(\sin \bar{\theta}-\underline{y})}
$$

We claim that $\Gamma_{t}$ lies locally below $C$ near $p_{t}$. Suppose that this is not the case. Then, by the symmetry of $\Gamma_{t}$ and $C$ across the $y$-axis, $\Gamma_{t}$ lies locally above $C$ near $p_{t}$. This implies two things: first, that

$$
\kappa\left(p_{t}\right) \geq r^{-1}
$$

and second, that, by moving $C$ vertically upwards, we can find a point $p_{t}^{\prime}$ (the final point of contact) which satisfies

$$
\kappa\left(p_{t}^{\prime}\right) \leq r^{-1}
$$

These two inequalities contradict the (unique) minimization of $\kappa$ at $p_{t}$. We conclude that

$$
\underline{\kappa} \leq \frac{2(\sin \bar{\theta}-\underline{y})}{\cos ^{2} \bar{\theta}+(\sin \bar{\theta}-\underline{y})^{2}} \leq \tan \bar{\theta}
$$

due to the lower bound for $\underline{y}$.
Remark 2.7. If we parametrize by turning angle $\theta \in[-\bar{\theta}, \bar{\theta}]$, so that

$$
\tau=(\cos \theta, \sin \theta)
$$

then the estimates (3) are also easily obtained from the monotonicity of $\kappa$ and the formulas

$$
\begin{equation*}
x(\theta)=x_{0}+\int_{0}^{\theta} \frac{\cos u}{\kappa(u)} d u \quad \text { and } \quad y(\theta)=y_{0}+\int_{0}^{\theta} \frac{\sin u}{\kappa(u)} d u . \tag{6}
\end{equation*}
$$

## 2C. Taking the limit.

Proposition 2.8. There exists a convex, locally uniformly convex ancient curve-shortening flow in the disc with free boundary on the circle.

Proof. For each $\rho>0$, consider the old-but-not-ancient solution $\left\{\Gamma_{t}^{\rho}\right\}_{t \in\left[\alpha_{\rho}, 0\right)}, \Gamma_{t}^{\rho}=\partial \Omega_{t}^{\rho}$, constructed in Lemma 2.5. By (4), $\Omega_{t}^{\rho}$ contains $\mathrm{C}_{\omega(t)} \cap B^{2}$, where $\omega(t) \in\left(0, \frac{\pi}{2}\right)$ is uniquely defined by

$$
\frac{1-\cos \omega(t)}{\sin \omega(t)}=\mathrm{e}^{t}
$$

If we represent $\Gamma_{t}^{\rho}$ as a graph $x \mapsto y^{\rho}(x, t)$ over the $x$-axis, then convexity and the boundary condition imply that $\left|y_{x}^{\rho}\right| \leq \tan \omega$. Since $\omega(t)$ is independent of $\rho$, the (global-in-space, interior-in-time) Ecker-Huisken-type estimates in [Stahl 1996b] imply uniform-in- $\rho$ bounds for the curvature and its derivatives.

So the limit

$$
\left\{\Gamma_{t}^{\rho}\right\}_{t \in\left[\alpha_{\rho}, 0\right)} \rightarrow\left\{\Gamma_{t}\right\}_{t \in(-\infty, 0)}
$$

exists in $C^{\infty}$ (globally in space on compact subsets of time) and the limit $\left\{\Gamma_{t}\right\}_{t \in(-\infty, 0)}$ satisfies curveshortening flow with free boundary in $B^{2}$. On the other hand, since $\left\{\Gamma_{t}^{\rho}\right\}_{t \in\left(\alpha_{\rho}, 0\right)}$ contracts to $(0,1)$ as $t \rightarrow 0$, (the contrapositive of) Proposition 2.1 implies that $\Gamma_{t}^{\rho}$ must intersect the closed region enclosed by $\mathrm{C}_{\theta^{+}(t)}$ for all $t<0$. It follows that $\Gamma_{t}$ must intersect the closed region enclosed by $\mathrm{C}_{\theta^{+}(t)}$ for all $t<0$. Since each $\Gamma_{t}$ is the limit of convex boundaries, each is convex. It follows that $\Gamma_{t}$ converges to $(0,1)$ as $t \rightarrow 0$ and, by [Stahl 1996b, Corollary 4.5], that $\Gamma_{t}$ is locally uniformly convex for each $t$.

2D. Asymptotics for the height. For the purposes of this section, we fix an ancient solution $\left\{\Gamma_{t}\right\}_{(-\infty, 0)}$ obtained as in Proposition 2.8 by taking a sublimit as $\lambda \searrow \lambda_{0}$ of the specific old-but-not ancient solutions $\left\{\Gamma_{t}^{\lambda}\right\}_{t \in\left[\alpha_{\lambda}, 0\right)}$ corresponding to $\Gamma_{\alpha_{\lambda}}^{\lambda}=\mathrm{A}_{t_{\lambda}}^{\lambda} \cap B^{2}$, $t_{\lambda}$ being the time at which $\left\{\mathrm{A}_{t}^{\lambda}\right\}_{t \in(-\infty, 0)}$ meets $\partial B^{2}$ orthogonally. The asymptotics we obtain for this solution will be used to prove its uniqueness.

We will need to prove that the limit $\lim _{t \rightarrow-\infty} \mathrm{e}^{-\lambda_{0}^{2} t} \underline{y}(t)$ exists in $(0, \infty)$. The following speed bound will imply that it exists in $[0, \infty)$.

Lemma 2.9. The ancient solution $\left\{\Gamma_{t}\right\}_{(-\infty, 0)}$ satisfies

$$
\begin{equation*}
\frac{\kappa}{\cos \theta} \geq \lambda_{0} \tan \left(\lambda_{0} y\right) \tag{7}
\end{equation*}
$$

Proof. It suffices to prove that $\kappa / \cos \theta \geq \lambda \tan (\lambda y)$ on each of the old-but-not-ancient solutions $\left\{\Gamma_{t}^{\lambda}\right\}_{t \in\left[\alpha_{\lambda}, 0\right)}$. Note that equality holds on the initial timeslice $\Gamma_{\alpha_{\lambda}}^{\lambda}=\mathrm{A}_{t_{\lambda}}^{\lambda}$.

Given any $\mu<\lambda$, set $u \doteqdot \mu \tan (\mu y)$ and $v \doteqdot x_{s}=\cos \theta=\left\langle\nu, e_{2}\right\rangle$. Observe that

$$
\begin{gathered}
u_{s}=\mu^{2} \sec ^{2}(\mu y) \sin \theta, \quad\left(\partial_{t}-\Delta\right) u=-2 \mu^{2} \sec ^{2}(\mu y) \sin ^{2} \theta u, \\
v_{s}=-\kappa \sin \theta \quad \text { and } \quad\left(\partial_{t}-\Delta\right) v=\kappa^{2} v .
\end{gathered}
$$

At an interior maximum of $u v / \kappa$ we observe that

$$
\frac{\nabla \kappa}{\kappa}=\frac{\nabla u}{u}+\frac{\nabla v}{v}
$$

and hence

$$
\begin{equation*}
0 \leq\left(\partial_{t}-\Delta\right) \frac{u v}{\kappa}=\frac{u v}{\kappa}\left(\frac{\left(\partial_{t}-\Delta\right) u}{u}-2\left(\frac{\nabla u}{u}, \frac{\nabla v}{v}\right\rangle\right)=2 \mu^{2} \sec ^{2}(\mu y) \sin ^{2} \theta\left(1-\frac{u v}{\kappa}\right) . \tag{8}
\end{equation*}
$$

At a (without loss of generality right) boundary maximum of $u v / \kappa$, we have $y_{s}=y$ and $\kappa_{s}=\kappa$, and hence

$$
\begin{align*}
\left(\frac{u v}{\kappa}\right)_{s} & =\frac{u v}{\kappa}\left(\frac{u_{s}}{u}+\frac{v_{s}}{v}-\frac{\kappa_{s}}{\kappa}\right)=\frac{u v}{\kappa}\left(\frac{\sec ^{2}(\mu y) \mu y}{\tan \mu y}-\kappa \frac{y}{v}-1\right) \\
& =\left(\frac{\mu y}{\tan (\mu y)}-1\right) \frac{u v}{\kappa}+\left(\frac{u v}{\kappa}-1\right) \tan (\mu y) \mu y \\
& \leq\left(\frac{u v}{\kappa}-1\right) \tan (\mu y) \mu y . \tag{9}
\end{align*}
$$

We may now conclude that $\max _{\bar{\Gamma}_{t}^{\lambda}} u v / \kappa$ remains less than 1 . Indeed, if $u v / \kappa$ ever reaches 1 , then there must be a first time $t_{0}>0$ and a point $x_{0} \in \bar{\Gamma}_{t}$ at which this occurs (note that $u v / \kappa$ is continuous on $\bar{\Gamma}_{t}$ up to the initial time). The point $x_{0}$ cannot be an interior point, due to (8), and it cannot be a boundary point, due to (9) and the Hopf boundary point lemma. We conclude that

$$
\frac{\kappa}{\cos \theta} \geq \mu \tan (\mu y)
$$

on $\left\{\Gamma_{t}^{\lambda}\right\}_{t \in\left[\alpha_{\lambda}, 0\right)}$ for all $\mu<\lambda$. Now take $\mu \rightarrow \lambda$.
If we parametrize $\Gamma_{t}$ as a graph $x \mapsto y(x, t)$ over the $x$-axis, then (7) yields

$$
\left(\sin \left(\lambda_{0} y\right)\right)_{t}=\lambda_{0} \cos \left(\lambda_{0} y\right) \kappa \sqrt{1+\left|y_{x}\right|^{2}}=\lambda_{0} \cos \left(\lambda_{0} y\right) \frac{\kappa}{\cos \theta} \geq \lambda_{0}^{2} \sin \left(\lambda_{0} y\right)
$$

and hence

$$
\begin{equation*}
\left(\mathrm{e}^{-\lambda_{0}^{2} t} \sin \left(\lambda_{0} y(x, t)\right)\right)_{t} \geq 0 \tag{10}
\end{equation*}
$$

In particular, the limit

$$
A(x) \doteqdot \lim _{t \rightarrow-\infty} \mathrm{e}^{-\lambda_{0}^{2} t} y(x, t)
$$

exists in $[0, \infty)$ for each $x \in(-1,1)$, as claimed.
We want next to prove that the above limit is positive. We will achieve this through a suitable upper bound for the speed. Recall that

$$
\begin{equation*}
\left(\partial_{t}-\Delta\right) \kappa_{s}=4 \kappa^{2} \kappa_{s} \quad \text { and } \quad\left(\partial_{t}-\Delta\right)\langle\gamma, \nu\rangle=\kappa^{2}\langle\gamma, \nu\rangle-2 \kappa, \tag{11}
\end{equation*}
$$

where $\gamma$ denotes the position and $s$ is an arc-length parameter. The good $-2 \kappa$-term in the second equation may be exploited to obtain the following crude speed bound.

Lemma 2.10. There exist $T>-\infty$ and $C<\infty$ such that

$$
\begin{equation*}
\bar{\kappa} \leq C e^{t} \quad \text { for all } t<T \tag{12}
\end{equation*}
$$

Proof. We will prove the estimate for each old-but-not-ancient solution $\left\{\Gamma_{t}^{\lambda}\right\}_{t \in\left(\alpha_{\lambda}, 0\right)}$. We first prove a crude gradient estimate of the form

$$
\begin{equation*}
\left|\kappa_{s}\right| \leq 2 \kappa \tag{13}
\end{equation*}
$$

for $t$ sufficiently negative. It will suffice to prove that

$$
\begin{equation*}
\left|\kappa_{s}\right|-\kappa+\langle\gamma, \nu\rangle \leq 0, \tag{14}
\end{equation*}
$$

where $\gamma$ denotes the position. Indeed, since $\langle\gamma, \nu\rangle_{s}=\kappa\langle\gamma, \tau\rangle$ has the same sign as the $x$-coordinate, we may estimate, as in (7),

$$
\begin{equation*}
|\langle\gamma, \nu\rangle| \leq|\langle\gamma, \nu\rangle|_{x=0} \leq\left.\lambda^{-2} \kappa\right|_{x=0}=\lambda^{-2} \min _{\Gamma_{t}} \kappa \leq \kappa . \tag{15}
\end{equation*}
$$

For $\lambda$ sufficiently close to $\lambda_{0}$, we have $\left.\kappa\right|_{t=\alpha_{\lambda}}<\frac{1}{2}$. Denote by $T^{\lambda}$ the first time at which $\kappa$ reaches $\frac{1}{2}$. Since $\kappa$ is continuous up to the initial time $\alpha_{\lambda}$, we have $T^{\lambda}>\alpha_{\lambda}$. We claim that (14) holds for $t<T^{\lambda}$.

Indeed, it is satisfied on the initial timeslice $\Gamma_{\alpha_{\lambda}}^{\lambda}=\mathrm{A}_{t_{\lambda}}^{\lambda}$ since

$$
\kappa_{s}^{2}-\kappa^{2}=\lambda^{2}\left(\cos ^{2} \theta \sin ^{2} \theta-\sin ^{2} \theta-a_{\lambda}^{2}\right)=-\lambda^{2}\left(\sin ^{4} \theta+a_{\lambda}^{2}\right) \leq 0,
$$

whereas $\langle\gamma, \nu\rangle \leq 0$. We will show that

$$
f_{\varepsilon} \doteqdot\left|\kappa_{s}\right|-\kappa+\langle\gamma, \nu\rangle-\varepsilon \mathrm{e}^{t-\alpha_{\lambda}}
$$

remains negative up to time $T^{\lambda}$. Suppose, to the contrary, that $f_{\varepsilon}$ reaches zero at some time $t<T^{\lambda}$ at some point $p \in \bar{\Gamma}_{t}^{\lambda}$. Since $\left|\kappa_{s}\right|-\kappa+\langle\gamma, \nu\rangle$ vanishes at the boundary, $p$ must be an interior point. Since $\kappa_{s}$ vanishes at the $y$-axis, and the curve is symmetric, we may assume that $x(p)>0$. At such a point, using the evolution equations (11), we have

$$
\begin{aligned}
0 \leq\left(\partial_{t}-\Delta\right) f_{\varepsilon} & =\kappa^{2}\left(4 \kappa_{s}-\kappa+\langle\gamma, \nu\rangle\right)-2 \kappa-\varepsilon \mathrm{e}^{t-\alpha_{\lambda}} \\
& =\kappa^{2}\left(3[\kappa-\langle\gamma, \nu\rangle]+4 \varepsilon \mathrm{e}^{t-\alpha_{\lambda}}\right)-2 \kappa-\varepsilon \mathrm{e}^{t-\alpha_{\lambda}}
\end{aligned}
$$

Recalling (15) and estimating $\kappa \leq \frac{1}{2}$ yields

$$
0 \leq 6 \kappa^{3}-2 \kappa+\left(4 \kappa^{2}-1\right) \varepsilon \mathrm{e}^{t-\alpha_{\lambda}}<0,
$$

which is absurd. So $f_{\varepsilon}$ does indeed remain negative, and taking $\varepsilon \rightarrow 0$ yields (13) for $t<T^{\lambda}$.
Since Length $\left(\Gamma_{t}^{\lambda} \cap\{x \geq 0\}\right) \leq 1$, integrating (13) yields

$$
\bar{\kappa} \leq \mathrm{e}^{2} \underline{\kappa} \quad \text { for } t<T^{\lambda} .
$$

Recalling (3) and (4), this implies that

$$
\bar{\kappa} \leq \mathrm{e}^{2} \frac{\mathrm{e}^{t}}{\sqrt{1-\mathrm{e}^{2 t}}} \quad \text { for } t<T^{\lambda} .
$$

Taking $t=T^{\lambda}$ we find that $T^{\lambda} \geq T$, where $T$ is independent of $\lambda$, so we conclude that

$$
\bar{\kappa} \leq C \mathrm{e}^{t} \quad \text { for } t<T
$$

where $C$ and $T$ do not depend on $\lambda$.
We now bootstrap (12) to obtain the desired speed bound.
Lemma 2.11. There exist $C<\infty$ and $T>-\infty$ such that

$$
\frac{\kappa}{y} \leq \lambda_{0}^{2}+C \mathrm{e}^{2 t} \quad \text { for } t<T .
$$

Proof. Consider the old-but-not-ancient solutions $\left\{\Gamma_{t}^{\lambda}\right\}_{t \in(-\infty, 0)}$. By (12), we can find $C<\infty$ and $T>-\infty$ such that

$$
\left(\partial_{t}-\Delta\right) \frac{\kappa}{y}=\kappa^{2} \frac{\kappa}{y}+2\left\langle\nabla \frac{\kappa}{y}, \frac{\nabla y}{y}\right\rangle \leq C \mathrm{e}^{2 t} \frac{\kappa}{y}+2\left\langle\nabla \frac{\kappa}{y}, \frac{\nabla y}{y}\right\rangle \text { for } t<T .
$$

Since, at a boundary point,

$$
\left(\frac{\kappa}{y}\right)_{s}=\frac{\kappa_{s}}{y}-\frac{\kappa}{y} \frac{y_{s}}{y}=0,
$$

the Hopf boundary point lemma and the ODE comparison principle yield

$$
\max _{\Gamma_{t}^{\lambda}} \frac{\kappa}{y} \leq C \max _{\Gamma_{\alpha_{\lambda}}^{\lambda}} \frac{\kappa}{y} \quad \text { for } t \in\left(\alpha_{\lambda}, T\right) .
$$

But now

$$
\left(\partial_{t}-\Delta\right) \frac{\kappa}{y} \leq C \mathrm{e}^{2 t} \max _{\Gamma_{\alpha_{\lambda}}} \frac{\kappa}{y}+2\left\langle\nabla \frac{\kappa}{y}, \frac{\nabla y}{y}\right\rangle \quad \text { for } t<T,
$$

and hence, by ODE comparison,

$$
\max _{\Gamma_{t}^{\lambda}} \frac{\kappa}{y} \leq \max _{\Gamma_{\alpha_{\lambda}}^{\lambda}} \frac{\kappa}{y}\left(1+C \mathrm{e}^{2 t}\right) \quad \text { for } t \in\left(\alpha_{\lambda}, T\right) .
$$

Since, on the initial timeslice $\Gamma_{\alpha_{\lambda}}^{\lambda}=\mathrm{A}_{t_{\lambda}}^{\lambda}$,

$$
\frac{\kappa}{y}=\frac{\lambda \tan (\lambda y)}{y} \cos \theta,
$$

the claim follows upon taking $\lambda \rightarrow \lambda_{0}$.
It follows that

$$
\left(\log \underline{y}(t)-\lambda_{0}^{2} t\right)_{t} \leq C \mathrm{e}^{2 t} \quad \text { for } t<T,
$$

and hence, integrating from time $t$ up to time $T$,

$$
\log \underline{y}(t)-\lambda_{0}^{2} t \geq \log \underline{y}(T)-\lambda_{0}^{2} T-C \quad \text { for } t<T .
$$

So we indeed find that:
Lemma 2.12. The limit

$$
\begin{equation*}
A \doteqdot \lim _{t \rightarrow-\infty} \mathrm{e}^{-\lambda_{0}^{2} t} \underline{y}(t) \tag{16}
\end{equation*}
$$

exists in $(0, \infty)$ on the particular ancient solution $\left\{\Gamma_{t}\right\}_{(-\infty, 0)}$.

## 3. Uniqueness

Now let $\left\{\Gamma_{t}\right\}_{t \in(-\infty, 0)}, \Gamma_{t}=\partial_{\text {rel }} \Omega_{t}$, be any convex, locally uniformly convex ancient free-boundary curveshortening flow in the disc. By Stahl's theorem [1996a], we may assume that $\Gamma_{t}$ contracts to a point on the boundary as $t \rightarrow 0$.

3A. Backwards convergence. We first show that $\bar{\Gamma}_{t}$ converges to a bisector as $t \rightarrow-\infty$.
Lemma 3.1. Up to a rotation of the plane,

$$
\bar{\Gamma}_{t} \xrightarrow[C^{\infty}]{ }[-1,1] \times\{0\} \quad \text { as } t \rightarrow-\infty .
$$

Proof. Set $A(t) \doteqdot$ area $\left(\Omega_{t}\right)$. Integrating the variational formula for area yields

$$
A(t)=\int_{t}^{0} \int_{\Gamma_{t}} d \theta
$$

where $\theta$ is the turning angle. Since convexity ensures that the total turning angle $\int_{\Gamma_{t}} d \theta$ is increasing and $A(t) \leq \pi$ for all $t$, we find that

$$
\int_{\Gamma_{t}} d \theta \rightarrow 0 \quad \text { as } t \rightarrow-\infty
$$

Monotonicity of the flow, the free-boundary condition and convexity now imply that the enclosed regions $\Omega_{t}$ satisfy

$$
\bar{\Omega}_{t} \rightarrow B^{2} \cap\{y \geq 0\} \quad \text { as } t \rightarrow-\infty
$$

in the Hausdorff topology.
If we now represent $\Gamma_{t}$ graphically over the $x$-axis, then convexity and the boundary condition ensure that the height and gradient are bounded by the height at the boundary. Stahl's estimates [1996b] now give bounds for $\kappa$ and its derivatives up to the boundary depending only on the height at the boundary. We then get smooth subsequential convergence along any sequence of times $t_{j} \rightarrow-\infty$. The claim follows since any sublimit is the horizontal segment.

We henceforth assume, without loss of generality, that the backwards limit is the horizontal bisector.
3B. Reflection symmetry. We can now prove that the solution is reflection-symmetric using Alexandrov reflection across lines through the origin; see [Chow and Gulliver 2001].

Lemma 3.2. $\Gamma_{t}$ is reflection-symmetric about the $y$-axis for all $t$.
Proof. Given any $\omega \in\left(0, \frac{\pi}{2}\right)$, we define the halfspace

$$
H_{\omega}=\{(x, y):(x, y) \cdot(-\sin \omega, \cos \omega)>0\}
$$

and denote by $R_{\omega}$ the reflection about $\partial H_{\omega}$. We first claim that, for every $\omega$, there exists $t=t_{\omega}$ such that

$$
\begin{equation*}
\left(R_{\omega} \cdot \Gamma_{t}\right) \cap\left(\Gamma_{t} \cap H_{\omega}\right)=\varnothing \quad \text { for all } t<t_{\omega} . \tag{17}
\end{equation*}
$$

Assume that the claim is not true. Then there exists $\omega \in\left(0, \frac{\pi}{2}\right)$, a sequence of times $t_{i} \rightarrow-\infty$, and a sequence of pairs of points $p_{i}, q_{i} \in \Gamma_{t_{i}}$ such that $R_{\omega}\left(p_{i}\right)=q_{i}$. This implies that the line passing through $p_{i}$ and $q_{i}$ is parallel to the vector $(\sin \omega,-\cos \omega)$, so the mean value theorem yields for each $i$ a point $r_{i}$ on $\Gamma_{t_{i}}$ where the normal is parallel to $(\cos \omega, \sin \omega)$. This contradicts Lemma 3.1.

The strong maximum principle now implies that (17) holds for all $t<0$ (note that $R_{\omega} \cdot \Gamma_{t}$ also intersects $\partial B^{2}$ orthogonally). In fact, $\left(R_{\omega} \cdot \Gamma_{t}\right) \cap H_{\omega}$ lies above $\Gamma_{t} \cap H_{\omega}$ for all $t<0$ and all $\omega \in\left(0, \frac{\pi}{2}\right)$ and by continuity the same holds for $\omega=\frac{\pi}{2}$. Repeating the argument on the "other side" with the halfspaces

$$
H_{\omega}=\{(x, y):(x, y) \cdot(\sin \omega,-\cos \omega)>0\}, \quad \omega \in\left(\frac{\pi}{2}, \pi\right),
$$

implies the reflection symmetry.
3C. Asymptotics for the height. We begin with a lemma.
Lemma 3.3. For all $t<0$,

$$
\kappa_{s}>0 \quad \text { in }\{x>0\} \cap \Gamma_{t}
$$

and hence

$$
\begin{equation*}
\frac{\sin \bar{\theta}}{1+\cos \bar{\theta}} \leq \underline{y} . \tag{18}
\end{equation*}
$$

Proof. Choose $T>-\infty$ so that $\kappa<\frac{2}{7}$ for $t<T$ and, given $\varepsilon>0$, set

$$
v_{\varepsilon} \doteqdot \kappa_{s}+\varepsilon(1-\langle\gamma, \nu\rangle)
$$

We claim that $v_{\varepsilon} \geq 0$ in $\{x \geq 0\} \cap(-\infty, T)$. Suppose that this is not the case. Since at the spatial boundary $v_{\varepsilon}>\varepsilon$, and $v_{\varepsilon} \rightarrow \varepsilon$ as $t \rightarrow-\infty$, there must exist a first time in $(-\infty, T)$ and an interior point at which $v_{\varepsilon}=0$. But, at such a point,

$$
\begin{aligned}
0 \geq\left(\partial_{t}-\Delta\right) v_{\varepsilon} & =\kappa^{2}\left(\kappa_{s}-\varepsilon\langle\gamma, \nu\rangle\right)+3 \kappa^{2} \kappa_{s}+2 \varepsilon \kappa \\
& =-\varepsilon \kappa^{2}-3 \varepsilon \kappa^{2}(1-\langle\gamma, \nu\rangle)+2 \varepsilon \kappa \\
& \geq \varepsilon(2-7 \kappa) \kappa>0,
\end{aligned}
$$

which is absurd. Now take $\varepsilon \rightarrow 0$ to obtain $\kappa_{s} \geq 0$ in $\{x \geq 0\} \cap \Gamma_{t}$ for $t \in(-\infty, T]$. Since $\kappa_{s}=0$ at the $y$-axis and $\kappa_{s}=\kappa>0$ at the right boundary point, the strong maximum principle and the Hopf boundary point lemma imply that $\kappa_{s}>0$ in $\{x>0\} \cap \Gamma_{t}$ for $t \in(-\infty, T]$. But then Sturm's theorem implies that $\kappa_{s}$ does not develop additional zeroes up to time 0 .

Having established the first claim, the second follows as in Lemma 2.6.
Proposition 3.4. If we define $A \in(0, \infty)$ as in (16), then

$$
\mathrm{e}^{\lambda_{0}^{2} t} y(x, t) \rightarrow A \cosh \left(\lambda_{0} x\right) \quad \text { uniformly as } t \rightarrow-\infty .
$$

Proof. Given $\tau<0$, consider the rescaled height function

$$
y^{\tau}(x, t) \doteqdot \mathrm{e}^{-\lambda_{0}^{2} \tau} y(x, t+\tau),
$$

which is defined on the time-translated flow $\left\{\Gamma_{t}^{\tau}\right\}_{t \in(-\infty,-\tau)}$, where $\Gamma_{t}^{\tau} \doteqdot \Gamma_{t+\tau}$. Note that

$$
\left\{\begin{align*}
\left(\partial_{t}-\Delta^{\tau}\right) y^{\tau}=0 & \text { in }\left\{\Gamma_{t}^{\tau}\right\}_{t \in(-\infty,-\tau)},  \tag{19}\\
\left\langle\nabla^{\tau} y^{\tau}, N\right\rangle=y & \text { on }\left\{\partial \Gamma_{t}^{\tau}\right\}_{t \in(-\infty,-\tau)},
\end{align*}\right.
$$

where $\nabla^{\tau}$ and $\Delta^{\tau}$ are the gradient and Laplacian on $\left\{\Gamma_{t}^{\tau}\right\}_{t \in(-\infty,-\tau)}$, respectively, and $N$ is the outward unit normal to $\partial B^{2}$.

Since $\left\{\Gamma_{t}\right\}_{t \in(-\infty, 0)}$ reaches the origin at time zero, it must intersect the constructed solution for all $t<0$. In particular, the value of $\underline{y}$ on the former can at no time exceed the value of $\bar{y}$ on the latter. But then (16) and (18) yield

$$
\begin{equation*}
\limsup _{t \rightarrow-\infty} \mathrm{e}^{-\lambda_{0}^{2} t} \bar{y}<\infty \tag{20}
\end{equation*}
$$

This implies a uniform bound for $y^{\tau}$ on $\left\{\Gamma_{t}^{\tau}\right\}_{t \in(-\infty, T]}$ for any $T \in \mathbb{R}$. So Alaoglu's theorem yields a sequence of times $\tau_{j} \rightarrow-\infty$ such that $y^{\tau_{j}}$ converges in the weak* topology as $j \rightarrow \infty$ to some $y^{\infty} \in L_{\mathrm{loc}}^{2}([-1,1] \times(-\infty, \infty))$. Since convexity and the boundary condition imply a uniform bound for $\nabla^{\tau} y^{\tau}$ on any time interval of the form $(-\infty, T]$, we may also arrange that the convergence is uniform in space at time zero, say.

Weak* convergence ensures that $y^{\infty}$ satisfies the problem

$$
\left\{\begin{array}{l}
y_{t}=y_{x x} \quad \text { in }[-1,1] \times(-\infty, \infty),  \tag{21}\\
y_{x}( \pm 1)= \pm y( \pm 1) .
\end{array}\right.
$$

Indeed, a smooth function $y^{\tau}$ satisfies the boundary value problem (19) (and analogously for (21)) if and only if

$$
\int_{-\infty}^{-\tau} \int_{\Gamma_{t}^{\tau}} y^{\tau}\left(\partial_{t}-\Delta^{\tau}\right)^{*} \eta=0
$$

for all smooth $\eta$ which are compactly supported in time and satisfy

$$
\nabla^{\tau} \eta \cdot N=\eta \quad \text { on } \partial \Gamma_{t}^{\tau},
$$

where $\left(\partial_{t}-\Delta^{\tau}\right)^{*} \doteqdot-\left(\partial_{t}+\Delta^{\tau}\right)$ is the formal $L^{2}$-adjoint of the heat operator. Since $\left\{\Gamma_{t}^{\tau}\right\}_{t \in(-\infty,-\tau)}$ converges uniformly in the smooth topology to the stationary interval $\{[-1,1] \times\{0\}\}_{t \in(-\infty, \infty)}$ as $\tau \rightarrow-\infty$, we conclude that the limit $y^{\infty}$ must satisfy (21) in the $L^{2}$ sense (and hence in the classical sense due to the $L^{2}$ theory for the heat equation). Indeed, by the definition of smooth convergence, we may (after possibly applying a diffeomorphism) parametrize each flow $\left\{\bar{\Gamma}_{t}^{\tau_{j}}\right\}_{t \in\left(-\infty,-\tau_{j}\right)}$ over $I \doteqdot[-1,1]$ by a family of embeddings $\gamma_{t}^{j}: I \times\left(-\infty,-\tau_{j}\right) \rightarrow \bar{B}^{2}$ which converge in $C_{\mathrm{loc}}^{\infty}(I \times(-\infty, \infty))$ as $j \rightarrow \infty$ to the stationary embedding $(x, t) \mapsto x e_{1}$. Given $\eta \in C_{0}^{\infty}(I \times(-\infty, \infty))$ satisfying $\eta_{\zeta}( \pm 1)= \pm \eta$, set $\eta^{j} \doteqdot \varphi^{j} \eta$, where $\varphi^{j}:[-1,1] \times\left(-\infty,-\tau^{j}\right) \rightarrow \mathbb{R}$ is defined by

$$
\varphi_{\zeta}^{j}+\left(1-\left|\gamma_{\zeta}^{j}\right|\right) \varphi^{j}=0, \quad \varphi^{j}(0, t)=1 .
$$

That is, $\varphi^{j}(\zeta, t)=\mathrm{e}^{j^{j}(\zeta, t)-\zeta}$, where $s^{j}(\zeta, t) \doteqdot \int_{0}^{\zeta}\left|\gamma_{\zeta}^{j}(\xi, t)\right| d \xi$. This ensures that $\nabla^{\tau^{j}} \eta^{j} \cdot N=\eta^{j}$ at the boundary, and hence

$$
0=\int_{-\infty}^{\infty} \int_{I} y^{\tau_{j}}\left(\partial_{t}-\Delta^{\tau_{j}}\right)^{*} \eta^{j} d s^{j} d t
$$

Since $\varphi^{j} \rightarrow 1$ in $C_{\text {loc }}^{\infty}(I \times(-\infty, \infty))$, a short computation reveals that

$$
0=\int_{-\infty}^{\infty} \int_{I} y^{\infty}\left(\partial_{t}-\Delta\right)^{*} \eta d \zeta d t
$$

Finally, we characterize the limit (uniqueness of which implies full convergence, completing the proof). Separation of variables leads us to consider the problem

$$
\left\{\begin{array}{l}
-\phi_{x x}=\mu \phi \quad \text { in }[-1,1] \\
\phi_{x}( \pm 1)= \pm \phi( \pm 1)
\end{array}\right.
$$

There is only one negative eigenspace, and its frequency turns out to be $\lambda_{0}$, with the corresponding mode given by

$$
\phi_{-1}(x) \doteqdot \cosh \left(\lambda_{0} x\right)
$$

Thus, recalling (20), we are able to conclude that

$$
y^{\infty}(x, t)=A \mathrm{e}^{\lambda_{0}^{2} t} \cosh \left(\lambda_{0} x\right)
$$

for some $A \geq 0$. In particular,

$$
\mathrm{e}^{-\lambda_{0}^{2} \tau_{j}} y\left(x, \tau_{j}\right)=y^{\tau_{j}}(x, 0) \rightarrow A \cosh \left(\lambda_{0} x\right) \quad \text { uniformly as } j \rightarrow \infty .
$$

Now, if $A$ is not equal to the corresponding value on the constructed solution (note that the full limit exists for the latter), then one of the two solutions must lie above the other at time $\tau_{j}$ for $j$ sufficiently large. But this violates the avoidance principle.

3D. Uniqueness. Uniqueness of the constructed ancient solution now follows directly from the avoidance principle.
Proposition 3.5. Modulo time translation and rotation about the origin, there is only one convex, locally uniformly convex ancient solution to free-boundary curve-shortening flow in the disc.
Proof. Denote by $\left\{\Gamma_{t}\right\}_{t \in(-\infty, 0)}$ the constructed ancient solution and let $\left\{\Gamma_{t}^{\prime}\right\}_{t \in(-\infty, 0)}$ be a second ancient solution which, without loss of generality, contracts to the point $(0,1)$ at time 0 . Given any $\tau>0$, consider the time-translated solution $\left\{\Gamma_{t}^{\tau}\right\}_{t \in(-\infty,-\tau)}$ defined by $\Gamma_{t}^{\tau}=\Gamma_{t+\tau}^{\prime}$. By Proposition 3.4,

$$
\mathrm{e}^{-\lambda_{0}^{2} t} y^{\tau}(x, t) \rightarrow A \mathrm{e}^{\lambda_{0}^{2} \tau} \cosh \left(\lambda_{0} x\right) \quad \text { as } t \rightarrow-\infty
$$

uniformly in $x$. So $\Gamma_{t}^{\tau}$ lies above $\Gamma_{t}$ for $-t$ sufficiently large. The avoidance principle then ensures that $\Gamma_{t}^{\tau}$ lies above $\Gamma_{t}$ for all $t \in(-\infty, 0)$. Taking $\tau \rightarrow 0$, we find that $\Gamma_{t}^{\prime}$ lies above $\Gamma_{t}$ for all $t<0$. Since the two curves reach the point $(0,1)$ at time zero, they intersect for all $t<0$ by the avoidance principle. The strong maximum principle then implies that the two solutions coincide for all $t$.

## 4. Supplement: nonexistence of rotators

Free-boundary curve-shortening flow in $B^{2}$ is invariant under rotations about the origin, so it is natural to seek solutions which move by rotation, that is, solutions $\gamma:(-L / 2, L / 2) \times(-\infty, \infty) \rightarrow \bar{B}^{2}$ satisfying

$$
\gamma(\cdot, t)=\mathrm{e}^{i B t} \gamma(\cdot, 0)
$$

for some $B>0$. Differentiating yields the rotator equation

$$
\begin{equation*}
\kappa=-B\langle\gamma, \tau\rangle . \tag{22}
\end{equation*}
$$

It turns out, however, that there are no solutions to (22) in $B^{2}$ satisfying the free-boundary condition. Proof of Theorem 1.2. Following [Halldorsson 2012], we rewrite the rotator equation as the pair of ordinary differential equations

$$
\begin{equation*}
x^{\prime}=B+x y \quad \text { and } \quad y^{\prime}=-x^{2} \tag{23}
\end{equation*}
$$

where

$$
x \doteqdot B\langle\gamma, \tau\rangle \quad \text { and } \quad y \doteqdot B\langle\gamma, \nu\rangle
$$

Arc-length parametrized solutions $\gamma$ to the rotator equation (22) can be recovered from solutions to the system (23) via

$$
\gamma \doteqdot B^{-1}(x+i y) \mathrm{e}^{i \theta}, \quad \theta(s) \doteqdot-\int_{0}^{s} x(\sigma) d \sigma
$$

and this parametrization is unique up to an ambient rotation and a unit linear reparametrization, i.e., $(\theta, s) \mapsto\left( \pm \theta+\theta_{0}, \pm s+s_{0}\right)$.

Note that

$$
|\gamma|=B^{-1} \sqrt{x^{2}+y^{2}} .
$$

So we seek solutions $(x, y):(-L / 2, L / 2) \rightarrow B^{2}$ to (23) satisfying the free-boundary condition

$$
\left(x\left( \pm \frac{L}{2}\right), y\left( \pm \frac{L}{2}\right)\right)=( \pm B, 0) .
$$

Let $\gamma$ be such a solution. Since (23) can be uniquely solved with initial condition $\left(x\left(s_{0}\right), y\left(s_{0}\right)\right)=(B, 0)$ (which corresponds to $\gamma\left(s_{0}\right) \in \partial B^{2}$ with $\left.\langle\gamma, \tau\rangle\right|_{s_{0}}=1$ ), we find that $\gamma$ must be invariant under rotation by $\pi$ about the origin. In particular, the points $\gamma(-L / 2)$ and $\gamma(L / 2)$ are diametrically opposite. It follows that $\gamma(0)$ is the origin. Indeed, for topological reasons, $\gamma$ must cross the line orthogonally bisecting the segment joining its endpoints an odd number of times (with multiplicity). But since the rotational invariance pairs each crossing above the origin with one below, we are forced to include the origin in the set of crossings. We conclude that

$$
0=y\left(\frac{L}{2}\right)=\int_{0}^{L / 2} y^{\prime}=-\int_{0}^{L / 2} x^{2} d s,
$$

which is impossible since $x(L / 2)=B>0$.
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