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THE PRESCRIBED CURVATURE PROBLEM
FOR ENTIRE HYPERSURFACES IN MINKOWSKI SPACE

CHANGYU REN, ZHIZHANG WANG AND LING XIAO

We prove three results in this paper: First, we prove, for a wide class of functions ϕ ∈ C2(Sn−1) and
ψ(X, ν) ∈ C2(Rn+1

× Hn), there exists a unique, entire, strictly convex, spacelike hypersurface Mu

satisfying σk(κ[Mu])= ψ(X, ν) and u(x)→ |x | +ϕ(x/|x |) as |x | → ∞. Second, when k = n−1, n−2,
we show the existence and uniqueness of an entire, k-convex, spacelike hypersurface Mu satisfying
σk(κ[Mu]) = ψ(x, u(x)) and u(x) → |x | + ϕ(x/|x |) as |x | → ∞. Last, we obtain the existence and
uniqueness of entire, strictly convex, downward translating solitons Mu with prescribed asymptotic
behavior at infinity for σk curvature flow equations. Moreover, we prove that the downward translating
solitons Mu have bounded principal curvatures.

1. Introduction

Let Rn,1 be the Minkowski space with the Lorentzian metric

ds2
=

n∑
i=1

dx2
i − dx2

n+1.

In this paper, we will devote ourselves to the study of spacelike hypersurfaces with prescribed σk curvature
in Minkowski space Rn,1. Here, σk is the k-th elementary symmetric polynomial, i.e.,

σk(κ)=

∑
1⩽i1<···<ik⩽n

κi1 · · · κik .

Any such hypersurface M can be written locally as a graph of a function xn+1 = u(x), x ∈ Rn , satisfying
the spacelike condition

|Du|< 1. (1-1)

More precisely, we focus on the equation

σk(κ[Mu])= ψ(X, ν), (1-2)

where X = (x, u(x)) is the position vector of Mu = {(x, u(x)) | x ∈ Rn
}, ν = (Du, 1)/

√
1 − |Du|2 is the

future-directed unit normal lying on the hyperboloid Hn , and κ[Mu] = (κ1, . . . , κn) is the set of principal
curvatures of Mu . Thus (1-2) can be rewritten as

σk(κ[Mu])= ψ(x, u(x), Du). (1-3)
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Notice that the functions ψ in the right-hand sides of (1-2) and (1-3) are different. Slightly extending the
notation, we use the same symbol here.

The classical Minkowski problem asks for the construction of a strictly convex compact surface 6
whose Gaussian curvature is a given positive function f (ν(X)), where ν(X) denotes the normal to 6 at X .
This problem has been discussed by Nirenberg [1953], Pogorelov [1978], and Cheng and Yau [1976]. The
general problem of finding strictly convex hypersurfaces with prescribed surface area measures is called
the Christoffel–Minkowski problem. This type of problem can be reduced to a fully nonlinear equation of
the form (1-2). It may be traced back to Aleksandrov [1942], who established the problem of prescribing
zeroth curvature measure. The prescribed curvature measure problem in convex geometry has been
extensively studied by Aleksandrov [1956], Pogorelov [1953], Guan, Lin, and Ma [Guan et al. 2009], and
Guan, Li, and Li [Guan et al. 2012]. A more general form of the prescribed curvature measure problem
can be expressed as (1-3). In particular, Guan, Ren, and Wang [Guan et al. 2015] solved this problem in
Euclidean space for convex hypersurfaces. Other related studies and references about the Minkowski
problem may be found in [Bakelman and Kantor 1974; Caffarelli et al. 1986; 1988; Guan and Guan 2002;
Oliker 1984; Treibergs and Wei 1983].

In Minkowski space, there have been fruitful results on the prescribed curvature problem for spacelike
entire hypersurfaces. In [Treibergs 1982] and [Choi and Treibergs 1990], the authors obtained the
existence of entire hypersurfaces with constant mean curvature. Li [1995] then extended [Treibergs
1982] and proved the existence of constant Gauss curvature hypersurfaces with Gauss image a unit ball.
The existence of constant Gauss curvature hypersurfaces with Gauss image the convex hull in B1 of an
arbitrary closed set F ⊂ Sn−1 was proved by Guan, Jian, and Schoen [Guan et al. 2006a] and Bayard and
Schnürer [2009]. Later, [Bayard 2006] and [Bayard and Delanoë 2009] considered the prescribed scalar
curvature problem for entire, spacelike hypersurfaces under different settings. More recently, the second
and third authors showed the existence of entire, spacelike, constant σk curvature hypersurfaces in [Wang
and Xiao 2022].

Our goal here is to construct entire, spacelike hypersurfaces satisfying (1-2) in Minkowski space. The
main results of this paper follow.

The first result is to construct entire, strictly convex, spacelike hypersurfaces satisfying (1-2).

Theorem 1. Suppose ϕ is a C2 function defined on Sn−1, i.e., ϕ ∈ C2(Sn−1), ψ(X, ν) ∈ C2(Rn+1
× Hn)

is a positive function, and c1 ⩾ ψ(X, ν) ⩾ c2 for some positive constants c1, c2. We further assume
that ψxn+1 ⩾ 0 (or ψu ⩾ 0). If either ψ−1/k(X, ν) is locally strictly convex with respect to X for any ν
or ψ only depends on ν, then there exists a unique, entire, strictly convex, spacelike hypersurface
Mu = {(x, u(x)) | x ∈ Rn

} satisfying (1-2). Moreover, as |x | → ∞,

u(x)→ |x | +ϕ

(
x
|x |

)
. (1-4)

Remark 2. Indeed, from the proof of the C2 global estimate Lemma 10, we can see that the assumption
that ψ(X, ν) does not depend on X can be replaced by a weaker assumption; that is, ψ−1/k(X, ν) is
convex with respect to X , and the corresponding form ψ(x, u, Du) does not depend on |x |.
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Remark 3. In the proof, we only can see that the hypersurface Mu we constructed is convex. In order to
say it’s strictly convex, we need to apply the constant rank theorem (see [Guan et al. 2006b, Theorem 1.2;
Wang and Xiao 2022, Theorem 27]) and the splitting theorem (see [Wang and Xiao 2022, Theorem 28])
to obtain that, if Mu has a degenerate point in the interior, then Mu = Ml

× Rn−l, where Ml
⊂ Rl,1 is a

strictly convex, spacelike hypersurface. This contradicts (1-4).

Before stating our second result, we need the following definition.

Definition 4. A C2 regular hypersurface M⊂ Rn,1 is k-convex if the principal curvatures of M at X ∈M
satisfy κ[X ] ∈ 0k for all X ∈ M, where 0k is the Gårding cone

0k = {κ ∈ Rn
| σm(κ) > 0, m = 1, . . . , k}.

Using the newly developed methods in [Ren and Wang 2019; 2023], we are able to generalize results
in [Bayard 2006] to prove the following.

Theorem 5. Suppose ϕ is some C2 function defined on Sn−1 and ψ(x, u(x)) ∈ C2(Rn+1) is a positive
function satisfying c1 ⩾ψ(x, u(x))⩾ c2 for c1, c2> 0. We further assume that k = n−1, n−2 and ψu ⩾ 0.
Then there exists a unique, k-convex, spacelike hypersurface Mu = {(x, u(x)) | x ∈ Rn

} satisfying

σk(κ[Mu])= ψ(x, u(x)). (1-5)

Moreover, as |x | → ∞,

u(x)→ |x | +ϕ

(
x
|x |

)
. (1-6)

Remark 6. Notice that unlike in the strictly convex case (Theorem 1), in this theorem, we only prove the
existence result for the case when ψ depends on x and u(x) (ψ is independent of Du). This is because
the proofs of Lemma 12 (C2 boundary estimates for k-convex hypersurfaces) and Lemma 15 (C1 local
estimates for k-convex hypersurfaces) crucially rely on the fact that ψ is independent of Du.

Now, let’s consider the σk curvature flow with a forcing term in Minkowski space:

d X
dt

= −

(
C −

σ
1/k
k (κ[Mu])(n

k

)1/k

)
ν, (1-7)

where κ[Mu] ∈ 0k . This can be rewritten as the equation for the height function u:

ut√
1 − |Du|2

=
σ

1/k
k (κ[Mu])(n

k

)1/k − C. (1-8)

The downward translating soliton to (1-8) is of the form

u(x, t)= u(x)− t, (1-9)

where u(x) satisfies (
σk(n
k

))1/k

(κ[Mu])= C −
1√

1 − |Du|2
. (1-10)

Equation (1-10) can be viewed as the “degenerate” type of (1-2). In this case, we prove the following.
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Theorem 7. Suppose ϕ is a C2 function defined on Sn−1
C̃

:= {x ∈ Rn
| |x | = C̃}, where C̃ =

√
1 − (1/C)2

and C > 1 is a constant. There exists a unique, strictly convex solution u : Rn
→ R of (1-10) such that,

as |x | → ∞,

u(x)→ C̃|x | −
1
C2

k

√
n−k

n
log |x | +ϕ

(
C̃ x
|x |

)
. (1-11)

Moreover, Mu = {(x, u(x)) | x ∈ Rn
} has bounded principal curvatures.

When k = 1, (1-10) has been studied in [Ju et al. 2010; Spruck and Xiao 2016]; when k = 2, (1-10)
has been studied in [Bayard 2023].

Remark 8. Under our assumptions on ψ , we can see that the linearized operators of (1-2), (1-5), and
(1-10) satisfy the maximum principle. Therefore, the uniqueness properties in Theorem 1, 5, and 7 follow
from the maximum principle directly.

The rest of this paper is organized as follows. In Section 2, we introduce some basic formulas and
notation. The solvability of (1-2) and (1-5) on a bounded domain (Dirichlet problem) is discussed in
Section 3. We prove the local C1 and C2 estimates for solutions of (1-2) and (1-5) in Section 4. This leads
to the completion of the proof of our first two main results, Theorems 1 and 5, in Section 5. Section 6 and
Section 7 are devoted to Theorem 7. In particular, in Section 6, we study the radially symmetric solution
to (1-10), this solution will be used to construct barrier functions in Section 7. We finish the proof of
Theorem 7 in Section 7.

2. Preliminaries

In this paper, we will follow notation in [Wang and Xiao 2022]. For the readers convenience, we will
include some basic notation and formulas in this section. For more details, one can refer to [Choi and
Treibergs 1990; Li 1995]. Readers who are already familiar with calculations in Minkowski space can
skip this section.

We first recall that the Minkowski space Rn,1 is Rn+1 endowed with the Lorentzian metric

ds2
= dx2

1 + · · · + dx2
n − dx2

n+1.

Throughout this paper, ⟨ · , · ⟩ denotes the inner product in Rn,1.

2.1. Vertical graphs in Rn,1. A spacelike hypersurface M in Rn,1 is a codimension 1 submanifold whose
induced metric is Riemannian. Locally, M can be written as the graph of a function, i.e.,

Mu = {X = (x, u(x)) | x ∈ Rn
},

satisfying the spacelike condition (1-1). We let E = (0, . . . , 0, 1). Then the height function of M is
u(x)= −⟨X, E⟩. It’s easy to see that the induced metric and second fundamental form of M are given by

gi j = δi j − Dxi u Dx j u, 1 ⩽ i, j ⩽ n,

and
hi j =

uxi x j√
1 − |Du|2

,
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respectively, while the timelike unit normal vector field to M is

ν =
(Du, 1)√
1 − |Du|2

,

where Du = (ux1, . . . , uxn ) and D2u = (uxi x j ) denote the ordinary gradient and Hessian, respectively,
of u. By a straightforward calculation, we have that the principle curvatures of M are eigenvalues of the
symmetric matrix A = (ai j ) given by

ai j =
1
w
γ ikuklγ

l j,

where γ ik
= δik + ui uk/(w(1 +w)) and w =

√
1 − |Du|2. Note that (γ i j ) is invertible with inverse

(γi j )= δi j − ui u j/(1 +w), which is the square root of (gi j ).
Let S be the vector of n × n symmetric matrices and

Sk = {A ∈ S | λ(A) ∈ 0k},

where λ(A)= (λ1, . . . , λn) is the set of eigenvalues of A. Define a function F by

F(A)= σk(λ(A)), A ∈ Sk .

Then (1-3) can be written as

F
( 1
w
γ ikuklγ

l j
)

= ψ(x, u(x), Du). (2-1)

Throughout this paper, we write

F i j (A)=
∂F
∂ai j

(A) and F i j,kl
=

∂2 F
∂ai j∂akl

.

Now, let {τ1, τ2, . . . , τn} be a local orthonormal frame on TM. We will use ∇ to denote the induced
Levi-Civita connection on M. For a function v on M, we write vi = ∇τiv, vi j = ∇τi ∇τjv, etc. In
particular, we have

|∇u| =

√
gi j uxi ux j =

|Du|√
1 − |Du|2

.

Using normal coordinates, we also need the following well-known fundamental equations for a
hypersurface M in Rn,1:

X i j = hi jν (Gauss formula),

(ν)i = hi jτj (Weigarten formula),

hi jk = hik j (Codazzi equation),

Ri jkl = −(hikh jl − hilh jk) (Gauss equation),

(2-2)

and the Ricci identity

hi jkl = hi jlk + hmj Rimlk + him Rjmlk = hkli j − (hmj hil − hmlhi j )hmk − (hmj hkl − hmlhk j )hmi . (2-3)
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2.2. The Gauss map. Let M be an entire, strictly convex, spacelike hypersurface, and let ν(X) be the
timelike unit normal vector to M at X . It’s well known that the hyperbolic space Hn(−1) is canonically
embedded in Rn,1 as the hypersurface

⟨X, X⟩ = −1, xn+1 > 0.

By translation parallel to the origin, we can regard ν(X) as a point in Hn(−1). In this way, we define the
Gauss map

G : M → Hn(−1), X 7→ ν(X).

Next, let’s consider the support function of M. We write

v := ⟨X, ν⟩ =
1√

1 − |Du|2

(∑
i

xi
∂u
∂xi

− u
)
.

Let {e1, . . . , en} be an orthonormal frame on Hn . We will also write {e∗

1, . . . , e∗
n} for the pull-back of ei

by the Gauss map G. Similarly to the convex geometry case, we write

3i j = vi j − vδi j ,

which is the hyperbolic Hessian. Here the vi j denote the covariant derivatives with respect to the hyperbolic
metric.

Let ∇ be the connection of the ambient space. Then we have

X =

∑
i

vi ei − vν

and
∇e∗

j
X =

∑
k

(ej (vk)ek + vk∇ej ek)− vjν− v∇ej ν =

∑
k

3k j ek .

Note also that
gi j = ⟨∇e∗

i
X,∇e∗

j
X⟩ =

∑
k

3ik3k j (2-4)

and
hi j = ⟨∇e∗

i
X,∇ej ν⟩ =3i j . (2-5)

This implies that the eigenvalues of the hyperbolic Hessian are equal to the curvature radius of M.
Therefore, (1-2) can be written as

F(vi j − vδi j )=
1

ψ(X, ν)
, (2-6)

where F(A)= (σn/σn−k)(λ(A)). Moreover, it is clear that

(∇ej ∇ei ν)
⊥

= δi jν, (2-7)

which yields, for k = 1, 2, . . . , n + 1,

∇ej ∇ei xk = xkδi j , (2-8)

where xk is the coordinate function.
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2.3. Legendre transform. Suppose M is an entire, strictly convex, spacelike hypersurface. Then M is
the graph of a convex function

xn+1 = −⟨X, E⟩ = u(x1, . . . , xn),

where E = (0, . . . , 0, 1). We introduce the Legendre transform

ξi =
∂u
∂xi

, u∗
=

∑
xiξi − u.

Next, we calculate the first and second fundamental forms in terms of ξi . Since it is well known that(
∂2u
∂xi∂x j

)
=

(
∂2u∗

∂ξi∂ξj

)−1

,

we have that the first and the second fundamental forms can be rewritten as

gi j = δi j − ξiξj and hi j =
u∗i j√

1 − |ξ |2
,

where (u∗i j ) denotes the inverse matrix of (u∗

i j ) and |ξ |2 =
∑

i ξ
2
i . Now, let W be the Weingarten matrix

of M. Then
(W −1)i j =

√
1 − |ξ |2giku∗

k j .

From the discussion above, we can see that if Mu = {(x, u(x)) | x ∈ Rn
} is an entire, strictly convex,

spacelike hypersurface satisfying σk(κ[M]) = ψ , then the Legendre transform of u, denoted by u∗,
satisfies

F(w∗γ ∗

iku∗

klγ
∗

l j )=
σn

σn−k
(κ∗

[w∗γ ∗

iku∗

klγ
∗

l j ])=
1
ψ
. (2-9)

Here, w∗
=

√
1 − |ξ |2, and (γ ∗

i j )= δi j − ξiξj/(1 +w∗) is the square root of the matrix (gi j ).

3. The Dirichlet problem

We will divide this section into two subsections. In the first subsection, we only consider the convex
solution to (1-2). In the second subsection, we restrict ourselves to the cases when k = n − 1 (n ⩾ 3),
n − 2 (n ⩾ 5), and we will consider the k-convex, spacelike solution to (1-5). When k = 2, this problem
has been studied in [Bayard 2003; Urbas 2003].

3.1. Dirichlet problem for 1 ⩽ k ⩽ n. Recall that in [Wang and Xiao 2022] we proved the following:

Lemma 9. Let F ⊂ Sn−1, F̃ = Conv(F), and u∗ be a solution of{
F̂(w∗γ ∗

iku∗

klγ
∗

l j )=
(n

k

)−1/k in F̃,

u∗
= ϕ on ∂ F̃,

(3-1)

where F̂(w∗γ ∗

iku∗

klγ
∗

l j ) = (σn/σn−k)
1/k(κ∗

[w∗γ ∗

iku∗

klγ
∗

l j ]). Then the Legendre transform of u∗, denoted
by u, satisfies, when x/|x | ∈ F ,

u(x)− |x | → −ϕ

(
x
|x |

)
uniformly as |x | → ∞. (3-2)
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Notice that the proof of the above lemma is independent of the equation that the function u∗ satisfies.
Therefore, adapting the above lemma to the settings in this paper, this lemma tells us that if a strictly convex
function u∗

: B1 → R satisfies u∗(ξ)= −ϕ(ξ) for ξ ∈ ∂B1, then the Legendre transform of u∗, denoted
by u, satisfies u(x) → |x | + ϕ(x/|x |) as |x | → ∞. Moreover, by [Wang and Xiao 2022, Theorem 4],
there exist two solutions u and u such that

σk(κ[Mu])= c1, σk(κ[Mu])= c2,

and, as |x | → ∞,
u(x)− |x |, u(x)− |x | → ϕ

(
x
|x |

)
.

Here, the constants c1, c2 are the same as those in Theorem 1. Throughout this paper, we will denote the
Legendre transforms of u and u by u∗ and u∗, respectively. It’s easy to see that u∗ and u∗ are the super-
and subsolutions of (2-9).

Combining the discussions above with Section 2, we conclude that in order to find an entire, strictly
convex solution u of (1-3), we only need to solve the equation{

F(w∗γ ∗

iku∗

klγ
∗

l j )= ψ∗ in B1,

u∗
= −ϕ on ∂B1,

(3-3)

where
ψ∗(ξ, u∗, Du∗)=

1
ψ(x, u, Du)

=
1

ψ(Du∗, ξ · Du∗ − u∗, ξ)
and

F(w∗γ ∗

iku∗

klγ
∗

l j )=
σn

σn−k
(κ∗

[w∗γ ∗

iku∗

klγ
∗

l j ]).

Note that, by our assumption in Theorem 1, we have

ψ∗

u∗ =
ψu

ψ2 ⩾ 0. (3-4)

Thus, (3-3) possesses the maximum principle.
Notice that (3-3) is degenerate on ∂B1. Therefore, we will consider the approximate equation{

F(w∗γ ∗

iku∗

klγ
∗

l j )= ψ∗ in Br ,

u∗
= u∗ on ∂Br ,

(3-5)

where 0< r < 1.
By the continuity method, we know that, if we can obtain a prior estimates up to the second order, then

we can show (3-5) has a unique, strictly convex solution ur∗. In view of the super- and subsolutions u∗

and u∗, the C0 estimates are easy to obtain. The C1 estimates can be derived by following the argument
in Section 9.2 of [Ren et al. 2020]. The C2 estimate on the boundary can be derived from Lemma 27 in
[Ren et al. 2020] and the argument of Bo Guan [Guan 1999]. In the following, we only need to consider
the global C2 estimate.

Let Mu = {(x, u(x)) | x ∈ Rn
} be a strictly convex, spacelike hypersurface, v = ⟨X, ν⟩ be the support

function of Mu , and u∗ be the Legendre transform of u. From Sections 2.2 and 2.3, we know that
λ[vi j − vδi j ] = κ∗

[w∗γ ∗

iku∗

klγ
∗

l j ]. Therefore, studying the global C2 estimate of (3-5) is equivalent to
studying the global C2 estimate of (2-6).
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For our convenience, we will consider the equation

F̂(3)=

(
σn

σn−k

)1/k

(3)= ψ̃, (3-6)

where 3= (3i j )= (vi j − vδi j ), ψ̃ = ψ−1/k(X, ν), and the vi j are the covariant derivatives with respect
to the hyperbolic metric.

We will write λ[3] = (λ1, λ2, . . . , λn) for the set of eigenvalues of the matrix 3. We define the
Riemann curvature tensor

R(X, Y )= ∇X∇Y − ∇Y ∇X − ∇[X,Y ].

Let {e1, e2, . . . , en} be an orthonormal frame on Hn; we use the notation

Ri jkl = R(ei , ej )ek · el and Rl
i jk = glp Ri jkp.

Then the commutation formulas are

vi jk − vik j = Rl
jkivl and vi jkl − vi jlk = Rm

klivjm + Rm
kl jvim .

Note that, in hyperbolic space, we have

Ri jkl = gik gjl − gil gjk .

Therefore, given an orthonormal frame on Hn, we obtain the geometric formulas

3i jk =3ik j and 3lk j i −3lki j = vlk j i − vlki j = −vl jδik + vliδjk − vjkδil + vikδjl . (3-7)

Lemma 10. Let v be the solution of (3-6) in a bounded domain U ⊂ Hn. Denote the set of eigenvalues of
(vi j − vδi j ) by λ[vi j − vδi j ] = (λ1, . . . , λn). Then

λmax ⩽ max{C, λ|∂U },

where λmax = max{λ1, . . . , λn} and C is a positive constant only depending on U and ψ̃ .

Proof. Set
M = max

P∈U
max
|ξ |=1
ξ∈TP Hn

(log3ξξ + N xn+1),

where xn+1 is the coordinate function. Without loss of generality, we assume M is achieved at an interior
point P0 ∈ U for some direction ξ0. Chose an orthonormal frame {e1, . . . , en} around P0 such that
e1(P0)= ξ0 and 3i j (P0)= λiδi j .

Now, let’s consider the test function
φ = log311 + N xn+1.

At its maximum point P0, we have

0 = φi =
311i

311
+ N (xn+1)i , (3-8)

0 ⩾ φi i =
311i i

311
−
32

11i

32
11

+ N (xn+1)i i . (3-9)
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Note that (xn+1)i j = xn+1δi j ; thus

F̂ i iφi i =
F̂ i i311i i

311
−

F̂ i i32
11i

32
11

+ N xn+1
∑

i

F̂ i i. (3-10)

In view of (3-7),
311i i =3i11i =3i1i1 + vi i − v11 =3i i11 +3i i −311.

This yields
F̂ i i311i i = F̂ i i3i i11 + F̂ i i3i i −311

∑
i

F̂ i i. (3-11)

Differentiating (3-6) twice, we obtain

F̂ i i3i i11 = −F̂ pq,rs3pq13rs1 + ψ̃11 = −F̂ pp,qq3pp13qq1 −

∑
p ̸=q

F̂ pp
− F̂qq

λp − λq
32

pq1 + ψ̃11. (3-12)

By the concavity of (σn/σn−k)
1/k , we can see that the first term on the right-hand side is nonnegative.

Combining (3-10)–(3-12), we have

F̂ i iφi i ⩾
ψ̃11

311
−

1
311

∑
p ̸=q

F̂ pp
− F̂qq

λp − λq
32

pq1 −
F̂ i i32

11i

32
11

+ (N xn+1 − 1)
∑

i

F̂ i i

⩾
ψ̃11

311
+

1
311

∑
i ̸=1

F̂ i i
− F̂11

λ1 − λi
32

11i −
F̂ i i32

11i

32
11

+ (N xn+1 − 1)
∑

i

F̂ i i. (3-13)

We need an explicit expression of F̂ i i. A straightforward calculation gives

k F̂k−1 F̂ i i
=
σ i i

n σn−k − σnσ
i i
n−k

σ 2
n−k

, (3-14)

where σ i i
l = ∂σl/∂λi for 1 ⩽ l ⩽ n. We find that

σ i i
n σn−k − σnσ

i i
n−k = σn−1(λ|i)(λiσn−k−1(λ|i)+ σn−k(λ|i))− λiσn−1(λ|i)σn−k−1(λ|i)

= σn−1(λ|i)σn−k(λ|i).

Here and in the following, σl(λ|a) and σl(λ|ab) are the l-th elementary symmetric polynomials of
λ1, . . . , λn with λa = 0 and λa = λb = 0, respectively. It follows that

k F̂k−1 F̂ i i
=
σn−1(λ|i)σn−k(λ|i)

σ 2
n−k

. (3-15)

Therefore, we get

k F̂k−1(F̂ i i
− F̂11)=

1
σ 2

n−k
[σn−1(λ|i)σn−k(λ|i)− σn−1(λ|1)σn−k(λ|1)]

=
σn−2(λ|1i)
σ 2

n−k
[λ1σn−k(λ|i)− λiσn−k(λ|1)]

=
σn−2(λ|1i)(λ1 − λi )

σ 2
n−k

[(λ1 + λi )σn−k−1(λ|1i)+ σn−k(λ|1i)]. (3-16)



THE PRESCRIBED CURVATURE PROBLEM FOR ENTIRE HYPERSURFACES IN MINKOWSKI SPACE 11

When i ⩾ 2, we can see that

k F̂k−1
(

F̂ i i
− F̂11

λ1 − λi
−

F̂ i i

λ1

)
=
σn−2(λ|1i)
σ 2

n−k
[(λ1 + λi )σn−k−1(λ|1i)+ σn−k(λ|1i)− σn−k(λ|i)]

=
σn−2(λ|1i)
σ 2

n−k
λiσn−k−1(λ|1i)=

σn−1(λ|1)
σ 2

n−k
σn−k−1(λ|1i) > 0. (3-17)

Plugging (3-17) into (3-13), we obtain

F̂ i iφi i ⩾
ψ̃11

311
− F̂113

2
11i

32
11

+(N xn+1 −1)
∑

i

F̂ i i
=
ψ̃11

311
− F̂11 N 2(yn+1)

2
1 +(N xn+1 −1)

∑
i

F̂ i i. (3-18)

Here, in the last equality, we have used (3-8).
Now, let’s calculate ψ̃11. We denote by ∇ the connection of the ambient space and by {e∗

1, e∗

2, . . . , e∗
n}

the pull back of {e1, e2, . . . , en} via the Gauss map. Differentiating ψ̃ with respect to e1 twice, we get

ψ̃1 = dXψ
−1/k(∇e∗

1
X)+ dνψ−1/k(e1) (3-19)

and

ψ̃11 = dX dXψ
−1/k(∇e∗

1
X,∇e∗

1
X)+ dXψ

−1/k(∇e1∇e∗

1
X)

+ 2dX dνψ−1/k(e1,∇e∗

1
X)+ dνdνψ−1/k(e1, e1)+ dνψ−1/k(∇e1e1)

⩾ c03
2
11 + dXψ

−1/k
(
∇e1

∑
k

3k1ek

)
+ 2dX dνψ−1/k

(
e1,

∑
l

3l1el

)
+ dνdνψ−1/k(e1, e1)+ dνψ−1/k(ν)

⩾ c03
2
11 +

∑
k

dXψ
−1/k(3k11ek +3k1δk1ν)− Cλ1 − C

⩾ c03
2
11 +

∑
k

311kdXψ
−1/k(ek)− Cλ1 − C, (3-20)

where the first inequality comes from the locally strict convexity assumption on ψ−1/k , i.e., for any
spacelike vector ξ ∈ Rn,1,

dX dXψ
−1/k(ξ, ξ)⩾ c0|ξ |

2
E ⩾ c0|ξ |

2
M .

Here c0> 0 is some constant depending on the defining domain, and | · |E and | · |M are the Euclidean norm
and Minkowski norm, respectively. At the point P0, in view of (3-8) and the assumption that ψxn+1 ⩾ 0,
we derive

ψ̃11

311
⩾ c0λ1 − N

∑
k

(xn+1)kdXψ
−1/k(ek)− C −

C
λ1

= c0λ1 +
N
k
ψ−1/k−1dXψ(∇xn+1)− C −

C
λ1

= c0λ1 +
N
k
ψ−1/k−1dXψ

(
−

∂

∂xn+1
+ xn+1ν

)
− C −

C
λ1
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= c0λ1 +
N
k
ψ−1/k−1dXψ

(
|x |

2 ∂

∂xn+1
+ xn+1

n∑
i=1

xi
∂

∂xi

)
− C −

C
λ1

= c0λ1 +
N |x |

2

k
ψ−1/k−1 ∂ψ

∂xn+1
+

N
k
ψ−1/k−1xn+1

n∑
i=1

xi
∂ψ

∂xi
− C −

C
λ1

⩾ c0λ1 +
N
k
ψ−1/k−1xn+1

n∑
i=1

xi
∂ψ

∂xi
− C −

C
λ1

⩾ −C −
C
λ1
. (3-21)

Here, in the last inequality, we have assumed λ1 = λ1(|ψ |C2) > 0 is large at P0. On the other hand, note
that the functional F̂ is concave and homogenous of degree 1. Therefore,∑

i

F̂ i i
= F̂(λ)+

∑
i

F̂ i i (1 − λi )⩾ F̂(1)=

(n
k

)−1/k
. (3-22)

Combining (3-18)–(3-22), we obtain

0 ⩾ F̂ i iφi i ⩾ −C −
C
λ1

−
C
λ1

N 2(xn+1)
2
1 + (N xn+1 − 1)

(n
k

)−1/k
.

Letting N and λ1 be sufficiently large, we obtain a contradiction. This completes the proof of Lemma 10.
Notice that this is the only place we need the locally strict convexity assumption of ψ−1/k in Theorem 1.

It’s also clear that the above proof can be easily modified to the case when ψ−1/k is convex with respect
to X and the corresponding ψ(x, u(x), Du) does not depend on |x | (see the second inequality in (3-21)),
as stated in the Remark 2. Therefore, (3-5) is solvable when either ψ−1/k is locally strictly convex with
respect to X or ψ−1/k is convex with respect to X and ψ(x, u(x), Du(x)) does not depend on |x |. □

3.2. Dirichilet problem for k = n−1, n−2. Let n ∈ N and �n := {x ∈ Rn
| u(x)= n}. We will consider

the Dirichlet problem {
σk(κ[Mu])= ψ(x, u(x)) in �n,

u = n on ∂�n.
(3-23)

Note that since u is strictly convex, �n is strictly convex. It’s easy to see that if u is a solution of (3-23),
then u ⩽ u ⩽ u. Therefore, in order to find a k-convex solution u for (3-23), we only need to study the
C1 and C2 estimates of u.

3.2.1. C1 estimate for (3-23).

Lemma 11. Let u be a solution of (3-23), then |Du|< C < 1. Here C is a constant depending on |Du|�n

and ψ .

Proof. Let V = −⟨ν, E⟩ = 1/
√

1 − |Du|2, and consider the test function φ = ln V + K u, where K > 0 is
to be determined. If φ achieves its maximum at an interior point P0 ∈ Mu , then at this point, we may
choose a normal coordinate {τ1, . . . , τn} such that hi j = κiδi j . Since at P0 we have

φi =
Vi

V
+ K ui = 0 and 0 ⩾ φi i =

Vi i

V
−

V 2
i

V 2 + K ui i ,
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a straightforward calculation yields

0 ⩾ −
⟨∇σk, E⟩

V
−
σ i i

k κ
2
i u2

i

V 2 + K kψV + σ i i
k κ

2
i .

Note that |⟨∇σk, E⟩| ⩽ CV 2, where C only depends on |ψ |C1 . Choosing K > C + 1, we have

−
⟨∇σk, E⟩

V
−
σ i i

k κ
2
i u2

i

V 2 + K kψV + σ i i
k κ

2
i > 0.

This leads to a contradiction. □

3.2.2. C2 boundary estimates for (3-23). Now, we will establish the C2 boundary estimate. For our
convenience, we will consider the solvability of the Dirichlet problem{

G(Du, D2u)= σk
( 1
w
γ ikuklγ

l j)
= ψ(x, u(x)) in �,

u = 0 on ∂�,
(3-24)

where � is strictly convex. We will follow the idea of [Caffarelli et al. 1988].

Infinitesimal stretching. If u is a solution of (3-24), let v(x)= t−1u(t x), where t > 0. Then the principal
curvatures of Mv satisfy κ[Mv(x)] = tκ[Mu(t x)]. Therefore,

G(Dv, D2v)= tkψ(t x, u(t x))= tkψ(t x, tv(x)). (3-25)

We write v̇ = (d/dt)v = −t−2u(t x)+ x · Du(t x); when t = 1,

v̇ = x · Du(x)− u(x).

Differentiating (3-25) with respect to t then evaluating at t = 1, we obtain

Gi j∂i j v̇+ Gs∂s v̇ = kψ +ψz(v+ v̇)+ xψx .

Writing L := Gi j∂i j + Gs∂s , we have

L(x · Du − u)= kψ +ψz(u + x · Du − u)+ xψx = kψ + xψx +ψzx · Du. (3-26)

Infinitesimal rotation in Minkowski space. It is well known that Lorentz boosts are isometries of Rn,1.
Keeping the coordinates x ′

= (x1, . . . , xn−1) fixed, we rotate in the (xn, u) variables:[
cosh θ sinh θ
sinh θ cosh θ

] [
xn

u

]
=

[
cosh θxn + sinh θu
cosh θu + sinh θxn

]
.

To the first order in θ , the image of (x, u(x)) under such a rotation is

(x ′, xn + u(x)θ, u(x)+ xnθ).

Therefore, to the first order in θ , the image of

(x ′, xn − u(x)θ, u(x ′, xn − u(x)θ))

is (x ′, xn, u(x ′, xn − u(x)θ)+ xnθ). Considering this image as the graph of the function

v(x)= u(x ′, xn − u(x)θ)+ xnθ + higher order in θ,
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we have
G(Dv, D2v)= ψ(x ′, xn − u(x)θ, u(x ′, xn − u(x)θ))+ higher order in θ

= ψ(x ′, xn − u(x)θ, v(x)− xnθ)+ higher order in θ.

Notice that (dv/dθ)|θ=0 = xn − unu, so we obtain

Gi j∂i j (xn − unu)+ Gs∂s(xn − unu)= ψn(−u(x))+ψz(xn − unu − xn). (3-27)

Thus, we conclude that
L(xn − uun)= −uψn − unuψz. (3-28)

Lemma 12. Let u be a solution of (3-24), then |D2u|< C on ∂�. Here C is a constant depending on �
and ψ .

Proof. For any p ∈ ∂�, we suppose p is the origin and that the xn-axis is the interior normal of ∂� at p.
We may also assume the boundary near the origin p is represented by

xn =
1
2

n−1∑
α=1

λαx2
α + O(|x ′

|
3), x ′

= (x1, . . . , xn−1),

where λα>0, 1⩽α⩽n−1, are the principal curvatures of ∂� at the origin. Let Tα=∂α+λα(xα∂n−xn∂α).
Note that Gi j ui jα + Gsusα = ψα +ψzuα. In view of the fact that (3-23) is invariant under rotation (see
(3.1) in [Caffarelli et al. 1988]), we get

|LTαu| ⩽ C. (3-29)

Moreover, it’s easy to see we have |Tαu| ⩽ C |x ′
|
2 on ∂� near the origin. In the following, we write

�β :=�∩ {xn < β}. Set
h = (x · Du − u)− δ

β
(xn − uun).

On ∂�∩ ∂�β , note that u = 0, so we have x · Du ⩽ C1|x ′
|
2. This implies, on ∂�∩ ∂�β ,

h = x · Du −
δ

β
xn ⩽

(
C1 −

δ

β
a
)
|x ′

|
2, (3-30)

where a > 0 depends on the principal curvatures of ∂�. Notice that u is a spacelike function, so we
suppose |Du|⩽ θ0 in � for some θ0 ∈ (0, 1). Then we have 0 ⩽−u ⩽ θ0β in �β . Therefore, on {xn = β},

h = βun +

n−1∑
α=1

xαuα − u +
δ

β
uun − δ ⩽ βθ0 + Cβ1/2

+ θ0β + θ2
0 δ− δ ⩽ Cβ1/2

+ δ(θ0 − 1) (3-31)

with C being independent of β and δ. Moreover,

Lh = kψ + xψx +ψzx · Du −
δ

β
(−uψn − unuψz)⩾ kψ − Cβ1/2

− Cδ ⩾ k
2
ψ, (3-32)

where δ and β are small positive constants.
Now choose A = A(δ) > 0 large enough that

Ah ⩽ −|Tαu| on ∂�β and L Ah > |LTαu| in �β .
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By the maximum principle, we conclude that

Ah ± Tαu ⩽ 0 in �β .

On the other hand, we have h(0)= Tαu(0)= 0. Therefore,

|∂nTαu(0)| ⩽ −Ahn(0)⩽
Aδ
β
,

which yields

|unα(0)| ⩽ C. (3-33)

Next, following the notation in Section 2.1, we write ai j =
1
w
γ ikuklγ

l j, where w =
√

1 − |Du|2 and
γ ik

= δik + ui uk/(w(1 +w)). A straightforward calculation yields, at the origin,

aαα =
uαα
w

= −
unλα

w
, aαn =

uαn

w2 for 1 ⩽ α ⩽ n − 1,

ann =
unn

w3 , ai j = 0 for all other 1 ⩽ i, j ⩽ n.
(3-34)

Since ∂� is smooth, we know there exists r0 > 0 and z p = (0, . . . , 0, r0) such that Br0(z p) ⊂ � and
Br0(z p)∩ ∂�= p. Here Br0(z p) is a ball of radius r0 centered at z p. Let

u = −

√
R2

+ r2
0 +

√
R2

+ |x − z p|
2,

where x = (x1, . . . , xn) and R > 0 is a constant to be determined. A straightforward calculation yields

σk

( 1
w
γ ikuklγ

l j
)

=

(n
k

) 1
R
< c2

when R = R(c2) > 0 is sufficiently large. Here c2 is the lower bound for ψ defined in Theorem 5.
Therefore, u is a supersolution of (3-24). By the strong maximum principal, we have u < u in Br0(z p).
Applying the Hopf lemma, we obtain

r0
√

R2
+ r2

0

= −un(p) <−un(p).

In view of (3-34) and [Trudinger 1995, (2.5)], (3-24) can be written as

1
wk

[
1
w2 (−un)

k−1σk−1(λ)unn + P
]

= ψ,

where P depends on w, uαβ , and uαn , which are bounded by some uniform constants depending on n, k,
∂�, ∥u∥C1(�), and λ= (λ1, . . . , λn−1). Moreover, by our assumption that ψ is bounded, we obtain an
upper bound for unn(0). The lower bound for unn(0) comes from the fact that Mu is k-convex, which
implies

∑n
i=1 ai i > 0.

Finally, since p ∈ ∂� is arbitrary, we get

|D2u(x)| ⩽ C for any x ∈ ∂�. □
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3.2.3. C2 global estimate for (3-23). Finally, we will prove the C2 global estimate. In this subsubsection,
for greater generality, we will assume ψ = ψ(X, ν).

Lemma 13. Let u be a solution of (3-24) with ψ = ψ(X, ν), then

|D2u|<max
{
C,max

∂�
|D2u|

}
on �. Here C is a constant depending on |Du|� and ψ .

Proof. We consider the following test function whose form first appeared in [Guan et al. 2015]:

φ = log log P − N ⟨ν, E⟩.

Here, P :=
∑

l eκl , and N is a sufficiently large constant to be determined later.
We may assume that the maximum of φ is achieved at some point P0 ∈ Mu , where u is the solution of

(3-24). Suppose {τ1, τ2, . . . , τn} is a normal coordinate near P0 such that, at P0,

hi j = κiδi j and κ1 ⩾ κ2 ⩾ · · · ⩾ κn.

Differentiating the function φ twice at P0, we have

φi =
Pi

P log P
+ Nhi i ui = 0, (3-35)

and

φi i =
Pi i

P log P
−

P2
i

P2 log P
−

P2
i

(P log P)2
− Nh2

i i ⟨ν, E⟩ +

∑
s

Nushisi

=
1

P log P

[∑
l

eκl hlli i +

∑
l

eκl h2
lli +

∑
p ̸=q

eκp − eκq

κp − κq
h2

pqi −

(
1
P

+
1

P log P

)
P2

i

]
− Nh2

i i ⟨ν, E⟩ +

∑
s

Nushi is .

Contracting with σ i i
k , we get

σ i i
k φi i =

σ i i
k

P log P

[∑
l

eκl hlli i +

∑
l

eκl h2
lli +

∑
p ̸=q

eκp − eκq

κp − κq
h2

pqi −

(
1
P

+
1

P log P

)
P2

i

]
− Nσ i i

k κ
2
i ⟨ν, E⟩ +

∑
s

Nusσ
i i
k hi is . (3-36)

At P0, differentiating (1-2) twice yields

σ i i
k hi il = dXψ(τl)+ κldνψ(τl) (3-37)

and
σ i i

k hi ill + σ
pq,rs

k h pqlhrsl ⩾ −C − Ch2
11 +

∑
s

hslldνψ(τs), (3-38)

where C is some uniform constant only depending on ψ . Note that

hlli i = hi ill − hi i h2
ll + h2

i i hll . (3-39)
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Inserting (3-38) and (3-39) into (3-36), we obtain

σ i i
k φi i ⩾

1
P log P

[∑
l

eκl

(
−C − Cκ2

1 − σ
pq,rs

k h pqlhrsl +

∑
s

hslldνψ(τs)

)
+

∑
l

σ i i
k eκl h2

lli + σ i i
k

∑
p ̸=q

eκp − eκq

κp − κq
h2

pqi −

(
1
P

+
1

P log P

)
σ i i

k P2
i

]

−Nσ i i
k κ

2
i ⟨ν, E⟩ +

∑
s

Nusσ
i i
k hsii − σ i i

k κ
2
i . (3-40)

By (3-35) and (3-37), we have

1
P log P

∑
s

∑
l

eκl hslldνψ(τs)+
∑

s

Nusσ
i i
k hsii ⩾ −C.

Now, for any constant K > 1, we write

Ai = eκi

[
K (σk)

2
i −

∑
p ̸=q

σ
pp,qq

k h ppi hqqi

]
,

Bi = 2
∑
l ̸=i

σ
i i,ll
k eκl h2

lli , Ci = σ i i
k

∑
l

eκl h2
lli ,

Di = 2
∑
l ̸=i

σ ll
k

eκl − eκi

κl − κi
h2

lli , Ei =
1 + log P
P log P

σ i i
k P2

i .

Combining

−

∑
l

σ
pq,rs

k h pqlhrsl =

∑
p ̸=q

σ
pp,qq

k h2
pql −

∑
p ̸=q

σ
pp,qq

k h pplhqql

with (3-40), we get

σ i i
k φi i ⩾

1
P log P

∑
i

(Ai + Bi + Ci + Di − Ei )+ (−N ⟨ν, E⟩ − 1)σ i i
k κ

2
i − Cκ1. (3-41)

Claim 1. For any given 0< ε < 1
2 , we let α = (1 − 2ε)/(1 + ε). There exists a positive constant δ < 1

2
such that, for any |κi | ⩽ δκ1, 1 ⩽ i ⩽ n, if the constant K and the maximum principal curvature κ1 are
both sufficiently large, we have

Ai + Bi + Ci + Di − Ei −
α

P log P
σ i i

k P2
i ⩾ 0.

Applying Lemma 6 in [Ren and Wang 2019], we can see that when K is chosen to be sufficiently
large, we have Ai ⩾ 0. By the Cauchy–Schwarz inequality, we have

P2
i = e2κi h2

i i i + 2
∑
l ̸=i

eκi +κl hi i i hlli +

(∑
l ̸=i

eκl hlli

)2

⩽ e2κi h2
i i i + 2

∑
l ̸=i

eκi +κl hi i i hlli + (P − eκi )
∑
l ̸=i

eκl h2
lli . (3-42)
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Thus,

Bi + Ci + Di − Ei −
α

P log P
σ i i

k P2
i

⩾ 2
∑
l ̸=i

eκlσ
ll,i i
k h2

lli + 2
∑
l ̸=i

eκl − eκi

κl − κi
σ ll

k h2
lli −

1 +α

log P

∑
l ̸=i

eκlσ i i
k h2

lli +
1 +α+ log P

P log P

∑
l ̸=i

eκl+κiσ i i
k h2

lli

+ eκiσ i i
k h2

i i i −
1 +α+ log P

P log P
e2κiσ i i

k h2
i i i − 2

1 +α+ log P
P log P

∑
l ̸=i

eκi +κlσ i i
k hi i i hlli . (3-43)

Let ε be equal to the εT in Lemma 12 of [Ren and Wang 2019]. Then we know there exists a positive
constant δ < ε such that, when |κi |< δκ1,

(2 − ε)
∑
l ̸=i

eκlσ
ll,i i
k h2

lli + (2 − ε)
∑
l ̸=i

eκl − eκi

κl − κi
σ ll

k h2
lli −

1 +α

log P

∑
l ̸=i

eκlσ i i
k h2

lli ⩾ 0. (3-44)

On the other hand, we have∑
l ̸=i,1

eκl+κiσ i i
k h2

lli − 2
∑
l ̸=i,1

eκi +κlσ i i
k hi i i hlli ⩾ −

∑
l ̸=i,1

eκl+κiσ i i
k h2

i i i . (3-45)

It follows that

Bi + Ci + Di − Ei −
α

P log P
σ i i

k P2
i

⩾
1 +α+ log P

P log P
eκ1+κiσ i i

k h2
11i + eκiσ i i

k h2
i i i −

1 +α+ log P
P log P

∑
l ̸=1

eκl+κiσ i i
k h2

i i i

− 2
1 +α+ log P

P log P
eκi +κ1σ i i

k hi i i h11i + εeκ1σ
11,i i
k h2

11i + ε
eκ1 − eκi

κ1 − κi
σ 11

k h2
11i . (3-46)

A straightforward calculation shows that, when κ1 is very large, the following inequalities hold:

eκiσ i i
k h2

i i i −
1 +α+ log P

P log P

∑
l ̸=1

eκl+κiσ i i
k h2

i i i ⩾

(
eκ1

P
−

1 +α

log P

)
eκiσ i i

k h2
i i i ⩾

1
n + 1

eκiσ i i
k h2

i i i ,

and

−2
1 +α+ log P

P log P
eκi +κ1σ i i

k |hi i i h11i | ⩾ −
3
P

eκi +κ1σ i i
k |hi i i h11i | ⩾ −3eκiσ i i

k |hi i i h11i |.

Moreover, it is easy to see that

eκ1σ
11,i i
k h2

11i +
eκ1 −eκi

κ1−κi
σ 11

k h2
11i = eκiσ

11,i i
k h2

11i +
eκ1 −eκi

κ1−κi
σ i i

k h2
11i . (3-47)

By the Taylor expansion, we have

eκ1 −eκi

κ1−κi
σ i i

k h2
11i = eκi

∑
m⩾1

(κ1 − κi )
m−1

m!
σ i i

k h2
11i . (3-48)
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Combining the previous four formulas with (3-46), when κ1 is sufficiently large and |κi |< δκ1, we obtain

Bi + Ci + Di − Ei −
α

P log P
σ i i

k P2
i ⩾ eκiσ i i

k

[
1

n + 1
h2

i i i − 3|hi i i h11i | + ε
∑
m⩾1

(κ1 − κi )
m−1

m!
h2

11i

]
⩾ 0.

Therefore, Claim 1 is proved.
Recalling Section 4 of [Ren and Wang 2019] and the proof of Theorem 14 in [Ren and Wang 2023],

we know the following claim is true.

Claim 2. Suppose k = n − 1 (n ⩾ 3) or k = n − 2 (n ⩾ 5). For any index 1 ⩽ i ⩽ n, if the positive
constant K and the maximum principal curvature κ1 are both sufficiently large, we have

Ai + Bi + Ci + Di − Ei ⩾ 0.

By Claims 1 and 2, (3-41) becomes

0 ⩾
∑

|κi |<δκ1

α

(P log P)2
σ i i

k P2
i + (−N ⟨ν, E⟩ − 1)σ i i

k κ
2
i − Cκ1. (3-49)

Here, the constant δ is the constant chosen in Claim 1. Choosing N > 0 such that

σ 11
k κ

2
1 (−N ⟨ν, E⟩ − 1)− Cκ1 > 0,

we get a contradiction. Therefore, our desired estimate follows immediately. □

By Lemmas 11, 12, and 13, we conclude that, when k = n − 1, n − 2, the Dirichlet problem (3-23)
admits a k-convex solution.

4. The local estimates

We will devote this section to establishing the local C1 and C2 estimates for the solution u of (1-3).

4.1. Local C1 estimates. In this subsection, we will prove the local C1 estimate. We will split it into
two cases. In the first case, we will assume u is a convex solution of (1-2); in the second case, we will
assume u is a k-convex solution of (1-5). Note that in both cases our results hold for 1 ⩽ k ⩽ n.

For strictly convex, spacelike hypersurfaces, [Bayard and Schnürer 2009] proved the following local
gradient estimate lemma.

Lemma 14 [Bayard and Schnürer 2009, Lemma 5.1]. Let � ⊂ Rn be a bounded open set, and let
u, u, 9 :�→ Rn be strictly spacelike. Assume that u is strictly convex and u < u in �. Also assume that,
near ∂�, we have 9 > u. Consider the set with u > 9. For every x in this set, we have the following
gradient estimate for u:

1√
1 − |Du|2

⩽
1

u(x)−9(x)
· sup
{u>9}

u −9√
1 − |D9|2

.

For k-convex, spacelike hypersurfaces, [Bayard 2006] proved a similar result when k = 2. In the
following, we will extend it to all k. Our argument is a modification of that in [Bayard 2006]. We would
also like to mention that the basic idea of this argument appeared in [Chou and Wang 2001].
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Lemma 15. Let �⊂ Rn be a bounded open set. Let u, u, 9 :�→ Rn be strictly spacelike. Assume that
Mu = {(x, u(x)) | x ∈�} is a k-convex hypersurface satisfying

σk(κ[Mu])= ψ(x, u(x))

and u ⩽ u in �. Also assume that, near ∂�, we have 9 > u. Consider the set with u >9. For every x in
this set, we have the following gradient estimate for u:

1√
1 − |Du|2

⩽

[
1

u(x)−9(x)
· sup
{u>9}

(u −9)

]N

C.

Here, N = N (n, k) is a uniform constant only depending on n and k, and C = C(u −9, |9|C2, |ψ |C1) is
a uniform constant depending on the upper bound of u −9, 1/

√
1 − |D9|2, D29, and |ψ |C1 .

Proof. Consider the test function
φ = (u −9)N (−⟨ν, E⟩),

where N is a large undetermined constant. Assume the function φ achieves its maximum at P. We may
choose a local normal coordinate {τ1, . . . , τn} such that, at P, we have hi j = κiδi j . Differentiating φ
twice at P, we have

0 =
φi

φ
= N

ui −9i

u−9
+

himum

−⟨ν, E⟩
,

0 ⩾
φi i

φ
−
φ2

i

φ2 = N
ui i −9i i

u−9
−N

(ui −9i )
2

(u−9)2
+

∑
m h2

im(−⟨ν, E⟩)+
∑

m himi um

−⟨ν, E⟩
−

(∑
m himum

)2

(−⟨ν, E⟩)2
.

(4-1)

Contracting with σ i i
k , we get

0 ⩾
σ i i

k φi i

φ
= N

σ i i
k ui i − σ i i

k 9i i

u −9
− N

σ i i
k (ui −9i )

2

(u −9)2
+ σ i i

k κ
2
i +

σ i i
k

∑
m hi imum

−⟨ν, E⟩
−

σ i i
k κ

2
i u2

i

(−⟨ν, E⟩)2
. (4-2)

Without loss of generality, we may assume that, at P,

u2
1 ⩾

|∇u|
2

n
,

where ∇ is the Levi-Civita connection on Mu . By (4-1), we have

κ1 =
N ⟨ν, E⟩

u −9

(
1 −

91

u1

)
.

We may also assume |∇u(P)| is sufficiently large that |91/u1|<
1
2 . Then, at P, we can see

κ1 <
N
2

⟨ν, E⟩

u −9
. (4-3)

Thus, if N is sufficiently large, κ1 is negative and its norm is large. Using inequality (26) in [Lin and
Trudinger 1994], we obtain ∑

i⩾2

σ i i
k κ

2
i ⩾ ησ 11

k κ
2
1 ,
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where η is a uniform constant only depending on n and k. Therefore,

σ i i
k κ

2
i −

σ i i
k κ

2
i u2

i

(−⟨ν, E⟩)2
⩾

∑
i⩾2

σ i i
k κ

2
i −

(
1 −

1
n

) ∑
i⩾2

σ i i
k κ

2
i ⩾

η

n
σ 11

k κ
2
1 := η0σ

11
k κ

2
1 .

By (4-3), we get

σ i i
k κ

2
i −

σ i i
k κ

2
i u2

i

(−⟨ν, E⟩)2
⩾
η0 N 2

4
σ 11

k
(−⟨ν, E⟩)2

(u −9)2
. (4-4)

Inserting (1-2) and (4-4) into (4-2) yields

0 ⩾ N (u −9)[σ i i
k κi (−⟨ν, E⟩)− σ i i

k 9i i ] − Nσ i i
k (ui −9i )

2

+ (u −9)2
∑

m ψmum

−⟨ν, E⟩
+
η0 N 2

4
σ 11

k (−⟨ν, E⟩)2. (4-5)

Noticing that

ψm =

n∑
l=1

ψxl

〈
τm,

∂

∂xl

〉
+ψu⟨−τm, E⟩,

we calculate ∑
m ψmum

−⟨ν, E⟩
⩾ −C(1 + ⟨−ν, E⟩). (4-6)

Combining (4-5) with (4-6), we get

0 ⩾ −(n − k + 1)N (u −9)σk−1|∇
29| − 2(n − k + 1)Nσk−1(|∇u|

2
+ |∇9|

2)

− C(u −9)2(1 + ⟨−ν, E⟩)+
η0 N 2

4
σ 11

k (−⟨ν, E⟩)2. (4-7)

Notice that, when κ1 < 0, we have

σk−1 = κ1σk−2(κ |1)+ σk−1(κ |1)⩽ σ 11
k .

Moreover, −⟨ν, E⟩ =
√

1 + |∇u|2. With N sufficiently large in (4-7), we obtain the desired estimate. □

4.2. The Pogorelov-type local C2 estimates. Recall that in [Wang and Xiao 2022] (see Lemma 24)
we proved the Pogorelov-type local C2 estimate for strictly convex, spacelike, constant σk curvature
hypersurfaces. With small modifications, we can show the following.

Lemma 16. Let ur∗ be the solution of (3-5) and ur be the Legendre transform of ur∗. For any given
s > 2C0 + 1, where C0 >min u is an arbitrary constant, let rs > 0 be a positive number such that, when
r > rs , we have ur

|∂�r > s, where �r = Dur∗(Br ). Let κmax(x) be the largest principal curvature of Mur

at x , where Mur = {(x, ur (x)) | x ∈�r }. Then, for r > rs , we have

max
Mur

(s − ur )κmax ⩽ C. (4-8)

Here, C depends on the local C1 estimates of ur and s.

In the rest of this subsection, we will establish the Pogorelov-type local C2 estimates for the k-convex
solution of (1-2), where k = n − 1 (n ⩾ 3), n − 2 (n ⩾ 5).
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Lemma 17. Let un be the k-convex solution of (3-23) with ψ = ψ(X, ν), where k = n−1 (n ⩾ 3),
n−2 (n ⩾ 5). For any given s > 1, let m > s. Then um

|∂�m = m > s. Let κmax(x) be the largest principal
curvature of Mum at x , where Mum = {(x, um(x)) | x ∈�m}. Then, for m > s, we have

max
Mum

(s − um)κmax ⩽ C.

Here, C depends on the local C1 estimates of um and s.

Proof. In this proof, for our convenience when there is no confusion, we will drop the superscript on um.
Now, on �m , we consider the following test function whose form first appeared in [Guan et al. 2015]:

φ = β log(s − u)+ log log P − N ⟨ν, E⟩.

Here the function P is defined by
P =

∑
l

eκl ,

and β and N are constants to be determined later.
Letting Us = {x ∈ Rn

| u(x) < s}, we may assume that the maximum of φ is achieved at P0 ∈ Us .
Choose a local normal coordinate {τ1, τ2, . . . , τn} such that hi j = κiδi j and κ1 ⩾ κ2 ⩾ · · · ⩾ κn at P0.

Differentiating the function φ twice at P0, we get

φi = −
βui

s − u
+

Pi

P log P
+ Nhi i ui = 0 (4-9)

and

0 ⩾ φi i =
Pi i

P log P
−

P2
i

P2 log P
−

P2
i

(P log P)2
+
βhi i ⟨ν, E⟩

s − u
−

βu2
i

(s − u)2
− Nh2

i i ⟨ν, E⟩ +

∑
s

Nushisi

=
1

P log P

[∑
l

eκl hlli i +

∑
l

eκl h2
lli +

∑
p ̸=q

eκp − eκq

κp − κq
h2

pqi −

(
1
P

+
1

P log P

)
P2

i

]

+
βhi i ⟨ν, E⟩

s − u
−

βu2
i

(s − u)2
− Nh2

i i ⟨ν, E⟩ +

∑
s

Nushi is .

Contracting with σ i i
k , we have

σ i i
k φi i =

σ i i
k

P log P

[∑
l

eκl hlli i +

∑
l

eκl h2
lli +

∑
p ̸=q

eκp − eκq

κp − κq
h2

pqi −

(
1
P

+
1

P log P

)
P2

i

]

+
βσ i i

k κi ⟨ν, E⟩

s − u
−
βσ i i

k u2
i

(s − u)2
− Nσ i i

k κ
2
i ⟨ν, E⟩ +

∑
s

Nusσ
i i
k hi is . (4-10)

At P0, differentiating (1-2) twice yields,

σ i i
k hi il = dXψ(τl)+ κldνψ(τl) (4-11)

and
σ i i

k hi ill + σ
pq,rs

k h pqlhrsl ⩾ −C − Ch2
11 +

∑
s

hslldνψ(τs), (4-12)
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where C is some uniform constant. Note that

hlli i = hi ill − hi i h2
ll + h2

i i hll . (4-13)

Inserting (4-12) and (4-13) into (4-10), we obtain

σ i i
k φi i ⩾

1
P log P

[∑
l

eκl

(
−C − Cκ2

1 − σ
pq,rs

k h pqlhrsl +

∑
s

hslldνψ(∂s)

)
+

∑
l

σ i i
k eκl h2

lli + σ i i
k

∑
p ̸=q

eκp − eκq

κp − κq
h2

pqi −

(
1
P

+
1

P log P

)
σ i i

k P2
i

]

+
βkσk⟨ν, E⟩

s − u
−
βσ i i

k u2
i

(s − u)2
− Nσ i i

k κ
2
i ⟨ν, E⟩ +

∑
s

Nusσ
i i
k hsii − σ i i

k κ
2
i . (4-14)

From (4-9) and (4-11), we deduce

1
P log P

∑
j

∑
l

eκl h jlldνψ(τj )+
∑

j

Nu jσ
i i
k hsii ⩾

∑
l

dνψ(τl)
βul

s − u
− C.

For any constant K > 1, write

Ai = eκi

[
K (σk)

2
i −

∑
p ̸=q

σ
pp,qq

k h ppi hqqi

]
, Bi = 2

∑
l ̸=i

σ
i i,ll
k eκl h2

lli ,

Ci = σ i i
k

∑
l

eκl h2
lli , Di = 2

∑
l ̸=i

σ ll
k

eκl − eκi

κl − κi
h2

lli , Ei =
1 + log P
P log P

σ i i
k P2

i .

Note that
−

∑
l

σ
pq,rs

k h pqlhrsl =

∑
p ̸=q

σ
pp,qq

k h2
pql −

∑
p ̸=q

σ
pp,qq

k h pplhqql .

Therefore, (4-14) becomes

σ i i
k φi i ⩾

1
P log P

∑
i

(Ai + Bi + Ci + Di − Ei )+
βkσk⟨ν, E⟩

s − u
−
βσ i i

k u2
i

(s − u)2

+ (−N ⟨ν, E⟩ − 1)σ i i
k κ

2
i +

∑
l

dνψ(τl)
βul

s − u
− Cκ1. (4-15)

Following the same argument as that in the proof of Lemma 13, from (4-15) we obtain

0 ⩾
∑

|κi |<δκ1

α

(P log P)2
σ i i

k P2
i +

βkσk⟨ν, E⟩

s − u
−
βσ i i

k u2
i

(s − u)2

+ (−N ⟨ν, E⟩ − 1)σ i i
k κ

2
i +

∑
l

dνψ(τl)
βul

s − u
− Cκ1. (4-16)

Here, the constant δ is the same constant as the one chosen in Claim 1 of Lemma 13. Moreover, by (4-9),

−
βσ i i

k u2
i

(s − u)2
⩾ −

σ i i
k

β

[
2
(

Pi

P log P

)2

+ 2N 2u2
i κ

2
i

]
.
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Choosing β > 0 such that αβ > 2, (4-16) implies

0 ⩾
βkσk⟨ν, E⟩

s − u
−

∑
|κi |⩾δκ1

βσ i i
k u2

i

(s − u)2

+ (−N ⟨ν, E⟩ − 1)σ i i
k κ

2
i +

∑
l

dνψ(τl)
βul

s − u
− Cκ1 −

∑
|κi |<δκ1

σ i i
k

β
2N 2u2

i κ
2
i . (4-17)

Now, first choose N > 0 such that
1
2

∑
|κi |⩾δκ1

σ i i
k κ

2
i (−N ⟨ν, E⟩ − 1)− Cκ1 ⩾ 0.

Then choose β = β(N ) sufficiently large such that∑
|κi |<δκ1

(
σ i i

k κ
2
i (−N ⟨ν, E⟩ − 1)−

σ i i
k

β
2N 2u2

i κ
2
i

)
⩾ 0.

We deduce
βC

s − u
+

∑
|κi |⩾δκ1

2βσ i i
k u2

i

(s − u)2
⩾

∑
|κi |⩾δκ1

σ i i
k κ

2
i (−N ⟨ν, E⟩ − 1). (4-18)

If
C

s − u
⩾

∑
|κi |⩾δκ1

2βσ i i
k u2

i

(s − u)2
,

we get
2Cβ
s − u

⩾ σ 11
k κ

2
1 (−N ⟨ν, E⟩ − 1)⩾ c0(N − 1)κ1,

which implies the desired estimate. If
C

s − u
⩽

∑
|κi |⩾δκ1

2βσ i i
k u2

i

(s − u)2
,

we let i0 denote the index of the maximum value element of the set{
2βσ i i

k u2
i

(s − u)2

∣∣∣∣ |κi | ⩾ δκ1

}
.

Then, we obtain the following, which implies our desired estimate:

4n
βσ

i0i0
k u2

i0

(s − u)2
⩾ σ i0i0

k κ2
i0
(−N ⟨ν, E⟩ − 1)⩾ C(N − 1)σ i0i0

k δ2κ2
1 . □

5. The prescribed curvature problem

We will prove Theorem 1 and 5 in this section.
Let’s consider the proof of Theorem 1 first. Recall that in Section 3.1, we have solved the approximate

Dirichlet problem (3-5) on Br for r < 1. We will denote the strictly convex solution of (3-5) by ur∗. We
further denote the Legendre transform of (Br , ur∗) by (�r , ur ), where �r = Dur∗(Br ) is the domain
of ur. By Lemmas 19 and 20 in [Wang and Xiao 2022], we have

u ⩽ ur ⩽ u in �r . (5-1)
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In the following, we will write �̃r = Du∗(Br ) for the domain of ur := u|�̃r
. It is not difficult to see

that these domains are increasing, namely,

�̃r ⊂ �̃s for r < s.

Moreover, by the choice of u in Section 3.1, we have

u|∂�̃r
→ +∞ as r → 1.

Thus, by the comparison principle, we have

ur |∂�r = [ξ · Du∗

r (ξ)− u∗

r (ξ)]|∂Br ⩾ [ξ · Du∗(ξ)− u∗(ξ)]|∂Br = u|∂�̃r
. (5-2)

From this we can see that, as r → 1, ur |∂�r → +∞. This in turn implies, for any compact set K ⊂ Rn ,
there exists a constant cK = c(K) < 1 such that, when r > cK, �r ⊃ K. Therefore, for any compact set
K ⊂ Rn , we can apply Lemmas 14 and 16 to obtain uniform C1 and C2 bounds for ur in K.

More precisely, in order to obtain the local C1 estimate, we introduce a new subsolution u1 of (1-2),
where u1 satisfies

σk(κ1, . . . , κn)= c1 + 100
and, as |x | → ∞,

u1 → |x | +ϕ

(
x
|x |

)
.

By the strong maximum principle, we have, when x ∈ Rn ,

u1(x) < u(x).

Thus, for any compact convex domain K, let

2δ = min
K
(u − u1).

We define a strict spacelike function 9 = u1 + δ. Set K′
= {x ∈ Rn

| 9 ⩽ u}. Since, as |x | → ∞, we
have u1 − u → 0, we know that K′ is a compact set only depending on K. Applying Lemma 14, for any
(�r , ur ), if K′

⊂�r , we have the gradient estimate

sup
K

1√
1 − |Dur |2

⩽
1
δ

sup
K′

u −9√
1 − |D9|2

.

Next, we want to show that, for any given compact set K ⊂ Rn , the set {|D2ur
|} is uniformly bounded

in K. Without loss of generality, let’s consider any BR ⊂ Rn. Let C0 = maxBR u and s = 2C0 + 1 in
Lemma 16. Set Us = {x ∈ Rn

| u(x) < s}. Then by our earlier discussion, it’s easy to see that there exists
rs > 0 such that, when r > rs , we have �r ⊃ Us . Applying Lemma 16, we obtain, when r > rs ,

sup
BR

κmax(Mur )⩽ C.

Here C depends on the upper bound of 1/
√

1 − |Dur |2 on U s , which is independent of r . Using the
classical regularity theorem and convergence theorem, we conclude that (�r , ur ) converges locally
smoothly to an entire, smooth convex function u satisfying (1-2). In view of (5-1) and the asymptotic
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behavior of u and u, we know that, as |x | → ∞, we have u → |x | +ϕ(x/|x |). Moreover, by Remark 2,
we also know that u is strictly convex. Therefore, its Gauss map image is B1, i.e., Du(Rn)= B1.

Theorem 5 follows by replacing Lemmas 14 and 16 in the proof of Theorem 1 with Lemmas 15 and 17.

6. The radial downward translating soliton

We will now study the radially symmetric downward translating soliton. Recall that we say Mu is a
downward translating soliton when its principal curvatures satisfy

σk(κ[Mu])=

(n
k

)(
C −

1√
1 − |Du|2

)k

, (6-1)

where C > 1 is a constant. We want to point out that in this section and the next, C is the fixed constant
in (6-1). We also write

C̃ =

√
1 −

1
C2

as in Theorem 7. The following theorem is a generalization of Theorem 1 in [Bayard 2023].

Theorem 18. Let C > 1 be a positive constant. Then there exists a strictly convex radial solution
u : Rn

→ R of (6-1) satisfying
|Du| → C̃ as |x | → +∞.

Moreover, u(x) has the following asymptotic expansion as |x | → ∞:

u(x)= C̃|x | −
1
C2

k

√
n−k

n
log |x | + c0 + o(1) (6-2)

for some constant c0 ∈ R. In particular, the radial solution u is unique up to the addition of a constant.

For radial solutions, we will reduce (6-1) to an ODE. Let u =u(r) and y =∂u/∂r . Then a straightforward
calculation yields

Di u = y
xi

|x |
and D2

i j u =
y

|x |

(
δi j −

xi x j

|x |2

)
+ y′

xi x j

|x |2
.

Therefore,

κ[Mu] =
1√

1 − y2

(
y′

1 − y2 ,
y
r
, . . . ,

y
r

)
,

and (6-1) becomes
1

(1 − y2)k/2

yk−1

r k−1

(
k
n

y′

1 − y2 +
n − k

n
y
r

)
=

(
C −

1√
1 − y2

)k

. (6-3)

By a small modification of the proof of Proposition 2.1 in [Bayard 2023], we obtain the following.

Proposition 19. Under the hypotheses of Theorem 18, there exists a solution y of (6-3), which is defined
on [0,+∞) and smooth on (0,+∞), such that

y(0)= 0, 0 ⩽ y < C̃, lim
r→+∞

y(r)= C̃, y′(0)= C − 1, and y′ > 0 on [0,+∞).

Moreover, as r → 0+, we have
κ[Mu(r)] → (C − 1)(1, 1, . . . , 1).
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Since the proof is a small modification of the proof of Proposition 2.1 in [Bayard 2023], we skip it
here. Now, let’s study the asymptotic behavior of y.

Proposition 20. Let y be the solution of (6-3). Then y has the following asymptotic expansion as r → ∞:

y(r)= C̃ −
1
C2

k

√
n−k

n
1
r

+ O
(

1
r2

)
.

Proof. By Proposition 19, we may assume

y(r)= C̃ −
z
r
. (6-4)

Then we have√
1 − y2

−
1
C

=
1 − 1/C2

− y2√
1 − y2 + 1/C

=
z
r

A(r), where A(r)=

√
1 − 1/C2 + y√
1 − y2 + 1/C

. (6-5)

Differentiating (6-4) then substituting it into (6-3), we get

k
n

yk−1

1 − y2

(
−

z′

r k +
z

r k+1

)
+

n − k
n

yk

r k = Ck
(√

1 − y2
−

1
C

)k

. (6-6)

By (6-5), (6-6) can be simplified as

k
n

yk−1

1 − y2

(
−z′

+
z
r

)
+

n − k
n

yk
= Ckzk Ak(r).

Thus, we obtain
z′

= −B(r)zk
+ C(r), (6-7)

where

B(r)= Ck n
k

1 − y2

yk−1 Ak(r) and C(r)=
z
r

+
n − k

k
y(1 − y2). (6-8)

Applying Proposition 19, we can see that

lim
r→+∞

B(r)=
n
k
C2k−2C̃ and lim

r→+∞
C(r)=

n − k
k

1
C2 C̃.

Here, we have used limr→∞(z/r)= 0, which is a direct consequence of Proposition 19. The next lemma
is a generalization of Proposition A.2 in [Bayard 2023].

Lemma 21. Assume z : (0,+∞)→ R is a positive solution of the equation

z′
= −A(r)zk

+ B(r),

where A, B : (0,∞)→ R are continuous functions such that

lim
r→+∞

A(r)= A0 > 0 and lim
r→+∞

B(r)= B0 > 0.

Then

lim
r→+∞

z(r)=
k

√
B0

A0
.

Proof. In order to prove this lemma, we only need to prove the following claim.
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Claim 3. Assume z : (0,+∞)→ R is a positive solution of the equation

z′
= A0zk

+ B0,

with A0 < 0 and B0 > 0 constants. Then

lim
r→∞

z(r)=

(
−

B0

A0

)1/k

.

If this claim is true, following the same argument as Proposition A.2 in [Bayard 2023], we can prove
Lemma 21. We will prove this claim below.

Without loss of generality, let’s consider the positive solution of the equation

z′
= B − zk (6-9)

instead. We will show that

lim
r→∞

z(r)= B1/k. (6-10)

First, since z is a positive solution of (6-9), let’s assume 0 < z(r0) = z0 < B1/k. Then we have
z0 < z(r) < B1/k on (r0,∞). Writing z1 = B1/k, we get

zk
− B = (z − z1)(zk−1

+ zk−2z1 + · · · + zk−1
1 ).

Therefore, (6-9) can be written as

−dr =

[
A1

z − z1
+

Qk−2(z)

zk−1 + zk−2z1 + · · · + zk−1
1

]
dz, (6-11)

where A1 = z1−k
1 /k and Qk−2(z) is a polynomial of degree k − 2. It’s easy to see that

Qk−2(z)= −A1zk−2
+ Q(k − 3)(z)

and Qk−3(z) is a polynomial of degree k − 3. Integrating (6-11) from r0 to r yields

−r + r0 = A1 ln
∣∣∣∣ z(r)− z1

z0 − z1

∣∣∣∣ − ∫ z(r)

z0

A1zk−2

zk−1 + zk−2z1 + · · · + zk−1
1

dz

+

∫ z(r)

z0

Qk−3(z)

zk−1 + zk−2z1 + · · · + zk−1
1

dz. (6-12)

Notice that, as r → ∞, the left-hand side of (6-12) goes to −∞, while

−

∫ z(r)

z0

A1zk−2

zk−1 + zk−2z1 + · · · + zk−1
1

dz ⩾ −A1 ln
∣∣∣∣ z1

z0

∣∣∣∣
and ∣∣∣∣∫ z(r)

z0

Qk−3(z)

zk−1 + zk−2z1 + · · · + zk−1
1

dz
∣∣∣∣

is bounded. Therefore, limr→∞ z(r)= z1 = B1/k. We similarly prove the case when z(r0)= z0 > z1. □
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From Lemma 21 and (6-7), we conclude

lim
r→+∞

z(r)=
1
C2

k

√
n − k

n
.

We further assume

z(r)=
1
C2

k

√
n − k

n
+
w(r)

r
.

Inserting it into (6-7), we get

w′
= −D(r)w+ F(r),

where

D(r)= B(r)
k∑

i=1

(k
i

)(
1
C2

k

√
n − k

n

)k−i(
w

r

)i−1

and

F(r)= r
(

C(r)−
B(r)
C2k

n − k
n

)
+
w

r
.

Notice that limr→+∞(w/r)= 0 and D(r) has a uniform positive lower bound. In the following, we want
to find a positive upper bound for F(r). Using the expressions (6-8) for B(r) and C(r), we obtain

F(r)=
w

r
+ z +

n − k
k

1 − y2

yk−1 r
[

yk
−

(
A(r)
C

)k]
=
w

r
+ z +

n − k
k

1 − y2

yk−1 r
(

y −
A(r)
C

) k∑
i=1

yk−i
(

A(r)
C

)i−1

. (6-13)

Therefore, we only need to show r(y − A(r)/C) is bounded as r → ∞. By (6-5), we have

r
(

y −
A(r)
C

)
= r

(
y −

1
C

√
1 − 1/C2 + y√
1 − y2 + 1/C

)

=
r(y

√
1 − y2 − (1/C)

√
1 − 1/C2)√

1 − y2 + 1/C
. (6-14)

Combining (6-14) with the expression for y and (6-5), we can derive

y
√

1 − y2
−

1
C

√
1 −

1
C2 =

(√
1 −

1
C2 −

z
r

)(
1
C

+
z A(r)

r

)
−

1
C

√
1 −

1
C2

=
z
r

(
−

1
C

+ A(r)

√
1 −

1
C2

)
−

z2 A(r)
r2 . (6-15)

From (6-14), (6-15), and Lemma 21, we conclude that r(y − A(r)/C) is uniformly bounded from above.
Thus, F(r) has an uniform upper bound. Applying Proposition A.3 in [Bayard 2023], we obtain a uniform
upper bound for w. □

It’s not hard to see that Theorem 18 follows from Propositions 19 and 20.
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7. The existence results

In this section we will prove Theorem 7. First, we want to prove the following existence theorem.

Proposition 22. Suppose ϕ is a C2 function defined on Sn−1
C̃

:= {x ∈Rn
| |x |= C̃}, where C̃=

√
1 − (1/C)2.

There exists a unique, strictly convex solution u : Rn
→ R of (1-10) such that, as |x | → ∞,

u(x)→ C̃|x | −
1
C2

k

√
n−k

n
log |x | +ϕ

(
C̃ x
|x |

)
. (7-1)

7.1. Constructing barriers. We first construct the barrier functions of (1-10). Following the ideas of
[Spruck and Xiao 2016; Treibergs 1982], we denote the radial solution of (1-10) by zk

0(|x |), whose
asymptotic expansion satisfies (6-2) with c0 = 0. Let

pi (C̃y)= Dϕ(C̃y)+ (−1)i+12M C̃y, i = 1, 2,

for any y ∈ Sn−1. Set

zk
i (x, y)= ϕ(C̃y)− pi (C̃y) · C̃y + zk

0(|x + pi (C̃y)|) for all x ∈ Rn, y ∈ Sn−1.

Then
qk

1 (x)= sup
y∈Sn−1

zk
1(x, y)

is a subsolution of (1-10) and
qk

2 = inf
y∈Sn−1

zk
2(x, y)

is a supersolution of (1-10). Moreover, qk
1 (x)⩽ qk

2 (x), and, when |x | → +∞, we have

qk
i (x)→ C̃|x | −

1
C2

k

√
n−k

n
log |x | +ϕ

(
C̃ x
|x |

)
, i = 1, 2.

7.2. The Dirichlet problem. First, let’s solve (1-10) for the case k = n. For any t >minRn qn
2 , we let

∂�t = {x ∈ Rn
| qn

1 (x) < t < qn
2 (x)}

and �t be a smooth, strictly convex domain in Rn . Consider the Dirichlet problem{
σ 1/n

n (κ(Mut ))= C + ⟨ν, E⟩ in �t ,

ut = t on ∂�t .
(7-2)

By a small modification of [Delanoë 1990], we know that there exists a unique solution ut of (7-2). Then,
applying the local C1 and C2 estimates obtained in [Bayard and Schnürer 2009], we conclude that there
exists a subsequence {uti }

∞

i=1 (ti → ∞ as i → ∞) that converges to an entire, strictly convex solution u
of (1-10) for k = n. Moreover, it’s easy to see that u(x) satisfies the desired asymptotic behavior as
|x | → ∞. From now on, we will denote this solution by un. We will also denote the Legendre transform
of un by un∗.

Next, we consider the case when k < n. We denote the Legendre transform of zk
0 by (zk

0)
∗; that is,

(zk
0)

∗(τ )= r ·
∂zk

0

∂r
− zk

0(r), where τ =
∂zk

0

∂r
.
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Using the asymptotic expansion of z0 derived in Section 6, we know

(zk
0)

∗(τ )=
1
C2

k

√
n−k

n
(log r − 1)+ O

(1
r

)
.

Writing its principal part as

(z̃k
0)

∗(τ )=
1
C2

k

√
n−k

n
(log r(τ )− 1),

it is clear that (z̃k
0)

∗ is unbounded in BC̃ .
To make sure our solution is convex, we consider the dual Dirichlet problem on Bτ for any τ < C̃:

F̂(w∗γ ∗

iku∗

klγ
∗

l j )=

(n
k

)−1/k

C − 1/
√

1 − |ξ |2
in Bτ ,

u∗
= un∗

+ (zk
0)

∗
− (zn

0)
∗ on ∂Bτ .

(7-3)

Here, we have

w∗
=

√
1 − |ξ |2, γ ∗

i j =δi j−
ξiξj

1 +w∗
, u∗

kl =
∂2u
∂ξk∂ξl

, F̂(w∗γ ∗

iku∗

klγ
∗

l j )=

(
σn

σn−k
(κ∗

[w∗γ ∗

iku∗

klγ
∗

l j ])

)1/k

,

and κ∗
[w∗γ ∗

iku∗

klγ
∗

l j ] = (κ∗

1 , . . . , κ
∗
n ) is the set of eigenvalues of the matrix (w∗γ ∗

iku∗

klγ
∗

l j ). The solvability
of (7-3) has been established in Section 3. Therefore, by standard PDE theorems, in order to prove
Proposition 22, we only need to obtain local C1 and C2 estimates for the translating soliton equation (1-10).
In order to do so, we will need the following lemma.

Lemma 23. Let uτ∗ be a solution to (7-3) and uτ be the Legendre transform of uτ∗. Then, for any
x ∈ Duτ∗(Bτ ), we have qk

1 (x)⩽ uτ (x)⩽ qk
2 (x).

Proof. Without causing confusion we shall drop the superscript τ in the proof. We only need to prove that

zk
1(x, y)⩽ u(x)⩽ zk

2(x, y)

for any x ∈ Duτ∗(Bτ ) and y ∈ Sn−1. This is equivalent to proving

(zk
2)

∗(ξ, y)⩽ u∗(ξ)⩽ (zk
1)

∗(ξ, y)

for any ξ ∈ Bτ and y ∈ Sn−1. Since we have

(zk
i )

∗(ξ, y)= (zk
0)

∗(|ξ |)− pi (C̃y) · ξ −ϕ(C̃y)+ pi (C̃y) · C̃y

= (zk
0)

∗(|ξ |)− (zn
0)

∗(|ξ |)+ (zn
i )

∗(ξ, y) (7-4)

and

(zn
2)

∗(ξ, y) < un∗(ξ) < (zn
1)

∗(ξ, y),

we obtain, on ∂Bτ ,

(zk
2)

∗(ξ, y)⩽ u∗(ξ)⩽ (zk
1)

∗(ξ, y).

By the comparison principle, we finish the proof. □
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7.3. Local C1 and C2 estimates. Similar to Lemma 14, we have the following local C1 estimate lemma
for translating solitons.

Lemma 24. Let �⊂ Rn be a bounded open set. Let u, u, 9 :�→ Rn be strictly C-spacelike, i.e.,

|Du|, |Du|, |D9|< C̃.

Assume that u is strictly convex and u ⩽ u in �. Also assume that, near ∂�, we have 9 > u. Consider the
set with u >9. For every x in that set, we have the following gradient estimate for u:

1√
C̃2

− |Du|
2
⩽

1
u(x)−9(x)

· sup
{u>9}

u −9√
C̃2

− |Dψ |
2
.

Since the proof is the same as the proof of Lemma 5.1 in [Bayard and Schnürer 2009], we skip it here.
We now construct 9. Following the argument in Section 4 of [Bayard 2023], let

9(x)= −A0 + C̃
√

1 + |x |2.

It is clear that, when |x | is sufficiently large, we have 9(x) > q2(x). On the other hand, for any compact
set K ⊂ Rn, we can always choose A0 large enough that 9(x) < q1(x) in K. Applying Lemma 24 we
obtain that, for any K ⊂ Rn and any strictly convex function q1(x) < u(x) < q2(x) satisfying (1-10),
whose domain of definition contains K, there exists a local C1 bound CK for u(x) in K that only depends
on K.

Using the idea of [Wang and Xiao 2022], we can prove the following Pogorelov-type local C2 estimate
for translating solitons.

Lemma 25. Let u be the solution of (1-10) defined on �. For any given s > minRn u(x)+ 1, suppose
u|∂� > s. Let κmax(x) be the largest principal curvature of Mu = {(x, u(x)) | x ∈�} at x. Then we have

max
Mu

(s − u)κmax ⩽ C1.

Here, C1 only depends on the local C1 estimate of u. More specifically, C1 depends on the lower bound
of C + ⟨ν, E⟩.

Following the argument in Section 5, we complete the proof of Proposition 22.

7.4. Proof of Theorem 7. In this subsection, we will prove that the hypersurface Mu constructed in
Proposition 22 has bounded principal curvatures. This completes the proof of Theorem 7. For our
convenience, in the following, we will drop the superscript k, and the updated configuration zk

0 now
becomes z0.

Suppose u is a strictly convex solution of (1-10) and u∗ is the Legendre transform of u. Then u∗

satisfies

F̂(w∗γ ∗

iku∗

klγ
∗

l j )=

(n
k

)−1/k

C − 1/
√

1 − |ξ |2
in BC̃ . (7-5)

We also denote the Legendre transform of z0 by z∗

0; that is,

z∗

0(τ )= r ·
∂z0

∂r
− z0(r), where τ =

∂z0

∂r
.
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Using the asymptotic expansion of z0 derived in Section 6, we know

z∗

0(τ )=
1
C2

k

√
n−k

n
(log r − 1)+ O

(1
r

)
.

Writing its principal part as

z̃∗

0(τ )=
1
C2

k

√
n−k

n
(log r(τ )− 1),

it is clear that z̃∗

0(τ ) is unbounded in BC̃ .

Lemma 26. Let u∗ and z̃∗

0 be defined as above. Then we have

lim
ξ→ξ0

(u∗(ξ)− z̃∗

0(|ξ |))= −ϕ(ξ0) for any ξ0 ∈ ∂BC̃, ξ ∈ BC̃ . (7-6)

Proof. We use the auxiliary functions zi (x, y), i = 1, 2, constructed in Section 7.1. It’s easy to see that

z1(x, y) < u(x) < z2(x, y) for any x ∈ Rn, y ∈ Sn−1.

By the strict convexity of zi (x, y), we have

z∗

2(ξ, y) < u∗(ξ) < z∗

1(ξ, y) for any ξ ∈ BC̃, y ∈ Sn−1. (7-7)

Notice that
z∗

i (ξ, y)= z∗

0(|ξ |)− pi (C̃y) · ξ −ϕ(C̃y)+ pi (C̃y) · C̃y.

Therefore, letting C̃y = ξ0 and ξ → ξ0, we get

zi (ξ, C̃−1ξ0)− z∗

0(|ξ |)→ −ϕ(ξ0).

This together with (7-7) yields (7-6). □

Now we let

∂ = ξi
∂

∂ξj
− ξj

∂

∂ξi

be the angular derivative. Similar to Section 10 in [Ren et al. 2020], we obtain following lemmas.

Lemma 27. Let u∗ be the solution of (7-5). Then |∂u∗
| is bounded above by a constant depending

on |ϕ|C1 , and ∂2u∗ is bounded above by a constant depending on |ϕ|C2 .

Proof. Noticing that ∂|ξ |2 = 0, we have that the angular derivative of the right-hand side of (7-5) is zero.
Therefore, following the proof of Lemmas 29 and 30 in [Ren et al. 2020], we have

F i jw∗γ ∗

ik(∂(u
∗
− z̃∗

0))klγ
∗

l j = 0 and F i jw∗γ ∗

ik(∂
2(u∗

− z̃∗

0))klγ
∗

l j ⩾ 0.

In view of (7-6) and the maximum principle, we obtain the desired estimates. □

Lemma 28. Let u∗ be the solution of (7-5). There is a positive constant b such that√
C̃2

− |ξ |2|∂2u∗
|< b.

Proof. We consider u∗
− z̃∗

0, which has C0 bound on BC̃ . Since ∂2u∗
= ∂2(u∗

− z̃∗

0), the rest of the proof
is the same as that of Lemma 5.3 in [Li 1995]. □
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Lemma 29. Suppose a0 < r < C̃ for some a0 ∈ (0, C̃) and Sn−1(r) =
{
ξ ∈ Rn

∣∣ ∑
ξ 2

i = r2
}
. For any

point ξ̂ ∈ Sn−1(r), there is a function

u∗

0 = z∗

0 + b1ξ1 + · · · + bnξn + b

such that
u∗

0(ξ̂ )= u∗(ξ̂ )

and
u∗

0(ξ̂ ) > u∗(ξ) for any ξ ∈ Sn−1(r) \ {ξ̂}.

Here, b1, . . . , bn are constants depending on ξ̂ , and b is a positive constant independent of ξ̂ and r.

Proof. The proof is almost the same as the proof of Lemma 5.4 in [Li 1995]. We only need to replace
u, u, and −k̄

√
1 − |x |2 by u∗

− z̃∗

0, u∗

0 − z̃∗

0, and z∗

0 − z̃∗

0, respectively, in Li’s proof. □

Similarly, we can prove the following lemma analogous to Lemma 5.5 in [Li 1995].

Lemma 30. Suppose a0 < r < C̃ for some a0 ∈ (0, C̃) and Sn−1(r) =
{
ξ ∈ Rn

∣∣ ∑
ξ 2

i = r2
}
. For any

point ξ̂ ∈ Sn−1(r), there is a function

u∗

0 = z∗

0 + a1ξ1 + · · · + anξn − a

such that
u∗

0(ξ̂ )= u∗(ξ̂ )

and
u∗

0(ξ̂ ) < u∗(ξ) for any ξ ∈ Sn−1(r) \ {ξ̂}.

Here, a1, . . . , an and a are constants depending on ξ̂ , a > 0, and a
√
C̃2

− |ξ̂ |2 < C1, where C1 is a
positive constant only depending on |ϕ|C2 .

Using Lemmas 29 and 30 we can show the following.

Lemma 31. Let u be the solution of (1-10) and u∗ be the Legendre transform of u. There are positive
constants d2 > d1 such that

0< d1 ⩽ u(C̃2
− |Du|

2)⩽ d2. (7-8)

Here, d2 depends on |u|C0(�), and �= {x ∈ Rn
| |Du| ⩽ a0}.

Proof. We modify the proof of Li [1995]. We first consider the lower bound. For any ξ̂ ∈ Sn−1(r), using
Lemma 29, we have

u∗(ξ̂ )= u∗

0(ξ̂ ) and u∗(ξ) < u∗

0(ξ) for ξ ∈ Sn−1(r) \ {ξ̂}.

Thus, using that u∗

0 is a supersolution, we get u∗(ξ) < u∗

0(ξ) in Br . Therefore, at ξ̂ , we get

u(x̂)= ξ̂ · Du∗
− u∗ > ξ̂ · Du∗

0 − u∗

0 = z0(r̂)− b,

where we assume x̂ = Du∗(ξ̂ ) and z′

0(r̂) := ∂z0/∂r(r̂)= |ξ̂ |. Thus, at x̂ , we have

u(C̃2
− |Du|

2) > z0(r̂)(C̃2
− |z′

0(r̂)|
2)− b(C̃2

− |ξ̂ |2). (7-9)
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Using the asymptotic behavior of z0, we have

z0(C̃2
−|z′

0|
2)=

[
C̃r−

1
C2

k

√
n−k

n
log r+O

(
1
r

)][
C̃2

−

(
C̃−

1
C2

k

√
n−k

n
1
r
+O

(
1
r2

))2]
=2

C̃2

C2
k

√
n−k

n
+o(1)

We write

2c0 = 2
C̃2

C2
k

√
n−k

n
.

Therefore, by (7-9), we obtain
u(C̃2

− |Du|
2) > 1

2 c0

for r sufficiently close to C̃. We further assume r > a0, since for r < a0, without loss of generality, we
can assume u ⩾ 1. Therefore,

u(C̃2
− |ξ̂ |2)⩾ C̃2

− a2
0 .

Thus, we obtain the uniform lower bound. For the upper bound, we apply a similar argument. For r
sufficiently close to C̃ and still assuming r ⩾ a0, we have

u(C̃2
− |Du|

2) < z0(r̂)(C̃2
− |z′

0(r̂)|
2)+ a(C̃2

− |ξ̂ |2)⩽ 3c0 + C1C̃.

We have obtained a uniform upper bound. □

Finally, we are ready to adapt the ideas in [Li 1995; Ren et al. 2020] to estimate the principal curvatures
of Mu .

Proposition 32. Let u be the solution of (1-10). Then the hypersurface Mu = {(x, u(x)) | x ∈ Rn
} has

bounded principal curvatures.

Proof. We will establish a Pogorelov-type interior estimate. For any s > 0, consider

φ = e−s/(s−u)
[u(C + ⟨ν, E⟩)]−N P1/m

m ,

where Pm =
∑

j κ
m
j and m, N > 0 are constants to be determined later. Without loss of generality, we

also assume u ⩾ 1 in Rn. It’s easy to see that φ achieves its local maximum at an interior point of
Us = {x ∈ Rn

| u(x) < s}; we will assume this point is x0. We can choose a local normal coordinate
{τ1, . . . , τn} such that, at x0, we have hi j = κiδi j and κ1 ⩾ κ2 ⩾ · · · ⩾ κn .

Differentiating logφ at x0, we get

φi

φ
=

∑
j κ

m−1
j h j j i

Pm
− N

hi i ⟨τi , E⟩

C + ⟨ν, E⟩
− N

ui

u
−

sui

(s − u)2
= 0 (7-10)

and

φi i

φ
−
φ2

i

φ2 =
1

Pm

[∑
j

κm−1
j h j j i i + (m − 1)

∑
j

κm−2
j h2

j j i +

∑
p ̸=q

κm−1
p − κm−1

q

κp − κq
h2

pqi

]

−
m
P2

m

(∑
j

κm−1
j h j j i

)2

− N
∑

l

hili
⟨τl, E⟩

C + ⟨ν, E⟩
+ Nh2

i i
−⟨ν, E⟩

C + ⟨ν, E⟩

+ Nh2
i i

u2
i

(C + ⟨ν, E⟩)2
+ N

hi i ⟨ν, E⟩

u
+ N

u2
i

u2 + s
hi i ⟨ν, E⟩

(s − u)2
− 2s

u2
i

(s − u)3
⩽ 0. (7-11)
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By (1-10), we derive
σ i i

k hi i j =

(n
k

)
k(C + ⟨ν, E⟩)k−1(−h j j u j )

and

σ i i
k hi i j j = −σ

pq,rs
k h pq j hrs j +

(n
k

)
k(k − 1)(C + ⟨ν, E⟩)k−2h2

j j u
2
j

+

(n
k

)
k(C + ⟨ν, E⟩)k−1

(
−

∑
l

h j jlul + h2
j j ⟨ν, E⟩

)
⩾ −σ

pq,rs
k h pq j hrs j +

(n
k

)
k(C + ⟨ν, E⟩)k−1

(
−

∑
l

h j jlul

)
− K0(C + ⟨ν, E⟩)k−1κ2

1 , (7-12)

where K0 = K0(n, k, C) > 0 is a constant depending on n, k, and C. Recall that, in Minkowski space,

h j j i i = hi i j j + h2
i i h j j − hi i h2

j j .

Thus,
σ i i

k h j j i i = σ i i
k hi i j j + σ i i

k h2
i i h j j − σ i i

k hi i h2
j j ⩾ σ

i i
k hi i j j − k

(n
k

)
(C + ⟨ν, E⟩)kh2

j j . (7-13)

Combining (7-13) with (7-11), we obtain

0 ⩾ σ i i
k
φi i

φ
=
σ i i

k

Pm

[∑
j

κm−1
j h j j i i + (m − 1)

∑
j

κm−2
j h2

j j i +

∑
p ̸=q

κm−1
p − κm−1

q

κp − κq
h2

pqi

]

−
mσ i i

k

P2
m

(∑
j

κm−1
j h j j i

)2

− Nσ i i
k

∑
l

hili
⟨τl, E⟩

(C + ⟨ν, E⟩)
+ Nσ i i

k h2
i i

−⟨ν, E⟩

C + ⟨ν, E⟩

+ Nσ i i
k h2

i i
u2

i

(C + ⟨ν, E⟩)2
+ Nσ i i

k
hi i ⟨ν, E⟩

u
+ Nσ i i

k
u2

i

u2 + s
σ i i

k hi i ⟨ν, E⟩

(s − u)2
− 2s

σ i i
k u2

i

(s − u)3

⩾ −K0(C + ⟨ν, E⟩)k−1κ1 +

∑
i

(Ai + Bi + Ci + Di − Ei )+
(n

k

)
k(C + ⟨ν, E⟩)k−1

−
∑

j,l h j jlκ
m−1
j ul

Pm

− Nk
(n

k

)
(C + ⟨ν, E⟩)k−2

∑
l

κlu2
l + Nσ i i

k κ
2
i

−⟨ν, E⟩

C + ⟨ν, E⟩
+ Nσ i i

k h2
i i

u2
i

(C + ⟨ν, E⟩)2

+ Nσ i i
k

hi i ⟨ν, E⟩

u
+ Nσ i i

k
u2

i

u2 + s
σ i i

k hi i ⟨ν, E⟩

(s − u)2
− 2s

σ i i
k u2

i

(s − u)3
. (7-14)

Here,

Ai =
κm−1

i

Pm

[
K (σk)

2
i −

∑
p,q

σ
pp,qq

k h ppi hqqi

]
for some constant K > 1,

Bi =
2κm−1

j

Pm

∑
j

σ
j j,i i

k h2
j j i , Ci =

m − 1
Pm

σ i i
k

∑
j

κm−2
j h2

j j i ,

Di =
2σ j j

k

Pm

∑
j ̸=i

κm−1
j − κm−1

i

κj − κi
h2

j j i , Ei =
mσ i i

k

P2
m

(∑
j

κm−1
j h j j i

)2

.

By Lemmas 8 and 9 and Corollary 10 in [Li et al. 2016], we can assume the following claim holds.
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Claim 4. There exist two small positive constants δ and η < 1. If κk ⩽ δκ1, we have∑
i

Ai + Bi + Ci + Di −

(
1 +

η

m

)
Ei ⩾ 0, (7-15)

where m > 0 is sufficiently large.

If (7-15) doesn’t hold, we would have κk > δκ1. Since σk ⩽
(n

k

)
Ck, we get

δk−1κk
1 ⩽ κ1κ2 · · · κk ⩽ σk ⩽

(n
k

)
Ck.

Since this gives an upper bound for κ1 at x0 directly, we would be done. Therefore, we assume (7-15)
holds. Plugging (7-15) into (7-14) yields

0 ⩾ −K0(C + ⟨ν, E⟩)k−1κ1 + η
σ i i

k

P2
m

(∑
j

κm−1
j h j j i

)2

− k
(n

k

)
(C + ⟨ν, E⟩)k−1

|∇u|
2
(

N
u

+
s

(s − u)2

)
+ Nσ i i

k κ
2
i

−⟨ν, E⟩

C + ⟨ν, E⟩
+ Nσ i i

k h2
i i

u2
i

(C + ⟨ν, E⟩)2
+ Nσ i i

k
hi i ⟨ν, E⟩

u

+ Nσ i i
k

u2
i

u2 + s
σ i i

k hi i ⟨ν, E⟩

(s − u)2
− 2s

σ i i
k u2

i

(s − u)3
. (7-16)

From (7-10), we obtain(∑
j κ

m−1
j h j j i

Pm

)2

= N 2 κ2
i u2

i

(C + ⟨ν, E⟩)2
+ N 2 u2

i

u2 +
s2u2

i

(s − u)4
− 2N 2 κi u2

i

u(C + ⟨ν, E⟩)

− 2Ns
κi u2

i

(C + ⟨ν, E⟩)(s − u)2
+ 2Ns

u2
i

u(s − u)2
. (7-17)

Inserting (7-17) into (7-16), we derive

0 ⩾ −K0(C+⟨ν, E⟩)k−1κ1 +η
s2σ i i

k u2
i

(s−u)4
+ N (Nη+1)σ i i

k κ
2
i

u2
i

(C+⟨ν, E⟩)2
−2N 2η

σ i i
k κi u2

i

u(C+⟨ν, E⟩)

−2Nsη
σ i i

k κi u2
i

(C+⟨ν, E⟩)(s−u)2
+2Nsη

σ i i
k u2

i

u(s−u)2
+ Nσ i i

k
hi i ⟨ν, E⟩

u
+ N (ηN +1)σ i i

k
u2

i

u2 +s
σ i i

k hi i ⟨ν, E⟩

(s−u)2

−2s
σ i i

k u2
i

(s−u)3
−k

(n
k

)
(C+⟨ν, E⟩)k−1

|∇u|
2
(

N
u

+
s

(s−u)2

)
+ Nσ i i

k κ
2
i

−⟨ν, E⟩

C+⟨ν, E⟩
. (7-18)

It’s clear that

|∇u| =
|Du|√

1 − |Du|2
<−⟨ν, E⟩ ⩽ C. (7-19)

We also notice that, for any 1 ⩽ i ⩽ n, we have σ i i
k κi ⩽

(n
k

)
Ck (no summation). By a simple calculation,

we get, when N > 1/η2,

η
s2σ i i

k u2
i

(s − u)4
+ 2Nsη

σ i i
k u2

i

u(s − u)2
− 2s

σ i i
k u2

i

(s − u)3
⩾ 0. (7-20)
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Moreover, applying Lemma 31, we know there exist two positive constants d̃2 > d̃1 > 0 such that

d̃1 ⩽ u(C + ⟨ν, E⟩)⩽ d̃2. (7-21)

Therefore, for N > 1/η2 sufficiently large, combining (7-19)–(7-21) with (7-18) yields

0 ⩾ −K0(C + ⟨ν, E⟩)k−1κ1 −
2N 2

d̃1
|∇u|

2σ i i
k κi − 2Ns

|∇u|
2σ i i

k κi

(C + ⟨ν, E⟩)(s − u)2

− NCσ i i
k κi − Cσ i i

k κi
s

(s − u)2
− kC2

(n
k

)
(C + ⟨ν, E⟩)k−1 s

(s − u)2

− k
(n

k

)
C2(C + ⟨ν, E⟩)k−1 N + N

c0σkκ1

C + ⟨ν, E⟩
.

It’s easy to see that the above inequality yields, at x0,

κ1 ⩽ K (N , C, d̃1)
s2

(s − u)2
.

Therefore, in Us , by (7-21), we have

φ ⩽ K (N , C, d̃1)e−s/(s−u) s2

(s − u)2
.

Note that, for any t ∈ [0, s],

ϕ(t)= e−s/(s−t) s2

(s − t)2
⩽ 4e−2.

We obtain, at any point x ∈ Us ,

φ ⩽ K (N , C, d̃1). (7-22)

Now, for any x ∈ Rn, we can choose s > 0 large enough that x ∈ Us/2. Then, by (7-22) and (7-21), we
conclude that

κ1(x)⩽ K (N , C, d̃1, d̃2).

Since x is arbitrary, we have finished proving Proposition 32. □

Theorem 7 follows from Propositions 22 and 32 immediately.
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