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ON BLOWUP FOR THE SUPERCRITICAL QUADRATIC WAVE EQUATION

ELEK CSOBO, IRFAN GLOGIĆ AND BIRGIT SCHÖRKHUBER

We study singularity formation for the quadratic wave equation in the energy supercritical case, i.e.,
for d � 7. We find in closed form a new, nontrivial, radial, self-similar blow-up solution u� which
exists for all d � 7. For d D 9, we study the stability of u� without any symmetry assumptions on the
initial data and show that there is a family of perturbations which lead to blowup via u�. In similarity
coordinates, this family represents a codimension-1 Lipschitz manifold modulo translation symmetries.
The stability analysis relies on delicate spectral analysis for a non-self-adjoint operator. In addition,
in d D 7 and d D 9, we prove nonradial stability of the well-known ODE blow-up solution. Also, for
the first time we establish persistence of regularity for the wave equation in similarity coordinates.
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1. Introduction

In this paper, we are concerned with the quadratic wave equation

.@2t ��x/u.t; x/D u.t; x/
2; (1-1)

where .t; x/ 2 I �Rd , for some interval I � R containing zero.
It is well known that in all space dimensions (1-1) admits solutions that blow up in finite time, starting

from smooth and compactly supported initial data. This follows from a classical result by Levine [1974],
which provides an open set of such initial data. However, Levine’s argument is indirect, and therefore
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does not give insight into the blow-up profile. A more concrete example can be produced using the
well-known ODE solution

uODE
T .t; x/ WD

6

.T � t /2
; T > 0: (1-2)

By truncating the initial data .uODE
T .0; � /; @tu

ODE
T .0; � // outside a ball of radius larger than T and using

finite speed of propagation, one constructs smooth and compactly supported initial data that lead to
blowup at t D T . What is more, invariance of (1-1) under the rescaling

u.t; x/ 7! u�.t; x/ WD �
�2u

�
t

�
;
x

�

�
; � > 0; (1-3)

allows one to look for self-similar blow-up solutions of the form

u.t; x/D
1

.T � t /2
�

�
x

T � t

�
:

Note that (1-2) is a self-similar solution with trivial profile � � 6. We note that the rescaling (1-3)
leaves invariant the energy norm PH 1.Rd /�L2.Rd / of .u.t; � /; @tu.t; � // precisely when d D 6, in which
case (1-1) is referred to as energy critical. In this case, it can be easily shown that in addition to (1-2) no
other radial and smooth self-similar solutions to (1-1) exist; see [Kavian and Weissler 1990]. However,
in the energy supercritical case, i.e., for d � 7, numerics [Kycia 2011] indicate that in addition to (1-2)
there are nontrivial, radial, globally defined, smooth, and decaying similarity profiles. In fact, for d D 7,
there are infinitely many of them, all of which are positive, as proven by Dai and Duyckaerts [2021]. A
similar result is expected to hold for all 7� d � 15; see [Kycia 2011].

From the point of view of the Cauchy problem for (1-1), the relevant similarity profiles appear to be
the trivial one (1-2) and its first nontrivial “excitation”. Namely, numerical work on supercritical power
nonlinearity wave equations in the radial case [Bizoń et al. 2004; Glogić et al. 2020] yields evidence that
generic blowup is described by the ODE profile, while the threshold separating generic blowup from
global existence is given by the stable manifold of the first excited profile; see also [Bizoń 2001]. The
first step in showing such genericity results would be to establish stability of the ODE profile and show
that its first excitation is codimension-1 stable (which indicates that the stable manifold splits the phase
space locally into two connected components). The only result so far for (1-1) in this direction is by
Donninger and the third author [Donninger and Schörkhuber 2017], who proved radial stability of uT for
all odd d � 7. In this paper, we exhibit in closed form what appears to be the first excitation of (1-2) for
every d � 7. Namely, we have the following self-similar solution to (1-1):

u�.t; x/ WD
1

t2
U

�
jxj

t

�
; (1-4)

where

U.�/D
c1� c2�

2

.c3C �2/2
; (1-5)

with
c1 D

4
25
..3d � 8/d0C 8d

2
� 56d C 48/; c2 D

4
5
d0; c3 D

1
15
.3d � 18C d0/;
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and d0 D
p
6.d � 1/.d � 6/. We note that c3 > 0 when d � 7, and thus U 2 C1Œ0;1/. To the best

of our knowledge, this solution has not been known before, and with the intent of studying threshold
behavior, the main object of this paper is to show a variant of codimension-1 stability of u�.

Note that U has precisely one zero at �� D ��.d/ > 2. In particular, this profile is not positive and
therefore not a member of the family of self-similar profiles constructed in [Dai and Duyckaerts 2021].
However, it is strictly positive inside the backward light cone of the blow-up point .0; 0/. Hence, in this
local sense u� provides a solution to the more frequently studied focusing equation

.@2t ��x/u.t; x/D ju.t; x/ju.t; x/: (1-6)

What is more, as an outcome of our stability analysis we get that small perturbations of both the ODE
profile and u� stay positive under the evolution of (1-1) and therefore yield solutions to (1-6) as well.

1A. Main results.

Preliminaries. By action of symmetries, the solution (1-4) gives rise to a .2dC1/-parameter family of
(in general nonradial) blow-up solutions. Namely, (1-1) is invariant under spacetime translations

ST;x0.t; x/ WD .t �T; x� x0/

for T > 0; x0 2 Rd , time reflections
R.t; x/ WD .�t; x/;

as well as Lorentz boosts, which we write in terms of hyperbolic rotations as

ƒ.a/ WDƒd .ad / ıƒd�1.ad�1/ ı � � � ıƒ1.a1/;

where a 2 Rd and ƒj .aj / for j D 1; : : : ; d are given by8<:
t 7! t cosh.aj /C xj sinh.aj /;
xj 7! t sinh.aj /C xj cosh.aj /;
xk 7! xk .k ¤ j /:

We then let
ƒT;x0.a/ WDR ıƒ.a/ ıST;x0 ; (1-7)

and thereby obtain the following .2dC1/-parameter family of solutions to (1-1):

u�T;x0;a.t; x/ WD u
�
ıƒT;x0.a/.t; x/:

We note that, for
.t 0; x0/ WDƒT;x0.a/.t; x/;

we have
jx0j2� t 02 D jx� x0j

2
� .T � t /2: (1-8)

Furthermore, for �; a 2 Rd , we set1


.�; a/ WD A0.a/�Aj .a/�
j ; (1-9)

1For simplicity, we use Einstein’s summation convention throughout the paper.
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where
A0.a/ WD cosh.a1/ cosh.a2/ � � � cosh.ad /;

A1.a/ WD sinh.a1/ cosh.a2/ � � � cosh.ad /;

A2.a/ WD sinh.a2/ cosh.a3/ � � � cosh.ad /;
:::

Ad .a/ WD sinh.ad /:

Then, it is easy to check that

t 0 D .T � t /


�
x� x0

T � t
; a

�
and x0j D .t �T /@aj 


�
x� x0

T � t
; a

�
Bj .a/ (1-10)

for j D 1; : : : ; d, where

Bj .a/D

dY
iDjC1

cosh.ai /�1:

Now, by using relations (1-8) and (1-10) we find more explicitly that

u�T;x0;a.t; x/D
1

.T � t /2
Ua

�
x� x0

T � t

�
; (1-11)

with Ua W Rd ! R given by

Ua.�/D
.c1� c2/
.�; a/

2C c2.1� j�j
2/

..1C c3/
.�; a/2Cj�j2� 1/2
: (1-12)

Note that for aD 0, we have U0.�/DU.j�j/ with U being the radial profile in (1-5). Also, since c1 > c2
for all d � 7, there exists a positive constant c0 D c0.d/ such that

Ua � c0 > 0 on Bd (1-13)

for all a 2Rd , where Bd denotes the open unit ball in Rd . In summary, we have that, for a 2Rd , x0 2Rd ,
and T > 0, (1-1) admits an explicit solution (1-11), which starts off smooth, blows up at x D x0 as
t ! T �, and is strictly positive on the backward light cone

CT;x0 WD
[

t2Œ0;T /

ftg �BdT�t .x0/

of the blow-up point .T; x0/— see Section 1C for the notation — which makes it a solution inside CT;x0
to (1-6) as well. Furthermore, simply by scaling we have that, for k 2 N0,



Ua� � � x0T � t

�




PHk.BdT�t .x0//

' .T � t /
d
2
�k; (1-14)

and hence
ku�T;x0;a.t; � /k PHk.BdT�t .x0//

' .T � t /
d
2
�2�k;

which implies that the solution blows up in local homogeneous Sobolev seminorms of order k>scD 1
2
d�2.

Here, sc denotes the critical regularity, i.e., PH sc .Rd / is left-invariant under the rescaling (1-3).
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Conditional stability of blowup via u�. The main goal of this paper is to investigate stability of blowup
governed by u�. For T D 1, x0 D 0, and aD 0, the blow-up initial data are given by

u�1;0;0.0; x/D U.jxj/ and @tu
�
1;0;0.0; x/D 2U.jxj/CjxjU

0.jxj/:

We can now formulate the following stability result, where we restrict ourselves to the case d D 9.

Theorem 1.1. Let d D 9. Define functions hj W R9! R, j D 1; 2, by

h1.x/D
1

.7C 5jxj2/3
and h2.x/D

35� 5jxj2

.7C 5jxj2/4
: (1-15)

There exist constantsM >0, ı > 0, and ! > 0 such that, for all real-valued .f; g/ 2C1.B92/�C
1.B92/

satisfying

k.f; g/kH6.B92/�H
5.B92/

�
ı

M
;

the following holds: There are parameters a 2 B9
Mı=!

, x0 2 B9
ı
, T 2 Œ1� ı; 1C ı�, and ˛ 2 Œ�ı; ı�

depending Lipschitz-continuously on .f; g/ such that, for initial data

u.0; � /D U.j � j/Cf C˛h1 and @tu.0; � /D 2U.j � j/Cj � jU
0.j � j/CgC˛h2; (1-16)

there exists a unique solution u 2 C1.CT;x0/ to (1-1). Furthermore, this solution blows up at .T; x0/ and
can be written as

u.t; x/D
1

.T � t /2

�
Ua

�
x� x0

T � t

�
C'.t; x/

�
;

where k'.t; � /kL1.B9T�t .x0// . .T � t /
! and

.T � t /k�
9
2 k'.t; � /k PHk.B9T�t .x0//

. .T � t /!

for k D 0; : : : ; 5. In particular,

(T � t /k�
5
2 ku.t; � /�u�T;x0;a.t; � /k PHk.B9T�t .x0//

. .T � t /!;

(T � t /k�
5
2 k@tu.t; � /� @tu

�
T;x0;a

.t; � /k PHk�1.B9T�t .x0//
. .T � t /!

(1-17)

for k D 1; : : : ; 5. Moreover, u is strictly positive on CT;x0 , and hence the statement above applies to (1-6)
as well.

We note that the normalizing factor on the left-hand side of (1-17) appears naturally and corresponds
to the behavior of the blow-up solution we perturbed around; see (1-14).

Some further remarks on the result are in order.

Remark 1.2. The proof of Theorem 1.1 relies on stability analysis in similarity coordinates, in which the
above set of perturbations has a codimension-1 interpretation. More precisely, we construct a Lipschitz
manifold which is of codimension 11, where ten codimensions are related to instabilities caused by
translation symmetries of the equation and the remaining codimension is characterized by .h1; h2/. This
is elaborated on in Section 2; see in particular Propositions 2.1 and 2.4. We believe that this manifold
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gives rise to a proper codimension-1 manifold in a suitable physical data space. However, by the local
nature of our approach and the presence of translation symmetries, this is not entirely clear.

Remark 1.3 (Regularity of the initial data). It is only the transformation from similarity coordinates to
physical coordinates that induces the higher-regularity assumption on the data, from which we can easily
deduce the Lipschitz-dependence on the blow-up parameters. We nonetheless believe that this can be
optimized by a more refined analysis.

Remark 1.4 (Persistence of regularity). While persistence of regularity is standard for the wave equation
in physical coordinates, it has not yet been considered for the local problem in similarity coordinates. In
fact, all of the related works so far, such as [Chatzikaleas and Donninger 2019; Donninger and Schörkhuber
2016; Glogić and Schörkhuber 2021], are based on a notion of strong solutions in similarity coordinates.
In this paper, we close this gap and rigorously prove regularity of solutions for smooth initial data. Our
proof relies on estimates for the free wave evolution in similarity coordinates in arbitrarily high Sobolev
spaces; see Proposition 3.1 on page 629.

Remark 1.5 (Generalization to other space dimensions). Large parts of the proof of Theorem 1.1 can be
generalized to other odd space dimensions. However, the analysis of the underlying spectral problem
is quite delicate and only for d D 9 we are able to solve it rigorously. Nevertheless, from numerical
computations, we have strong evidence that the situation is analogous in other space dimensions in the
sense that the linearization has exactly one genuine unstable eigenvalue.

Stable ODE blowup without symmetry. For both (1-1) and (1-6), stability of the ODE blow-up solution
under small radial perturbations has been proven by Donninger and the third author [Donninger and
Schörkhuber 2017] in all odd space dimensions d � 7. By exploiting the framework of the proof of
Theorem 1.1, we generalize the result from that paper to nonradial perturbations in dimensions d D 7
and d D 9.

Before we state the result, we apply the symmetry transformations (1-7) to the ODE profile (1-2) to
obtain the following family of blow-up solutions to both (1-1) and (1-6):

uODE
T;x0;a

.t; x/ WD
1

.T � t /2
�a

�
x� x0

T � t

�
; (1-18)

where
�a.�/D 6
.�; a/

�2: (1-19)

To shorten the notation, we write CT WD CT;0 for the backward light cone with vertex .T; 0/.

Theorem 1.6. Let d 2 f7; 9g. There are constants C > 0, ı > 0, and ! > 0 such that, for any real-valued
.f; g/ 2 C1.Bd2 /�C

1.Bd2 / satisfying

k.f; g/kH .dC3/=2.Bd2 /�H
.dC1/=2.Bd2 /

�
ı

C
; (1-20)

the following holds: There exist parameters a 2 Bd
Cı=!

and T 2 Œ1 � ı; 1C ı� depending Lipschitz
continuously on .f; g/ such that, for initial data

u.0; � /D 6Cf and @tu.0; � /D 12Cg;
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there exists a unique solution u 2C1.CT / to (1-1). This solution blows up at .T; 0/ and can be written as

u.t; x/D
1

.T � t /2

�
�a

�
x

T � t

�
C'.t; x/

�
;

where ' satisfies k'.t; � /kL1.BdT�t / . .T � t /
! and

.T � t /k�
d
2 k'.t; � /k PHk.BdT�t /

. .T � t /!

for k D 0; : : : ; 1
2
.d C 1/. In particular,

(T � t /k�
d
2
C2
ku.t; � /�uODE

T;0;a.t; � /k PHk.BdT�t /
. .T � t /! ;

(T � t /k�
d
2
C2
k@tu.t; � /� @tu

ODE
T;0;a.t; � /k PHk�1.BdT�t /

. .T � t /!
(1-21)

for k D 1; : : : ; 1
2
.d C 1/. Furthermore, u is strictly positive and the statement above therefore applies

to (1-6) as well.

We note that due to the invariance of uODE
1;0;0 under spatial translations the blow-up location x0D 0 does

not change under small perturbations.

Remark 1.7. Stability of the ODE blow-up solution for energy supercritical wave equations outside radial
symmetry was established in d D 3 by Donninger and the third author [Donninger and Schörkhuber 2016].
For the cubic wave equation, the corresponding result was obtained by Chatzikaleas and Donninger [2019]
in d D 5; 7. Compared to these works, one important improvement in Theorem 1.6 is the regularity of
the solution which allows for the classical interpretation. Furthermore, we prove Lipschitz dependence
of the blow-up time and the blow-up point on the initial data. Finally, from a technical perspective, the
adapted inner product defined in Section 3 is simpler than the corresponding expressions in [Chatzikaleas
and Donninger 2019] and can easily be generalized.

1B. Related results. Wave equations with focusing power nonlinearities provide the simplest possible
models for the study of nonlinear wave dynamics and have been investigated intensively in the past
decades. Consequently, local well-posedness and the behavior of solutions for small initial data are
by now well understood; see, e.g., [Lindblad and Sogge 1995]. Concerning global dynamics for large
initial data, substantial progress has been made more recently for energy critical problems. This includes
fundamental works on the characterization of the threshold between finite-time blowup and dispersion in
terms of the well-known stationary ground state solution; see [Kenig and Merle 2008; Krieger et al. 2015].

In contrast, large data results for energy supercritical equations are rare. For various models, the ODE
blowup is known to provide a stable blow-up mechanism and Theorem 1.6 further extends these results;
see Remark 1.7. In [Bizoń et al. 2007], nontrivial self-similar solutions are constructed for odd supercritical
nonlinearities in dimension 3, and [Dai and Duyckaerts 2021] provides a generalization to d � 4. Also,
in the three-dimensional case, large global solutions were obtained for a supercritical nonlinearity in
[Krieger and Schlag 2017]. Finally, for d � 11 and large enough nonlinearities, manifolds of codimension
greater than or equal to two have been constructed in [Collot 2018] that lead to non-self-similar blowup
in finite time.
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In the description of threshold dynamics for energy supercritical wave equations, self-similar solutions
appear to play the key role. This has been observed numerically for power-type nonlinearities [Bizoń et al.
2004; Glogić et al. 2020], but also for more physically relevant models such as wave maps [Biernat et al.
2017; Bizoń et al. 2000] or the Yang–Mills equation in equivariant symmetry [Bizoń and Tabor 2001;
Bizoń 2002]. We note that the latter reduces essentially to a radial quadratic wave equation in d � 7,
hence (1-1) provides a toy model. From an analytic point of view, threshold phenomena for energy
supercritical wave equations are entirely unexplored. Moreover, results analogous to the energy critical
case seem completely out of reach.

However, very recently, the first explicit candidate for a self-similar threshold solution has been found
by the second and third authors in [Glogić and Schörkhuber 2021] for the focusing cubic wave equation in
all supercritical space dimensions d � 5. In d D 7, by the conformal symmetry of the linearized equation,
the genuine unstable direction could be given in closed form, see also [Glogić et al. 2020], which allowed
for a rigorous stability analysis. Interestingly, the same effect occurs for the quadratic wave equation and
the new self-similar solution (1-4) in d D 9, which explains the specific choice of the space dimension in
Theorem 1.1. In view of our results, we conjecture that the self-similar profile U given in (1-5) plays an
important role in the threshold dynamics for (1-1) and (1-6).

In the proofs of Theorems 1.1 and 1.6 we build on methods developed in earlier works, in particular,
[Donninger and Schörkhuber 2016; Glogić and Schörkhuber 2021]. However, several aspects, in particular
the spectral analysis, are specific to the problem and rather delicate. Furthermore, we add important
generalizations such as the preservation of regularity, which improves the statements of these earlier
works. The presentation of our results is completely self-contained and all necessary details are provided
in the proofs.

1C. Notation. Throughout the whole paper the Einstein summation convention is in force, i.e., we
sum over repeated upper and lower indices, where latin indices run from 1 to d . We write N for the
natural numbers f1; 2; 3; : : : g and N0 WD f0g[N. Furthermore, RC WD fx 2 R W x > 0g. Also, H stands
for the closed complex right half-plane. By BdR.x0/ we denote the open ball of radius R > 0 in Rd

centered at x0 2Rd . The unit ball is abbreviated by Bd WDBd1 .0/, and Sd�1 WD @Bd . The notation a. b
means a � Cb for an absolute constant C > 0, and we write a' b if a . b and b . a. If a � C"b for a
constant C" > 0 depending on some parameter ", we write a ." b.

By L2.BdR.x0// and Hk.BdR.x0//, k 2N0, we denote the Lebesgue and Sobolev spaces, respectively,
obtained from the completion of C1.BdR.x0// with respect to the usual norm

kuk2
Hk.BdR.x0//

WD

X
j˛j�k

k@˛uk2
L2.BdR.x0//

;

with ˛ 2Nd0 denoting a multi-index and @˛uD @˛11 � � � @
˛d
d
u, where @iu.x/D @xju.x/. For vector-valued

functions, we use boldface letters, e.g., f D .f1; f2/ and we sometime write Œf �1 WDf1 to extract a single
component. Throughout the paper, W.f; g/ denotes the Wronskian of two functions f; g 2C 1.I /, I �R,
where we use the convention W.f; g/D fg0�f 0g, with f 0 denoting the first derivative. On a Hilbert
space H we denote by B.H/ the set of bounded linear operators. For a closed linear operator .L;D.L//
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on H, we define the resolvent set �.L/ as the set of all � 2 C such that RL.�/ WD .� � L/�1 exists
as a bounded operator on the whole underlying space. Furthermore, the spectrum of L is defined as
�.L/ WD C n �.L/ and the point spectrum is denoted by �p.L/� �.L/.

Spherical harmonics. Fix a dimension d � 3. For ` 2 N0, an eigenfunction for the Laplace–Beltrami
operator on Sd�1 with eigenvalue `.`C d � 2/ is called a spherical harmonic function of degree `. For
each ` 2 N, we denote by Md;` the number of linearly independent spherical harmonics of degree `, and
for �` WD f1; : : : ;Md;`g we designate by fY`;m Wm 2�`g a set of orthonormal spherical harmonics, i.e.,Z

Sd�1
Y`;m.!/Y`;m0.!/ d�.!/D ımm0 :

Obviously, one has�0Df1g and�1Df1; : : : ; dg, and we can take Y0;1.!/Dc1 and Y1;m.!/D Qcm!m for
suitable normalization constants c1; Qcm 2R. For g 2C1.Sd�1/, we define P` WL2.Sd�1/!L2.Sd�1/

by
P`g.!/ WD

X
m2�`

.g jY`;m/L2.Sd�1/Y`;m.!/:

It is well known, see, e.g., [Atkinson and Han 2012], that P` defines a self-adjoint projection on L2.Sd�1/
and that limn!1



g�Pn
`D0 P`g




L2.Sd�1/

D 0. This can be extended to Sobolev spaces, in particular,
limn!1



g�Pn
`D0 P`g




Hk.Sd�1/

D 0 for all g 2 C1.Sd�1/, see, e.g., [Donninger and Schörkhuber
2016], Lemma A.1. Furthermore, given f 2 C1.BdR/, by setting

ŒP`f �.x/ WD
X
m2�`

.f .jxj � /jY`;m/L2.Sd�1/Y`;m

�
x

jxj

�
; (1-22)

we have that (see for example Lemma A.2 in [Donninger and Schörkhuber 2016])

lim
n!1





f � nX
`D0

P`f






Hk.BdR/

D 0: (1-23)

2. The stability problem in similarity coordinates

In this section we formulate (1-1) in similarity variables. The advantage of the new setting is the fact that
self-similar solutions become time-independent and stability of finite-time blowup turns into asymptotic
stability of static solutions. Then we state the main results in the new coordinate system.

Given T > 0 and x0 2 Rd , we define similarity coordinates

� WD � log.T � t /C logT and � WD
x� x0

T � t
:

Note that in .�; �/, the backward light cone CT;x0 corresponds to the infinite cylinder

Z WD
[
��0

f�g �Bd:

Furthermore, by setting

 .�; �/ WD T 2e�2�u.T �Te�� ; Te���C x0/;
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(1-1) transforms into

.@2� C 5@� C 2� � r@� C .� � r/
2
��C 5� � r C 6/ .�; �/D  .�; �/2: (2-1)

To get a first-order formulation we define

 1.�; �/ WD  .�; �/ and  2.�; �/ WD @� .�; �/C � � r .�; �/C 2 .�; �/; (2-2)

and let ‰.�/D . 1.�; � /;  2.�; � //, by means of which (2-1) can be written as

@�‰.�/D zL‰.�/CF .‰.�//; (2-3)

where

zLu.�/D

�
�� � ru1.�/� 2u1.�/Cu2.�/

�u1.�/� � � ru2.�/� 3u2.�/

�
and F .u/D

�
0

u21

�
for uD .u1; u2/. Note that in the new variables, the solutions u�T;x0;a and uODE

T;x0;a
become static. Namely,

every a 2 Rd yields smooth, positive, and � -independent solutions

Ua D .U1;a; U2;a/ and �a D .�1;a; �2;a/

of (2-3) given by
U1;a.�/D Ua.�/; U2;a.�/D � � rUa.�/C 2Ua.�/;

�1;a.�/D �a.�/; �2;a.�/D � � r�a.�/C 2�a.�/:

We study (2-3) for small perturbations of Ua and �a in the Hilbert space

H WDH
dC1
2 .Bd /�H

d�1
2 .Bd /

equipped with the standard norm

kuk2 WD ku1k
2
H .dC1/=2.Bd /

Cku2k
2
H .d�1/=2.Bd /

:

Also, write BR WD fu 2H W kuk �Rg.
In Proposition 3.1 on page 629 we show that, for d 2 f7; 9g, the operator

zL W C1.Bd /�C1.Bd /�H!H;

which describes the free wave evolution in similarity coordinates, is closable and its closure, which we
denote by

L W D.L/�H!H;

generates a strongly continuous one-parameter semigroup .S .�//��0 � B.H/. By using the Sobolev
embedding, it is easy to see that the nonlinearity satisfies

kF .u/k D ku21kH .d�1/=2.Bd / � ku
2
1kH .dC1/=2.Bd / . ku1k2H .dC1/=2.Bd /

. kuk2

for all u 2H; hence F is well defined on H.
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2A. Stability of Ua. The key to proving Theorem 1.1 is the following result, which establishes, for d D 9,
conditional orbital asymptotic stability of the family of static solutions fUa W a 2 R9g.

Proposition 2.1. Let d D 9. There are constants C > 0 and ! > 0 such that the following holds. For all
sufficiently small ı > 0 there exists a codimension-11 Lipschitz manifold MDMı;C � Bı=C with 0 2M
such that, for any ˆ0 2M, there are ‰ 2 C.Œ0;1/;H/ and a 2 B9

ı=!
such that

‰.�/D S .�/.U0Cˆ0/C

Z �

0

S .� � �/F .‰.�// d� (2-4)

and

k‰.�/�Uak. ıe�!�

for all � � 0.

The number of codimensions in Proposition 2.1 is related to the number of unstable eigenvalues of the
linearization around Ua and the dimension of the corresponding eigenspaces; see Section 5. In fact, ten
of these instabilities are caused by the translation symmetries of the problem, and can be controlled by
choosing appropriately the blow-up parameters .T; x0/. There is, therefore, only one genuine unstable
direction. Next, we state a persistence of regularity result for solutions to (2-4).

Proposition 2.2. If the initial data ˆ0 from Proposition 2.1 is in C1.B9/�C1.B9/ then the corre-
sponding solution ‰ of (2-3) belongs to C1.Z/�C1.Z/. In particular, ‰ satisfies (2-3) in the classical
sense.

Remark 2.3. That this proposition is not vacuous, i.e., that there exists ˆ0 2M\ .C1.B9/�C1.B9//,
follows from Proposition 2.4.

The proofs of Propositions 2.1 and 2.2 are provided in Section 7D.
In order to derive Theorem 1.1 from the above results we prescribe in physical variables initial data of

the form

u.0; � /D u�1;0;0.0; � /Cf and @tu.0; � /D @tu
�
1;0;0.0; � /Cg (2-5)

for free functions .f; g/ defined on a suitably large ball centered at the origin. In similarity variables, this
transforms into initial data ‰.0/D U0Cˆ0 for (2-3), with

ˆ0 D ‡..f; g/; T; x0/; (2-6)

where

‡..f; g/; T; x0/ WDR..f; g/; T; x0/CR.U0; T; x0/�R.U0; 1; 0/ (2-7)

and

R..f1; f2/; T; x0/D
�
T 2f1.T � Cx0/

T 3f2.T � Cx0/

�
:

The next statement asserts that, for all small .f; g/, there is a choice of parameters x0, T , and ˛ for
which ‡..f C˛h1; gC˛h2/; T; x0/ belongs to the manifold M from Proposition 2.1.
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Proposition 2.4. Let .h1; h2/ be defined as in (1-15). There exists M > 0 such that, for all sufficiently
small ı > 0, the following holds. For any .f; g/ 2H 6.B92/�H

5.B92/ satisfying

k.f; g/kH6.B92/�H
5.B92/

�
ı

M 2
;

there are x0 2 B9
ı=M

, T 2 Œ1� ı=M; 1C ı=M�, and ˛ 2 Œ�ı=M; ı=M� depending Lipschitz continuously
on .f; g/ such that

‡..f C˛h1; gC˛h2/; T; x0/ 2Mı;C ;

where Mı;C is the manifold from Proposition 2.1.

Theorem 1.1 is then obtained by transforming the results of Propositions 2.1, 2.2, and 2.4 back to
coordinates .t; x/.

Remark 2.5. We note that when proving stability of the ODE blow-up solution for d 2 f7; 9g similar
results are obtained. In fact, the proof implies the existence of a Lipschitz manifold N of codimension dC1
in the Hilbert space H, according to dC1 directions of instability induced by translation invariance. A
result similar to Proposition 2.4 guarantees that for any small enough data .f; g/ one can suitably adjust
the blow-up time T and the blow-up point x0 such that ‡..f; g/; T; x0/ 2N , which gives Theorem 1.6
on stable blowup. This point of view further justifies using codimension-1 terminology to describe the
stability of u�.

Time-evolution for small perturbationsW modulation ansatz. In the following, we assume that aD a.�/,
a.0/D 0, and lim�!1 a.�/D a1. Inserting the ansatz

‰.�/D Ua.�/Cˆ.�/ (2-8)

into (2-3) we obtain
@�ˆ.�/D . zLCL

0
a.�//ˆ.�/CF .ˆ.�//� @�Ua.�/;

with

L0a.�/uD

�
0

Va.�/u1

�
and Va.�/D 2Ua.�/:

In the following, we define

Ga.�/.ˆ.�// WD ŒL
0
a.�/�L

0
a1
�ˆ.�/CF .ˆ.�//

and study the evolution equation

@�ˆ.�/D Œ zLCL
0
a1
�ˆ.�/CGa.�/.ˆ.�//� @�Ua.�/; (2-9)

with initial data ˆ.0/ D u 2 H. This naturally splits into three parts: First, in Section 3, we study
the time evolution governed by zL using semigroup theory. In Section 4, we analyze the linearized
problem, where we consider zLCL0a1 as a (compact) perturbation of the free evolution and investigate
the underlying spectral problem, restricting to d D 9. Resolvent bounds allow us to transfer the spectral
information to suitable growth estimates for the linearized time evolution. The nonlinear problem will be
analyzed in integral form in Section 7, using modulation theory and fixed-point arguments. Also, we
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prove Propositions 2.1–2.4 and, based on this, Theorem 1.1. In Section 8 we give the main arguments to
prove Theorem 1.6.

3. The free wave evolution in similarity variables

In this section we prove well-posedness of the linear version of (2-3) in H. In other words, we show that
the (closure of the) operator zL generates a strongly continuous one-parameter semigroup of bounded
operators on H. What is more, in view of the regularity result Proposition 2.2, we consider the evolution
in Sobolev spaces of arbitrarily high integer order. In Section 4 we then restrict the problem again to H.

For k � 1, let

Hk WDHk.Bd /�Hk�1.Bd /

be equipped with the standard norm denoted by k � kHk.Bd /�Hk�1.Bd /. We set

D. zL/ WD C1.Bd /�C1.Bd /

and consider the densely defined operator

zL W D. zL/�Hk!Hk :

We now state the central result of this section.

Proposition 3.1. Let d 2 f7; 9g and k � 3. The operator zL WD. zL/�Hk!Hk is closable and its closure
Lk WD.Lk/�Hk!Hk generates a strongly continuous semigroup Sk W Œ0;1/!B.Hk/ which satisfies

kSk.�/ukHk.Bd /�Hk�1.Bd / �Mke
� 1
2
�
kukHk.Bd /�Hk�1.Bd / (3-1)

for all u 2Hk , all � � 0, and some Mk > 1. Furthermore, the following holds for the spectrum of Lk:

�.Lk/�
˚
z 2 C W Re z � �1

2

	
; (3-2)

and the resolvent has the bound

kRLk .�/f kHk.Bd /�Hk�1.Bd / �
Mk

Re�C 1
2

kf kHk.Bd /�Hk�1.Bd /

for � 2 C with Re� > �1
2

and f 2Hk .

Remark 3.2. We prove Proposition 3.1 via the Lumer–Phillips Theorem. By using the standard inner
product on Hk , one can easily prove existence of the semigroup .Sk.�//��0, but in order to show that
it decays exponentially and to prove the growth bound (3-1) in particular, we need to introduce an
appropriate equivalent inner product. The necessity for such an approach will become apparent in the
proof of Lemma 3.4 in the Appendix. We note that, for d D 9, the restriction on k is optimal within the
class of integer Sobolev spaces. In particular, for scaling reasons exponential decay cannot be expected at
lower integer regularities. For d D 7, a similar statement can be obtained for k D 2.
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For d 2 f7; 9g and k � 3 we define the sesquilinear form

. � j � /Hk W .C
1.Bd /�C1.Bd //2! C; .ujv/Hk D

kX
jD1

.ujv/j ;

where

.ujv/1 D

Z
Sd�1

@iu1.!/@iv1.!/ d�.!/C

Z
Sd�1

u1.!/v1.!/ d�.!/C

Z
Sd�1

u2.!/v2.!/ d�.!/;

.ujv/2 D

Z
Bd
@i�u1.�/@i�v1.�/ d�C

Z
Bd
@i@ju2.�/@i@j v2.�/ d�C

Z
Sd�1

@iu2.!/@iv2.!/ d�.!/;

.ujv/3 D 4

Z
Bd
@i@j @ku1.�/@

i@j @kv1.�/ d�C 4

Z
Bd
@i@ju2.�/@i@j v2.�/ d�

C 4

Z
Sd�1

@i@ju1.!/@i@j v1.!/ d�.!/;

and for j � 4 we use the standard PH j .Bd /� PH j�1.Bd / inner product

.ujv/j D .u1 jv1/ PHj .Bd /
C .u2 jv2/ PHj�1.Bd /

: (3-3)

We then set
kukHk WD

p
.uju/Hk :

For brevity, we will use the notation . � j � /j D k � k2j , j D 1; : : : ; k, for different parts of . � j � /Hk .

Lemma 3.3. Let d 2 f7; 9g and k � 3. We have

kukHk ' kukHk.Bd /�Hk�1.Bd /

for all u 2 C1.Bd /�C1.Bd /. In particular, k � kHk defines an equivalent norm on Hk .

Proof. Note that it suffices to prove

kuk2
H3.Bd /�H2.Bd /

.
3X

jD1

kuk2j . kuk
2
H3.Bd /�H2.Bd /

: (3-4)

The first estimate in (3-4) follows from the fact that

kuk2
L2.Bd /

. kruk2
L2.Bd /

Ckuk2
L2.Sd�1/

for all u 2 C1.Bd /, which is a simple consequence of the identityZ
Sd�1

ju.!/j2 d�.!/D

Z
Bd

div.�ju.�/j2/ d�

D

Z
Bd
.d ju.�/j2C � iu.�/@iu.�/C �

iu.�/@iu.�// d�: (3-5)

Using this, it is easy to see that

kukH2.Bd / .
Z

Bd
@i@ju.�/@i@ju.�/ d�C

Z
Sd�1

@iu.!/@iu.!/ d�.!/C

Z
Sd�1

ju.!/j2 d�.!/
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for all u 2 C1.Bd /. Similar bounds imply the first inequality in (3-4). Another consequence of (3-5) is
the trace theorem, which asserts thatZ

Sd�1
ju.!/j2 d�.!/. kuk2

H1.Bd /

for all u 2 C1.Bd /; using this, it is straightforward to obtain the second inequality in (3-4). Hence we
obtain the claimed estimates in Lemma 3.3 for all u 2 C1.Bd /�C1.Bd / and, by density, we extend
this to all of Hk . �

Now we turn to proving Proposition 3.1. As the first auxiliary result, we have the following dissipation
property of zL.

Lemma 3.4. Let d 2 f7; 9g and k � 3. Then

Re. zLuju/Hk � �
1
2
kuk2Hk

for all u 2 D. zL/.

The proof is provided in the Appendix. To apply the Lumer–Phillips theorem, we also need the
following density property of zL.

Lemma 3.5. Let d 2 f7; 9g and k � 3. There exists � > �1
2

such that ran.�� zL/ is dense in Hk .

Proof. Let d 2 f7; 9g and k � 3. We prove the statement by showing that there exists a � such
that, given f 2 Hk and " > 0, there is some f" in the "-neighborhood of f for which the equation
.�� zL/uD f" admits a solution in D. zL/. First, by density, there is Qf 2 C1.Bd /�C1.Bd / for which
k Qf �f kHk.Bd /�Hk�1.Bd / <

1
2
". Then, for n 2 N, we define fn WD .f1;n; f2;n/ with

f1;n D

nX
`D0

P` Qf1 and f2;n D

nX
`D0

P` Qf2;

where the P` are the projection operators defined in (1-22). Furthermore, according to (1-23) there exists
an index N 2 N for which kfN � Qf kHk.Bd /�Hk�1.Bd / <

1
2
". It is therefore sufficient to consider

.�� zL/uD fN (3-6)

and produce a solution u 2 D. zL/. First, we rewrite (3-6) as a system of equations in u1 and u2:

�.ıij � � i�j /@i@ju1.�/C 2.�C 3/�
i@iu1.�/C .�C 3/.�C 2/u1.�/D gN .�/; (3-7)

u2.�/D �
i@iu1.�/C .�C 1/u1.�/�f1;N .�/; (3-8)

where
gN .�/D �

i@if1;N .�/C .�C 3/f1;N .�/Cf2;N .�/:

We now treat the case d D 9, for which we choose �D 5
2

. With this choice, (3-7) reads as

�.ıij � � i�j /@i@ju1.�/C 11�
i@iu1.�/C

99
4
u1.�/D gN .�/: (3-9)
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Note that gN is a finite linear combination of spherical harmonics, and this allows us to decompose
the PDE (3-9) which is posed on B9 into a finite number of ODEs posed on the interval .0; 1/. To this
end, we switch to spherical coordinates � D j�j and ! D �=j�j. In particular, the relevant differential
expressions transform in the following way:

� i@iu.�/D �@�u.�!/;

� i�j @i@ju.�/D �
2@2�u.�!/;

@i@iu.�/D

�
@2�C

8

�
@�C

1

�2
�S8

!

�
u.�!/:

Consequently, (3-9) becomes�
�.1� �2/@2�C

�
�
8

�
C 11�

�
@�C

99

4
�
1

�2
�S8

!

�
u.�!/D gN .�!/: (3-10)

Now we take the decomposition of the right-hand side of (3-10) into spherical harmonics:

gN .�!/D

NX
`D0

X
m2�`

g`;m.�/Y`;m.!/

for some g`;m 2 C1Œ0; 1�. Then by inserting the ansatz

u1.�!/D

NX
`D0

X
m2�`

u`;m.�/Y`;m.!/ (3-11)

into (3-10), we obtain the system of ODEs�
�.1� �2/@2�C

�
�
8

�
C 11�

�
@�C

`.`C 7/

�2
C
99

4

�
u`;m.�/D g`;m.�/ (3-12)

for ` D 0; : : : ; N and m 2 �`. For later convenience, we first set v`;m.�/ D �3u`;m.�/ and thereby
transform (3-12) into�

�.1� �2/@2�C

�
�
2

�
C 5�

�
@�C

.`C 4/.`C 3/

�2
C
15

4

�
v`;m.�/D �

3g`;m.�/: (3-13)

Then, by means of a further change of variables v`;m.�/D �`C3w`;m.�2/, we turn the homogeneous
version of (3-13) into a hypergeometric equation in its canonical form:

z.1� z/w00`;m.z/C .c � .aC bC 1/z/w
0
`;m.z/� abwl;m.z/D 0; (3-14)

where

aD 1
4
.9C 2`/; b D aC 1

2
D

1
4
.11C 2`/; and c D 2aD 1

2
.9C 2`/:

Equation (3-14) admits the two solutions

�0;`.z/D 2F1
�
a; aC 1

2
; 2a; z

�
and �1;`.z/D 2F1

�
a; aC 1

2
; 3
2
; 1� z

�
;
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which are analytic around z D 0 and z D 1, respectively; see [DLMF 2010]. In fact, the functions �0;`
and �1;` can be expressed in closed form as

�0;`.z/D
1

p
1� z

�
2

1C
p
1� z

�7
2
C`

;

�1;`.z/D
p
1� z

��
1

1�
p
1� z

�7
2
C`

�

�
1

1C
p
1� z

�7
2
C`�
I

see [DLMF 2010, pp. 386-387]. Now by undoing the change of variables from above, we get solutions
 `;0 D �

`C3�0;`.�
2/ and  `;1 D �`C3�1;`.�2/ to the homogeneous version of (3-13). Furthermore,

the Wronskian is W. 0;`;  1;`/.�/D C`.1� �2/�3=2��2 for some nonzero constant C`. Then, by the
variation of constants formula we obtain a solution to (3-13) on .0; 1/:

v`;m.�/D� `;0.�/

Z 1

�

 `;1.s/

W. `;0;  `;1/.s/

s3g`;m.s/

1� s2
ds� `;1.�/

Z �

0

 `;0.s/

W. `;0;  `;1/.s/

s3g`;m.s/

1� s2
ds

D� `;0.�/

Z 1

�

 `;1.s/
p
1� sh`;m.s/ ds� `;1.�/

Z �

0

 `;0.s/
p
1� sh`;m.s/ ds; (3-15)

where h`;m 2 C1Œ0; 1�. Obviously v`;m 2 C1.0; 1/. We claim that v`;m 2 C1.0; 1�. To see this, we
note that, at �D 1, the set of Frobenius indices of (3-13) is

˚
�
1
2
; 0
	
. Hence near �D 1, there is another

solution, linearly independent of  `;1, which has the form .1� �/�1=2 `;2.�/, where  `;2 is analytic
at �D 1. Hence

 `;0.�/D c`;1 `;1.�/C c`;2
 `;2.�/
p
1� �

(3-16)

for some constants c`;1 and c`;2. Now, by letting

˛`;m WD

Z 1

0

 `;0.s/
p
1� sh`;m.s/ ds

and inserting (3-16) into (3-15), we get

v`;m.�/D�c`;2
 `;2.�/
p
1� �

Z 1

�

 `;1.s/
p
1� sh`;m.s/ ds

�˛`;m `;1.�/C c`;2 `;1.�/

Z 1

�

 `;2.s/h`;m.s/ ds:

The second and the third term above are obviously smooth up to �D 1; for the first term, the square root
factors in fact cancel out, as can easily be seen via the substitution s D �C .1� �/t , and smoothness of
v`;m up to �D 1 follows. Consequently, the function u1 defined in (3-11) belongs to C1.B9 n f0g/, and
it solves (3-9) in the classical sense away from zero. Furthermore, from (3-15) one can check that u`;m
and u0

`;m
are bounded near zero, and hence u1 2H 1.B9/. In particular, u1 solves (3-9) in the weak sense

on B9, and since the right-hand side is a smooth function, we conclude that u1 2 C1.B9/ by elliptic
regularity. Consequently, u1 2 C1.B9/, and therefore u2 2 C1.B9/ according to (3-8). In conclusion,
u WD .u1; u2/ 2 D. zL/ solves (3-6).
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For d D 7, the same proof can be repeated by choosing �D 3
2

. Namely, by taking the decomposition
of the functions into spherical harmonics and by introducing the new variable

Qv`;m.�/D �
2u`;m.�/;

the problem is reduced to�
�.1� �2/@2�C

�
�
2

�
C 5�

�
@�C

.`C 3/.`C 2/

�2
C
15

4

�
Qv`;m.�/D �

2g`;m.�/;

which is the same as (3-13) up to a shift in ` and the weight on the right-hand side. Hence the same
reasoning applies. �

Proof of Proposition 3.1. Based on Lemmas 3.4 and 3.5, the Lumer–Phillips theorem (see [Engel and
Nagel 2000, p. 83, Theorem 3.15]) together with Lemma 3.3 implies that zL is closable in Hk , and that its
closure Lk generates a semigroup .Sk.�//��0 for which (3-1) holds. The rest of the proposition follows
from standard semigroup theory results; see, e.g., [Engel and Nagel 2000, p. 55, Theorem 1.10]. �

We conclude this section by proving certain restriction properties of the semigroups .Sk.�//��0. This
will be crucial in showing persistence of regularity for the nonlinear equation.

Lemma 3.6. Let d 2 f7; 9g and k � 3. For any j 2 N, the semigroup .SkCj .�//��0 is the restriction of
.Sk.�//��0 to HkCj , i.e.,

SkCj .�/D Sk.�/jHkCj

for all � � 0. In particular, we have the growth bound

kSk.�/ukHkCj .Bd /�HkCj�1.Bd / .j e
� 1
2
�
kukHkCj .Bd /�HkCj�1.Bd /

for all u 2HkCj and all � � 0.

Proof. Let d 2 f7; 9g and k � 3. We prove the claim only for j D 1, as the general case follows from the
arbitrariness of k. The crucial ingredients of the proof are continuity of the embedding HkC1 ,! Hk
and the fact that D. zL/ is a core for both Lk and LkC1. First, we prove that LkC1 is a restriction of Lk ;
more precisely we show

D.LkC1/� D.Lk/ and LkC1uDLku (3-17)

for all u 2 D.LkC1/. For u 2 D. zL/, from the definition of LkC1 and Lk it follows that

u 2 D.LkC1/\D.Lk/ and LkC1uDLkuD zLu:

Let now u 2D.LkC1/. Since .LkC1;D.LkC1// is closed, there exists a sequence .un/n2N �D. zL/ such
that

un
HkC1
����! u and zLun

HkC1
����!LkC1u:

From the embedding HkC1 ,!Hk we infer

un
Hk
��! u and zLun

Hk
��!LkC1u;
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and by the closedness ofLk it follows that u2D.Lk/ andLkC1uDLku. Now let �2 �.LkC1/\�.Lk/.
From (3-17) we get that RLkC1.�/DRLk .�/jHkC1 . Now, given u 2HkC1, we get by the Post–Widder
inversion formula (see [Engel and Nagel 2000, p. 223, Corollary 5.5]) and the embedding HkC1 ,!Hk
that, for every � > 0,

SkC1.�/uD lim
n!1

h
n

�
RLkC1

�
n

�

�in
uD lim

n!1

h
n

�
RLk

�
n

�

�in
uD Sk.�/u:

This proves that .SkC1.�//��0 is the restriction of .Sk.�//��0 to HkC1. As a result, from Proposition 3.1
we have

kSk.�/ukHkC1.Bd /�Hk.Bd / D kSkC1.�/ukHkC1.Bd /�Hk.Bd / . e�
1
2
�
kukHkC1.Bd /�Hk.Bd /

for all u 2HkC1 and all � � 0. �

4. Linearization around a self-similar solution: preliminaries on the structure of the spectrum

From now on, for fixed d 2 f7; 9g, we work solely in the Sobolev space H .dC1/=2.Bd /�H .d�1/=2.Bd /,
which we earlier denoted by H.dC1/=2. To abbreviate the notation, we write

H WDH.dC1/=2:

We also denote by .S .�//��0 and L W D.L/�H!H the corresponding semigroup .Sk.�//��0 and
its generator Lk , respectively, for k D 1

2
.d C 1/.

With an eye towards studying the flow near the orbit fUa W a 2 Rd g— see the section on page 628 —
in this section we describe some general properties of the underlying linear operator

zLCL0a; L0au WD

�
0

Vau1

�
;

where

Va.�/ WD 2Ua.�/; (4-1)

with Ua given in (1-12).

Remark 4.1. We emphasize that the results of this section apply to any smooth Va W Bd ! R that
depends smoothly on the parameter a. Obviously, such potentials arise in the linearization around smooth
self-similar profiles.

Proposition 4.2. Fix d 2 f7; 9g. For every a 2Rd , the operatorL0a WH!H is compact, and the operator

La WDLCL
0
a; D.La/ WD D.L/�H!H;

generates a strongly continuous semigroup Sa W Œ0;1/! B.H/. Furthermore, given ı > 0, there isK >0

such that

kLa �Lbk �Kja� bj

for all a; b 2 Bd
ı

.
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Proof. The compactness of L0a follows from the smoothness of Va and the compactness of the embedding
H .dC1/=2.Bd / ,! H .d�1/=2.Bd /. The fact that La generates a semigroup is a consequence of the
bounded perturbation theorem; see, e.g., [Engel and Nagel 2000, p. 158]. For the Lipschitz dependence
on the parameter a, we first note that by the fundamental theorem of calculus we have

Va.�/�Vb.�/D .a
j
� bj /

Z 1

0

@
j̨
V˛.s/.�/ ds (4-2)

for ˛.s/D bC s.a� b/. This implies that, given ı > 0, we have

kVa �Vbk PHk.Bd /
.k ja� bj (4-3)

for all a; b 2 Bd
ı

. In particular,
kVa �VbkW .d�1/=2;1.Bd / . ja� bj;

and we thus have

k.Va �Vb/ukH .d�1/=2.Bd / . ja� bjkukH .d�1/=2.Bd / . ja� bjkukH .dC1/=2.Bd /

for all u 2 C1.Bd / and all a; b 2 Bd
ı

, which implies the claim. �

Next, we show that the unstable spectrum of La W D.La/�H!H consists of isolated eigenvalues
and is confined to a compact region. This is achieved by proving bounds on the resolvent and using
compactness of the perturbation.

Proposition 4.3. Fix d 2 f7; 9g. Let " > 0 and ı > 0. Then there are constants � > 0 and c > 0 such that

kRLa.�/k � c (4-4)

for all a 2 Bd
ı

and for all � 2 C satisfying Re�� �1
2
C " and j�j � �. Furthermore, if � 2 �.La/ with

Re� > �1
2

, then � is an isolated eigenvalue.

Proof. Let � 2 C with Re� >�1
2

. Then Proposition 3.1 implies that � 2 �.L/, and we therefore have the
identity

��La D Œ1�L
0
aRL.�/�.��L/: (4-5)

In what follows we prove that, for suitably chosen �, the Neumann series
P1
kD0ŒL

0
aRL.�/�

k converges.
According to (4-5), this yields

RLa.�/DRL.�/

1X
kD0

ŒL0aRL.�/�
k;

and then (4-4) follows from Proposition 3.1. First, observe that, given ı > 0, we have

kL0aRL.�/f k D kVaŒRL.�/f �1kH .d�1/=2.B/d . kŒRL.�/f �1kH .d�1/=2.Bd / (4-6)

for all a 2 Bd
ı

and all f 2H. Now, given f 2H, let uDRL.�/f . Since .��L/uD f , from the first
component of this equation, we get

�j @ju1.�/C .�C 2/u1.�/�u2.�/D f1.�/
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in the weak sense on the ball Bd . Consequently,

ku1kH .d�1/=2.Bd / .
1

j�C 2j
.ku1kH .dC1/=2.Bd /Cku2kH .d�1/=2.Bd /Ckf1kH .d�1/=2.Bd //:

Then Proposition 3.1 implies that, given " > 0,

kŒRL.�/f �1kH .d�1/=2.Bd / . j�j�1.kRL.�/f kCkf k/. j�j�1kf k

for all � 2 C with Re�� �1
2
C " and all f 2H. Together with (4-6), this gives

kL0aRL.�/f k. j�j�1kf k;

and the uniform bound (4-4) holds for some c > 0 when we restrict to j�j � � for suitably large �.
The second statement follows from the compactness of L0a. Indeed, if Re� > �1

2
then � 2 �.L/, and

according to (4-5) we have that � 2 �.La/ only if 1�L0aRL.�/ is not a bounded invertible operator,
which is equivalent to 1 being an eigenvalue of the compact operator L0aRL.�/, which according to (4-5)
implies that � is an eigenvalue of La. The fact that � is isolated follows from the analytic Fredholm
theorem (see [Simon 2015, Theorem 3.14.3, p. 194]) applied to the mapping � 7!L0aRL.�/ defined on
H�1=2 D

˚
� 2 C W Re� > �1

2

	
. �

Remark 4.4. The previous proposition implies that there are finitely many unstable spectral points of La,
i.e., the ones belonging to H WD f� 2 C W Re� � 0}, all of which are eigenvalues. This can actually be
abstractly shown just by using the compactness of L0a; see [Glogić 2022, Theorem B.1]. We nonetheless
need Proposition 4.3 as it allows us later on to reduce the spectral analysis of La for all small a to the
case aD 0; see Section 5C.

Note that the eventual presence of unstable spectral points of La prevents decay of the associated
semigroup .Sa.�//��0 on the whole space H. What is more, since L0a is compact, a spectral mapping
theorem for the unstable spectrum holds (see [Glogić 2022, Theorem B.1]), and hence eventual growing
modes of .Sa.�//��0 are completely determined by the unstable spectrum of La and the associated
eigenspaces. Therefore, in what follows we turn to spectral analysis of La. First, we show an important
result which relates solvability of the spectral equation .��La/uD 0 for aD 0, � 2H, to the existence
of smooth solutions to a certain ordinary differential equation. We note that, for aD 0, the potential Va is
radial; more precisely,

V0.�/D 2U0.�/D 2U.j�j/DW V.j�j/;

with U given in (1-5).

Proposition 4.5. Fix d 2 f7; 9g. Let � 2 C with Re�� 0. Then � 2 �.L0/ if and only if there are ` 2N0

and f 2 C1Œ0; 1� such that

T .d/
`

.�/f .�/ WD .1� �2/f 00.�/C

�
d � 1

�
� 2.�C 3/�

�
f 0.�/

�

�
.�C 2/.�C 3/C

`.`C d � 2/

�2
�V.�/

�
f .�/D 0 (4-7)

for all � 2 .0; 1/.
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Proof. Let � 2 H \ �.L0/. By Proposition 4.3, � is an eigenvalue, and hence there is a nontrivial
u 2 D.L0/ satisfying .��L0/uD 0. By a straightforward calculation, we get that the components u1
and u2 satisfy the equations

�.ıij � � i�j /@i@ju1.�/C 2.�C 3/�
j @ju1.�/C .�C 3/.�C 2/u1.�/�V0.�/u1.�/D 0 (4-8)

and

u2.�/D �
j @ju1.�/C .�C 2/u1.�/ (4-9)

weakly on Bd . Since u1 2H .dC1/=2.Bd /, we get by elliptic regularity that u1 2 C1.Bd /. Furthermore,
we may take the decomposition of u1 into spherical harmonics:

u1.�/D

1X
`D0

X
m2�`

.u1.j�j � /jY`;m/L2.Sd�1/Y`;m

�
�

j�j

�
D

1X
`D0

X
m2�`

u`;m.�/Y`;m.!/; (4-10)

where � D j�j and ! D �=j�j. To be precise, the expansion above holds in Hk.Bd1��/ for any k 2 N

and � > 0; see (1-22) and (1-23). Since the potential V0 is radially symmetric, (4-8) decouples by means
of (4-10) into a system of infinitely many ODEs:

T .d/
`

.�/u`;m.�/D 0; (4-11)

posed on the interval .0; 1/, where the operator T .d/
`

.�/ is given by (4-7). Since u1 is nontrivial,
there are indices ` 2 N0 and m 2 �` such that u`;m is nonzero and satisfies (4-11). Furthermore,
since u1 2 C1.Bd / \ H .dC1/=2.Bd /, we have that u`;m 2 C1Œ0; 1/ \ H .dC1/=2

�
1
2
; 1
�
. Now we

prove that u`;m is smooth up to � D 1. Note that � D 1 is a regular singular point of (4-11), and the
corresponding set of Frobenius indices is f0; 2��g when d D 9, and f0; 1��g when d D 7. In the first
case, if � … f0; 1; 2g, then u`;m is either analytic or behaves like .1� �/2�� near �D 1. If � 2 f0; 1; 2g,
then the nonanalytic behavior can be described by .1��/2 log.1��/, .1��/ log.1��/, or log.1��/. In
each case, singularity can be excluded by the requirement that u`;m 2H 5

�
1
2
; 1
�
. This implies that u`;m

belongs to C1Œ0; 1� and solves (4-7) on .0; 1/. The same reasoning applies to the case d D 7. Implication
in the other direction is now obvious. �

Remark 4.6. Note that Frobenius theory implies that smooth solutions f from Proposition 4.5 are in fact
analytic on Œ0; 1�, in the sense that they can be extended to an analytic function on an open interval that
contains Œ0; 1�. Consequently, determining the unstable spectrum of L0 amounts to solving the connection
problem for a family of ODEs. We note that the connection problem is so far completely resolved only for
hypergeometric equations, i.e., the ones with three regular singular points, while the ODE (4-7) has six of
them. In fact, their number can, by a suitable change of variables, be reduced to four, but this nonetheless
renders the standard ODE theory useless. Nevertheless, by building on the techniques developed recently
to treat such problems (see [Costin et al. 2016; 2017; Glogić 2018; Glogić and Schörkhuber 2021]),
for d D 9, we are able to solve the connection problem for (4-7) and we thereby provide in the following
section a complete characterization of the unstable spectrum of L0.
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5. Spectral analysis for perturbations around Ua: the case d D 9

From now on we restrict ourselves to d D 9.

5A. Analysis of the spectral ODE. In this section we investigate the ODE (4-7) for d D 9, and for
convenience we shorten the notation by letting T`.�/ WD T .9/

`
.�/, i.e., we have

T`.�/f .�/ WD .1� �2/f 00.�/C
�
8

�
� 2.�C 3/�

�
f 0.�/�

�
.�C 2/.�C 3/C

`.`C 7/

�2
�V.�/

�
f .�/;

where the potential is given by

V.�/D
480.7� �2/

.7C 5�2/2
:

Now, in view of Proposition 4.5, given ` 2 N0, we define the set

†` WD f� 2 H W there exists f`. � I�/ 2 C
1Œ0; 1� satisfying T`.�/f`. � I�/D 0 on .0; 1/g:

The central result of our spectral analysis is the following proposition.

Proposition 5.1. The structure of †` is as follows:

(1) For `D 0, we have †0 D f1; 3g, with corresponding solutions

f0.�I 1/D
1� �2

.7C 5�2/3
and f0.�I 3/D

1

.7C 5�2/3
;

which are unique up to a constant multiple.

(2) For `D 1, we have †1 D f0; 1g, and the corresponding solutions are

f1.�I 0/D
�.7� 3�2/

.7C 5�2/3
and f1.�I 1/D

�.77� 5�2/

.7C 5�2/3
:

(3) For all `� 2, we have †` D¿.

To prove this proposition, we use an adaptation of the ODE techniques devised in [Costin et al. 2016;
2017; Glogić 2018; Glogić and Schörkhuber 2021]. We will therefore occasionally refer to these works
throughout the proof. Also, we found it convenient to split the proof into two cases: ` 2 f0; 1g and `� 2.

Proof of Proposition 5.1 for ` 2 f0; 1g. For a detailed heuristic discussion of our approach we refer the
reader to [Glogić and Schörkhuber 2021, Section 4.1]. Namely, the first step is to transform T`.�/f .�/D 0
to an “isospectral” equation with four regular singular points. For this, we let x D �2, and we define the
new dependent variable y via

f .�/D �`
�
7
5
C �2

��3
y.�2/:

This yields the following equation in its canonical Heun form (see [DLMF 2010]):

y00.x/C

�

.`/

x
C
ı.�/

x� 1
�

6

x��

�
y0.x/C

˛.`; �/ˇ.`; �/x� q.`; �/

x.x� 1/.x��/
y.x/D 0; (5-1)
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with singularities at x 2 f0; 1; �;1g, where �D�7
5

, 
.`/D 1
2
.9C 2`/, ı.�/D �� 1,

˛.`; �/D 1
2
.�� 3C `/; ˇ.`; �/D 1

2
.�� 4C `/;

q.`; �/D� 1
20
.7.�� 3/.�C 8/C 7`2C .14�C 95/`/:

By Frobenius’ theory, any y 2 C1Œ0; 1� that solves (5-1) on .0; 1/ is in fact analytic on the closed
interval Œ0; 1�. Furthermore, the Frobenius indices of (5-1) at x D 0 are s1 D 0 and s2 D �12.7C 2`/.
Therefore, for every � 2C there is a unique solution (up to a constant multiple) to (5-1), which is analytic
at x D 0. Furthermore, this solution has a power series expansion of the form

y`;�.x/D

1X
nD0

an.`; �/x
n; a0.`; �/D 1: (5-2)

To determine the coefficients an, we insert the ansatz (5-2) into (5-1) and obtain the recurrence relation

anC2.`; �/D An.`; �/anC1.`; �/CBn.`; �/an.`; �/; (5-3)

where

An.`; �/D
7�.�C 9/C 7`2C `.8nC 14�C 103/C 8n2C 4.7�C 34/n� 40

14.nC 2/.2`C 2nC 11/
(5-4)

and

Bn.`; �/D
5.�C `C 2n� 4/.�C `C 2n� 3/

14.nC 2/.2`C 2nC 11/
; (5-5)

with the initial condition

a�1.`; �/D 0 and a0.`; �/D 1: (5-6)

Now, note that � 2†` precisely when the radius of convergence of the series (5-2) is larger than 1. To
analyze this radius, we resort to results from the theory of difference equations with variable coefficients.
Namely, since

lim
n!1

An.`; �/D
2
7

and lim
n!1

Bn.`; �/D
5
7
;

the so-called characteristic equation of (5-3) is

t2� 2
7
t � 5

7
D 0;

and according to Poincaré’s theorem (see, for example, [Elaydi 2005, p. 343], or [Glogić and Schörkhuber
2021, Appendix A]) we have that either an.`; �/D 0 eventually in n or

lim
n!1

anC1.`; �/

an.`; �/
D 1 or lim

n!1

anC1.`; �/

an.`; �/
D�

5
7
:

To explore this further, we treat cases `D 0 and `D 1 separately.

The case `D 0. First, we observe that in this case there are explicit polynomial solutions for � D 1
and �D 3, given by

y0;1.x/D 1� x and y0;3.x/D 1; (5-7)
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respectively. These in turn correspond to f0. � I 1/ and f0. � I 3/, stated in Proposition 5.1. So we have
that f1; 3g � †0. We now show the reverse inclusion. Let � 2 H n f1; 3g. Since `D 0, from (5-4) and
(5-5) we have

An.0; �/D
7�.�C 9/C 8n2C 4.7�C 34/n� 40

14.nC 2/.2nC 11/
and Bn.0; �/D

5.�C 2n� 4/.�C 2n� 3/

14.nC 2/.2nC 11/
:

Now, note that the assumption that an.0; �/D 0 eventually in n contradicts the initial condition (5-6), as
follows by backward substitution. Consequently, we have that either

lim
n!1

anC1.0; �/

an.0; �/
D 1; (5-8)

or

lim
n!1

anC1.0; �/

an.0; �/
D�

5
7
: (5-9)

We prove that (5-8) holds, from which it follows that the radius of convergence of the series (5-2) (that is
when `D 0) is 1, and therefore � …†0. To that end, we first compute

a2.0; �/D
1

5544
.�� 3/.�� 1/.7�2C 126�C 680/

and
a3.0; �/D

1
3027024

.�� 3/.�� 1/.49�4C 1519�3C 18494�2C 84224�C 46080/:

Then we define

r2.0; �/ WD
a3.0; �/

a2.0; �/
;

where the common factor .�� 3/.�� 1/ (which is an artifact of the existence of the polynomial solu-
tions (5-7)) is canceled, and consequently, according to (5-3), for n� 2, we let

rnC1.0; �/D An.0; �/C
Bn.0; �/

rn.0; �/
: (5-10)

To show (5-8), our strategy is the following. For (5-10) we construct an approximate solution Qrn (which
we also call a quasi-solution) for which limn!1 Qrn.0; �/D 1 and which is provably close enough to rn
so as to rule out (5-9). The quasi-solution we use is

Qrn.0; �/ WD
�2

2.2nC 9/.nC 1/
C

�.4nC 9/

2.2nC 9/.nC 1/
C
2nC 2

2nC 9
: (5-11)

We have elaborated on constructing such expressions in [Glogić and Schörkhuber 2021, Section 4.2.2]
and in [Costin et al. 2016, Section 4.1]; one can also check [Glogić 2018, Sections 2.6.3 and 2.7.2].
Concerning (5-11), suffice it to say here that we chose a quadratic polynomial in �with rational coefficients
in n so as to emulate the behavior of rn.0; �/ for both large and small values of the participating parameters.
To show that the quasi-solution indeed resembles rn.0; �/, we define the relative difference function

ın.0; �/ WD
rn.0; �/

Qrn.0; �/
� 1 (5-12)
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and show that it is small uniformly in � and n. To this end we substitute (5-12) into (5-10) and thereby
derive the recurrence relation for ın:

ınC1.0; �/D "n.0; �/�Cn.0; �/
ın.0; �/

1C ın.0; �/
; (5-13)

where

"n.0; �/D
An.0; �/ Qrn.0; �/CBn.0; �/

Qrn.0; �/ QrnC1.0; �/
� 1 and Cn.0; �/D

Bn.0; �/

Qrn.0; �/ QrnC1.0; �/
: (5-14)

We have the following result.

Lemma 5.2. For all n� 6 and � 2 H, the following estimates hold:

jı6.0; �/j �
1

5
; j"n.0; �/j �

3

140
C

23

40n
; and jCn.0; �/j �

5

7
�
23

10n
: (5-15)

Note that from (5-15) and (5-13), by a simple induction we infer that jın.0; �/j � 1
5

for all n � 6.
This then via (5-12) and the fact that limn!1 Qrn.0; �/D 1 excludes (5-9), and we are done. It therefore
remains to prove the preceding lemma.

Proof. First we show that for n� 6 the functions ı6.0; � /, "n.0; � /, and Cn.0; � / are analytic in H. This,
based on (5-12) and (5-14), follows from the fact that the zeros of Qrn.0; � / and the poles of r6.0; � / are
all contained in the (open) left half-plane. This is immediate for Qrn.0; � / as it is a quadratic polynomial
with two negative zeros. As for the zeros of the denominator of r6.0; �/, which is a polynomial of
degree 10, this, although it can be proven by elementary means, can be straightforwardly checked by the
Routh–Hurwitz stability criterion; see [Glogić and Schörkhuber 2021, Section A.2]. Furthermore, being
rational functions, ı6.0; � /, "n.0; � /, and Cn.0; � / are all polynomially bounded in H. Therefore, to prove
the lemma, it is enough to establish the estimates (5-15) on the imaginary axis only as they can be then
extended to all of H by the Phragmen–Lindelöf principle (in its sectorial form); see, e.g., [Titchmarsh
1939, p. 177].

In the following we prove only the third estimate in (5-15), as the first two are shown similarly. We
proceed with writing CnC6.0; �/ (note the shift in the index) as the ratio of two polynomials P1.n; �/
and P2.n; �/, both of which belong to ZŒn; ��. Then, for t 2 R, we have the following representation on
the imaginary line:

jPj .n; i t/j
2
DQj .n; t

2/

for j 2 f1; 2g, where Q1.n; t2/ 2 ZŒn; t2� and Q2.n; t2/ 2 N0Œn; t
2�. Now the desired estimate is

equivalent to
Q1.n; t

2/

Q2.n; t2/
�

�
5

7
�

23

10.nC 6/

�2
;

which is in turn equivalent to

.50nC 139/2Q2.n; t
2/� .70.nC 6//2Q1.n; t

2/� 0:

Finally, the last inequality trivially holds as the polynomial on the left (when expanded) has manifestly
positive coefficients. �
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The case `D 1. We proceed similarly to the previous case, and we therefore only provide the relevant
expressions. For �D 0 and �D 1, we have explicit polynomial solutions

y1;0.x/D 1�
3
7
x and y1;1.x/D 1�

5
77
x;

respectively, which correspond to f1. � I 0/ and f1. � I 1/ from the statement of the proposition. Therefore
f0; 1g �†1, and we proceed by showing that there are no additional elements in †1. Let � 2 H n f0; 1g.
For ` D 1, the series (5-2) yields a solution to (5-1), which is analytic at x D 0. According to (5-3),
we have

anC2.1; �/D An.1; �/anC1.1; �/CBn.1; �/an.1; �/; (5-16)

where

An.1; �/D
7.�C 1/.�C 10/C 8n2C 4.7�C 36/n

14.nC 2/.2nC 13/

and

Bn.1; �/D
5.�C 2n� 3/.�C 2n� 2/

14.nC 2/.2nC 13/
:

Since

a2.1; �/D
1

8008
�.�� 1/.7�2C 133�C 786/

and

a3.1; �/D
1

720720
�.�� 1/.7�4C 238�3C 3263�2C 17828�C 22476/;

we define

r2.1; �/ WD
a3.1; �/

a2.1; �/
;

where the common linear factors are canceled, and according to (5-16) we define rn for n � 2 by the
recurrence

rnC1.1; �/D An.1; �/C
Bn.1; �/

rn.1; �/
:

As a quasi-solution, we let

Qrn.1; �/ WD
�2

2.2nC 11/.nC 1/
C

.4nC 11/�

2.2nC 11/.nC 1/
C
nC 1

nC 4
;

and analogously to the previous case we define ın.1; �/, "n.1; �/, and Cn.1; �/. Also, by the same
method as above, we establish the following result.

Lemma 5.3. For nD 5, we have jı5.1; �/j � 1
5

. Furthermore, for every n� 5,

j"n.1; �/j �
3

140
C

5

8.nC1/
and jCn.1; �/j �

5

7
�

5

2.nC1/
(5-17)

uniformly for all � 2 H. Consequently, jın.1; �/j � 1
5

for all n � 5 and � 2 H. This implies
limn!1 rn.1; �/D 1.
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Proof of Proposition 5.1 for `� 2. Since the parameter ` is now free, the analysis is more complicated.
Namely, in addition to having to emulate the global behavior in ` as well, a quasi-solution also has to
approximate the actual solution well enough so as to, with an additional parameter `, obey the estimates
analogous to (5-17). We note that a similar problem was treated by the second and the third authors in
[Glogić and Schörkhuber 2021, Sections 4.2.1 and 4.2.2], and we closely follow their approach. First,
we introduce the change of variable x D 12�2=.5�2C 7/; by means of which the singular points �D 0
and � D 1 remain fixed, while the remaining finite singularity (which corresponds to � D1) is now
further away from the unit disk at x D 12

5
. Furthermore, by applying also the transformation

f .�/D x
`
2

�
12
5
� x

��C3
2 Qy.x/

to T`.�/f .�/D 0, we arrive at a Heun equation for Qy:

Qy00.x/C

�
Q
.`/

x
C

Qı.�/

x� 1
C

�

x� Q�

�
Qy0.x/C

Q̨ .`; �/ Q̌.`; �/x� Qq.`; �/

x.x� 1/.x��/
Qy.x/D 0; (5-18)

where Q�D 12
5

, Q
.`/D 1
2
.9C 2`/, Qı.�/D �� 1, � D 3

2
, Q̨ .�/D 1

2
.�� 3C `/, Q̌.�/D 1

2
.�C 11C `/,

and

Qq.`; �/D 1
20
.17`2C 2`.55C 12�/� 7�2C 80�� 303/:

The Frobenius indices of (5-18) at x D 0 are s1 D 0 and s2 D�12.7C 2`/. Therefore, we consider the
(normalized) analytic solution at x D 0:

Qy.x/D

1X
nD0

Qan.`; �/x
n; Qa0.`; �/D 1: (5-19)

Inserting (5-19) into (5-18) yields

QanC2.`; �/D QAn.`; �/ QanC1.`; �/C zBn.`; �/ Qan.`; �/; (5-20)

with

QAn.`; �/D
68n2C .48�C 68`C 356/nC 7�2C 17`2C 24�`C 128�C 178`� 15

24.nC 2/.2nC 2`C 11/

and
zBn.`; �/D

�5.2nC�C `C 11/.2nC�C `� 3/

24.nC 2/.2nC 2`C 11/
;

supplied with the initial condition Qa�1.`; �/D 0 and Qa0.`; �/D 1. Now, limn!1 QAn.`; �/D 17
12

and
limn!1 zBn.`; �/D � 5

12
, and consequently the characteristic equation of (5-3) is t2 � 17

12
t C 5

12
D 0;

with solutions t1 D 5
12

and t2 D 1. Hence, for

Orn.`; �/ WD
QanC1.`; �/

Qan.`; �/
;

either Qan.`; �/D 0 eventually in n or

lim
n!1

Orn.`; �/D 1 (5-21)
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or
lim
n!1

Orn.`; �/D
5
12
: (5-22)

Now, for � 2 H, similarly to the previous cases, we exclude the first option by backward substitution.
Then, from (5-20), we derive the recurrence relation for Orn

OrnC1.`; �/D QAn.`; �/C
zBn.`; �/

Orn.`; �/
; (5-23)

along with the initial condition r0.`; �/D A�1.`; �/. For a quasi-solution to (5-23) we use

Rn.`; �/ WD
7�2

24.nC 1/.2nC 2`C 9/
C

�.6nC 3`C 10/

3.nC 1/.2nC 2`C 9/
C

17`

48.nC 1/
C
n� 1

nC 1
:

Again, for the exact way of constructing such quasi-solutions we refer the reader to [Glogić and Schörkhu-
ber 2021, Section 4.2.2] or [Glogić 2018, Section 2.7.2]. Thereupon we set

Qın.`; �/ WD
Orn.`; �/

Rn.`; �/
� 1 (5-24)

to obtain

QınC1.`; �/D Q"n.`; �/� zCn.`; �/
Qın.`; �/

1C Qın.`; �/
;

where

Q"n.`; �/D
QAn.`; �/Rn.`; �/C zBn.`; �/

Rn.`; �/RnC1.`; �/
� 1 and zCn.`; �/D

zBn.`; �/

Rn.`; �/RnC1.`; �/
:

Now, similarly to the previous cases, we establish the following lemma.

Lemma 5.4. For all `� 2, n� 3, and � 2 H, the following estimates hold:

j Qı3.`; �/j �
1
3
; j Q"n.`; �/j �

1
8
; and j zCn.`; �/j �

5
12
:

As a consequence, j Qın.`; �/j � 1
3

for all n� 3.

From this lemma, (5-24), and the fact that limn!1Rn.`; �/D 1, we exclude (5-22) and we therefore
have limn!1 Qrn.`; �/ D 1. Hence, given � 2 H, there are no solutions to (5-18) which are analytic
on Œ0; 1�, and consequently †` D¿.

5B. The spectrum of L0. With the results from above at hand, we can provide a complete description
of the unstable spectrum of L0.

Proposition 5.5. There exists !0 2
�
0; 1
2

�
such that

�.L0/\f� 2 C W Re� > �!0g D f�0; �1; �2g; (5-25)

where �0 D 0, �1 D 1, and �2 D 3 are eigenvalues. The geometric eigenspace of �2 is spanned by
h0 D .h0;1; h0;2/, where

h0;1.�/D
1

.7C 5j�j2/3
and h0;2.�/D �

i@ih0;1.�/C 5h0;1.�/: (5-26)



646 ELEK CSOBO, IRFAN GLOGIĆ AND BIRGIT SCHÖRKHUBER

Moreover, the geometric eigenspaces of �1 and �0 are spanned by fg.k/0 g
9
kD0
D f.g

.k/
0;1; g

.k/
0;2/g

9
kD0

and
fq
.j /
0 g

9
jD1 D f.q

.j /
0;1; q

.j /
0;2/g

9
jD1, respectively, where we have in closed form

g
.0/
0;1.�/D

1� j�j2

.7C 5j�j2/3
; g

.0/
0;2.�/D �

i@ig
.0/
0;1.�/C 3g

.0/
0;1.�/;

g
.j /
0;1.�/D

�j .77� 5j�j2/

.7C 5j�j2/3
; g

.j /
0;2.�/D �

i@ig
.j /
0;1.�/C 3g

.j /
0;1.�/

(5-27)

for j D 1; : : : ; 9 as well as

q
.j /
0;1.�/D

�j .7� 3j�j2/

.7C 5j�j2/3
and q

.j /
0;2.�/D �

i@iq
.j /
0;1.�/C 2q

.j /
0;1.�/: (5-28)

Remark 5.6. Recall that Ua solves the stationary equation LUaCF .Ua/D 0. By the chain rule we get,
for any k D 1; : : : ; d ,

.LCF 0.Ua//@akUa DLa@akUa D 0:

This implies that @akUa is an eigenvector of La with eigenvalue �D 0. In particular, a direct calculation
shows that q.j /0;1.�/D c@ajUa.�/jaD0.

Proof. From Propositions 4.3, 4.5, and 5.1 we deduce the existence of !0 2
�
0; 1
2

�
for which (5-25) holds.

To determine the eigenspaces, we do the following. First, in view of Proposition 5.1, if �D 3 then `D 0,
and setting u0;1.�/D .7C 5�2/�3 in the expansion (4-10) yields (5-26). If �D 1, then either `D 0 and
u0;mD f0. � I 1/, or `D 1 and u1;mD f1. � I 1/, formD 1; : : : ; 9. Since we can choose Y1;m.!/D Qcm!m
for mD 1; : : : ; 9, these yield (5-27). For �D 0, we have `D 1 with u1;m D f1. � ; 0/, which similarly
leads to (5-28). �

In what follows, we prove that for each unstable eigenvalue the geometric and the algebraic eigenspaces
are the same. To this end, we define the associated Riesz projections. Namely, we set

H0 WD
1

2�i

Z

2

RL0.�/ d�; P0 WD
1

2�i

Z

1

RL0.�/ d�; and Q0 WD
1

2�i

Z

0

RL0.�/ d�;

where 
j .s/D �j C 1
2
!0e

2i�s for s 2 Œ0; 1� and j D 0; 1; 2.

Lemma 5.7. We have

dim ranH0 D 1; dim ranP0 D 10; and dim ranQ0 D 9:

Proof. We start with the observation that the ranges of the projections are finite-dimensional. Indeed,
�j would otherwise belong to the essential spectrum of L0 (see [Kato 1976, Theorems 5.28 and 5.33])
which coincides with the essential spectrum of L (since L0 is a compact perturbation of L), but this is in
contradiction with (3-2). Now we show that dim ranP0 D 10. We know from properties of the Riesz
integral that ker.L0��1/� ranP0. We therefore only need to prove the reverse inclusion. First, note
that the space ranP0 reduces the operator L0, and we have

�.L0jran P0/D f1gI
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see, e.g., [Hislop and Sigal 1996, Proposition 6.9]. Consequently, since P0 is finite-rank, the operator
1�L0jran P0 is nilpotent; i.e., there is m 2N such that .1�L0jran P0/

mD 0: Note that it suffices to show
that mD 1. We argue by contradiction, and hence assume that m� 2. Then there is u 2D.L0/ such that

.1�L0/uD v

for a nontrivial v 2 ker.1�L0/. This yields for u1 the elliptic equation

�.ıij � � i�j /@i@ju1.�/C 2.�C 3/�
j @ju1.�/C .�C 3/.�C 2/u1.�/�V0.�/u1.�/D F.�/; (5-29)

where �D 1 and
F.�/D � i@iv1.�/C .�C 3/v1.�/C v2.�/:

Since v 2 ker.1�L0/D span.g.0/0 ; : : : ;g
.9/
0 /, we have that vD

P9
kD0 ˛kg

.k/
0 for some ˛0; : : : ; ˛9 2C,

not all of which are zero. To avoid cumbersome notation we let gk D g
.k/
0;1. In the new notation, based on

(5-27), we have

F.�/D

9X
kD0

˛k.2�
i@�igkC 7gk/:

Furthermore, according to Proposition 5.1 we can rewrite F in polar coordinates as

F.�!/D ˛0.2�f
0
0.�/C 7f0.�//Y0;1.!/C

9X
iD1

˛i .2�f
0
1.�/C 7f1.�//Y1;i .!/;

where we write f0 D f0. � I 1/ and f1 D f1. � I 1/. By taking the decomposition of u1 into spherical
harmonics as in (4-10), (5-29) can be written as a system of ODEs:

T0.1/u0;1 D�˛0G0; T1.1/u1;j D� j̨G1; j D 1; : : : ; 9; (5-30)

posed on the interval .0; 1/, where Gi .�/D 2�f 0i .�/C7fi .�/ for i D 0; 1. Moreover, from the properties
of u1, we infer that u`;m 2C1Œ0; 1/\H 5

�
1
2
; 1
�
, and by the Sobolev embedding we have u`;m 2C 2Œ0; 1�.

To obtain a contradiction, we show that if some ˛k is nonzero then the corresponding ODE in (5-30) does
not admit a C 2Œ0; 1� solution. To start, we assume that ˛0 ¤ 0. For convenience, we can without loss of
generality assume that ˛0 D�1. Then u0;1 solves the ODE

.1� �2/u00.�/C
�
8

�
� 8�

�
u0.�/� .12�V.�//u.�/DG0.�/; (5-31)

where

G0.�/D
5�4� 102�2C 49

.7C 5�2/4
:

Note that

u1.�/D f0.�/D
1� �2

.7C 5�2/3

is a solution to the homogeneous version of (5-31), and by reduction of order we find a second solution:

u2.�/D u1.�/

Z �

1=2

ds

s8u1.s/2
D

1� �2

.7C 5�2/3

Z �

1=2

.7C 5s2/6

s8.1� s2/2
ds:
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Furthermore, a simple calculation yields

u2.�/' �
�7 as �! 0C

and
u2.�/D 864� 3456.1� �/ ln.1� �/CO.1� �/ as �! 1�: (5-32)

With the fundamental system fu1; u2g at hand, we can solve (5-31) by the variation of parameters formula.
Namely, we have

u.�/D c1u1.�/C c2u2.�/�u1.�/

Z �

0

u2.s/G0.s/s
8

1� s2
dsCu2.�/

Z �

0

u1.s/G0.s/s
8

1� s2
ds

for some constants c1; c2 2 C. If u 2 C 2Œ0; 1�, then c2 must be equal to zero in the above expression,
owing to the singular behavior of u2.�/ near �D 0. Then by differentiation we obtain, for � 2 .0; 1/,

u0.�/D c1u
0
1.�/�u

0
1.�/

Z �

0

u2.s/G0.s/s
8

1� s2
dsCu02.�/

Z �

0

u1.s/G0.s/s
8

1� s2
ds:

Now we inspect the asymptotic behavior of u0 as �! 1�. We first note that u01 is bounded near �D 1.
Furthermore, note thatZ 1

0

u1.s/G0.s/s
8

1� s2
ds D

Z 1

0

s2

1� s2
d

ds

�
s7.1� s2/2

.7C 5s2/6

�
ds D�2

Z 1

0

s8.1� s2/

.7C 5s2/6
DW �C

for some C > 0, which can be calculated explicitly, and C < 4� 10�8. Hence, based on (5-32), we have

u02.�/

Z �

0

u1.s/G0.s/s
8

1� s2
ds ��3456 C ln.1� �/ as �! 1�:

Moreover,

�u01.�/

Z �

0

u2.s/G0.s/s
8

1� s2
ds �

1

864
ln.1� �/ as �! 1�:

Finally, we infer that the two integral terms cannot cancel, and thus

u0.�/' ln.1� �/ as �! 1�:

In conclusion, there is no choice of c1 and c2 for which u belongs to C 2Œ0; 1�.
We similarly treat j̨ for j 2 f1; : : : ; 9g. It is enough to consider just ˛1, and without loss of generality

assume that ˛1 D�1. Then (5-30) yields the ODE

.1� �2/u00.�/C

�
8

�
� 8�

�
u0.�/�

�
12C

8

�2
�V.�/

�
u.�/DG1.�/; (5-33)

where

G1.�/D
�.4851� 1610�2� 25�4/

.7C 5�2/4
:

Note that

u1.�/D f1.�/D
�.77� 5�2/

.7C 5�2/3
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is a solution for the homogeneous problem. Similarly as above, we obtain another solution by the reduction
formula

u2.�/D u1.�/

Z �

1

ds

s8u1.s/2
D
�.77� 5�/

.7C 5�2/3

Z �

1

.7C 5s2/6

s10.77� 5s/2
ds;

and by inspection of the integral we get u2.�/' ��8 near the origin and u2.�/' 1�� near �D 1. Now,
the general solution of (5-33) on .0; 1/ is given by

u.�/D c1u1.�/C c2u2.�/�u1.�/

Z �

0

u2.s/G1.s/s
8

1� s2
dsCu2.�/

Z �

0

u1.s/G1.s/s
8

1� s2
ds: (5-34)

Assumption that u belongs to C 2Œ0; 1� forces c2 D 0 above, due to the singular behavior of u2 at �D 0.
Furthermore, from the last term in (5-34) we see that u0.�/' ln.1� �/ as �! 1�. In conclusion, (5-33)
admits no C 2Œ0; 1� solutions, and this finishes the proof for P0.

The remaining two projections are treated similarly, so we omit some details. For H0 we obtain the
analogue of (5-29) with

F.�/D 2� i@ih0;1.�/C 11h0;1.�/:

This leads to the ODE

.1� �2/u00.�/C
�
8

�
� 12�

�
u0.�/� .30�V.�//u.�/DH.�/ (5-35)

for

H.�/D
77� 5�2

.7C 5�2/4
:

The argument, similarly as above, reduces to showing that (5-35) does not admit C 2Œ0; 1� solutions. By
Proposition 5.1, we have that u1.�/D .7C 5�2/�3 solves the homogeneous variant of (5-35), with the
reduction formula yielding another solution

u2.�/D u1.�/

Z �

1=2

ds

s8.1� s2/2u1.s/2
D

1

.7C 5�2/3

Z �

1=2

.7C 5s2/6

s8.1� s2/2
ds: (5-36)

Note that u2 is singular at both �D 0 and �D 1; more precisely

u2.�/' �
�7 as �! 0C and u2.�/' .1� �/

�1 as �! 1�:

With u1 and u2 at hand, the general solution of (5-35) on the interval .0; 1/ can be written as

u.�/D c1u1.�/C c2u2.�/�u1.�/

Z �

0

.1� s2/s8H.s/u2.s/ dsCu2.�/

Z �

0

.1� s2/s8H.s/u1.s/ ds;

where the parameters c1; c2 2 C are free. The assumption that u is bounded near � D 0 forces c2 to
equal 0. Note that the first and the third term in (5-36) are bounded near � D 1. However, due to the
singular behavior of u2, the last term is unbounded near � D 1, owing to the integrand being strictly
positive on .0; 1/. In conclusion, the general solution u in (5-36) is unbounded on .0; 1/.

Finally, for Q0, we have

F.�/D

9X
jD1

j̨ .2�
i@�iq

j
0;1.�/C 5q

j
0;1.�//;
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and the accompanying analogue of (5-31) is

.1� �2/u00.�/C

�
8

�
� 6�

�
u0.�/�

�
6C

8

�2
�V.�/

�
DQ.�/;

where

Q.�/D
15�5� 406�3C 343�

.7C 5�2/4
:

A fundamental solution set to the homogeneous version of the above ODE is given by

u1.�/D
�.7� 3�2/

.7C 5�2/3
and u2.�/D u1.�/

Z �

1

1� s2

s8u1.s/2
ds;

and therefore any solution to it on .0; 1/ can be written as

u.�/D c1u1.�/C c2u2.�/�u1.�/

Z �

0

u2.s/Q.s/s
8

.1� s2/2
dsCu2.�/

Z �

0

u1.s/Q.s/s
8

.1� s2/2
ds

for a choice of c1; c2 2 C. Again, by similar asymptotic considerations as above, we infer that u00 is
necessarily unbounded on .0; 1/, and this concludes the proof. �

5C. The spectrum of La for a ¤ 0. We now investigate the spectrum of La. In particular, by a
perturbative argument we show that, for small a, an analogue of Proposition 5.5 holds for La as well.

Lemma 5.8. There exists ı� > 0 such that, for all a 2 B9
ı�

, the following holds:

�.La/\
˚
� 2 C W Re�� �1

2
!0
	
D f�0; �1; �2g;

where !0 is the constant from Proposition 5.5 and �0 D 0, �1 D 1, and �2 D 3 are eigenvalues. The
geometric eigenspace of �2 is spanned by ha D .ha;1; ha;2/, where

ha;1.�/D

.�; a/

.12
.�; a/2C 5j�j2� 5/3
and ha;2.�/D �

j @jha;1.�/C 5ha;1.�/:

Moreover, the geometric eigenspaces of �0 and �1 are spanned by fg.k/a g9kD0 D f.g
.k/
a;1; g

.k/
a;2/g

9
kD0

and
fq
.j /
a g

9
jD1 D f.q

.j /
a;1; q

.j /
a;2/g

9
jD1, respectively, where

g
.0/
a;1.�/D

.j�j2� 1/
.�; a/

.12
.�; a/2C 5j�j2� 5/3
; g

.0/
a;2.�/D �

j @�j g
.0/
a;1.�/C 3g

.0/
a;1.�/;

g
.k/
a;1.�/D

.72
.�; a/2C 5� 5j�j2/@aj 
.�; a/

.12
.�; a/2C 5j�j2� 5/3
; g

.k/
a;2.�/D �

j @�j g
.k/
a;1.�/C 3g

.k/
a;1.�/;

and
q
.j /
a;1.�/D @ajUa.�/ and q

.j /
a;2.�/D �

j @j q
.j /
a;1.�/C 2q

.j /
a;1.�/:

Additionally, the eigenfunctions depend Lipschitz continuously on the parameter a, i.e.,

kha �hbkCkg
.k/
a �g

.k/

b
kCkq.j /a � q

.j /

b
k. ja� bj

for all a; b 2 B9
ı�

.
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Proof. Let "D�1
2
!0C

1
2

and ı > 0. Then take � defined by Proposition 4.3, and introduce the sets

�D
˚
z 2 C W Re z � �1

2
!0 and jzj � �

	
and

z�D
˚
z 2 C W Re z � �1

2
!0
	
n�:

Note that Proposition 4.3 implies that z�� �.La/ for all a 2 B9
ı
. Hence we only need to investigate the

spectrum in the compact set �. First, note that by Proposition 4.3, the set � contains a finite number
of eigenvalues. By a direct calculation it can be checked that q.j /a , g.k/a , and ha are eigenfunctions that
correspond to �0 D 0, �1 D 1, and �2 D 3, respectively. Note that we get the explicit expression above
simply by Lorentz transforming the corresponding eigenfunctions for aD 0. We now show that there are
no other eigenvalues in �. For this, we utilize the Riesz projection onto the spectrum contained in �;
see (5-39). This, however, necessitates that @� � �.La/, and we now show that this holds for small
enough a. First, note that for � 2 @� we have the identity

��La D Œ1� .L
0
a �L

0
0/RL0.�/�.��L0/: (5-37)

Then, from Proposition 4.2, we have

kL0a �L
0
0kkRL0.�/k. jaj max

�2@�
kRL0.�/k

for all a 2 B9
ı
. Therefore, there is small enough ı� > 0 such that

kL0a �L
0
0kkRL0.�/k< 1 (5-38)

for all � 2 @� and all a 2 B9
ı�

. Now from (5-38) and (5-37) we infer that @�� �.La/ for all a 2 B9
ı�

.
Thereupon we define the projection

zTa D
1

2�i

Z
@�

RLa.�/ d�: (5-39)

For a D 0, by Lemma 5.7 the rank of the operator zTa is 20. Furthermore, continuity of a 7! RLa.�/

(which follows from (5-37)) implies continuity of a 7! zTa on B9
ı�

. Thus, we conclude that dim ran zTaD20
for all a 2 B9

ı�
; see, e.g., [Kato 1976, p. 34, Lemma 4.10]. By this, we exclude any further eigenvalues.

Lipschitz continuity for the eigenfunctions follows from the fact that they depend smoothly on a; see
(4-2) and (4-3). �

6. Perturbations around Ua: bounds for the linearized time-evolution

We fix ı� > 0 as in Lemma 5.8 for the rest of this paper. In this section we propagate Lemma 5.7 to La.
For that, given a 2 B9

ı�
, we define the Riesz projections

Ha WD
1

2�i

Z

2

RLa.�/ d�; Pa WD
1

2�i

Z

1

RLa.�/ d�; and Qa WD
1

2�i

Z

0

RLa.�/ d�;

where 
j .s/D �j C 1
4
!0e

2�is for s 2 Œ0; 1�.
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Lemma 6.1. We have

ranHa D span.ha/; ranPa D span.g.0/a ; : : : ;g.9/a /; and ranQa D span.q.1/a ; : : : ; q.9/a /

for all a 2 B9
ı�

. Moreover, the projections are mutually transversal,

HaPa DPaHa DHaQa DQaHa DQaPa DPaQa D 0;

and depend Lipschitz continuously on the parameter a, i.e.,

kHa �HbkCkPa �PbkCkQa �Qbk. ja� bj
for all a; b 2 B9

ı�
.

Proof. The Riesz projections depend continuously on a, hence the dimensions of the ranges remain the
same. Transversality follows from the definition of Riesz projections. The Lipschitz bounds follow from
the second resolvent identity and Proposition 4.2. �

Since Pa and Qa are finite-rank, for every f 2H, there are ˛k 2 C and ˇj 2 C such that

Paf D

9X
kD0

˛kg.k/a and Qaf D

9X
jD1

ˇjq.j /a :

We thereby define the projections

P.k/a f WD ˛kg.k/a and Q.j /a f WD ˇjq.j /a :

Clearly, the projections satisfy the identities

Pa D

9X
kD0

P.k/a ; Qa D

9X
jD1

Q.j /a and P.i/a P
.j /
a D ı

ijP.i/a ; Q.k/a Q.l/a D ı
klQ.k/a :

We also define
Ta WD I �Ha �Pa �Qa:

By Lemma 6.1, we have that Ta is Lipschitz continuous with respect to a and the projections Ta, Ha,
P
.k/
a , and Q.j /a are mutually transversal. Moreover, the Lipschitz continuity of Qa and Pa with respect

to a implies

kQ.j /a �Q
.j /

b
k. ja� bj; j D 1; : : : ; 9; and kP.k/a �P

.k/

b
k. ja� bj; k D 0; : : : ; 9;

for all a; b 2 B9
ı�

. We now describe the interaction of the semigroup .Sa.�//��0 with these projections.

Proposition 6.2. The projection operatorsHa, P.k/a , andQ.j /a commute with the semigroup Sa.�/, i.e.,

ŒSa.�/;Ha�D ŒSa.�/;P
.k/
a �D ŒSa.�/;Q

.j /
a �D 0 (6-1)

for j D 1; : : : ; 9, k D 0; : : : ; 9, and � � 0. Furthermore,

Sa.�/Ha D e
3�Ha; Sa.�/P

.k/
a D e

�P.k/a ; and Sa.�/Q
.j /
a DQ

.j /
a ; (6-2)
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and there exists ! > 0 such that

kSa.�/Tauk. e�!�kTauk (6-3)

for all u 2H, a 2 B9
ı�

, and � � 0. Moreover, we have

kSa.�/Ta �Sb.�/Tbk. e�!� ja� bj (6-4)

for all a; b 2 B9
ı�

and � � 0.

Proof. Equation (6-1) follows from the properties of the Riesz projections Ha, Pa, and Qa. In particular,
they commute with Sa.�/, and this yields, for example, that

P.k/a Sa.�/uDPaP
.k/
a Sa.�/uDP

.k/
a SaPa.�/uD e

�P.k/a PauD Sa.�/P
.k/
a u:

Equation (6-2) follows from the correspondence between point spectra of a semigroup and its generator.
Equation (6-3) follows from Gearhart–Prüss theorem. More precisely, we have that ranTa reduces
both La and Sa.�/, and furthermore

RLajran Ta
.�/ exists in

˚
z 2 C W Re z � �1

2
!0
	

and is uniformly bounded there, i.e., according to Proposition 4.3 there exists c > 0 such that

kRLajran Ta
.�/k � c

for all Re���1
2
!0 and all a 2B9

ı�
. Hence, by the Gearhart–Prüss theorem (see [Engel and Nagel 2000,

p. 302, Theorem 1.11]), for every " > 0, we have

kSa.�/jran Tak." e
�.!0

2
�"/� (6-5)

for all a 2 B9
ı�

and � � 0. From here (6-3) holds for any ! < 1
2
!0. We remark in passing that (6-3) also

follows from purely abstract considerations; see [Glogić 2022, Theorem B.1]. Finally, to obtain (6-4) we
do the following. First, for u 2 D.La/ we define the function

ˆa;b.�/D
Sa.�/Tau�Sb.�/Tbu

ja� bj
:

Note that this function satisfies the evolution equation

@�ˆa;b.�/DLaTaˆa;b.�/C
LaTa �LbTb

ja� bj
Sb.�/Tbu

with the initial condition

ˆa;b.0/D
Tau�Tbu

ja� bj
;

and therefore by Duhamel’s principle we have

ˆa;b.�/D Sa.�/Ta
Tau�Tbu

ja� bj
C

Z �

0

Sa.� � �
0/Ta

LaTa �LbTb

ja� bj
Sb.�

0/Tbu d�
0:
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Now, from Proposition 4.2 and Lemma 6.1, we get

kLaTa �LbTbk. ja� bj;

and from this and (6-5) we obtain

kˆa;b.�/k. e�.
!0
2
�"/�

.1C �/kuk. e�.
!0
2
�2"/
kuk:

By choosing " > 0 such that ! D 1
2
!0� 2" > 0, we conclude the proof. �

7. Nonlinear theory

With the linear theory at hand, we turn to studying the Cauchy problem for the nonlinear equation (2-9).
Following the usual approach of first constructing strong solutions, we recast (2-9) in an integral form
à la Duhamel,

ˆ.�/D Sa1.�/ˆ.0/C

Z �

0

Sa1.� � �/.Ga.�/.ˆ.�//� @�Ua.�// d� (7-1)

(where .Sa1.�//��0 is the semigroup generated by La1), and resort to fixed-point arguments. Our aim
is to construct global and decaying solutions to (7-1). An obvious obstruction to that is the presence of
growing modes of Sa1.�/, see (6-2), and we deal with them in the following way. First, we note that the
instabilities coming from Qa1 and Pa1 are not genuine, as they arise from the Lorentz and space-time
translation symmetries of (1-1).

We take care of the Lorentz instability by modulation. Namely, the presence of the unstable space
ranQa1 is related to the freedom of choice of the function a W Œ0;1/ 7! R9 in the ansatz (2-8), and,
roughly speaking, we prove that given small enough initial data ˆ.0/, there is a way to choose a such
that it leads to a solution ˆ of (7-1) which eventually (in � ) gets stripped of any remnant of the unstable
space ranQa1 brought about by initial data.

With the rest of the instabilities, which cause exponential growth, we deal differently. Namely, we
introduce to the initial data suitable correction terms which serve to suppress the growth. Also, as
mentioned, the unstable space ranPa1 is another apparent instability as it is an artifact of the spacetime
translation symmetries, and we use it to prove that the corrections corresponding toPa1 can be annihilated
by a proper choice of the parameters x0 and T , which appear in the initial data ˆ.0/; see (2-6). The
remaining instability, coming from Ha1 , is the only genuine one, and the correction corresponding to it
is reflected in the modification of the initial data in the main result; see (1-16).

To formalize the process described above, we first make some technical preparations. For the rest of
this paper, we fix ! > 0 from Proposition 6.2. Then, we introduce the function spaces

X WD fˆ 2 C.Œ0;1/;H/ W kˆkX <1g; where kˆkX WD sup
�>0

e!�kˆ.�/k;

and

X WD fa 2 C 1.Œ0;1/;R9/ W a.0/D 0; kakX <1g; where kakX WD sup
�>0

Œe!� j Pa.�/jC ja.�/j�:
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For a 2X , we define

a1 WD lim
�!1

a.�/:

Furthermore, for ı > 0, we set

Xı WD fˆ 2 X W kˆkX � ıg and Xı WD
n
a 2X W sup

�>0

Œe!� j Pa.�/j�� ı
o
:

To ensure that all terms in (7-1) are defined, we must impose some size restriction on the function a.
Note that it is enough to consider a 2Xı for ı < ı�!, as then ja.�/j � ı=! < ı� for all � � 0. We will
also frequently make use of the inequality

ja1� a.�/j �

Z 1
�

j Pa.�/j d� �
ı

!
e�!�: (7-2)

Furthermore, note that, for a; b 2Xı and � � 0, we have ja.�/�b.�/j � ka�bkX ; in particular, we have
ja1� b1j � ka� bkX .

7A. Estimates of the nonlinear terms. With an eye toward setting up a fixed-point scheme for (7-1), we
now establish necessary bounds for the nonlinear terms. Namely, we treat

Ga.�/.ˆ.�//D ŒL
0
a.�/�L

0
a1
�ˆ.�/CF .ˆ.�//:

Lemma 7.1. Given ı 2 .0; ı�!/, we have

kGa.�/.ˆ.�//k. ı2e�2!�;

kGa.�/.ˆ.�//�Gb.�/.‰.�//k. ıe�2!� .kˆ�‰kX Cka� bkX /
(7-3)

for all ˆ;‰ 2 Xı , a; b 2Xı , and � � 0, where the implicit constants in the above estimates are absolute.

Proof. First, since H 5.B9/ is a Banach algebra, we have that

ku21� v
2
1kH4.B9/ . ku1C v1kH5ku1� v1kH5 ;

and hence

kF .u/�F .v/k. .kukCkvk/ku� vk (7-4)

for all u; v 2 H. Next, we prove the second estimate in Lemma 7.1, as the first one follows from it.
From (7-4), Proposition 4.2, and inequality (7-2), we obtain

kF .ˆ.�//�F .‰.�//k. ıe�2!�kˆ�‰kX ;

kŒL0a.�/�L
0
a1
�.ˆ.�/�‰.�//k. ıe�2!�kˆ�‰kX

(7-5)

for ˆ;‰ 2 Xı and a 2Xı . Furthermore, using the fact that

Va1.�/�Va.�/.�/D

Z 1
�

@sVa.s/.�/ ds D

Z 1
�

Pak.s/'a.s/;k.�/ ds; (7-6)
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with 'a;k.�/D @akVa.�/, together with the smoothness of 'a;k , we infer

k.ŒL0a.�/�L
0
a1
��ŒL0b.�/�L

0
b1
�/uk. ku1kH4.B9/

Z 1
�

k Pak.s/'a.s/;k.�/�Pb
k.s/'b.s/;k.�/kW 4;1.B9/ds

. kuk
Z 1
�

j Pa.s/�Pb.s/jdsCkuk

Z 1
�

j Pa.s/jja.s/�b.s/jds

. kuk
Z 1
�

e�!ska�bkX ds:

Hence
k.ŒL0a.�/�L

0
a1
�� ŒL0b.�/�L

0
b1
�/‰.�/k. ıe�2!�ka� bkX

for a; b 2Xı and ‰ 2 Xı , and this together with (7-5) concludes the proof. �

7B. Suppressing the instabilities. In this section we formalize the process of taming the instabilities. In
particular, by introducing correction terms to the initial data we arrive at a modified equation, to which
we prove existence of global and decaying solutions.

We first derive the so-called modulation equation for the parameter a. Recall that

@�Ua.�/ D Paj .�/q
.j /

a.�/
D

9X
jD1

Paj .�/q
.j /

a.�/
I

see Remark 5.6. We introduce a smooth cut-off function � W Œ0;1/! Œ0; 1� satisfying �.�/ D 1 for
� 2 Œ0; 1�, �.�/ D 0 for � � 4, and j�0.�/j � 1 for all � 2 .0;1/. The aim is to construct a function
a W Œ0;1/ 7! R9 such that it yields a solution ˆ to (7-1) for which

Q.j /a1ˆ.�/D �.�/Q
.j /
a1
ˆ.0/ (7-7)

for all � � 0. In that case, although Q.j /a1ˆ.0/¤ 0 in general, we have that Q.j /a1ˆ.�/D 0 eventually
in � . According to (7-1) and Proposition 6.2, (7-7) adopts the form

.1��.�//Q.j /a1uC

Z �

0

.Q.j /a1Ga.�/.ˆ.�//�Q
.j /
a1
Pai .�/q

i
a.�// d� D 0;

where for convenience we write u instead of ˆ.0/. Using Q.j /a1q
.i/
a1 D ı

ijq
.j /
a1 , we get the modulation

equation

aj .�/q.j /a1 D�

Z �

0

�0.�/Q.j /a1u d� C

Z �

0

.Q.j /a1Ga.�/.ˆ.�//�Q
.j /
a1
Pai .�/.q

.i/

a.�/
� q.i/a1// d�

for j D 1; : : : ; 9. By introducing the notation

Aj .a;ˆ;u/.�/ WD �
0.�/Q.j /a1uC .Q

.j /
a1
Ga.�/.ˆ.�//�Q

.j /
a1
Pai .�/.q

.i/

a.�/
� q.i/a1//;

the modulation equation can be written succinctly as

aj .�/D Aj . � ; ˆ;u/ WD kq
.j /
a1
k
�2

Z �

0

.Aj .a;ˆ;u/.�/jq
.j /
a1
/ d�; j D 1; : : : ; 9: (7-8)

In the following we prove that, for small enough ˆ and u, the system (7-8) admits a global (in � ) solution.
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Lemma 7.2. For all sufficiently small ı > 0 and all sufficiently large C >0, the following holds: For every
u 2H satisfying kuk � ı=C and every ˆ 2 Xı , there exists a unique a D a.ˆ;u/ 2 Xı such that (7-8)
holds for � � 0. Moreover,

ka.ˆ;u/� a.‰; v/kX . kˆ�‰kX Cku� vk (7-9)

for all ˆ;‰ 2 Xı and u; v 2 Bı=C .

Proof. We use a fixed-point argument. Using the bounds from Lemma 7.1, one can show that, given u
and ˆ that satisfy the above assumptions, the following estimates hold:

kAj .a;ˆ;u/.�/k.
�
ı

C
C ı2

�
e�2!� and kAj .a;ˆ;u/.�/�Aj .b;ˆ;u/.�/k. ıe�!�ka� bkX

for all a; b 2Xı . From here, according to the definition in (7-8), we have that, for all small enough ı > 0
and all large enough C > 0, given ˆ 2 Xı and u 2 Bı=C , the ball Xı is invariant under the action of the
operator A. � ; ˆ;u/, which is furthermore a contraction on Xı . Hence (7-8) has a unique solution in Xı .
The Lipschitz continuity of the solution map follows from the estimate

ka� bkX � kA.a;ˆ;u/�A.b;ˆ;u/kX CkA.b;ˆ;u/�A.b;ˆ; v/kX CkA.b;ˆ; v/�A.b;‰; v/kX

. ıka� bkX Cku� vkCkˆ�‰kX
by taking small enough ı > 0. �

For the remaining instabilities, we introduce the correction terms

C1.ˆ; a;u/ WDPa1

�
uC

Z 1
0

e�� .Ga.�/.ˆ.�//� @�Ua.�// d�

�
;

C2.ˆ; a;u/ WDHa1

�
uC

Z 1
0

e�3� .Ga.�/.ˆ.�//� @�Ua.�// d�

�
;

and set C WD C1CC2. Consequently, we investigate the modified integral equation

ˆ.�/D Sa1.�/.u�C .ˆ; a;u//C

Z �

0

Sa1.� � �/.Ga.�/.ˆ.�//� @�Ua.�// d�

DWK .ˆ; a;u/.�/: (7-10)

Proposition 7.3. For all sufficiently small ı > 0 and all sufficiently large C > 0, the following holds: For
every u 2H with kuk � ı=C there exist functions ˆ 2 Xı and a 2 Xı such that (7-10) holds for � � 0.
Furthermore, the solution map u 7! .ˆ.u/; a.u// is Lipschitz continuous, i.e.,

kˆ.u/�ˆ.v/kX Cka.u/� a.v/kX . ku� vk (7-11)

for all u; v 2 Bı=C .

Proof. We choose C >0 and ı > 0 such that Lemma 7.2 holds. Then, for fixed u2Bı=C , there is a unique
aD a.ˆ;u/ 2Xı associated to every ˆ 2 Xı such that the modulation equation (7-8) is satisfied. Hence
we can define Ku.ˆ/ WDK .ˆ; a;u/. We intend to show that for small enough ı > 0 the operator Ku is a
contraction on Xı . To show the necessary bounds, we first split Ku.ˆ/ according to projections Pa1 ,
Qa1 , Ha1 , and Ta1 , and then estimate each part separately.
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First, note that the transversality of the projections implies

Pa1Ku.ˆ/.�/D�

Z 1
�

e���Pa1.Ga.�/.ˆ.�//� @�Ua.�// d�

and

Ha1Ku.ˆ/.�/D�

Z 1
�

e3.���/Ha1.Ga.�/.ˆ.�//� @�Ua.�// d�:

Now, since

@�Ua.�/ D Paj .�/q
.j /
a1
C Paj .�/Œq

.j /

a.�/
� q.j /a1 �

and

kq
.j /

a.�/
� q.j /a1k. ıe

�!�;

we have

kHa1@�Ua.�/kCkPa1@�Ua.�/kCk.1�Qa1/@�Ua.�/k. ı2e�2!� (7-12)

for all a 2Xı . This, together with Lemma 7.1 and the fact that

Qa1Ku.ˆ/.�/D �.�/Qa1u (7-13)

(see (7-7)), yields the bounds

kHa1Ku.ˆ/.�/kCkPa1Ku.ˆ/.�/k. ı2e�2!�;

kQa1Ku.ˆ/.�/k.
ı

C
e�2!�

(7-14)

for all ˆ 2 Xı . On the other hand, for the stable subspace we have

Ta1Ku.ˆ/.�/D Sa1.�/Ta1uC

Z �

0

Sa1.� � �/Ta1.Ga.�/.ˆ.�//� @�Ua.�// d�;

and by Lemma 7.1, Proposition 6.2, and (7-12), we get

kTa1Ku.ˆ/.�/k.
�
ı

C
C ı2

�
e�!� (7-15)

for all ˆ 2 Xı . Now, from (7-14) and (7-15) we see that Ku maps Xı into itself for all ı > 0 sufficiently
small and all C > 0 sufficiently large. The contraction property of Ku is established similarly. Namely,
there is the analogue of (7-12):

kHa1@�Ua.�/�Hb1@�Ub.�/kCkPa1@�Ua.�/�Pb1@�Ub.�/k

Ck.1�Qa1/@�Ua.�/� .1�Qb1/@�Ub.�/k. ı
2e�2!�

for all a; b 2Xı . Furthermore, by Lemma 7.1, (7-13), and Lemma 7.2, we get the analogous estimates
to (7-14); namely, we have

kHa1Ku.ˆ/.�/�Hb1Ku.‰/.�/kCkPa1Ku.ˆ/.�/�Pb1Ku.‰/.�/k

CkQa1Ku.ˆ/.�/�Qb1Ku.‰/.�/k. ıe�2!�kˆ�‰kX
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for all ˆ;‰ 2 Xı , where aD a.ˆ;u/ and b D a.‰;u/. Also, in line with (7-15), we have

kTa1Ku.ˆ/.�/�Tb1Ku.‰/.�/k. ıe�!�kˆ�‰kX

for all ˆ;‰ 2 Xı . By combining these estimates we get

kKu.ˆ/�Ku.‰/kX . ıkˆ�‰kX (7-16)

for all ˆ;‰ 2 Xı , and contractivity follows by taking small enough ı > 0.
For the Lipschitz continuity, similarly to proving (7-9), we use the integral equation (7-10) to show

that, given sufficiently small ı > 0,
kˆ.u/�ˆ.v/kX . ku� vk

for all u 2 Bı=C , and then (7-9) implies (7-11). �

7C. Conditional stability in similarity variables. According to Proposition 7.3 and (2-8) there exists
a family of initial data close to U0 which lead to global (strong) solutions to (2-3), which furthermore
converge to Ua1 for some a1 close to a D 0; with minimal modifications, the same argument can
be carried out for Ua for any a ¤ 0. In conclusion, we have conditional asymptotic orbital stability
of the family fUa W a 2 R9g, the condition being that the initial data belong to the set which ensures
global existence and convergence. In this section we show that this set represents a Lipschitz manifold of
codimension 11.

Let ı > 0 and C > 0 be as in Proposition 7.3, and let u 2 Bı=C . Also, let us write

C .u/ WD C .ˆ.u/; a.u/;u/;

where the mapping u 7! .ˆ.u/; a.u// is defined in Proposition 7.3. Moreover, we denote the projection
corresponding to all unstable directions by

Ja WDPaCHa:

Note that by definition Ja1C .u/D C .u/, and we have the Lipschitz estimate

kJa �Jbk. ja� bj
for all a; b 2Xı .

Proposition 7.4. There existsC >0 such that, for all sufficiently small ı>0, there exists a codimension-11
Lipschitz manifold MDMı;C �H with 0 2M, defined as the graph of a Lipschitz continuous function
M W kerJ0\Bı=2C ! ranJ0,

M WD
n
vCM .v/ W v 2 kerJ0; kvk �

ı

2C

o
� fu 2 Bı=C W C .u/D 0g:

Furthermore, for every u 2M, there exists .ˆ; a/D .ˆu; au/ 2 Xı �Xı satisfying

ˆ.�/D Sa1.�/uC

Z �

0

Sa1.� � �/.Ga.�/.ˆ.�//� @�Ua.�// d� (7-17)

for all � � 0. Moreover, there exists K > C such that fu 2 Bı=K W C .u/D 0g �Mı;C :
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Proof. First, we show that, for small enough ı > 0, we have C .u/D 0 if and only if J0C .u/D 0. Assume
that J0C .u/D 0. Then we obtain the estimate

kC .u/k � kJ0C .u/C .Jau;1 �J0/C .u/k. jau;1jkC .u/k:

Since au;1DO.ı/, we get C .u/D 0. The other direction is obvious. Now we construct the mapping M.
Let u 2H and take the decomposition uD vCw 2 kerJ0˚ ranJ0. Fix v 2 kerJ0 and define

zCv W ranJ0! ranJ0; zCv.w/D J0C .vCw/:

We establish that this mapping is invertible at zero, provided v is small enough, and we obtainwD zC�1v .0/.
This defines a mapping

M W kerJ0! ranJ0; M .v/ WD zC�1v .0/:

To show this, we use a fixed-point argument. Recall the definition of the correction terms C D C1CC2,
C1 D

P9
kD0C

k
1 with

C k1 .ˆ; a;u/DP
.k/
a1
uCP.k/a1I1.ˆ; a/

and
C2.ˆ; a;u/DHa1uCHa1I2.ˆ; a/;

where

I1.ˆ; a/ WD

Z 1
0

e�� ŒGa.�/.‰.�//� @�Ua.�/� d�

and

I2.ˆ; a/ WD

Z 1
0

e�3� ŒGa.�/.‰.�/� @�Us.�//� d�:

We write

F1.u/ WD

9X
kD0

F k1 .u/D

9X
kD0

P.k/a1I1.ˆu; au/

and
F2.u/ WDHa1I2.ˆu; au/:

By Lemma 7.1 and (7-12) we infer

kF k1 .u/k. ı
2 and kF2.u/k. ı2: (7-18)

Now, for v 2 kerJ0, we get

zCv.w/D J0C .vCw/D J0Ja1.vCw/CJ0.F1.vCw/CF2.vCw//

D J 20wCJ0.Ja1 �J0/wCJ0Ja1vCJ0.F1.vCw/CF2.vCw//

DwCJ0.Ja1 �J0/.vCw/CJ0.F1.vCw/CF2.vCw//:

Introducing the notation

�v.w/ WD J0.J0�Ja1/.vCw/�J0.F1.vCw/CF2.vCw//;

we rewrite equation zCv.w/D 0 as
wD�v.w/: (7-19)
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Now, for ı > 0 and C > 0 from Proposition 7.3, we set

zBı=C .v/ WD
n
w 2 ranJ0 W kvCwk �

ı

C

o
:

We show that �v W zBı=C .v/! zBı=C .v/ is a contraction mapping for sufficiently small v. Let v 2H with
kvk � ı=.2C /, and let w 2 zBı=C .v/. Using (7-18), we estimate

k�v.w/k � kJ0�Ja1kkvCwkCkF1.vCw/kCkF1.vCw/k.
ı2

C
C ı2:

Hence, by fixing C > 0, we have kvC�v.w/k � ı=C for all small enough ı > 0. So the ball zBı=C .v/ is
invariant under the action of �v. To prove contractivity, first, for w; Qw 2 zBı=C .v/, we associate to vCw
and vC Qw the functions .ˆ; a/ and .‰; b/ in Xı �Xı by Proposition 7.3, respectively. Then we obtain

k�v.w/��v. Qw/k � kJ0.J0�Ja1/.vCw/�J0.J0�Jb1/.vC Qw/k

CkF1.vCw/�F1.vC Qw/kCkF2.vCw/�F2.vC Qw/k;

and writing

J0.J0�Ja1/.vCw/�J0.J0�Jb1/.vC Qw/D J0.J0�Ja1/.w� Qw/�J0.Ja1 �Jb1/.vC Qw/

we get by Proposition 7.3 the estimate

kJ0.J0�Ja1/.w� Qw/kCkJ0.Ja1 �Jb1/.vC Qw/k. ja1jkw� QwkC ja1� b1jkvCwk

. ıkw� QwkC ı

C
ka� bkX

. ıkw� Qwk:

On the other hand, by Lemma 7.1 and (7-12), we obtain, for k D 0; : : : ; 9, that

kP.k/a1I1.ˆ; a/�P
.k/

b1
I2.‰; b/k. ı.kˆ�‰kX Cka� bkX /

and

kHa1I2.ˆ; a/�Hb1I2.‰; b/k. ı.kˆ�‰kX Cka� bkX /:

Thus we get the Lipschitz estimate

kF1.vCw/�F1.vC Qw/kCkF2.vCw/�F2.vC Qw/k. ıkw� Qwk;

and we conclude that, for all small enough ı > 0, the operator �v W zBı=C .v/! zBı=C .v/ is contractive,
with the contraction constant 1

2
. Consequently, by the contraction map principle we get that, for every

v 2 kerJ0\Bı=2C , there exists a unique w 2 zBı=C .v/ that solves (7-19); hence C .vCw/D zCv.w/D 0.
Next, we establish the Lipschitz-continuity of the mapping v 7!M .v/. Let v; Qv 2 kerJ0\Bı=2C and

w; Qw 2 zBı=C be the corresponding solutions to (7-19). We get

kM .v/�M . Qv/k D kw� Qwk � k�v.w/��v. Qw/kCk�v. Qw/��Qv. Qw/k

�
1
2
kw� QwkCk�v. Qw/��Qv. Qw/k:
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The second term we estimate with

k�v. Qw/��Qv. Qw/k D


J0.J0�JavC Qw;1

/.vC Qw/�J0.F1.vC Qw/CF2.vC Qw//

�J0.J0�Ja QvC Qw;1/CJ0.F1. QvC Qw/CF2. QvC Qw//




. kJ0.Ja QvC Qw;1�JavC Qw;1
/ QwkCkJ0.JavC Qw;1

v�Ja QvC Qw;1w/k

CkJ0.F1. QvC Qw/CF2. Qv/C Qw/k

. jaQvC Qw;1� avC Qwjk QwkCk Qv� vkC jaQvC Qw;1jk QvkC ık Qv� vk

. ı

C
k Qv� vkC

ı

2C
k Qv� vkC ık Qv� vk

. k Qv� vk:

Thereby we obtain the claimed Lipschitz estimate

kM .v/�M . Qv/k � 2k�v. Qw/��. Qw/k. kv� Qvk:

We note that, for u D 0, the associated .ˆ; a/ is trivial, i.e., ˆ D 0 and a D 0. Thus, we have
C .0/D F1.0/CF2.0/D 0. Moreover, uD vCwD 0 if and only if v D wD 0. Since in this case v
satisfies the smallness condition, w solving C .0Cw/D 0 is unique; hence M .0/D 0.

Finally, let u 2H satisfy C .u/D 0. Then, since 1�J0 is a bounded operator on H,

k.1�J0/uk. kuk:

We obtain vu WD .1 � J0/u 2 kerJ0 and kvuk � ı=.2C / for kuk � ı=K for K > C large enough.
Uniqueness yields wu WD J0uDM .vu/, and hence u 2Mı;C . �

Remark 7.5. For each correction term, the same argument yields the existence of Lipschitz manifolds
M1;M2 �H of codimensions 10 and 1, respectively, characterized by the vanishing of C1 and C2. In
particular, M can be characterized as a subset of the intersection M1 \M2 in a small neighborhood
around zero.

7D. Proofs of Propositions 2.1 and 2.2.

Proof of Proposition 2.1. Let ˆ0 2Mı;C , where Mı;C is the manifold defined in Proposition 7.4. In
particular, kˆ0k� ı=C and C .ˆ0/D 0. By Proposition 7.4 there is a pair .ˆ; a/2Xı �Xı which solves
(7-17) with initial data uDˆ0. Furthermore, after substituting the variation of constants formula

Sa1.�/D S .�/C

Z �

0

S .� � �/L0a1Sa1.�/ d�

into (7-17), a straightforward calculation yields that ‰.�/ WD Ua.�/Cˆ.�/ satisfies

‰.�/D S .�/.U0Cˆ0/C

Z �

0

S .� � �/F .‰.�// d� (7-20)

for all � � 0. Then, based on (4-3) and (7-2) we infer that

k‰.�/�Ua1k � kˆ.�/kCkUa.�/�Ua1k. ıe�!�

for all � � 0, as claimed. �
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Proof of Proposition 2.2. Let ˆ0 2M\ .C1.B9/�C1.B9//, and let ‰ 2C.Œ0;1/;H/ be the solution
of (7-20) associated to ˆ0 via Proposition 2.1. To prove smoothness of ‰.�/ (for fixed �) we use the
representation (7-20). Recall that we defined S .�/ WD Sk.�/ for k D 1

2
.d C 1/ D 5 with .Sk.�//��0

denoting the free wave evolution of Proposition 3.1. Now, using Lemma 3.6, we infer from (7-20) that

k‰.�/kH6.B9/�H5.B9/ . e�
�
2 kU0Cˆ0kH6.B9/�H5.B9/C

Z �

0

e�
���
2 kF .‰.�//kH6.B9/�H5.B9/d�

. e�
�
2 kU0Cˆ0kH6.B9/�H5.B9/C

Z �

0

e�
���
2 k‰.�/k2

H5.B9/�H4.B9/
d� . 1

for all � � 0. Then inductively, for k � 5, we get

k‰.�/kHk.B9/�Hk�1.B9/ . 1

for all � � 0. Consequently, by the Sobolev embedding we have ‰.�/ 2C1.B9/�C1.B9/ for all � � 0.
To get regularity in � we do the following. First, by local Lipschitz continuity of F WHk 7!Hk for

every k � 5 and Gronwall’s lemma we get from (7-20) that ‰ W Œ0; T � 7!Hk is Lipschitz continuous for
every T >0 and k � 5. Consequently, F .‰. � //;LF .‰. � // W Œ0; T � 7!Hk are Lipschitz continuous. The
latter is immediate from interpreting L as a map from Hk to HkC2 and using the Lipschitz continuity
of ‰. Therefore, ‰ 2 C 1.Œ0;1/;Hk/, with

@�‰.�/DL‰.�/CF .‰.�//

D S .�/L.U0Cˆ0/C

Z �

0

S .� � �/LF .‰.�// d� CF .‰.�// (7-21)

for every � � 0; see, e.g., [Pazy 1983, p. 108, Corollary 2.6]. Consequently, by regularity of F ,
F .‰. � //;LmF .‰. � // 2 C 1.Œ0;1/;Hk/ for all m� 0 and k � 5. Therefore, from the second equality
of (7-21), we get that @�‰ 2 C 1.Œ0;1/;Hk/, with

@2�‰.�/D S .�/L
2.U0Cˆ0/C

Z �

0

S .� � �/L2F .‰.�// d� CLF .‰.�//C @�F .‰.�// (7-22)

for all � � 0. Inductively, we get that ‰ 2 Cm.Œ0;1/;Hk/ for all m � 0 and k � 5. In particular,
by the Sobolev embedding, @m� ‰.�/ 2 C

1.B9/�C1.B9/. Additionally, by the Sobolev embedding
Hk.B9/ ,! L1.B9/ for k � 5, we get that the derivatives in � hold pointwise. As a consequence, by
(a strong version of) the Schwarz theorem (see, e.g., [Rudin 1976, p. 235, Theorem 9.41]), we get that
mixed derivatives of all orders in � and � exist, so ‰ 2 C1.Z/�C1.Z/, and the first equality of (7-21)
holds classically. �

7E. Variation of blow-up parameters and proof of Proposition 2.4. In this section we prove boundedness
and continuity properties of the initial data operator ‡ (see (2-6)) which are necessary to establish
Proposition 2.4. We assume that x0 2 B9

1=2
and T 2

�
1
2
; 3
2

�
DW I . We also introduce the notation

Y WDH 6.B92/�H
5.B92/;

and denote by BY the unit ball in Y .
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Lemma 7.6. The initial data operator ‡ W BY � I �B9
1=2
!H is Lipschitz continuous, i.e.,

k‡.v; T1; x0/�‡.w; T2; y0/k. kv�wkY CjT1�T2jC jx0�y0j

for all v;w 2 BY , all T1; T2 2 I , and all x0; y0 2B9
1=2

. Furthermore, for ı > 0 sufficiently small, we have

k‡.v; T; x0/k. ı

for all v 2 Y with kvkY � ı, all T 2 Œ1� ı; 1C ı�� I , and all x0 2 B9
ı
.

Proof. Let v 2 C1.B92/. Let T 2
�
1
2
; 3
3

�
and x0; y0 2 B9

1=2
. Then we get by the fundamental theorem of

calculus that

v.T �C x0/� v.T �Cy0/D .x
i
0�y

i
0/

Z 1

0

@iv.T �Cy0C s.x0�y0// ds:

This implies that kv.T � Cx0/� v.T � Cy0/kL2.B9/ . kvkH1.B92/
jx0 � y0j. The same argument yields,

for all k 2 N, that

kv.T � Cx0/� v.T � Cy0/kHk.B9/ . kvkHkC1.B92/
jx0�y0j: (7-23)

Similarly, we get, for all T1; T2 2
�
1
2
; 3
2

�
and all x0 2 B9

1=2
, that

kv.T1 � Cx0/� v.T2 � Cx0/kHk.B9/ . kvkHkC1.B92/
jT1�T2j; (7-24)

where k 2 N. The estimates (7-23) and (7-24) can be extended to v 2HkC1.B92/ by density. Now let
v;w 2 Y , T1; T2 2

�
1
2
; 3
2

�
, and x0; y0 2 B9

1=2
. Inequalities (7-23) and (7-24) imply

kR.v; T1; x0/�R.w; T2; y0/k. kvkY.jT1�T2jC jx0�y0j/Ckv�wkY : (7-25)

Moreover, since U0 is smooth, we have

kR.U0; T1; x0/�R.U0; T2; y0/k. jT1�T2jC jx0�y0j (7-26)

for all T1; T2 2
�
1
2
; 3
2

�
and x0; y0 2 B9

1=2
. Now the inequalities (7-25) and (7-26) imply the first part of

the statement. The same inequalities imply

k‡.v; T; x0/k. kvkY CjT � 1jC jx0j;

which proves the second part of the statement. �

We have the following result, which has Proposition 2.4 as a direct consequence. To shorten the
notation, we write h WD h0.

Lemma 7.7. There exists M > 0 such that, for all sufficiently small ı > 0, the following holds: For
every real-valued v 2 Y that satisfies kvkY � ı=M 2, there exist ˆ 2 Xı , a 2 Xı , and parameters
˛ 2 Œ�ı=M; ı=M�, T 2 Œ1� ı=M; 1C ı=M��

�
1
2
; 3
2

�
, and x0 2 B9

ı=M
� B9

1=2
such that

C .ˆ; a;‡.vC˛h0; T; x0//D 0: (7-27)
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Moreover, the parameters depend Lipschitz continuously on the data, i.e.,

j˛.v/�˛.w/jC jT .v/�T .w/jC jx0.v/� x0.w/j. kv�wkY

for all v;w 2 Y satisfying the above assumptions. In particular, ‡.vC˛h; T; x0/ 2Mı;C .

Proof. Fix constants C > 0 and K > 0 from Proposition 7.4. By Lemma 7.6, we have that, for all M > 0

large enough and all ı > 0 small enough, the inequality

k‡.vC˛h; T; x0/k �
ı

K
(7-28)

holds for every kvkY � ı=M , ˛ 2 Œ�ı=M; ı=M�, T 2 Œ1�ı=M; 1Cı=M�, and x0 2B9
ı=M

. Furthermore,
in view of (7-28) and Proposition 7.3, we get that, given kvkY � ı=M 2, for every ˛ 2 Œ�ı=M; ı=M�,
T 2 Œ1� ı=M; 1C ı=M�, and x0 2 B9

ı=M
, there are functions

ˆDˆ.vC˛h; T; x0/ and aD a.vC˛h; T; x0/

which solve the modified integral equation

ˆ.�/D Sa1.�/.‡.v; T; x0/�C .ˆ; a;‡.v; T; x0///

C

Z �

0

Sa1.� � �/.Ga.�/.ˆ.�//� @�Ua.�// d� (7-29)

for all � �0. For suchˆ and a, we show that one can associate to any kvkY � ı=M 2 suitable parameters T ,
x0, and ˛ such that (7-27) holds. From this, via Proposition 7.4, we conclude that‡.vC˛h; T; x0/2Mı;C .
Recall that the correction terms can be written as C D C1CC2 D

P9
kD0C

k
1 CC2, where

C k1 .ˆ; a;u/DP
.k/
a1
uCP.k/a1I1.ˆ; a/ and C2.ˆ; a;u/DHa1uCHa1I2.ˆ; a/;

and where the integrals are denoted by

I1.ˆ; a/D

Z 1
0

e�� .Ga.�/.ˆ.�//� @�Ua.�// d�;

I2.ˆ; a/D

Z 1
0

e�3� .Ga.�/.ˆ.�//� @�Ua.�// d�;

and we have
kP.k/a1I1.ˆ; a/k. ı

2 and kHa1I2.ˆ; a/k. ı2I (7-30)

see (7-18). We will show that there are parameters T , ˛, and x0 such that, for k D 0; : : : ; 9,

.C k1 .ˆ; a;‡.vC˛h; T; x0//jg
.k/
a1
/D 0 and .C2.ˆ; a;‡.vC˛h; T; x0//jha1/D 0; (7-31)

which implies (7-27). To this end we expand the initial data operator. First, by Taylor expansion we get,
for T 2 Œ1� ı=M; 1C ı=M� and x0 2 B9

ı=M
,

R.U0; T; x0/�R.U0; 1; 0/D c0.T � 1/g
.0/
0 C

9X
jD1

cjx
j
0g

.j /
0 C r.T; x0/;

where the remainder satisfies

kr.T; x0/� r. zT ; Qx0/k. ı.jT � zT jC jx0� Qx0j/:
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Hence we obtain

‡.vC˛h; T; x0/DR.vC˛h; T; x0/C c0.T � 1/g.0/a1 C
9X

jD1

cjx
j
0g

.j /
a1
C ra1.T; x0/;

where

ra1.T; x0/D c0.T � 1/.g
.0/
0 �g

.0/
a1
/C

9X
jD1

cjx
j
0 .g

.j /
0 �g

.j /
a1
/C r.T; x0/:

It is straightforward to check that

kra.T; x0/� rb. zT ; Qx0/k. ı.ja� bjC jT � zT jC jx0� Qx0j/ (7-32)

for all a; b 2 B9
ı
, T; zT 2 Œ1� ı=M; 1C ı=M�, and x0; Qx0 2 B9

ı=M
. We now write

R.vC˛h; T; x0/DR.v; T; x0/C˛R.ha1 ; T; x0/C˛R.h�ha1 ; T; x0/:

The last term can be estimated by
kR.h�ha1 ; T; x0/k. ja1j:

By taking the Taylor expansion of R.ha1 ; T; x0/ at .T; x0/D .1; 0/, we obtain

R.vC˛h; T; x0/DR.v; T; x0/C˛ha1 C˛ Qra.T; x0/;

where the remainder satisfies

kQra.T; x0/� Qrb. zT ; Qx0/k. ja� bjC jT � zT jC jx0� Qx0j: (7-33)

Hence we obtain the expansion

‡.vC˛h; T; x0/DR.v; T; x0/C˛ha1Cc0.T �1/g
.0/
a1
C

9X
jD1

cjx
j
0g

.j /
a1
Cra1.T; x0/C˛ Qra1.T; x0/:

By applying the projections to the initial data operator we get

P.0/a1‡.vC˛h; T; x0/DP
.0/
a1

R.v; T; x0/C c0.T � 1/g.0/a1 CP
.0/
a1
ra1.T; x0/C˛P

.0/
a1
Qra1.T; x0/;

P.j /a1‡.vC˛h; T; x0/DP
.j /
a1

R.v; T; x0/C cjx
j
0g

.j /
a1
CP.j /a1ra1.T; x0/C˛P

.j /
a1
Qra1.T; x0/;

Ha1‡.vC˛h; T; x0/DHa1R.v; T; x0/C˛ha1 CHa1ra1.T; x0/C˛Ha1 Qra1.T; x0/:

Hence, by introducing the notation ˇ D T � 1, we define, for k D 0; : : : ; 9,

�
.k/
v .˛; ˇ; x0/DP

.k/
a1

R.v; ˇC 1; x0/CP.k/a1ra1.ˇ; x0/C˛P
.k/
a1
Qra1.ˇ; x0/CP

.k/
a1
I1.˛; ˇ; x0/;

�
.10/
v .˛; ˇ; x0/DHa1R.v; ˇC 1; x0/CHa1ra1.ˇ; x0/C˛Ha1 Qra1.ˇ; x0/CHa1I2.˛; ˇ; x0/:

Using this notation we can rewrite (7-31) as

ˇ D �
.0/
v .˛; ˇ; x0/ WD Qc0.�

.0/
v .˛; ˇ; x0/jg

.0/
a1
/;

x
j
0 D �

.j /
v .˛; ˇ; x0/ WD Qcj .�

.j /
v .˛; ˇ; x0/jg

.j /
a1
/;

˛ D �
.10/
v .˛; ˇ; x0/ WD Qc10.�

.10/
v .˛; ˇ; x0/jha1/

(7-34)
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for j D 1; : : : ; 9 and some constants Qc0; Qcj ; Qc10 2 R. We will show that �v D .�
.0/
v ; : : : ; �

.10/
v / is a

contraction on B11
ı=M

for sufficiently small ı > 0 and for sufficiently large M > 0. Thereby the first part
of the statement follows by Banach’s fixed-point theorem.

First we observe that �v maps B11
ı=M

into itself. Indeed, by the proof of Lemma 7.6, we know that
kR.v; 1Cˇ; x0/k. kvkY . Now estimates (7-32)–(7-33), and the integral estimates (7-30) imply

�
.j /
v .˛; ˇ; x0/DO

�
ı

M 2

�
CO.ı2/

for all j D 0; : : : ; 10. Thus, there is a choice of large enough M > 0 such that, for all sufficiently small
ı > 0, the inequality

j�v.˛; ˇ; x0/j �
ı

M

holds for all .˛; ˇ; x0/ 2 B11
ı=M

. Next we show that by restricting, if necessary, to even smaller ı > 0, the
operator �v is a contraction on B11

ı=M
. Let .ˆ; a/2Xı�Xı be the functions solving (7-29) corresponding

to parameters vC˛h, T D1Cˇ, and x0. Furthermore, let .‰; b/2Xı�Xı be the functions corresponding
to vC Q̨h, zT D 1C Q̌, and Qx0. Then, we obtain

kˆ�‰kX Cka� bkX . k‡.vC˛h; T; x0/�‡.vC Q̨h; zT ; Qx0/k. j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j:

Hence, by Lemma 7.1, we get, for k D 0; : : : ; 9, that

kP.k/a1I1.ˆ; a/�P
.k/

b1
I1.‰; b/k. ı.kˆ�‰kX Cka� bkX /. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/

and

kHa1I2.ˆ; a/�Hb1I2.‰; b/k. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/:

Furthermore, by (7-25) and the Lipschitz continuity of the Riesz projections P.k/a and Ha, we obtain

kP.k/a1R.v; T; x0/�P
.k/

b1
R.v; zT ; Qx0/kCkHa1R.v; T; x0/�Hb1R.v; zT ; Qx0/k

. kvkY.ka� bkX CjT � zT jC jx0� Qx0j/. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/:

Moreover, for k D 0; : : : ; 9, we have

kP.k/a1ra1.T; x0/�P
.k/

b1
rb1.

zT ; Qx0/kCk˛P
.k/
a1
Qra1.T; x0/� Q̨P

.k/

b1
Qrb1.

zT ; Qx0/k

. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/

and

kHa1ra1.T; x0/�Hb1rb1.
zT ; Qx0/kCk˛Ha1 Qra1.T; x0/� Q̨Hb1 Qrb1.

zT ; Qx0/k

. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/:

From these estimates we infer that

k�
.j /
v .˛; ˇ; x0/��

.j /
v . Q̨ ; Q̌; Qx0/k. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/ (7-35)
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for j D 0; : : : ; 10. Therefore, �v is a contraction for all small enough ı > 0, and this concludes the proof
of the first part of the statement.

It remains to establish the Lipschitz continuity of the parameters with respect to the initial data. Let
v;w 2 Y satisfy the smallness condition and let .˛; ˇ; x0/ and . Q̨ ; Q̌; Qx0/ be the corresponding set of
parameters. The first line in (7-34) implies

jˇ� Q̌j D j�
.0/
v .˛; ˇ; x0/��

.0/
w . Q̨ ; Q̌; Qx0/j

. j�.0/v .˛; ˇ; x0/��
.0/
w .˛; ˇ; x0/jC j�

.0/
w .˛; ˇ; x0/��

.0/
w . Q̨ ; Q̌; Qx0/j:

The second term can be estimated with (7-35). To estimate the first term, we use the Lipschitz continuity
of the Riesz projections to get

kP
.0/

a1.v;ˇ;x0/
R.v; 1Cˇ; x0/�P

.0/

a1.w;ˇ;x0/
R.w; 1Cˇ; x0/k

. kvkYka1.v; ˇ; x0/� a1.w; ˇ; x0/kX Ckv�wkY . kv�wkY :

Similar estimates using (7-32)–(7-33) and Lemma 7.1 yield

j�
.0/
v .˛; ˇ; x0/��

.0/
w .˛; ˇ; x0/j. kv�wkY :

In summary, we obtain

jˇ� Q̌j. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/Ckv�wkY ;

and similar estimates for the remaining components yield

j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j. ı.j˛� Q̨ jC jˇ� Q̌jC jx0� Qx0j/Ckv�wkY ;

which concludes the proof. �

7F. Proof of Theorem 1.1. Let M > 0 be from Proposition 2.4. For ı > 0 define ı0 WD ı=M . Then
consider .f; g/ 2 C1.B92/�C

1.B92/ satisfying

k.f; g/kH6.B92/�H
5.B92/

�
ı0

M
D

ı

M 2
:

By Propositions 2.4 and 2.1, we have that, for all ı > 0 sufficiently small, there exist a 2 B9
Mı 0=!

,
T 2 Œ1� ı0; 1C ı0�, x0 2 B9

ı 0
, and ˛ 2 Œ�ı0; ı0�, depending Lipschitz continuously on .f; g/ with respect

to the norm on Y , as well a function ‰ 2 C.Œ0;1/;H/ that solves

‰.�/D S .�/ŒU0C‡..f; g/C˛h; T; x0/�C

Z �

0

S .� � �/F .‰.�// d�; (7-36)

and obeys the estimate
k‰.�/�Uak. ıe�!� (7-37)

for all � � 0. By standard arguments, ‰ is the unique solution to (7-36) in C.Œ0;1/;H/. Now, from
the smoothness of f and g, we have that the initial data ‰.0/D U0C‡..f; g/C ˛h; T; x0/ belongs
to C1.B92/�C

1.B92/, and therefore from Proposition 2.2 we infer that ‰ is smooth and solves (2-3)
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classically. More precisely, by writing‰.�/D . 1.�; � /;  2.�; � //, we have that  j 2C1.Z/ for j D 1; 2
and

@� 1.�; �/D�� � r 1.�; �/� 2 1.�; �/C 2.�; �/;

@� 2.�; �/D� 1.�; �/� � � r 2.�; �/� 3 2.�; �/;C 1.�; �/
2

for .�; �/ 2 Z , with

 1.0; � /D T
2ŒU0�1.T � Cx0/CT

2f .T � Cx0/C˛T
2h1.T � Cx0/;

 2.0; � /D T
3ŒU0�2.T � Cx0/CT

3g.T � Cx0/C˛T
3h2.T � Cx0/:

Furthermore, by writing ˆ.�/D‰.�/�Ua, where ˆ.�/D .'1.�; � /; '2.�; � //, from (7-37) we have

k'1.�; � /kH5.B9/ . ıe�!� and k'2.�; � /kH4.B9/ . ıe�!� (7-38)

for all � � 0. Furthermore, by the Sobolev embedding we have, for the first component, that

k'1.�; � /kL1.B9/ . ıe�!� (7-39)

for all � � 0. Now, we translate these results back to physical coordinates and let

u.t; x/D
1

.T � t /2
 1

�
� log.T � t /C logT;

x� x0

T � t

�
:

Based on the smoothness properties of  1, we conclude that u 2 C1.CT;x0/. Furthermore, u solves

.@2t ��x/u.t; x/D u.t; x/
2

on CT;x0 and satisfies

u.0; � /D U.j � j/Cf C˛h1; @tu.0; � /D 2U.j � j/Cj � jU
0.j � j/CgC˛h2

on B9T .x0/. Uniqueness of u follows from uniqueness of ‰, though it also follows by standard results
concerning wave equations in physical coordinates. Furthermore,

u.t; x/D
1

.T � t /2

�
Ua

�
x� x0

T � t

�
C'.t; x/

�
;

with '.t; x/ WD '1.� log.T � t /C logT; .x� x0/=.T � t //. The bound (7-39) yields

k'.t; � /kL1.B9T�t .x0//
D k'1.� log.T � t /C logT; � /kL1.B9/ . ı.T � t /! (7-40)

for all t 2 Œ0; T /. Furthermore, by (7-38),

.T � t /k�
9
2 k'.t; � /k PHk.B9T�t .x0//

D k'1.� log.T � t /C logT; � /k PHk.B9/
. .T � t /!

for k D 0; : : : ; 5, which implies the first line in (1-17). The second line follows also from (7-38) and the
fact that

@tu.t; x/D
1

.T � t /3
 2

�
� log.T � t /C logT;

x� x0

T � t

�
:
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Relabelling ı0 with ı concludes the proof of Theorem 1.1 for (1-1). Now, let c0 be the constant from (1-13).
Recall that the above conclusions hold for all sufficiently small ı > 0. Therefore, from (7-40) we see that
we can choose small enough ı > 0 so as to ensure

k'.t; � /kL1.B9T�t .x0//
�
1
2
c0

for all t 2 Œ0; T /. As a consequence, u is strictly positive on CT;x0 and therefore provides a solution
to (1-6) as well. �

8. Proof of Theorem 1.6: stable ODE blowup

The proof of Theorem 1.6 follows mutatis mutandis the proof of Theorem 1.1. However, for the
convenience of the reader we outline the most important steps and stick to the notation introduced above.
Starting with (2-3), we consider solutions of the form ‰.�/D �a.�/Cˆ.�/, which yields

@�ˆ.�/D ŒLCL
0
�a1

�ˆ.�/C zGa.�/.ˆ.�//� @��a.�/; (8-1)

where

L0�au.�/D

�
0

2�a.�/u1.�/

�
and

zGa.�/.ˆ.�//D ŒL
0
�a.�/
�L0�a1

�ˆ.�/CF .ˆ.�//:

In this equation, L W D.L/�H!H denotes, as usual, the operator describing the free wave evolution.
This is fully characterized for both d D 7 and d D 9 in Section 3; recall that H WDHk for k D 1

2
.d C 1/.

For the perturbation theory, the spectral analysis is crucial. Once this is obtained, most results are purely
abstract and the proofs can be adapted from previous sections.

Since L0�a is compact and depends Lipschitz continuously on a, the results of Section 4 apply. In
particular, for small enough a, the spectrum of LCL0�a in the right half-plane consists of isolated
eigenvalues confined to a compact region. Furthermore, an analogous result to Proposition 4.5 holds
with V replaced by a constant. This substantially simplifies the spectral analysis and with the above
prerequisites it is easy to derive the following statement. For all of the ensuing statements, d 2 f7; 9g.

Proposition 8.1. There are constants ı� > 0 and ! > 0 such that the following holds: For any a 2 Bd
ı�

,
the operator L C L0�a W D.L/ � H ! H generates a strongly continuous semigroup .S�a.�//��0
on H. Furthermore, there exist projections zPa; zQ

.k/
a 2 B.H/, k D 1; : : : ; d , of rank 1 that are mutually

transversal and depend Lipschitz continuously on a. Furthermore, they commute with S�a.�/ and, for all
u 2H and � � 0,

S�a.�/
zPauD e

�u and S�a.�/
zQ.k/a uD u;

as well as
kS�a.�/Œ1�

zPa � zQa�uk. e�!�kŒ1� zPa � zQa�uk

with zQa D
Pd
kD1
zQ
.k/
a . Moreover,

kS�a.�/Œ1�
zPa � zQa��S�b .�/Œ1�

zPb � zQb�k. e�!� ja� bj (8-2)
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for all a; b 2 B9
ı�

and � � 0. Also,

ran zPa D span. Qga/ and ran zQ.k/a D span. Qq.k/a /; (8-3)

where

Qga.�/D

 
A0.a/ŒA0.a/�Aj �

j ��3

3A0.a/
2ŒA0.a/�Aj �

j ��4

!
and Qq.k/a D @ak�a (8-4)

for k D 1; : : : ; d .

Proof. We only sketch the main steps of the proof, since many parts are abstract operator theory and can
be copied verbatim from previous sections.

The results of Section 3 together with the bounded perturbation theorem immediately imply that
LCL0�a generates a strongly continuous semigroup, which we denote by .S�a.�//��0. Furthermore,
the results of Propositions 4.3 and 4.5 hold in particular for our case at hand, and we infer that, for
Re� > �1

2
, the spectrum of LCL0�a consists of isolated eigenvalues confined to a compact region.

For aD 0, Proposition 4.5 holds mutatis mutandis with V replaced by the constant potential 2�0 D 12.
In this case, in the spectral ODE the number of regular singular points can be reduced to three, and we
can therefore resolve the connection problem by using the standard theory of hypergeometric equations.
This is outlined in the following, where we show that there exists 0 < �0 � 1

2
such that

�.LCL0�0/� f� 2 C W Re�� ��0g[ f0; 1g:

In fact, we convince ourselves that

f� 2 C W Re�� 0g n f0; 1g � �.LCL0�0/: (8-5)

We argue by contradiction. Let us assume that � 2 �.LCL0�0/ n f0; 1g and Re� � 0. Then, for
some ` 2 N0, (4-7) with potential 2�0 must have an analytic solution on Œ0; 1�. We show that this cannot
be the case. By changing variables and setting f .�/ D �`v.�2/, (4-7) transforms into the standard
hypergeometric form

z.1� z/v00.z/C .c � .aC bC 1/z/v0.z/C abv.z/D 0;

with
aD 1

2
.�C `� 1/; b D 1

2
.�C `C 6/; and c D 1

2
d C `:

Fundamental systems around the regular singular points � D 0 and � D 1 are given by fv0; Qv0g and
fv1; Qv1g, respectively, where

v0.z/D 2F1.a; bI cI z/;

Qv0.z/D z
1�c

2F1.aC 1� c; bC 1� cI 2� cI z/;

v1.z/D 2F1.a; bI aC bC 1� cI 1� z/;

Qv1.z/D .1� z/
c�a�b

2F1.c � a; c � bI 1C c � a� bI 1� z/:

In fact, this holds if aC b � c ¤ 0, and, for aC b � c D 0, the function Qv1 behaves logarithmically.
In either case, the solutions Qv1 and Qv0 are not admissible since they are not analytic for Re� � 0. We
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therefore look for � which connect v0 and v1, i.e., for which v0 and v1 are constant multiples of each
other. For the hypergeometric equation, the connection coefficients are known explicitly and we have

v0.z/D
�.c/�.c � a� b/

�.c � a/�.c � b/
v1.z/C

�.c/�.aC b� c/

�.a/�.b/
Qv1.z/I

see [DLMF 2010]. So the condition that quantifies our eigenvalues is

�.c/�.aC b� c/

�.a/�.b/
D 0:

This can only be the case if a or b is a pole of the gamma function, i.e., �a 2N0 or �b 2N0. In particular,
this implies that � 2R. Since Re�� 0, we can exclude �b 2N0. On the other hand, �a 2N0 is possible
only if �2 f0; 1g, which contradicts our assumption and proves (8-5). For �D 1 and �D 0, one can easily
check that explicit solutions to the eigenvalue equation are given by Qg0 and Qq.k/0 , respectively, where

Qg0 D

�
1

3

�
and Qq

.k/
0 D @ak�ajaD0 D 6

�
�k
3�k

�
for k D 1; : : : ; d . Similar to the above reasoning one shows that these functions indeed span the
eigenspaces for the corresponding eigenvalues, i.e., the geometric multiplicities of �D 1 and �D 0 are 1
and d , respectively. The algebraic multiplicities are determined by the dimension of the ranges of the
corresponding Riesz projections

zP0 D
1

2�i

Z

1

RLCL0�0
.�/ d� and zQ0 D

1

2�i

Z

0

RLCL0�0
.�/ d�;

where, for j 2 f0; 1g, we have 
j .s/D �j C 1
4
!0e

2�is for s 2 Œ0; 1�. An ODE argument analogous to the
proof of Lemma 5.7 yields

ran zP0 D span. Qg0/ and ran zQ0 D span. Qq.1/0 ; : : : ; Qq
.d/
0 /:

The perturbative characterization of the spectrum of LCL0�a for a 2 Bd
ı�

is purely abstract. Along the
lines of the proof of Lemma 5.8, one shows that

�.LCL0�a/�
˚
� 2 C W Re� < �1

2
!0
	
[f0; 1g;

where for �D 0 and �D 1, the eigenfunctions are Lorentz boosted versions of Qg0 and Qq.k/0 . In fact, one
can check by direct calculations that the functions Qga and Qq.k/a stated in (8-4) solve the corresponding
eigenvalue equations. Equation (8-3) for the spectral projections

zPa D
1

2�i

Z

1

RLCL0�a
.�/ d� and zQa D

1

2�i

Z

0

RLCL0�a
.�/ d�

follows from the abstract arguments provided in the proof of Lemma 6.1. The same holds for the Lipschitz
dependence of the projections on the parameter a. The growth bounds for the semigroup follow from the
structure of the spectrum, resolvent bounds and the Gearhart–Prüss theorem analogous to the proof of
Proposition 6.2. Finally, the proof for the Lipschitz continuity (8-2) can be copied verbatim. �
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The analysis of the integral equation

ˆ.�/D S�a1 .�/uC

Z �

0

S�a1 .� � �/.
zGa.�/.ˆ.�//� @��a.�// d�

is completely analogous to Section 7. In particular, to derive the modulation equation for a, one uses the
fact that @��a.�/ D Pak.�/ Qq

.k/
0 . By introducing the correction

zC .ˆ; a;u/D zPa1uC
zPa1

Z 1
0

e�� . zGa.�/.ˆ.�//� @��a.�// d�;

it is straightforward to prove the following result.

Proposition 8.2. There exists ! > 0 such that, for all sufficiently large C > 0 and all sufficiently small
ı > 0, the following holds: For every kvkY � ı=C , every T 2 Œ1� ı=C; 1C ı=C �, and every x0 2 Bd

ı=C
,

there exist functions ˆ 2 Xı and a 2Xı such that the integral equation

ˆ.�/DS�a1 .�/.‡.v; T; x0/�
zC .ˆ; a;‡.v; T; x0///C

Z �

0

S�a1 .���/.
zGa.�/.ˆ.�//�@�ˇ�a.�// d�

holds for � � 0, and also kˆ.�/k . ıe�!� for all � � 0. Moreover, the solution map is Lipschitz
continuous, i.e.,

kˆ.v; T1; x0/�ˆ.w; T2; y0/kX Cka.v; T1; x0/� a.w; T2; y0/kX . kv�wkY CjT1�T2jC jx0�y0j

for all v;w2Y satisfying the smallness assumption, all T1; T2 2 Œ1�ı=C; 1Cı=C �, and all x0; y0 2Bd
ı=C

.

We note that similarly to the manifold M one can construct a manifold N � ker zP0 ˚ ran zP0 of
codimension .1C d/ characterized by the vanishing of the correction term zC . However, in the context
of stable blowup this is not of much interest, since the existence of this manifold is solely caused by
the translation instability. In particular, no correction of the physical initial data is necessary, if blow-up
time and point are chosen appropriately, i.e., for suitably small .f; g/, there are T and x0 such that
‡.v; T; x0/ 2N . This is contained in the following result, where Y DH .dC3/=2.Bd /�H .dC1/=2.Bd /.

Lemma 8.3. There exists C > 0 such that, for all sufficiently small ı > 0, the following holds: For every
v 2 Y satisfying kvkY � ı=C 2, there is a choice of parameters T 2 Œ1� ı=C; 1C ı=C � and x0 2 Bd

ı=C
in

Proposition 8.2 such that
zC .ˆ; a;‡.v; T; x0//D 0:

Moreover, the parameters depend Lipschitz continuously on the data, i.e.,

jT .v/�T .w/jC jx0.v/� x0.w/j. kv�wkY

for all v;w 2 Y satisfying the above smallness assumption.

The proof is along the lines of the proof of Lemma 7.7 on page 668 with obvious simplifications. With
these results, in combination with persistence of regularity that is completely analogous to Proposition 2.2,
Theorem 1.6 is obtained by the same arguments as in Section 7F.
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Appendix: Proof of Lemma 3.4

We will frequently use the identities

2ReŒ�j @jf .�/ Nf .�/�D @j Œ�j jf .�/j2�� d jf .�/j2 (A-1)

and
@i1@i2 � � � @ik Œ�

j @jf �D k@i1@i2 � � � @ikf .�/C �
j @j @i1@i2 � � � @ikf .�/; (A-2)

which hold for all k 2 N and f 2 C1.Bd /. Furthermore, by the divergence theorem, we haveZ
Bd
@i�u.�/@iv.�/ d� D�

Z
Bd
�u.�/�v.�/ d�C

Z
Sd�1

�u.!/!i@iv.!/ d�.!/ (A-3)

for smooth u and v, and similarlyZ
Bd
@i�u.�/@iv.�/ d� D�

Z
Bd
@i@ju.�/@j @iv.�/ d�C

Z
Sd�1

!j @
j @iu.!/@iv.!/ d�.!/: (A-4)

We first prove the result for d D 9, starting with those parts of . � j � /Hk that correspond to the standard
PHk � PHk�1 inner product.

For the sake of concreteness, we consider the case k D 5, which corresponds to the space we are going
to use later on. Using the above identities, we infer
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Similarly,
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Hence
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where we used Re.a Nb/� 1
2
.jaj2Cjbj2/ as well as the boundˇ̌̌̌X

k

!k@ku.!/

ˇ̌̌̌2
�

X
k

.!k/
2
X
k

j@ku.!/j
2
D

X
k

j@ku.!/j
2:

A similar calculation yields
Re. zLju/4 � �32kuk

2
4:

In view of the logic of these estimates, it is clear that we cannot use the standard homogeneous inner
products for integer regularities lower than j D 3, since the bound shifts to the right and will be positive
eventually. For this reason, we use tailor-made expressions for the remaining H 3.B9/�H 2.B9/ part. In
the following, we prove that

3X
jD1

Re. zLuju/j � �12

3X
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kuk2j ; (A-7)

which in combination with the above bounds implies the first claim in Lemma 3.4 for d D 9 and kD 5 (and
in fact for any 3� k � 5.) For higher regularities, we add again the corresponding standard homogeneous
parts. Analogous to the above calculations, one shows that
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As in (A-6), we thus obtain for j � 6 the bound
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�
5
2
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�
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It is left to prove (A-7). We first consider Re. zLuju/3. Using (A-2), (A-1), and the divergence theorem,
we calculate
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An application of (A-4) shows
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and finallyZ
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In summary, we infer that
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we get A.!/� 0. Analogously, to estimate Re. zLuju/2, we get

Re
Z

B9
@i@

j @j Œ zLu�1.�/@i@l@
lu1.�/ d�

D�
1
2

Re
Z

B9
@i@

j @ju1.�/@i@l@
lu1.�/ d� �

1
2

Z
S8
@i@

j @ju1.!/@i@l@
lu1.!/ d�.!/

CRe
Z

B9
@i@

j @ju1.�/@i@l@
lu2.�/ d�

and

Re
Z

S8
@i Œ zLu�2.!/@iu2.!/ d�.!/

D Re
Z

S8
@i@

j @ju1.!/@iu2.!/ d�.!/

�Re
Z

S8
!j @i@ju2.!/@iu2.!/ d�.!/� 4Re

Z
S8
@iu2.!/@iu2.!/ d�.!/:



ON BLOWUP FOR THE SUPERCRITICAL QUADRATIC WAVE EQUATION 677

For the remaining term, we do a similar calculation as in (A-5), but we use instead (A-3) in order to
cancel the mixed term. In summary, we obtain
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and we observe that B.!/� 0. Now, we consider Re. zLuju/1, which consists only of boundary integrals.
For the first term, we get
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By the Cauchy–Schwarz inequality,
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Analogously,
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and hence
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In conclusion,
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By the Cauchy–Schwarz inequality,
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which proves (A-7).
Analogous calculations for d D 7 and k � 3 yield an even better bound, namely,

Re. zLuju/Hk � �
3
2
kuk2Hk (A-8)

for all u 2D. zL/, from which we obtain in particular the claimed estimate. Another way to see that (A-8)
holds is by Lemma 3:2 of [Glogić and Schörkhuber 2021], which is formulated in terms of the above
inner product for the specific case d D 7 and k D 3. The operator considered there corresponds to zL
shifted by a constant, which immediately gives the inequality (A-8). �

References

[Atkinson and Han 2012] K. Atkinson and W. Han, Spherical harmonics and approximations on the unit sphereW an introduction,
Lecture Notes in Math. 2044, Springer, 2012. MR Zbl
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[Simon 2015] B. Simon, Operator theory, Comprehensive Course in Anal. 4, Amer. Math. Soc., Providence, RI, 2015. MR Zbl

[Titchmarsh 1939] E. C. Titchmarsh, The theory of functions, 2nd ed., Oxford Univ. Press, 1939. MR Zbl

Received 8 Oct 2021. Accepted 11 Jul 2022.

ELEK CSOBO: csoboelek@gmail.com
Universität Innsbruck, Institut für Mathematik, Technikerstraße 13, 6020 Innsbruck, Austria
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