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Given a two times differentiable curve in the plane, I prove that — using only
the volume fractions associated with the curve — one can construct a piecewise
linear approximation that is second-order in the max norm. I derive two parame-
ters that depend only on the grid size and the curvature of the curve, respectively.
When the maximum curvature in the 3 by 3 block of cells centered on a cell
through which the curve passes is less than the first parameter, the approxima-
tion in that cell will be second-order. Conversely, if the grid size in this block
is greater than the second parameter, the approximation in the center cell can be
less than second-order. Thus, this parameter provides an a priori test for when
the interface is under-resolved, so that when the interface reconstruction method
is coupled to an adaptive mesh refinement algorithm, this parameter may be used
to determine when to locally increase the resolution of the grid.

1. Introduction

In this article I study the interface reconstruction problem for a volume-of-fluid
method in two space dimensions. Let � ∈ R2 denote a simply connected domain
and let z(s)= (x(s), y(s)), where s is arc length, denote a curve in�. The interface
reconstruction problem is to compute an approximation z̃(s) to z(s) in � using only
the volume fractions due to z on the grid. I define volume fractions and discuss
this problem in more detail in Section 1.1 below.

Let L be a characteristic length of the problem. Cover � with a grid consisting
of square cells each of side 1x ≤ L and let

h =
1x
L

(1)
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be a dimensionless parameter that represents the size of a grid cell as a nondimen-
sional quantity. Note that h is bounded above by 1. This ensures that second-order
accurate methods, which have O(h2) error, will be more accurate than first-order
accurate methods, which have O(h) error. For the remainder of this article it will
be understood that quantities such as the arc length s and the radius of curvature
R are also nondimensional quantities obtained by division by L as in (1) and that
the curvature κ has been nondimensionalized by dividing by 1/L .

In this article I prove that a piecewise linear volume-of-fluid interface reconstruc-
tion method will be a second-order accurate approximation to the exact interface
z(s)= (x(s), y(s)) in the max norm provided the following four conditions hold:

I. The interface z is two times continuously differentiable: z(s) ∈ C2 (�).

II. The maximum value
κmax =max

s
|κ(s)| (2)

of the curvature κ(s) of z(s) satisfies1

κmax ≤ Cκ ≡min
{
Ch h−1,

(√
h
)−1}

, (3)

where Ch is a constant that is independent of h and is defined by

Ch ≡

√
2− 1

4
√

3
. (4)

III. In each cell Ci j that contains a portion of the interface, the slope mi j of the
piecewise linear approximation

g̃i j (x)= mi j x + bi j (5)

to the interface in that cell is given by

mi j =
Si+α − Si+β

α−β
for α, β = 1, 0,−1 with α 6= β, (6)

where Si+α and Si+β denote two distinct column sums of volume fractions
from the 3× 3 block of cells Bi j surrounding the cell Ci j .2 The column sums
Si−1, Si , and Si+1 are defined and described in more detail in Section 1.3.

IV. The column sums Si+α and Si+β in (6) are sufficiently accurate that the slope
mi j defined in (6) is a first-order accurate approximation to g′(xc), where xc

is the center of the bottom edge of the cell Ci j .

1It is only necessary that the maximum curvature of the interface satisfy this condition in a neigh-
borhood of the cell Ci j in which one wishes to reconstruct the interface. For example, in the 3× 3
block of cells Bi j centered on Ci j .

2I will usually omit the subscript i, j when writing the piecewise linear approximation g̃ defined
in (5) and simply write g̃(x) instead of g̃i j (x). Similarly, when no confusion is likely to arise, I will
drop the subscript i, j from the slope m and the y-intercept b and simply write g̃(x)= m x + b.
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Section 3 is devoted to proving that if condition (3) above is satisfied, one can
always find an orientation of the 3×3 block of cells (say, after rotating by a multiple
of 90 degrees) so that there are two column sums Si+α and Si+β , both in the same
orientation of the 3× 3 block, satisfying the condition in item IV above. Note that
here I do not provide an algorithm for determining which orientation of the 3× 3
block of cells is the correct one to use or, given a correct orientation, how to find
the two column sums to use in (6). What I do prove is that if the interface satisfies
Equation (3), then one can find an orientation of the 3× 3 block of cells that has
two distinct column sums Si+α and Si+β such that the slope mi j obtained in (6)
is a first-order accurate approximation to g′(xc) and hence, g̃ is a second-order
accurate approximation to g in the max norm as illustrated in Figure 1.3

xi−2 xi−1 xi xi+1xc = 0
|yj−2

yj−1

yj

yj+1

yc = 0 −
g(x) = tanh(x)

(xl, yl)

(xr, yr)

g̃(x) = m x + b

Figure 1. In this example the interface is g(x)= tanh x . All three
column sums are exact (in the sense of Section 1.3), but for the
inverse function x = g−1(y) only the center column sum is exact.
Also plotted is the linear approximation g̃(x) = m x + b in the
center cell produced by the volume-of-fluid interface reconstruc-
tion algorithm when the slope m is chosen as half the difference
between the first and third column sums. The main result of this
paper is that |g(x)− g̃(x)| ≤ Ch2 for all x ∈ [xi−1, xi ] provided
that the slope m is defined in the manner described in Section 1.3.

3In this particular example all three of the column sums Si−1, Si and Si+1 are exact. Conse-
quently, Theorem 23 in Section 4 implies any two of them can be used in (6) and that the resulting
slope m = g̃′(xc) is a first-order accurate approximation to g′(xc), regardless of whether one chooses
the slope to be m = (Si − Si−1), m = (Si+1− Si−1)/2, or m = (Si+1− Si ).
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A variety of algorithms have been proposed for determining the correct column
sums to use to determine the approximate slope via Equation (6). I refer the inter-
ested reader to [6; 7; 11; 14; 22; 23; 25; 37] for further information.

Finally, I would like to emphasize that the criteria in (3) provides an a priori test
to determine when a given computation of the interface is well-resolved; namely,
the computation is well-resolved whenever

h ≤ Hmax =min{Ch (κmax)
−1 , (κmax)

−2
}. (7)

This will enable researchers who employ block structured adaptive mesh refine-
ment to model the motion of an interface [30; 31; 33; 34] to compute an approx-
imation to the curvature of the interface in each cell and then check to see if the
conditions in (7) are satisfied in order to determine if the computation is under-
resolved in that cell. Cells in which h > Hmax are then tagged for refinement. In
this regard I note that Sussman and Ohta [32] have developed second- and fourth-
order accurate volume-of-fluid algorithms for computing the curvature from the
volume fraction information.

1.1. A detailed statement of the problem. Suppose that I am given a simply con-
nected computational domain � ∈ R2 that is divided into two distinct regions �d

and �l so that �=�d ∪�l . I will refer to �d as the “dark” fluid4 and to �l as the
“light” fluid. Let z(s) = (x(s), y(s)), where s is arc length, denote the interface
between these two fluids. Cover � with a uniform square grid of cells, each with
side h, and let 3i j denote the fraction of dark fluid in the (i, j)-th cell. Each
number 3i j satisfies 0≤3i j ≤ 1 and is called the volume fraction (of dark fluid)
in the (i, j)-th cell.5 Note that

0<3i j < 1 (8)

if and only if a portion of the interface z(s) lies in the (i, j)-th cell and that 3i j = 1
(resp. 3i j = 0) if the i, j cell only contains dark (resp. light) fluid.

In this paper I consider the following problem. Given only the collection of vol-
ume fractions 3i j in the grid covering � I wish to reconstruct z(s); that is, to find
a piecewise linear approximation z̃ to z. Furthermore, the approximate interface z̃
must have the property that the volume fractions 3̃i j due to z̃ are identical to the

4Although these algorithms have historically been known as “volume-of-fluid” methods, they are
frequently used to model the interface between any two materials, including gases, liquids, solids
and any combination thereof [8; 16; 17; 18]. However, when analyzing the method, the convention
is to refer to the two materials as fluids.

5Even though in two dimensions 3i j is technically an area fraction, the convention is to refer to
it as a volume fraction.
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original volume fractions 3i j ; that is,

3̃i j =3i j for all cells Ci j . (9)

An algorithm for finding such an approximation is known as a volume-of-fluid
interface reconstruction method. The property that 3̃i j = 3i j is the principal
feature that distinguishes volume-of-fluid interface reconstruction methods from
other interface reconstruction methods. It ensures that the computational value of
the total volume of each fluid is exact. In other words, all volume-of-fluid interface
reconstruction methods are conservative in that they conserve the volume of each
material in the computation. When the underlying numerical method is a conser-
vative finite difference method this can be essential since, for example, in order to
obtain the correct shock speed it is necessary for all of the conserved quantities
to be conserved by the underlying numerical method; for example, see [5; 17; 18;
26]. More generally, a necessary condition for the numerical method to converge
to the correct weak solution of the underlying partial differential equation (PDE)
is that all of the quantities that are conserved in the PDE must be conserved by the
numerical method [15].

Volume-of-fluid methods have been used by researchers to track material inter-
faces since at least the early 1970s (see [20; 21], for example), and a variety of such
algorithms have been developed for modeling everything from flame propagation
[3] to curvature and solidification [4]. In particular, the problem of developing
high-order accurate volume-of-fluid methods for modeling the curvature and sur-
face tension of an interface has received much attention [1; 2; 4; 10; 13; 24].
Volume-of-fluid methods were among the first interface tracking algorithms to be
implemented in codes originally developed at the U.S. National Laboratories and
subsequently released to the general public which are capable of tracking fluid
interfaces in a variety of complex fluid flow problems [9; 12; 19; 35; 36]).

In this paper I do not consider the related problem of approximating the move-
ment of the interface in time, for which one would use a volume-of-fluid advection
algorithm. See [23; 27; 28] for a detailed description and analysis of several such
algorithms. In the present paper I only consider the accuracy that one can obtain
when using a volume-of-fluid interface reconstruction algorithm to approximate a
given stationary interface z(s).

1.2. Basic assumptions and definitions. Unless explicitly stated otherwise, I will
always assume that the exact interface z(s) = (x(s), y(s)) is twice continuously
differentiable: z ∈ C2(�). In particular, the derivatives ẋ(s), ẏ(s), ẍ(s) and ÿ(s)
exist and are continuous. I also assume that the curvature κ(s) of the interface z(s)
is bounded in �, so that there always exists a constant κmax independent of s such
that (2) holds.
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By the center cell Ci j I mean the square with side h that contains a portion of the
interface z(s)= (x(s), y(s)) for s in some interval, say s ∈ (sl, sr ). In what follows
I will consider the 3× 3 block of square cells Bi j — each with side h, surrounding
the center cell as shown, for example, in Figure 1. Unless I note otherwise, I will
denote the coordinates of the vertical edges of the cells in the 3× 3 block Bi j

centered on the cell Ci j by xi−2, xi−1, xi and xi+1 and the horizontal edges of the
cells in Bi j by y j−2, y j−1, y j , y j+1 as shown, for example, in Figure 1. It will
always be the case that

xi+1− xi = h, xi − xi−1 = h,

y j+1− y j = h, y j − y j−1 = h,

and so on, where h is the (nondimensional) grid size.

1.3. The column sums. The volume fraction3i j in the (i, j)-th cell Ci j is a nondi-
mensional way of storing the volume of dark fluid in that cell. Consider the column
consisting of Ci j and the cells immediately above and below Ci j . The column sum

Si ≡

j+1∑
j ′= j−1

3i j ′

is a nondimensional way of storing the total volume of dark fluid in those three
cells. In order to approximate the portion of the interface g(x) lying in the (i, j)-th
cell Ci j , I will use the three column sums in the 3× 3 block of cells Bi j that have
Ci j in its center to compute the slope m of the piecewise linear approximation g̃(x)
to g(x) (for example, see Figure 1). I use Si−1 to denote the column sum to the
left of Si and Si+1 to denote the column sum to the right of Si , so that

Si−1 ≡

j+1∑
j ′= j−1

3i−1, j ′, Si+1 ≡

j+1∑
j ′= j−1

3i+1, j ′ . (10)

Now consider an arbitrary column consisting of three cells with left edge x = xi

and right edge x = xi+1. Furthermore, assume that the interface can be written as a
function y = g(x) on the interval [xi , xi+1]. Assume also that the interface enters
the column through its left edge and exits the column through its right edge and
does not cross the top or bottom edges of the column, as is the case with all three
columns in the example shown in Figure 1. Then the total volume of dark fluid that
occupies the three cells in this particular column and lies below the interface g(x)
is equal to the integral of g over the interval [xi , xi+1]. This leads to the following
relationship between the column sum and the normalized 6 volume of dark fluid in

6The normalized volume is the nondimensional quantity obtained by dividing the integral of g(x)
over the interval [xi , xi+1] by h2.
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the column:

Si ≡

j+1∑
j ′= j−1

3i j ′ =
1
h2

∫ xi+1

xi

(
g(x)− y j−2 h

)
dx . (11)

I will use the phrase the i-th column sum Si is exact whenever (11) holds, and I
will refer to integrals such as the one on the right in (11) as the normalized integral
of g in that column.

Given the 3× 3 block of cells surrounding a cell Ci j that contains a portion
y = g(x) of the interface, most of the important results in this paper are based on
how well the column sums Si−1, Si and Si+1 approximate the normalized integral
of g in that particular column. This is because the slope mi j of the piecewise linear
approximation to g in Ci j will be the divided difference of two of these column
sums; that is, mi j is chosen to be one of the three quantities

ml
i j = Si − Si−1, mc

i j =
1
2(Si+1− Si−1), mr

i j = Si+1− Si . (12)

In particular, if two of the column sums Si+α and Si+β where α, β = 1, 0,−1 and
α 6= β are exact, then the slope

mi j =

(
Si+α − Si+β

)
(α−β)

(13)

will produce a piecewise linear approximation g̃(x) to the portion of the interface
g(x) in Ci j that is second-order accurate in the max norm as shown, for example,
in Figure 1.

In order to see why this will be the most accurate choice for the approximate
slope mi j , consider the case when the block Bi j has two exact column sums as
shown in Figure 2. In this example the interface is a line g(x)= m x + b. In this
particular orientation of the 3× 3 block of cells g has two exact column sums;
namely, the sums in the first and second columns. It is easy to check that

m =
1
h2

∫ xi

xi−1

( g(x)− y j−2h)dx

−
1
h2

∫ xi−1

xi−2

( g(x)− y j−2h)dx = (Si − Si−1)= ml
i j ,

where Si denotes the column sum associated with the interval [xi−1, xi ] and Si−1

denotes the column sum associated with the interval [xi−2, xi−1].
In this example, the divided difference ml

i j of the column sums Si−1 and Si is
exactly equal to the slope m of the exact interface. It is always the case that when
the exact interface is a line one can find an orientation of the 3× 3 block of cells
such that at least one of the divided differences of the column sums in (12) is exact.
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xi−2 xi−1 xi xi+1

yj−2

yj−1

yj

yj+1

g(x)

(xl, yl)

(xr, yr)

Figure 2. Here the interface is a line, g(x) = m x + b, having
two exact column sums (those in the first and second columns).
The slope ml

i j from (12) is then exactly equal to the slope m of the
interface: ml

i j = m. Whenever the exact interface is a line, one can
find an orientation of the 3× 3 block of cells such that at least one
of the divided differences of the column sums in (12) is exact.

For example, in the case shown in Figure 2 one could rotate the 3×3 block of cells
90 degrees clockwise and in this orientation the correct slope to use when forming
the piecewise linear approximation g̃(x)= mi j + bi j would be mi j = mr

i j , which
again would be exactly equal to the slope m of the exact interface.

However, as I will show in Section 3, there are some instances in which the
interface satisfies (3) but the center column sum Si is not exact. Much of the work
in Section 3 is devoted to showing that when the interface satisfies (3), the center
column sum Si are exact to O(h):

1
h2

∫ xi+1

xi

(g(x)− y j−2h)dx − Si = Ch,

where C > 0 is a constant that is independent of h. Then, in Section 4, I prove that
this is sufficient to still obtain second-order accuracy in the max norm.

I am now ready to finish the description of the volume-of-fluid interface recon-
struction algorithms that I study in this article. Given an arbitrary interface z in the
domain �, I choose an orientation of the 3× 3 block of cells such that at least two
of the column sums are sufficiently accurate that one of the divided differences in
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(12) satisfies
|mi j − g′(xc)| ≤ Ch, (14)

where C is a constant that is independent of h. In this article I prove that, provided
the condition in (3) is satisfied, it is possible to find such an orientation.

1.4. A brief overview of the structure of this article. In the next section I begin
by proving several lemmas that lead to Theorem 6, which states that if

h ≤ Ch (κmax)
−1 (15)

where Ch is defined in (4), then the interface can be written as a function of one of
the coordinate variables in terms of the other on an interval [a, b] with |b−a | ≥ 4 h.
This ensures that, given a cell Ci j that contains a portion of the interface, I can
always find a 3× 3 block of cells centered on the cell Ci j in which I can write the
interface as a function of one of the variables in terms of the other; for example,
y = g(x). To achieve this, it may be necessary to rotate the 3× 3 block of cells
centered on Ci j by 90, 180, or 270 degrees and/or reflect the coordinates about
one of the coordinate axes: x →−x or y→−y. No other coordinate transfor-
mations besides one of these three rotations and a possible reversal of one or both
of the variables x→−x and/or y→−y are required in order for the algorithms
studied in this article to converge to the exact interface as h→ 0. Furthermore,
these coordinate transformations are only used to determine a first-order accurate
approximation to the slope of the tangent to the interface z in the current cell of
interest, or equivalently, a first-order accurate approximation m to g′(xc) in the
center cell, as shown, for example, in Figure 1. The grid covering the domain �
always remains the same.

In particular, if one is using the interface reconstruction algorithm as part of a
numerical method to solve a more complex problem than the one posed here (for
example, the movement of a fluid interface where the fluid flow is a solution of the
Euler or Navier–Stokes equations), it is not necessary to perform these coordinate
transformations on the underlying numerical fluid flow solver. Therefore, unless
noted otherwise, in what follows I will always write y = g(x) and denote the
coordinates of the edges of the cells in the 3× 3 block by x = xi−2, xi−1, xi , xi+1

and y = y j−2, y j−1, y j , y j+1, it being implicitly understood that a transformation
of the coordinate system as described above may have been performed in order for
this representation of the interface to be valid, and that I may have interchanged
the names of the variables x and y in order to write the interface as y = g(x).

In Section 2 I will also prove that in the (possibly transformed) coordinates the
function y = g(x) that represents the interface satisfies

|g′(x)| ≤
√

3, max
x
|g′′(x)| ≤ 8κmax. (16)
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These inequalities are a part of Theorem 6. I use these bounds to prove several of
the results in Sections 3 and 4.

In Section 3 I prove that if h satisfies

h ≤max{Ch(κmax)
−1, (κmax)

−2
},

then, using one of the transformations described above, I can find a coordinate
frame in which there are at least two columns with column sums Si+α and Si+β in
the 3× 3 block of cells Bi j centered on the cell Ci j which contains the portion of
the interface of interest, such that their divided difference,

mi j =
(Si+α − Si+β)

(α−β)
for α, β =−1, 0, 1 and α 6= β,

satisfies (14).
In Section 4 I use this result to prove Theorem 24, which is the main result of

this paper. Namely that g̃(x) is a second-order accurate approximation to g(x) in
Ii in the max norm:

| g(x)− g̃i j (x) | ≤
( 50

3 κmax+CS
)
h2 for all x ∈ Ii = [xi−1, xi ].

Here CS is a constant that is independent of h and the approximate interface g̃i j (x)
is being constructed in the center cell Ci j = [xi−1, xi ] × [y j−1, y j ] of the 3× 3
block of cells Bi j that contains the portion of the interface that is of interest, as
shown, for example, in Figure 1. A corollary of this result is that when the size of
the computational grid h is too large

h ≥ Hmax, (17)

where Hmax is defined in (7), then the convergence rate may be less than second-
order. Thus, (17) may be used as a criterion for predicting when the computation
of the interface may be under-resolved.

2. The first constraint on the grid size h

The principle purpose of this section is to show that for a given interface z(s) with
a maximum curvature κmax there exists a value of the grid size h = hmax such that
the interface can be written as a function of one of the coordinate variables in terms
of the other in any given 3× 3 block of cells Bi j of side h ≤ hmax centered on a
cell Ci j that contains a portion of the interface. The main result in this section is
Theorem 6, in which I derive the constraint

h ≤ hmax ≡ Ch(κmax)
−1, (18)

where Ch is the constant defined in (4). I also prove that in the same 3× 3 block
of cells Bi j centered on the cell Ci j the bounds in (16) hold.
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The constraint in (18) is not sufficient to guarantee that the volume-of-fluid
interface reconstruction algorithm will be second-order accurate in the limit as
h→ 0. In Section 3 below, I will show that this requires a more stringent constraint
on h, namely

h ≤ (κmax)
−2.

Suppose that I am interested in a neighborhood of the point z(s0) = (x(s0),
y(s0))≡ (x0, y0) on the interface7 and at this point I have

ẋ2(s0)≥
1
2 . (19)

I will now show that in some neighborhood of the point (x0, y0) I can represent
the interface (x(s), y(s)) as the single valued function y(s) = g(x(s)). Then, in
Lemma 4 I will answer the question: Over how large an interval [xl, xr ] where
xl < x0 = x(s0) < xr is this representation of the interface valid? I will now
proceed to address this question.

Let sl < sr
8 chosen such that sl is the largest number less than s0 and sr is the

smallest number greater than s0 such that

ẋ2(s)≥ 1
4 for all s ∈ [sl, sr ]. (20)

Given that at the point z(s0) the inequality in (19) holds there are two possibilities
for the point z(sl) (resp. z(sr )).

(1) At the point z(sl) (resp. z(sr )) I have

ẋ2(sl)=
1
4

(
resp. ẋ2(sr )=

1
4

)
. (21)

In this case I can estimate the size of the interval [xl, x0] (resp. [x0, xr ]) over
which I can represent the interface as a function of one of the coordinate
variables in terms of the other, say y = g(x), and bound the first and second
derivatives of this function. All of these estimates will be in terms of one
quantity; namely, κmax, the maximum curvature of the interface.

(2) For all s < s0 (resp. s > s0) I have

ẋ2(s) > 1
4 ,

and at some point z(sl) (resp. z(sr )) the interface z(s) intersects the boundary
of the computational domain �. In this case the bound in (2) holds from the
point x0 up to the point xl (resp. xr ) on the boundary. In this case, I can

7In this section, and this section only, x0 and y0 denote a point on the interface z(s0) =
(x(s0), y(s0))≡ (x0, y0) rather than the location of one of the grid lines in the 3× 3 block of cells.

8Without loss of generality I can assume that x(s) increases with increasing s, since otherwise
the change of variables s→−s is also a parametrization of the interface by arc length for which x(s)
increases with increasing s.
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express the interface as a function such as y = g(x) from x0 ∈ [−h/2, h/2] all
the way to the boundary on the left (resp. right); that is, in the interval [xl, x0]

(resp. in the interval [x0, xr ]).

Note that since I have assumed that the domain � is bounded and that either the
interface enters and exits the domain across the boundary or it is a closed curve in
�, these are the only two possibilities. For if the interface is a closed curve, such
as a circle, it must be the case that eventually ẋ(s)→ 0.

In either case, there is an interval [xl, xr ] upon which I can express the interface
as a function y = g(x) and upon which all of the bounds that I prove below will
hold. The only difference between cases (1) and (2) above is that in case (2) one
or both of the points xl and xr lie on the boundary of the domain.

Since, for the purposes of the proving the lemmas and theorems below, I do
not know a priori the distance from x0 to the boundary, for the remainder of this
section I will assume that case (1) above holds and proceed to estimate the size
of the intervals [xl, x0] and [x0, xr ] in terms of the bound κmax on the curvature
of the interface. This will allow me to explicitly estimate the size of the interval
[xl, xr ] containing the point of interest (x0, y0)≡ (x(s0), y(s0)) over which I can
express the interface as a function y = g(x) and prove explicit bounds on the first
and second derivatives of g.

Remark 1. If the inequality in (19) fails to hold at the point z(s0) at which I wish
to reconstruct the interface, then ẏ2(s0)≥

1
2 instead, since s is arc length and hence

ẋ2(s)+ ẏ2(s)= 1. In this case I instead choose y to be the independent variable
and the same analysis will produce the same estimates throughout. Therefore, in
all of what follows x will denote the independent variable, it being understood that
in some cases y is the correct variable to choose.

Remark 2. The choice of the constant 1
2 in (19) and the constant 1

4 in (21) is
arbitrary. One could have chosen instead any two constants C1 and C2 that satisfy
C1 > C2 > 0 in the proof of Lemma 3. The lemma will continue to hold, but the
values of the constants Ch and hmax in Theorem 6 below will change. In other
words, all of our results will remain true, albeit with different constants.

I begin by finding a bounds on the second derivatives ẍ(s) and ÿ(s) of the
functions x(s) and y(s) in terms of the global bound κmax on the curvature of
the interface. I will use these bounds to estimate the size of the intervals [xl, x0]

and [x0, xr ] in terms of the intervals [sl, s0] and [s0, sr ], respectively, in the two
subsequent lemmas.

Lemma 3 (A bound on ẍ(s) and ÿ(s)). Suppose that I am given a point z(s0) =

(x(s0), y(s0)) on the interface at which the inequality

ẏ2(s)≤ 1
2 ≤ ẋ2(s) (22)
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holds. Let sl < s0 be the largest number less than s0 and sr > s0 be the smallest
number greater than s0 such that

1
4 ≤ ẋ2(s)

(
and hence ẏ2(s)≤ 3

4

)
for all s ∈ [sl, sr ] . (23)

Then
|ẍ(s)| ≤

√
3

2 κmax for all s ∈ [sl, sr ] . (24)

Similarly, if the roles of ẋ(s) and ẏ(s) are reversed in the inequalities in Equations
(22) and (23) above, then I have

|ÿ(s)| ≤
√

3
2 κmax for all s ∈ [sl, sr ] . (25)

Proof. To begin, recall that since the parameter s is arc length,

ẋ2(s)+ ẏ2(s)= 1 (26)

holds for all s, and hence the curvature κ(s) can be written as

κ(s)= ẋ(s)ÿ(s)− ẏ(s)ẍ(s) (27)

(see [29, page 555]). Differentiating (26) with respect to s I find that

ẋ(s)ẍ(s)=−ẏ(s)ÿ(s), (28)

or equivalently
−ẋ2(s)ẍ(s)= ẏ(s)ẋ(s)ÿ(s). (29)

Multiplying (27) by ẏ(s) I have

ẏ(s)κ(s)= ẏ(s)ẋ(s)ÿ(s)− ẏ2(s)ẍ(s), (30)

and thus, using (29) in (30), I obtain

ẏ(s)κ(s)=−ẍ(s)(ẋ2(s)+ ẏ2(s))=−ẍ(s). (31)

Combining (31) and (23) I obtain the following bound on ẍ(s) in terms of the
bound κmax on the curvature κ(s),

|ẍ(s)| = |ẏ(s)κ(s)| ≤ |ẏ(s)|κmax ≤
√

3
2 κmax.

One can use an identical argument to prove the bound on ÿ(s) in (25). �

In the next lemma I explicitly demonstrate how the size of the intervals [xl, x0] and
[x0, xr ] depend on the size of the intervals [sl, s0] and [s0, sr ] respectively. In the
lemma after that I provide an explicit relationship between the size of the intervals
[sl, s0] and [s0, sr ] the bound κmax in (2) on the curvature of the interface.
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Lemma 4. Let z(s0) = (x(s0), y(s0)) be a point on the interface at which the in-
equality

ẏ2(s0)≤
1
2 ≤ ẋ2(s0)

holds, and let sl < s0 be the greatest number less than s0 and sr > s0 the smallest
number greater than s0 such that

1
4 ≤ ẋ2(s) for all s ∈ [sl, sr ]. (32)

Then, letting xl ≡ x(sl), x0 ≡ x(s0), and xr ≡ x(sr ), the following inequalities hold:

1
2 |s0− sl | ≤ |x0− xl | ≤ |s0− sl |,

1
2 |sr − s0| ≤ |xr − x0| ≤ |sr − s0|. (33)

Proof. I prove that the inequalities involving sl are true. The proof of the other pair
of inequalities is identical. By the mean-value theorem I have

x0− xl = ẋ(s̃)(s0− sl) for some s̃ ∈ (s0, sl). (34)

Since both (26) and (32) hold I have 1
4 ≤ ẋ2(s)≤ 1 for all s ∈ [sl, sr ], and hence

1
2 ≤ |ẋ(s)| ≤ 1 for all s ∈ [sl, sr ]. (35)

Combining (34) and (35) I obtain

1
2 |s0− sl | ≤ |x0− xl | ≤ |s0− sl |,

as claimed. �

But how large are the intervals [sl, s0] and [s0, sr ] in terms of the physical coor-
dinates x and y? The following lemma addresses this question.

Lemma 5. Let z(s0) = (x(s0), y(s0)) be a point on the interface at which the in-
equality

ẏ2(s0)≤
1
2 ≤ ẋ2(s0) (36)

holds. If sl < s0 is the greatest number less than s0 and sr > s0 is the smallest
number greater than s0 such that

ẋ2(sl)=
1
4 = ẋ2(sr ), (37)

then the distances |sr − s0| and |s0− sl | satisfy

|s0− sl | ≥

√
2− 1
√

3
(κmax)

−1 , |sr − s0| ≥

√
2− 1
√

3
(κmax)

−1 . (38)

Proof. I will prove the first inequality; the proof of the second is identical. Let
ẋl = ẋ(sl) and ẋ0= ẋ(s0). By the mean-value theorem I have ẋ0− ẋl = ẍ(s̃)(s0−sl)

for some s̃ ∈ (s0, sr ), and hence

|ẋ0− ẋl | = |ẍ(s̃)||s0− sl | ≤
√

3
2 |s0− sl |κmax, (39)
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where the inequality in (39) follows from (24). Thus

|s0− sl | ≥
2
√

3
|ẋ0− ẋl |(κmax)

−1. (40)

Now from (36) and (37), I have |ẋl | =
1
2 and |ẋ0| ≥

1
√

2
, and hence

|ẋ0− ẋl | ≥

√
2− 1
2

. (41)

Combining (40) and (41) I obtain, as needed,

|s0− sl | ≥
2
√

3
|ẋ0− ẋl |(κmax)

−1
≥

√
2− 1
√

3
(κmax)

−1, �

I am now prepared to explicitly demonstrate the relationship between the max-
imum allowable cell size hmax and the bound on the curvature κmax such that for
all h ≤ hmax the inequality in (20) holds for all x in the interval [x0− 2h, x0+ 2h],
and hence the interface can be represented as a single-valued function y = g(x) in
the 3× 3 block of cells Bi j of side h surrounding the cell Ci j containing the point
(x0, y0) on the interface.

Theorem 6. Suppose that I wish to reconstruct the interface in a neighborhood of
the point z(s0)= (x(s0), y(s0)) and that at this point

ẏ2(s0)≤
1
2 ≤ ẋ2(s0). (42)

Let sl < s0 be the greatest number less than s0 and sr > s0 be the smallest number
greater than s0 such that

1
4 ≤ ẋ2(s) for all s ∈ [sl, sr ]. (43)

Let x0 = x(s0) and let
hmax = Ch(κmax)

−1, (44)

where

Ch ≡

√
2− 1

4
√

3
(45)

is the constant defined in (4). Then the interface can be represented as a single-
valued function y = g(x) on the interval [x0− 2 hmax, x0+ 2 hmax]. Furthermore,

max
x∈[a,b]

|g′(x)| ≤
√

3 (46)

and
max

x∈[a,b]
|g′′(x)| ≤ 8κmax (47)

where a = x0− 2 hmax and b = x0+ 2 hmax.
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Remark 7. As a consequence of this theorem, if the point z0 = z(s0) lies in some
cell Ci j of side h ≤ hmax, then the interface can be represented as a single-valued
function y = g(x) throughout the 3×3 block Bi j of square cells of side h surround-
ing Ci j and the bounds in (46) and (47) hold throughout Bi j .

Remark 8. It is apparent that interchanging the roles of x(s) and y(s) in Lem-
mas 3–5 and Theorem 6 above will show that the interface can be represented as
a single-valued function x = G(y) throughout the 3× 3 block Bi j of square cells
of side h surrounding Ci j and the bounds in (46) and (47) hold throughout the Bi j

with x replaced by y and g replaced by G.

Proof. Let xl = x(sl) and xr = x(sr ). Since, by the implicit function theorem, the
interface can be represented as a single-valued function y = g(x) on any interval
over which ẋ2(s)≥ 1

4 6= 0, it follows immediately from the assumption in (43) that
the interface z(s)= (x(s), y(s)) can be written as (x(s), g(x(s)) for all s ∈ [sl, sr ];
or, equivalently, as (x, g(x)) for all x ∈ [xl, xr ].

Now I need to prove that [x0 − 2hmax, x0 + 2hmax] ⊆ [xl, xr ], or equivalently,
that

xl ≤ x0− 2hmax (48)

and
xr ≥ x0+ 2hmax. (49)

To see that (48) holds note that (33) and (38) imply

|x0− xl | ≥
1
2 |s0− sl | ≥

√
2− 1
√

3
(κmax)

−1
=

√
2− 1

2
√

3
(κmax)

−1
= 2hmax.

Since x0− xl > 0, Equation (48) follows immediately. The proof of (49) is nearly
identical.

To see that (46) holds for x ∈ [xl, xr ] note that from (43) I have

1
ẋ2(s)

≤ 4 for all s ∈ [sl, sr ]. (50)

Furthermore, since s is arc length, I know that ẋ2(s)+ ẏ2(s) = 1 for all s, and
hence (43) also implies that

ẏ2(s)≤ 3
4 for all s ∈ [sl, sr ]. (51)

Combining (50) and (51) yields∣∣g′(x(s))∣∣2 = ∣∣∣∣ ẏ2(s)
ẋ2(s)

∣∣∣∣≤ 3, (52)

from which the expression in (46) follows immediately.
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To see that (47) holds on the interval [x0−2hmax, x0+2hmax], write the curvature
of the interface κ(x) in terms of the first and second derivatives of g [29, page 555]:

κ(x)=
g′′(x)(

1+ g′(x)2
)3/2 . (53)

The inequality in (47) follows immediately from the fact that (52) holds on x ∈
[x0− 2 hmax, x0+ 2 hmax]. �

3. The accuracy of the column sums in a 3× 3 block of cells

Notation. In this section I will often denote the edges of the 3× 3 block of cells
by x0, x1, x2, x3 and y0, y1, y2, y3 as shown, for example, in Figure 3, rather than
xi−2, xi−1, xi , xi+1 and y j−2, y j−1, y j , y j+1.

It is important to note that there is no bound of the form (3) that will ensure
that the interface will always have at least two exact column sums in any of the

x0 x1 x2 x3xc

|y0

y1

y2

y3

yc −
•(xl, yl)

•
(xr, yr)

•
(xm, ym)

c(x)

Figure 3. An example of a circular interface c(x) that satisfies
(3), but for which the center column sum is not exact in any of the
four standard orientations of the grid. Hence, any approximation
m to the slope c′(xc) of the form (13) will perforce have a nonexact
column sum Si . Theorem 15 shows that the error between the sum
Si and the normalized integral of c over the second column is O(h)
(that is, (3) implies that (54) holds). Theorem 23 shows that this
suffices to prove |m− c′(xc)| = O(h). Finally, Theorem 24 shows
that this yields an approximate interface g̃(x) which is a second-
order accurate approximation of c(x) in the max norm.



116 ELBRIDGE GERRY PUCKETT

four standard orientations of the grid. The argument is as follows. Consider the
curve shown in Figure 3, where I have chosen h so that (

√
h)−1
≤ Chh−1. Let

0< ε < h be a small parameter. I can always find a circle c(x)9 that passes through
the three noncollinear points (xl, yl)= (x0, y1+ε), (xm, ym)= (x1+ε, y2−ε) and
(xr , yr )= (x2−ε, y3) as shown in the figure. As ε→ 0 the arc of the circle passing
through (xl, yl), (xm, ym) and (xr , yr ) tends to the chord connecting (xl, yl) and
(xr , yr ), which, since the curvature of the chord is 0, implies that the radius R of
the circle tends to∞. Therefore, for some ε > 0, the radius will satisfy R ≥

√
h,

or equivalently, κmax = R−1
≤ (
√

h)−1, and hence the circle satisfies (3). However,
since by construction y1 < yl and xr < x2, the center column sum will not be exact
in any of the four standard orientations of the block Bi j . Consequently, if one
wishes to construct an approximation to c(x) based solely on the volume fraction
information contained in the 3× 3 block Bi j centered on the cell Ci j containing
the point (xm, ym), the best result that one can hope for is that the center column
sum Si is exact to O(h).

Much of the work in this section is devoted to showing that when cases such
as the one shown in Figure 3 occur, the error between the column sum Si and the
normalized integral of the interface in that column is O(h):∣∣∣∣Si −

1
h2

∫
Ii

(
g(x)− y j−2h

)
dx
∣∣∣∣≤ Ch, (54)

where the constant C > 0 is independent of h. In Section 4 I prove that this is
sufficient to ensure that the approximations

ml
i j = (Si − Si−1) , mr

i j = (Si+1− Si )

to g′(xc) are still first-order accurate, provided that the column sum Si−1 (resp. Si+1)
is exact. This fact is essential to the proof of Theorem 24, which is the main result
of this paper; namely, that the volume-of-fluid approximation g̃(x) to the interface
g(x) is second-order accurate in the max norm.

In this regard, I introduce the following terminology.

Definition 9. Let C > 0 be a constant that is independent of h and let Si denote
the column that is made up of the three cells that are centered on the cell Ci j =

[xi−1, xi ]× [y j−1, y j ] in which the interface will be reconstructed. Then I will say
that the i-th column sum Si is exact to O(h) if and only if (54) holds.

The main result in this section is Theorem 10; that a well-resolved interface has
two column sums that are exact to O(h). In other words, given a function g that
satisfies (3), one will always be able to find two columns whose divided difference

9When the exact interface is a circle, I will usually denote it by c(x), as I have done in Figure 3.
Otherwise, I always denote the exact interface by g(x).
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as defined in (12) will yield a first-order accurate approximation m to g′(xc) where
xc= (x1+x2)/2. This — together with the fact that I know the exact volume of fluid
in the center cell — will allow me to construct a piecewise linear approximation
g̃(x) to the interface in that cell which is second-order accurate in the max norm.

I have chosen to present the results in the remainder of this section (and only in
this section) in “top down” form. In other words, I state the main result first and
prove it, in part, using the results of lemmas and theorems that I state and prove
later in the section. I have chosen to structure the paper in this manner because I
believe that this makes it much easier for the reader to follow the motivation for the
various minor results that I need in order to prove the main results of the section.

3.1. Assumptions concerning the interface function g. In what follows, when I
speak about the interface entering and exiting the 3× 3 block of cells Bi j , I am
only concerned with the last time that it enters Bi j before entering the center cell
Ci j of the block Bi j and the first time that it exits Bi j after having exited the center
column Si of Bi j . As will be apparent from the material below, the condition in
(3) prevents a C2 function of x from entering Bi j through one of its edges, passing
through the center cell Ci j , exiting Bi j and then turning around and reentering Bi j

as shown, for example, in Figure 4. The critical assumptions are that the interface
must be a C2 function of x in some domain

D = [xi−2, xi+1]× [yb, yt ] ⊂�

x0 x1 x2 x3xc

|yb = y−1

y0

y1

y2

yt = y3

yc−

g(x)

(xl, yl) (xr, yr) Figure 4. Here h = 1 and the interface is
the parabola g(x)= a(x−xc)

2
−h/2 with

a= 9. The maximum curvature κmax= 18
exceeds (

√
h)−1

= 1, so g does not sat-
isfy (3). The interface enters the 3× 3
block of cells Bi j through the top edge of
the first column, passes through the cen-
ter cell Ci j , exits Bi j through the bottom
edge of the center column (that is, the
line y = y0), and then passes through Bi j

again; the second path being symmetric
to the first. In general, as h→ 0 the con-
straint κmax ≤ (

√
h)−1 on the curvature

ensures that the interface does not have
“hairpin” turns on the scale of the 3× 3
block of cells Bi j . A finer grid (that is, a

smaller h) is required in order to resolve curves such as the one illustrated here.
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with yb≤ y j−2< y j+1≤ yt that contains the 3×3 block Bi j (see Figure 4 again), and
that the interface must satisfy the constraint on the curvature in (3). This precludes
the interface from folding back upon itself on scales that are O(h).

Theorem 10 (A well-resolved interface has two column sums that are exact to
O(h)). Consider the 3× 3 block of square cells Bi j , each with side h, centered on
the cell Ci j through which the interface z(s) passes. Assume that in some domain
D = [xi−2, xi+1] × [yb, yt ] ⊆� with yb ≤ y j−2 < y j+1 ≤ yt (resp. D = [xb, xt ] ×

[y j−2, y j+1] ⊆� with xb ≤ xi−2 < xi+1 ≤ xt ) that contains the 3× 3 block of cells
Bi j the interface z(s) can be represented as a function y = g(x) (resp. x = G(y))
with g ∈ C2

[xi−2, xi+1] (resp. G ∈ C2
[y j−2, y j+1]). Furthermore, assume that the

interface z(s) satisfies the constraint on the curvature in Equation (3). Then in one
of the standard orientations of the grid (that is, rotation of the block by 0, 90, 180,
or 270 degrees and/or interchanging the arc length parameter s with s ′ =−s) the
interface has at least two column sums that are either exact or exact to O(h).

The remainder of Section 3 is concerned with proving Theorem 10 via a se-
quence of lemmas and theorems. In proving this theorem I will use symmetry
arguments such as the one demonstrated in Figure 5. In the following symmetry
lemma, I show that when the constraint on the curvature in Equation (3) holds there
are only four canonical ways the interface can enter the 3× 3 block of cells Bi j ,
pass through the center cell Ci j and then exit Bi j . In the remainder of the lemmas
and theorems in this section I will show that, given the assumptions of Theorem
10, two of these cases are not possible and in the other two cases either there are
at least two distinct column sums in Bi j that are exact to O(h) or the particular
interface configuration is not consistent with the hypotheses of Theorem 10.

The purpose of the symmetry lemma is to avoid having to prove that Theorem 10
holds for every possible way in which the interface can enter the 3× 3 block of
cells Bi j , pass through the center cell Ci j and then exit Bi j , and reduce all of
these possible cases to the four canonical cases mentioned above. In the proof
of the symmetry lemma, I will argue that one particular interface configuration is
equivalent to another, say configuration 1 is equivalent to configuration 2, in the
sense that the argument I use to prove Theorem 10 is true for configuration 1 can
also be used to prove that the theorem is true for configuration 2. In order to see
that configurations 1 and 2 are equivalent I will argue that by

(1) rotating the block Bi j by 90, 180, 270 degrees, and/or

(2) interchanging the arc length parameter s with s ′ =−s, and/or

(3) reflecting the block Bi j about one of the centerlines x = xc = (x1+ x2)/2 or
yc = (y1+ y2)/2.
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−3h/2

−h/2

h/2

3h/2

0 h 2h 3h

G(y)

(yl,−xl)

(yr,−xr)

−3h/2 −h/2 h/2 3h/2
0

h

2h

3h

g(x)

(xl, yl)

(xr, yr)

Figure 5. The same interface viewed in two different orientations.
Left: In this orientation the interface, written as −x = G(y), has
one exact column sum (the third); it enters through the top edge of
the center column and exits through the right-hand edge of Bi j , so
the hypotheses of Theorem 15 do not apply. Right: Upon rotation
of the grid clockwise by 270 degrees the interface, now described
by y = g(x) (g being the inverse funtion of G, which is strictly
monotonic), also has one exact column sum; but here it does sat-
isfy the hypotheses of Theorem 15, so Si is exact to O(h).

I can use the same proof for configuration 2 as for configuration 1. An example is
seen in Figure 5. Note that it is not necessary to reflect the block Bi j about either
of the centerlines x = xc or y = yc in order to determine the approximate slopes
ml

i j , mc
i j and mr

i j defined in (12). I only use reflection of the block about one of
the lines x = xc or y = yc in order to simplify the proof of the symmetry lemma
and hence, of Theorem 10.

Symmetry Lemma. Assume that the hypotheses of Theorem 10 hold. Since the
curvature of the interface z(s) is an intrinsic property of the interface, and hence
does not depend on the orientation of the coordinate system that I choose to work
in, I only need to prove that the conclusions of Theorem 10 hold in the following
four cases:

I. The interface z enters the 3 × 3 block of cells across its top edge, passes
through the center cell and exits the 3× 3 block of cells across its top edge.

II. The interface z enters the 3 × 3 block of cells across its left edge, passes
through the center cell and exits the 3× 3 block of cells across its right edge.
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III. The interface z enters the 3 × 3 block of cells across its top edge, passes
through the center cell and exits the 3× 3 block of cells across its bottom
edge.

IV. The interface z enters the 3× 3 block of cells across its left hand edge, passes
through the center cell and exits the 3× 3 block of cells across its top edge.

Proof. As already noted, without loss of generality I may assume that the arc length
s has been chosen so that the interface is traversed from left to right as s increases.
In particular, this implies that I do not need to consider any case in which the
interface enters the 3× 3 block of cells across its right edge.

To assist the reader in following the argument that I need only consider cases
I–IV, the following is a list of all of the ways in which the interface g can enter
and exit the 3× 3 block of cells together with which of cases I–IV it is equivalent
to.

(1) The interface z enters the 3× 3 block of cells across the left edge and exits
across:
(a) The left edge. This violates the assumption that the cell size h is suffi-

ciently small that the interface can be written as a function of one of the
coordinate variables in terms of the other in the 3× 3 block of cells Bi j .

(b) The right edge. This is case II. Since, the interface can be written as a
function on the 3× 3 block of cells Bi j and the first time that the interface
exits Bi j is across the right-hand edge, it has three exact column sums as
shown, for example, in Figure 1. Thus, I have just proved that Theorem
10 holds for case II.

(c) The top edge. This is case IV in the statement of the Symmetry Lemma
and is the subject of Lemma 13 and Theorem 15 below. (All of the work in
Section 3.2 below is concerned with proving this case when the interface
is an increasing, monotonic function of x .)

(d) The bottom edge. After reflection about the line y = yc and reversal of the
arc length parameter s→ s ′ =−s this is equivalent to (1c) immediately
above and hence falls under case IV in the statement of the Symmetry
Lemma.

(2) The interface z enters the 3× 3 block of cells across the top edge and exits
across:
(a) The left edge. Upon reversal of the arc length parameter s→ s ′ =−s this

case is equivalent to case (1c), and hence is equivalent to case IV in the
statement of the theorem.

(b) The right edge. Upon reflection of the 3 × 3 block of cells about the
midline x = xc this case is equivalent to case (1c), and hence is equivalent
to case IV in the statement of the theorem.
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(c) The bottom edge. This is case III of the Symmetry Lemma. It has two
subcases:
(i) The interface y = g(x) is strictly monotonic in the 3×3 block of cells

Bi j , and therefore it is invertible. Rotating the 3× 3 block of cells
90 degrees counterclockwise yields case (1b) and hence this case is
equivalent to case II of the Symmetry Lemma. I have already proven
that Theorem 10 holds in this case.

(ii) The interface z is not strictly monotonic in the 3× 3 block of cells
Bi j . In Lemma 12 I will prove that this case cannot occur.

(d) The top edge. This is case I of the symmetry lemma. In Lemma 11 I will
prove that the condition on the maximum curvature κmax in Equation (3)
prevents this case from occurring.

(3) The interface z enters the 3× 3 block of cells Bi j across the bottom edge and
exits across:
(a) The left edge. After rotation of the block Bi j clockwise by 90 degrees

this case is equivalent to case (1c), and hence is equivalent to case IV of
the symmetry lemma.

(b) The right edge. After rotation of the block Bi j by 180 degrees and reversal
of the arc length parameter s→ s ′ = −s this case is equivalent to case
(1c), and hence is equivalent to case IV of the symmetry lemma.

(c) The bottom edge. After rotation of the block Bi j by 180 degrees and
reversal of the arc length parameter s→ s ′ =−s this case is equivalent to
(2d) which is case I of the symmetry lemma, which I prove cannot occur.

(d) The top edge. After rotation of the block Bi j by 180 degrees and reversal
of the arc length parameter s → s ′ = −s this case is equivalent to (2c)
above.

(4) The interface z enters the 3× 3 block of cells Bi j across the right-hand edge
and exits across:
(a) The right edge. As in case (1a) above, this violates the assumption that

the cell size h is sufficiently small that the interface can be written as a
function in the block Bi j and hence, this case is not allowed.

(b) The left edge.
(c) The bottom edge.
(d) The top edge.

In each of cases 4(b-d) I can change the parametrization of the interface by
interchanging the arc length parameter s with s ′ =−s so that the interface en-
ters the 3×3 block of cells Bi j across its left, bottom, or top edge respectively
and exits Bi j across its right edge. Therefore, cases 4(b-d) are equivalent to
cases 1(b), 3(b), and 2(d), respectively. �
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In order to prove that if the interface satisfies the hypotheses of Theorem 10,
then it has at least two column sums that are exact to O(h), I will often need to
separate the proof into two parts:

A. The interface g is a strictly monotonic function on the interval under consid-
eration.

B. The interface g is not a strictly monotonic function on the interval under con-
sideration.

Recall that a function g(x) is strictly monotonic on the interval [a, b] if and only
if x < y H⇒ g(x) < g(y) for all x, y ∈ [a, b]. In the following, when I refer to
the interface g as being strictly monotonic or not strictly monotonic, the interval
[a, b] is implicitly understood to be [x0, x3]; that is, the bottom edge of the 3× 3
block of cells Bi j under consideration.

Recall that ξ is called a critical point of the function g if and only if g′(ξ)= 0.
If the function g is a strictly monotonic function on [x0, x3], then it cannot have a
critical point in [x0, x3]. In the simplest cases, if g is strictly monotonic then, since
it is invertible, the 3× 3 grid can be rotated by 90 degrees and an interface that has
only one or no exact column sums in the original orientation will have two or three
exact column sums in the new orientation. However in one case — namely, the one
shown in Figure 5 — the lack of a critical point makes it much more difficult to
prove that the interface has at least two column sums that are exact to O(h). The
existence of a critical point ξ ∈ [x0, x3] greatly simplifies the proof of Lemmas 11–
13. In fact, as will become apparent from the proofs of these lemmas, the existence
of a critical point ξ ∈ [x0, x3] is sufficient to force the middle column sum Si to be
exact.

Lemma 11 (Case I of the Symmetry Lemma cannot occur). Let g ∈ C2
[x0, x3] be

a nonmonotonic function that satisfies the assumptions of Theorem 10. Then case
I of the symmetry lemma cannot occur; the interface cannot enter the 3× 3 block
of cells Bi j across its top edge at some point (xl, y3), pass through the center cell
Ci j of Bi j , and exit Bi j across its top edge at some point (xr , y3).

Proof. Since g is assumed to cross the line y = y3 twice in the interval [x0, x3] it is
not monotonic, and since g must pass through the center cell of the 3× 3 block, it
follows that g must have at least one critical point ξ ∈ [x0, x3] such that g′(ξ)= 0
and y3− g(ξ) > h. There are two cases:

A. x3− ξ ≤ 3h/2; that is, ξ lies to the right of the midline x = xc of the block
Bi j .

B. x3− ξ > 3h/2; that is, ξ lies to the left of the midline x = xc of the block Bi j .

I will prove the theorem for case A. I will then indicate the changes one needs
to make in the proof of case A in order to prove case B. Consider the parabolic
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comparison function p defined by

p(x)= a(x − ξ)2+ g(ξ),

where the coefficient a is given by

a =
y3− g(ξ)
(x̃ − ξ)2

(55)

and x̃ = x3+ h/4. See Figure 6 for an example. Note that a was chosen so that

p(x̃)= g(xr )= y3, p′(ξ)= g′(ξ)= 0. (56)

Since g(xr )= y3 and p is a monotone increasing function for x >ξ , and ξ < xr < x̃ ,
I must have g(xr ) > p(xr ). Thus, the difference f (x) = g(x)− p(x) between g
and p satisfies

f (ξ)= g(ξ)− p(ξ)=0, f ′(ξ)= g′(ξ)− p′(ξ)=0, f (xr )= g(xr )− p(xr )>0.
(57)

x0 x1 x2 x3 x4xc

|y0

y1

y2

y3

+
(ξ, g(ξ)))

ξ

|

•(xr, yr)•(xl, yl)

g(x)

x̃

|

•(x̃, y3)

p(x)

Figure 6. An example in which the interface g(x) enters the top
edge of the 3× 3 block of cells Bi j at the point (xl, yl)= (xl, y3),
passes through the center cell Ci j and leaves Bi j at the point
(xr , yr )= (xr , y3). The function p(x) is the parabolic comparison
function that I use for this particular interface in the proof of case
A of Lemma 11. The presence of a critical point (ξ, g(ξ)) ∈ Bi j

with g(ξ) < y2 is essential to the successful use of a parabolic
comparison function in the proof of Lemma 11.
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The first and last of these equations imply there exists ζ ∈ [ξ, xr ] such that

f ′(ζ )= g′(ζ )− p′(ζ ) > 0, (58)

and this, together with the middle equation in (57), imply there exists η ∈ [ξ, ζ ]
such that

f ′′(η)= g′′(η)− p′′(η) > 0. (59)

In other words,

g′′(η) > p′′(η)= 2a for some η ∈ [ξ, ζ ]. (60)

Since x3− ξ ≤ 3h/2, it follows that x̃ − ξ ≤ 7h/4, and hence that

1
(x̃ − ξ)2

≥
16

49h2 .

This inequality, together with y3− g(ξ) > h, imply

g′′(ξ) > 2a = 2
(y3− g(ξ))
(x̃ − ξ)2

>
32h
49h2 >

32
49h

.

From (47), I have
max

x∈[x0,x3]
|g′′(x)| ≤ 8κmax,

and hence κg(ξ)≥ g′′(ξ)/8 where κg(x) denotes the curvature of the interface g(x)
at the point (x, g(x)). Thus

κg(ξ)≥
g′′(ξ)

8
>

4
49h

>
4

52h
=

1
13h

. (61)

Since Ch =

√
2−1

4
√

3
<

1
16

, it follows from (61) that

κg
max ≥ κ

g(ξ) >
1

13h
>

Ch

h
.

Hence, the interface does not satisfy the assumption (3) and thus this interface
configuration cannot occur.

In the event that case B holds, replace (xr , y3) with (xl, y3), set x̃ = x0−h/4, etc.,
and the proof that case I of the symmetry lemma cannot occur when x3− ξ > 3h/2
(case B) is essentially identical to the proof when x3− ξ ≤ 3h/2 (case A). �

Recall that in the proof of the Symmetry Lemma, I showed that case II will
always have three exact column sums. Hence case II has already been proved.
Therefore, I must now consider case III of the Symmetry Lemma. In the proof of
that case, I showed that when the interface function g is strictly monotonic it is
equivalent to case II of the Symmetry Lemma, so it also has three exact column
sums. Therefore, I only need to consider the nonmonotonic version of case III.
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Lemma 12 (Nonmonotonic version of case III of the Symmetry Lemma). Let g ∈
C2
[x0, x3] be a nonmonotonic function satisfying the assumptions of Theorem 10.

Then case III of the Symmetry Lemma cannot occur; that is, the interface cannot
enter the 3× 3 block of cells Bi j across its top edge at some point (xl, y3), pass
through the center cell Ci j of Bi j , and exit Bi j across its bottom edge at some point
(xr , y0) with x0 ≤ xl < xr ≤ x3.

Proof. I will show that if the interface g enters the 3×3 block of cells Bi j across its
top edge, passes through the center cell Ci j of Bi j , and exits Bi j across its bottom
edge, then it cannot satisfy

κg
max ≤ Chh−1 (62)

and hence it fails to satisfy the first constraint in (3).
First note that since g is nonmonotonic there is at least one point ξ ∈ [x0, x3]

such that g′(ξ) = 0. As in the proof of Lemma 11 there are two cases: A and B.
However, in this proof I must also consider two subcases of each of these cases:

A. The points ξ and x3 satisfy x3 − ξ ≤ 3h/2 and one of the following two
conditions hold:

(i) y3− g(ξ) > h (ii) y3− g(ξ)≤ h

B. The points ξ and x3 satisfy x3 − ξ > 3h/2 and one of the following two
conditions hold:

(i) y3− g(ξ) > h (ii) y3− g(ξ)≤ h

I will prove the lemma for case B(i). The proofs of the other three cases are nearly
identical.

Therefore, assume that x3− ξ > 3h/2 and y3− g(ξ) > h both hold and consider
the parabolic comparison function

p(x)= a(x − ξ)2+ g(ξ)

where the coefficient a is defined by

a =
3h− g(ξ)
(x̃ − ξ)2

(63)

and x̃ is defined by x̃ = x0− h/4. Note that a was chosen so that

p(x̃)= y3 = 3h, p′(ξ)= g′(ξ)= 0. (64)

Since x̃ < xl < ξ and p is a monotone decreasing function for x < ξ , I must have
g(xl) > p(xl) as shown in Figure 7. Thus, the difference f (x) = g(x)− p(x)
between g and p satisfies

f (ξ)=g(ξ)− p(ξ)=0, f ′(ξ)=g′(ξ)− p′(ξ)=0, f (xl)=g(xl)− p(xl)>0.
(65)
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x−1 x0 x1 x2 x3

y0

y1

y2

y3

ξ
|

g(ξ)−
x̃
|

g(x)
p(x)

(xl, yl)

(xr, yr)

Figure 7. An example in which the interface g(x) enters the
3× 3 block of cells Bi j at its upper left corner (xl, yl) = (x0, y3).
It then passes through the center cell and leaves Bi j at its lower
right corner (xr , yr ) = (x3, y3). The function p is the parabolic
comparison function used in the proof of case B(1) of Lemma 12.

The first and last of these equations imply that there exists ζ ∈ [xl, ξ ] such that

f ′(ζ )= g′(ζ )− p′(ζ ) < 0, (66)

and this, together with the middle equation in (65), implies there exists η ∈ [ζ, ξ ]
such that

f ′′(η)= g′′(η)− p′′(η) > 0. (67)

In other words,

g′′(η) > p′′(η)= 2a for some η ∈ [ζ, ξ ]. (68)

Note that ξ − x0 ≤ 3h/2 implies that ξ − x̃ ≤ 7h/4. This inequality, together with
y3− g(ξ) > h, implies

g′′(η) > p′′(η)= 2a = 2
y3− g(ξ)
(x̃ − ξ)2

>
32h
49h2 .

As in the proof of Lemma 11, it follows from (47) that κg(ξ) > g′′(ξ)/8; hence

κg(ξ)≥
g′′(ξ)

8
>

4
49h

>
4

52h
>

1
13h

. (69)
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Consequently,

κg
max ≥ κ

g(ξ) >
1

13h
>

Ch

h
,

whereby g fails to satisfy (62), and hence the constraint in (3) as claimed. �

Lemma 13 (Case IV of the Symmetry Lemma). Let g ∈ C2
[x0, x3] be a function

that satisfies the assumptions of Theorem 10. Assume also that the interface g
enters the 3× 3 block of cells Bi j across its left edge at the point (xl, yl)= (x0, yl),
passes through the center cell Ci j = [x1, x2]× [y1, y2], and exits Bi j across its top
edge at (xr , yr ) = (xr , y3) with x1 < xr ≤ x3. Then the interface has at least two
column sums in Bi j that are either exact or exact to O(h).

Proof. I will proceed by dividing the problem into two major divisions: (1) the
case in which the interface is strictly monotonic and (2) the case in which it is
not. The examples in which the center column sum is not exact in any of the four
standard orientations of the block Bi j — as shown, for example, in Figures 3, 5, 9
and 10 — are in the strictly monotonic category of case IV; the first of these two
major divisions.

In order to make the argument as clear as possible, I have enumerated the proof
of case IV into its various subdivisions here.

(1) The interface g is strictly monotonically increasing.
(a) The ordinate yl of the point (x0, yl) satisfies y0≤ yl ≤ y1. Since g is strictly

monotonic, it is invertible. Therefore it can be written as a function x =
g−1(x) on the interval [y0, y3]. Furthermore, since it must pass through
the center cell Ci j = [x1, x2]× [y1, y2] before exiting the block Bi j across
its top edge, rotation of the block clockwise by 90 degrees will yield an
orientation in which the second and third column sums are exact. Thus,
this particular case of the lemma is proved.

(b) The ordinate yl of the point (x0, yl) satisfies y1 < yl < y2. There are two
subdivisions of this case:
(i) The abscissa xr of the point (xr , y3) at which the interface exits Bi j

satisfies x2 ≤ xr ≤ x3. In this case the column sums Si−1 and Si are
both exact and the lemma is again proved.

(ii) The abscissa xr of the point (xr , y3) at which the interface exits Bi j is
strictly less than right-hand edge x = x2 of the second column. Since
the interface is assumed to be a function y = g(x) on the interval
[x0, x3], and since it must pass through the center cell Ci j = [x1, x2]×

[y1, y2], I have x1 < xr < x2. In this case the first column sum Si−1 is
exact and, since the interface satisfies the constraint κmax ≤ (

√
h)−1

in (3), the second column sum Si is exact to O(h). I will prove this
latter statement in Theorem 15 below.
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(c) The ordinate yl of the point (x0, yl) at which g enters Bi j satisfies y2 ≤

yl ≤ y3. Since the interface is strictly monotonically increasing, it cannot
enter the center cell Ci j = [x1, x2] × [y1, y2] if yl ≥ y2. This contradicts
the basic assumption that the interface passes through Ci j . Therefore this
case must be excluded.

(2) The interface is not strictly monotonically increasing.

(a) The abscissa xr of the point (xr , y3) at which the interface exits the block
satisfies x2 ≤ xr ≤ x3. In this case the column sums Si−1 and Si are exact
and once again the lemma is proved.

(b) The abscissa xr of the point (xr , y3) at which the interface g exits Bi j is
less than right-hand edge of the second column; that is, xr < x2. In this
case, since g is not strictly monotonic, and since it must pass through the
center cell Ci j = [x1, x2]× [y1, y2], g must have a critical point (ξ, g(ξ))
with y3 − g(ξ) > h which is also a local minimum of g. An example
appears in Figure 8. I will now prove that this is inconsistent with

κg
max ≤

Ch

h
, (70)

and hence with the constraint in (3).

Proof of case (2b). Assume that the conditions listed in (2b) above hold and recall
that the point (ξ, g(ξ)) is a local minimum of g. I form a comparison function p
of the form

p(x)= a(x − ξ)2+ g(ξ), (71)

where the coefficient a is defined by

a =
y3− g(ξ)
(ξ − x2)2

. (72)

Note that a was chosen so that

p(x2)= y3 = 3h, p′(ξ)= g′(ξ). (73)

Since p is a monotone increasing function for ξ < x and ξ < xr I must have
g(xr ) > p(xr ) as shown, for example, in Figure 8.

Thus, the difference f (x)= g(x)− p(x) between g and p satisfies

f (ξ)= g(ξ)− p(ξ)=0, f ′(ξ)= g′(ξ)− p′(ξ)=0, f (xr )= g(xr )− p(xr )>0.
(74)

The first and last of these equations imply there exists ζ ∈ [ξ, xr ] such that

f ′(ζ )= g′(ζ )− p′(ζ ) > 0, (75)
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x0 x1 x2 x3

y0

y2

y3

+
(ξ, g(ξ)))

•(xr, yr)

•(xl, yl)

g(x)

p(x)

Figure 8. An example in which a nonmonotonic interface g(x)
enters the left edge of the 3× 3 block Bi j at the point (xl, yl) =

(x0, yl) with y1 < yl < y2. It then passes through the center cell Ci j

and leaves Bi j at the point (xr , yr )= (xr , y3) on its top edge with
x0 < xr < x2. The function p(x) is the parabolic comparison func-
tion used in the proof of case (2b) of Lemma 13 to prove that this
case cannot occur whenever the interface g satisfies the condition
in (70); that is, the first of the two constraints in (3). The presence
of a critical point (ξ, g(ξ)) ∈ Bi j is essential to the success of the
arguments in which I use a parabolic comparison function p.

and this, together with the middle equation in (74), implies that there exists η ∈
[ξ, ζ ] such that

f ′′(η)= g′′(η)− p′′(η) > 0. (76)

In other words,

g′′(η) > p′′(η)= 2a for some η ∈ [ξ, ζ ]. (77)

Since x2− ξ < 2h and y3− g(ξ) > h it follows that

g′′(ξ) > 2a = 2
(y3− g(ξ))
(x2− ξ)2

=
(2h)

(x2− ξ)2
>

2h
4h2 =

1
2h
.

As in the proof of Lemma 11 I have κg(ξ)≥ g′′(ξ)/8 and hence

κg(ξ)≥
g′′(ξ)

8
>

1
16h

>
Ch

h
. (78)
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Consequently, κg
max ≥ κ

g(ξ) > Ch/h, whereby g fails to satisfy (70) and hence, the
constraint on κmax in (3) as claimed. �

3.2. The comparison circle z̃(s). All that remains is to prove (ii) from case (1b)
in the preceding proof. This is the case in which the center column sum is not exact
in each of the four standard orientations of the block Bi j as shown in the examples
in Figures 3 and 5. The remainder of this section is devoted to proving this result,
which is stated explicitly in Theorem 15 below.

Notation. In what follows it will be convenient to translate the coordinate system
so that the origin coincides with the point (x0, y1). This results in the follow-
ing relations, which I will use in several of the proofs below: (x0, y1) = (0, 0),
(x1, y2)= (h, h), and (x2, y3)= (2h, 2h), where x0, . . . , x3 and y0, . . . , y3 are the
coordinates of the grid lines as shown, for example, in Figure 9.

x0 = 0 x1 = h x2 = 2h x3 = 3h

y0 = −h

y1 = 0

y2 = h

y3 = 2h

•(xl, yl)

•
(xr, yr)

g(x)

•
(x̃r , ỹr)

c̃(x) = z̃(s)

×
(x̃0, ỹ0)

Figure 9. In this figure g is an arbitrary strictly monotonically
increasing function that enters the 3× 3 block Bi j through its left
edge at the point (xl, yl) with y1 ≤ yl < y2, passes through the
center cell Ci j , and exits Bi j through the top of its center column
Si at the point (xr , yr ) with x1 < xr < x2. Lemma 16 says that if g
satisfies κmax ≤ (

√
h)−1, the distance x2− xr is O(h3/2). In order

to prove this, I form a comparison function z̃(s) which is a circle
that has curvature κ̃ = (

√
h)−1 and passes through (x0, y1) and

(x1, y2). In the circle comparison theorem (Theorem 14) I prove
that g must eventually lie below the graph of z̃, thereby implying
that x̃r < xr . Then, in Lemma 17, I prove that x2− x̃r is O(h3/2).
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Now consider the circle z̃(s)= (x̃(s), x̃(s)) defined by

x̃(s)= R sin
(
φ0+

s
R

)
− R sinφ0, ỹ(s)=−R cos

(
φ0+

s
R

)
+ R cosφ0, (79)

together with the parameters

φ0 =
π
4
− sin−1 R

√
2
=
π
4
−

s1
2R
, (80)

s1 = 2R sin−1 R
√

2
, s2 = R cos−1(cosφ0− 2R)− Rφ0. (81)

It is relatively straightforward to check the equalities

z̃(0)=(x0,y1)=(0,0), z̃(s1)=(x1,y2)=(h,h), z̃(s2)=(x̃r ,y3)=(x̃r ,2h). (82)

Note that the variable x̃r in the last of these equations plays the same role with
respect to the function z̃(s) as the variable xr plays with respect to the interface
z(s)= (x, g(x)). Namely, x̃r is the x-coordinate at which the graph of z̃(s) exits
the top of the 3× 3 block Bi j . This is illustrated in Figure 9. In what follows I will
often use (x, c̃(x)) to denote the graph of z̃(s) reparametrized as a function of x
just as I use (x, g(x)) to denote the graph of the interface z(s).

3.3. The circle comparison theorem. Suppose that the interface (x, g(x)) satisfies
κmax ≤ (

√
h)−1. In the following theorem I prove that once g(x) < c̃(x) for some

x ∈ (x0, x2), then g(x) must remain below c̃(x) for all x ∈ (x̃0, x̃r ), where (x̃0, ỹ0)

is the point at which g initially crosses c̃ as shown in Figure 9. An immediate
consequence of this fact is that x̃r ≤ xr . Consequently, if xr < x2, then x̃r ≤ xr < x2

and hence |x2− xr | ≤ |x2− x̃r |. Since I have constructed the comparison function
c so that I can easily show that |x2 − x̃r | is O(h3/2), it follows that |x2 − xr | is
O(h3/2). This, together with the fact that g′(x) ≤

√
3 from (46), is sufficient to

show that the error in the second column sum associated with g is O(h).

Theorem 14 (The circle comparison theorem). Assume that R =
√

h and let g ∈
C2
[x0, x3] be a strictly monotonic function that satisfies

κmax ≤ (
√

h)−1. (83)

Furthermore, assume that g enters the 3× 3 block of cells Bi j on its left edge at the
point (xl, yl) with y1 < yl < y2, passes through the center cell Ci j , and exits Bi j

through the top of its center column at the point (xr , yr )= (xr , y3) with x1< xr < x2.
Let (x̃0, ỹ0) denote the first point at which the graph of g crosses the graph of c̃ as
shown in, for example, Figure 9. Then

g(x) < c̃(x) for all x ∈ (x0, x̃r ]. (84)
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Proof. First note that since c̃ is a circle, the curvature of c̃ is constant: κ c̃
= (
√

h)−1.
Hence, by (83),

κg(x)≤ κ c̃(x) for all x ∈ [x0, x̃r ].

To prove that (84) is true I start by assuming that

g(ξ)= c̃(ξ) for some ξ ∈ (x0, x̃r ], (85)

and then show that this implies that the maximum curvature κmax of g in (x̃0, x̃r )

must exceed (
√

h)−1, thereby contradicting (83).
Since g(x) > c̃(x) for x0 < x < x̃0 and g(x) < c̃(x) for x̃0 < x < ξ it follows

that
g′(x̃0) < c̃′(x̃0). (86)

However, since by (85) g(ξ) = c̃(ξ) for some ξ > x̃0 it must be the case that
eventually g′(x)≥ c̃′(x). Therefore let x∗ ∈ (x̃0, ξ) be the first x such that g′(x∗)=
c̃′(x∗). I have

g′(x∗)= g′(x̃0)+

∫ x∗

x̃0

g′′(x) dx = c̃′(x̃0)+

∫ x∗

x̃0

c̃′′(x) dx = c̃′(x∗),

which, by virtue of (86), can only be true if g′′(x) > c̃′′(x) on some subinterval of
(x̃0, x∗). So in particular g′′(η) > c̃′′(η) for some η ∈ (x̃0, x∗). Now recall that

(1) g is strictly monotonic and hence 0< g′(x) for all x ∈ (x0, x̃r ].

(2) 0< g′(x) < c̃′(x) for all x ∈ (x̃0, x∗).

(3) κg(x)= g′′(x)(1+ g′(x)2)−3/2 for all x .

Items (1)–(3) imply that

κg(η)=
g′′(η)

(
√

1+ g′(η)2)3
>

c̃′′(η)

(
√

1+ c̃′(η)2)3
= κ c̃(η)=

1
√

h
,

which contradicts (83) as claimed. �

3.4. The column sum Si is exact to O(h).

Theorem 15 (The column sum Si is exact to O(h)). Assume that the interface g ∈
C2
[x0, x3] and that g is a strictly monotonically increasing function that satisfies

κmax ≤ (
√

h)−1. (87)

Furthermore, assume that the g enters the 3× 3 block of cells Bi j on its left edge
at the point (xl, yl) with y1 ≤ yl ≤ y3, passes through the center cell Ci, j =

[x1, x2] × [y1, y2], and exits Bi j through the top of its center column at the point
(xr , yr )= (xr , y3) with x1 < xr < x2 as shown, for example, in Figure 10. Then the
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x0 x1 x2 x3

y0

y1

y2

y3

y4

•(xl, yl)

• (xr, yr)

g(x)

c̃(x) = z̃(s)

×
(x̃0, ỹ0)

Figure 10. To see the error between the center column sum Si

and the exact volume (area) under the interface y = g(x), I have
plotted the row of cells that lie above the standard 3× 3 block of
cells Bi, j centered on the cell Ci, j = [x1, x2] × [y1, y2] in which
the approximation to the interface g will be constructed. I have
also plotted the comparison circle c̃(x) which, in Theorem 14, I
prove provides an upper bound on g(x) for all x ∈ [x̃0, x2] where
(x̃0, ỹ0) is the point at which the interface g intersects comparison
circle c̃.

error between the column sum Si and the normalized integral of g over the second
column is O(h): ∣∣∣Si − h−2

∫ x2

x1

(g(x)− y0)dx
∣∣∣≤ CSh, (88)

where
CS = 8

√
3(2
√

2− 1)2. (89)

Proof. As one can see from the example shown in Figure 10, the error between
the column sum Si and the exact normalized volume (area) under the interface
y = g(x) in the center column is

h−2
∫ x2

x1

(g(x)− y0)dx − Si = h−2
∫ x2

xr

(g(x)− y3)dx,

since

Si = h−2
∫ x2

x1

(min{g(x), y3}− y0)dx,



134 ELBRIDGE GERRY PUCKETT

and, by assumption, min
[x0,xr ]

g(x)≥ yl ≥ y1. Thus, it suffices to show that∣∣∣∣∫ x2

xr

(g(x)− y3)dx
∣∣∣∣≤ CSh3. (90)

In other words, I need to show that the volume in the region below the interface
y = g(x) that lies in the cell C2,4 is O(h3).

By (46) in I have |g′(x)| ≤
√

3. This implies∣∣∣∣∫ x2

xr

(g(x)− y3)dx
∣∣∣∣≤ ∣∣∣∣∫ x2

xr

l(x)dx
∣∣∣∣, (91)

where l(x) is the line with slope
√

3 that passes through the point xr . The region
of integration on the right side of (91) is a right triangle with corners (xr , y3),
(x2, y3), and (x2, y3 +

√
3(x2 − xr )) and the integral is the area of this triangle,

namely,
√

3(x2− xr )
2/2. Thus I have∣∣∣∣∫ x2

xr

(g(x)− y3) dx
∣∣∣∣≤ ∣∣∣∣∫ x2

xr

l(x) dx
∣∣∣∣≤
√

3
2
(x2− xr )

2
≤

√
3

2
C̃2h3, (92)

where the bound (x2−xr )
2
≤ C̃2h3 between the second to last and last terms in (92)

follows from the inequality (93) immediately below. Equation (92) implies (90).
Equation (88) — and hence the theorem — follows immediately. �

Lemma 16 (x2− xr is O(h3/2)). Let g ∈ C2
[x0, x3] be a function that satisfies the

assumptions stated in Theorem 14. Then

x2− xr ≤ C̃h3/2, (93)

where
C̃ = 4(2

√
2− 1). (94)

Proof. By the circle comparison theorem (Theorem 14) there exists a point x̃0 ∈

[x0, xr ) such that
g(x)≤ c̃(x) for all x ∈ [x̃0, xr ].

This implies that x̃r ≤ xr . Since by assumption xr < x2, Equation (93) follows
immediately from Equation (95) in Lemma 17 below. �

Lemma 17 ( x2 − x̃r is O(h3/2)). Let R =
√

h and let x̃r be defined as in (82)
above. Then

x2− x̃r ≤ C̃h3/2, (95)

where C̃ is defined in (94).

Proof. Since the coordinate system has been arranged so that the origin is at the
point (x0, y1) and hence x2 = 2h = y3 (for example, see Figure 9), I have

x2 = ỹr = ỹ(s2).
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Thus

x2− x̃r = ỹ(s2)− x̃(s2)

= R{(cosφ0− cos(φ0+ s2/R))− (− sinφ0+ sin(φ0+ s2/R))},
(96)

and since R =
√

h, it suffices to show that the quantity inside the curly braces in
(96) is O(R2)= O(h). I can rewrite (96) as

x2− x̃r = R{(cosφ0+ sinφ0)− (cos(φ0+ θ)+ sin(φ0+ θ))}, (97)

where θ = s2/R. Consider the quantity A defined by dividing (97) by R:

A = {(cosφ0+ sinφ0)− (cos(φ0+ θ)+ sin(φ0+ θ))}. (98)

Now expand cos(φ0+ θ) and sin(φ0+ θ) in a Taylor series about cosφ0 and sinφ0

to obtain

A = (cosφ0+ sinφ0)−
(
cos(φ0+ θ)+ sin(φ0+ θ)

)
= − (cosφ0− sinφ0)θ + (cosφ0+ sinφ0)

θ2

2!
+ (cosφ0− sinφ0)

θ3

3!

− (cosφ0+ sinφ0)
θ4

4!
− (cosφ0− sinφ0)

θ5

5!
+ (cosφ0+ sinφ0)

θ6

6!
+ · · · .

After some manipulation one obtains

A = −
(
(cosφ0− sinφ0)− (cosφ0+ sinφ0)

θ

2

)
θ

+

(
(cosφ0− sinφ0)− (cosφ0+ sinφ0)

θ

4

)θ3

3!

−

(
(cosφ0− sinφ0)− (cosφ0+ sinφ0)

θ

6

)θ5

5!
+ · · · . (99)

The first term in this series is O(R2)= O(h). To see this note that by Lemma 19
below cosφ0− sinφ0 = R and cosφ0+ sinφ0 =

√
2− R2 so that the series for A

in (99) becomes

A =−
(

R− θ
2

√
2− R2

)
θ +

(
R− θ

4

√
2− R2

)
θ3

3!
−

(
R− θ

6

√
2− R2

)
θ5

5!
+ · · · .

(100)
The first term is positive, because R =

√
h, θ = s2/R, and s2 ≥ h (see (102) below).

Thus, (
θ
2

√
2− R2− R

)
θ ≥

( h
R

√
2− R2− R

) h
R
≥
(√

2− R2− 1
)
R2 > 0,
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for all 0< h ≤ 1, and hence all 0< R ≤ 1. Similarly, since s2 ≤ 4h (see Lemma
18 again), it follows that(

θ
2

√
2− R2− R

)
θ ≤

(
2R
√

2− R2− R
)
4R = 4

(
2
√

2− R2− 1
)
R2, (101)

for all 0< h ≤ 1, or equivalently all 0< R ≤ 1. Combining equations (97), (98),
(100), and (101) yields

x2− x̃r ≤ 4(2
√

2− R2− 1)R3
+ O(R5)≤ 4(2

√
2− 1)R3

+ O(R5).

It is possible to show — for example by plotting it with MATLAB — that the co-
efficient (R− θ

√
2− R2)/4 of the second term in the expansion of A in terms of

R in (100) is negative for 0< h ≤ 1 and that furthermore, the tail of the series is
bounded by this term. Equation (95) follows immediately. �

Lemma 18 (s2 = O(h)). Assume that h ≤ 1 and let s2 be defined as in (81). Then

h ≤ s2 ≤ 4h. (102)

Proof. First, note that I am only interested in functions g that exit the 3× 3 block
of cells at the point (xr , y3) when xr < x2 as shown for example in Figure 3. For
otherwise the first and second column sums would be exact and I would be done.

x0 x1 x2 x3

y0

y1

y2

y3

•
(x̃(0), ỹ(0))

•
(x̃(s2), ỹ(s2)) = (x̃r, ỹr)

z̃(s)

Figure 11. In this figure h = 1
4 and hence the comparison circle

z̃(s) has radius R =
√

h = 2h.
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Since a consequence of Theorem 14 is that x̃r = x̃(s2) ≤ xr , it follows that I am
only interested in values of R =

√
h and s2 such that x̃r < x2.

To obtain the lower bound on s2 in (102) note that s2 is an arc of the circle
z̃ and that when h = 1 the radius of z̃ is R =

√
h = h. In this case the point

(x̃r , ỹr ) = (x0, y3) and hence x̃r = x0. Since this is half the circumference of the
circle with center (x0, y2) and radius h, s2= π when h = 1. Since s2 will always be
greater than the length of the chord connecting the points (x0, y1) and (x̃r , ỹr ) and
since this particular chord is the diameter of z̃ all other chords of z̃ will be smaller.
In particular, since the radius of z̃ R =

√
h→ 0 as h→ 0, all chords connecting

(x0, y1) and (x̃r , ỹr ) will be smaller than this one. The lower bound on s2 in (102)
follows immediately.

In order to write s2 in the form s2 = Ch where C is a constant independent
of h note that since h ≤ 1 and x̃(s2) < x2, the arc of the circle that connects the
points (x̃(0), ỹ(0)) and (x̃(s2), ỹ(s2)) always lies entirely within the triangle with
vertices (x0, y1), (x2, y1) and (x2, y3), as shown in Figure 11, for example. Hence,
the arc length s2 will always be bounded above by the sum of the lengths of the
two perpendicular sides of this right triangle; namely,

s2 < 4h.

This is the upper bound on s2 in (102). �

In order to prove that x2 − x̃r = O(h3/2) in Lemma 17, I expanded x2 − x̃r

in a Taylor series about the point φ0. As we saw in Lemma 17 the coefficient of
the first nonzero term in this expansion is cosφ0 − sinφ0. Hence, the fact that
cosφ0 − sinφ0 = R is a crucial part of the proof that |x2 − x̃r | = O(h3/2). The
purpose of the following lemma is to prove this fact and also to establish the value
of cosφ0+ sinφ0.

Lemma 19 (cosφ0− sinφ0 = R). Let φ0 be defined as in (80):

φ0 =
π

4
− sin−1 R

√
2
.

Then
cosφ0− sinφ0 = R, cosφ0+ sinφ0 =

√
2− R2. (103)

Proof. Define θ by sin θ = R/
√

2, so that

φ0 =
π

4
− sin−1 R

√
2
=
π

4
− θ.

The first equation in (103) follows from writing φ0 as π/4− θ and applying the
trigonometric identities for the sine and cosine of the difference of two angles:

cosφ0− sinφ0 =
√

2 sin θ = R.
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To prove the second equality in (103) I again use the trigonometric identities for
the sine and cosine of the difference of two angles, together with the trigonometric
identity cos(arcsin x)=

√
1− x2, to obtain

cosφ0+ sinφ0 =
√

2 cos θ =
√

2 cos
(

sin−1 R
√

2

)
=

√
2− R2. �

4. Second-order accuracy in the max norm

In this section I will assume the coordinate system has been arranged so that the
bottom edge of the 3× 3 block of cells Bi j lies along the line y = 0 and that the
vertical line x = xc which passes through the center of the center cell is x = 0 as
shown in Figure 12. In particular, note that the origin is at the center of the bottom
edge of the 3× 3 block and the center of Ci j is (0, 3h/2) as shown in the figure.

I will also denote the interval that forms the bottom of the 3× 3 block Bi j by I ,
and the intervals [xi−2, xi−1], [xi−1, xi ] and [xi , xi+1] that are associated with the
three columns of Bi j by Ii+α for α =−1, 0, 1. Thus, I = [−3h/2, 3h/2] and

Ii+α ≡


[−3h/2,−h/2] if α =−1,

[−h/2, h/2] if α = 0,

[h/2, 3h/2] if α = 1.

−3h/2 −h/2 h/2 3h/2
0

h

2h

3h

|
(0,0)

+
(0,3h/2)

g(x)

Figure 12. In this section I will work with the coordinate system
shown here. The origin is at the center of the bottom of the 3× 3
block Bi j so that the center of the center cell Ci j is (0, 3h/2) as
shown in the figure. This latter point corresponds to the point
labeled (xc, yc) in some of the other figures.
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Given an arbitrary integrable function g(x) on the interval I = [−3h/2, 3h/2],
let 3i, j (g) denote the volume fraction due to g in the center cell

3i, j (g)= h−2
∫

Ii

θ j (g(x))dx . (104)

where θ j (g) is defined by

θ j (g)≡ (g(x)− ( j − 1)h)+− (g(x)− jh)+ (105)

and

x+ =
{

x if x > 0,
0 if x ≤ 0,

(106)

is the ramp function. I will denote the volume fractions in the other cells similarly;
that is, I will use 3i ′, j ′(g) for i ′ = i − 1, i, i + 1 and j ′ = j − 1, j, j + 1 to denote
the volume fraction in the (i ′, j ′)-th cell. When the function g under consideration
is apparent, I will simply write 3i ′, j ′ or equivalently 3i+α, j+β for some α, β =
−1, 0, 1.

In the following lemma I make the implicit assumption that the 3× 3 block of
cells Bi j has been arranged so that the volume fraction 3i, j (g) is the volume (area)
of dark fluid in the center cell. In other words, if one assumes that the block Bi j

has been rotated so that the interface z can be represented as a function g(x) on
the interval I = [−3h/2, 3h/2], then there are two possibilities:

(1) 3i, j (g)= h−2
∫

Ii
θ j (g)dx is the volume of dark fluid in Ci j ,

(2) 3i, j (g)= h−2
∫

Ii
θ j (g)dx is the volume of light fluid in Ci j .

In the event that (2) holds, one can reflect the 3× 3 block Bi j about the line y = yc,
where yc = (y j + y j+1)/2 is the line that divides the block Bi, j in half horizontally,
to ensure that case (1) holds. This is necessary because when I write the piecewise
linear approximation g̃i, j (x)=mi, j x+bi, j to g(x) in Ci, j I am implicitly assuming
that

3i, j (g̃i, j )= h−2
∫

Ii

θ j (g̃i, j (x))dx

is the volume of dark fluid in Ci, j . It is necessary to be consistent about which fluid
is represented by the volume fraction 3i, j in order to prove the following lemma.

Lemma 20 (Equal volume fractions ensure that g̃ intersects g in the center cell
Ci, j ). Let g(x) be a continuous function on the interval Ii ≡ [−h/2, h/2] and
assume that a portion of the interface g(x) passes through the center cell

Ci, j = [−h/2, h/2]× [h, 2h].
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Furthermore, assume that the 3× 3 block of cells Bi j centered on Ci, j has been
arranged so that

3i, j (g)= h−2
∫

Ii

θ j (g(x))dx (107)

is the (nonzero) volume fraction of dark fluid in Ci, j . Let

g̃(x)= mx + b (108)

be a piecewise linear approximation to g that passes through the center cell Ci, j

and assume that g and g̃ have the same volume fraction

0<3i, j (g)=3i, j (g̃) < 1

in Ci j . Then there exists a point x∗ ∈ Ii = [−h/2, h/2] such that

g(x∗)= g̃(x∗).

Proof. Consider

h−2
∫

Ii

[
θ j (g(x))− θ j (g̃(x))

]
dx =3i, j (g)−3i, j (g̃)= 0,

and note that θ j (g) defined in (105) is a strictly monotonically increasing function
of g(x):

g(x) < g̃(x)⇒ θ j (g(x)) < θ j (g̃(x)).

Therefore, in order for 3i, j (g)=3i, j (g̃) to hold, there are two possibilities. The
first is that g(x)= g̃(x) for all x ∈ Ii , in which case the theorem is true and x∗ is
any point in Ii .

The second possibility is that there exists a point x− ∈ Ii with g(x−) < g̃(x−)
and there also exists a point x+ ∈ Ii where g(x+) > g̃(x+). Thus, since both
g(x) and g̃(x) are continuous, there must be a point x∗ between x− and x+ where
g(x∗)= g̃(x∗). To see this, consider the function f (x)= g(x)− g̃(x). The function
f is continuous and furthermore,

f (x+)= g(x+)− g̃(x+) > 0, f (x−)= g(x−)− g̃(x−) < 0.

Hence, if x− < x+, then there must exist an x∗ ∈ (x−, x+) ⊂ Ii (or, if x+ < x−,
then x∗ ∈ (x+, x−)⊂ Ii ) such that f (x∗)= 0, or equivalently, g(x∗)= g̃(x∗), as
claimed. �

An immediate consequence of this lemma is that the piecewise constant volume-
of-fluid interface reconstruction algorithm as defined below must be first-order
accurate. The details are as follows.
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Definition 21. The piecewise constant VOF interface reconstruction algorithm is
defined by

g̃(x)= y j−1+ h3i, j (g) for all x ∈ Ii = [xi−1, xi ], (109)

where, as usual, I have assumed that the 3× 3 block Bi j centered about the cell Ci j

in which I want to reconstruct the interface has been rotated so that the interface
can be written as a single valued function g(x) on the interval I = [−3h/2, 3h/2]
and

3i, j (g)= h−2
∫

Ii

θ j (g)dx

is the volume of dark fluid in Ci j .

Corollary 22 (The piecewise constant VOF interface reconstruction algorithm is
first-order). Suppose that the interface passes through a portion of the cell Ci, j

and that it can be represented as a C2 function on the interval I = [−3h/2, 3h/2].
Then the piecewise constant interface reconstruction algorithm defined in (109)
produces a first-order accurate approximation g̃ to the exact interface g in Ci, j :

|g(x)− g̃(x)| ≤ CP h for all x ∈ Ii = [−h/2, h/2],

where CP =
√

3.

Proof. By assumption the interface g is continuous and passes through the center
cell Ci j . Furthermore, the piecewise constant interface reconstruction algorithm
defined in (109) is a member of the class of piecewise linear approximations to
g. Therefore, Lemma 20 applies, and hence there exists a point x∗ ∈ Ii such that
y j−1 ≤ g(x∗)≤ y j and

g(x∗)= g̃(x∗).

The assumption10 that g ∈ C2
[I ] allows me to apply Theorem 6 to obtain (see

Equation (46)) ∣∣g′(x)∣∣≤√3 for all x ∈ [−h/2, h/2]. (110)

Thus, applying the Taylor remainder theorem [29] to g(x), I find that for all x ∈
[−h/2, h/2]

|g(x)− g̃(x)| = |g(x∗)+ g′(ξ)(x − x∗)− g̃(x∗)| ≤ |g′(ξ)h| ≤
√

3h,

since ξ = ξ(x) is some number between x and x∗ (that is, ξ ∈ [−h/2, h/2]) and
hence, (110) applies. �

10Actually, I only need the interface g to be one times continuously differentiable on Ii ; that is,
g ∈ C1

[Ii ]. I have assumed g ∈ C2
[I ] here so that I will not have to prove a special version of

Theorem 6 in order to obtain the bound in (46) on g′(x).
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Theorem 23 (The approximation to g′ is first-order accurate). Assume that the
interface g ∈ C2

[I ] where I = [−3h/2, 3h/2] and that at least two distinct column
sums Si+α and Si+β with α, β = 1, 0,−1 and α 6= β are exact to O(h):∣∣∣∣Si+α − h−2

∫
Ii+α

g(x) dx
∣∣∣∣≤ CSh, (111)

∣∣∣∣Si+β − h−2
∫

Ii+β

g(x) dx
∣∣∣∣≤ CSh, (112)

where

CS = 8
√

3(2
√

2− 1)2 (113)

is the constant obtained in Theorem 15. Then the slope defined by

m =
Si+α − Si+β

α−β
for α, β = 1, 0,−1 with α 6= β

of the piecewise linear approximation g̃(x) = mx + b to the exact interface g
satisfies

|m− g′(0)| ≤
( 26

3 κmax+CS
)
h. (114)

Proof. Note that during the course of proving Theorem 10, I have shown that the
only column sum that may not be exact is the middle one, Si ; for example, see the
list in the proof of the Symmetry Lemma. Therefore, I may assume that

Si+α = h−2
∫

Ii+α

g(x)dx if α = 1 or −1. (115)

Now note that the inequality in (88) can be rewritten in the following way. If (88)
holds for the i-th column sum Si , then there exists εi > 0 with |εi | ≤ CSh such that

h−2
∫

Ii

g(x)dx = Si + εi if α = 0. (116)

In other words, if the column sum Si is not exact, then εi is the area of the region
bounded by the horizontal line y = y3, the vertical line x = x2, and the graph of the
interface y = g(x) as shown in Figure 10. Otherwise, the column sum Si is exact
and εi = 0.

By the Taylor remainder theorem

g(x)= g(0)+ g′(0)x + 1
2 g′′(ξ)x2, (117)
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for some ξ ∈ (−x, x).11 Applying (117) to g and performing the integration in
equations (115) and (116) for each α =−1, 0, 1 yields

Si−1 = g(0)h−1
− g′(0)+ 13

24 g′′(ξ−1)h, (118)

Si = g(0)h−1
+

1
24 g′′(ξ0)h− εi , (119)

Si+1 = g(0)h−1
+ g′(0)+ 13

24 g′′(ξ1)h, (120)

where the term with g′(0) has dropped out of the expression for Si , since g′(0)x is
an odd function of x and the interval Ii = [−h/2, h/2] is centered about x = 0.

Subtracting the expression in (118) from the expression in (120) and dividing
by 2 yields the centered difference approximation to the derivative g′(0) plus error
terms:

Si+1− Si−1

2
= g′(0)+ 13

24

(
g′′(ξ1)+ g′′(ξ−1)

)
h. (121)

Rearranging the terms in (121) and using (47) yields∣∣∣∣ Si+1− Si−1

2
− g′(0)

∣∣∣∣= ∣∣ 13
24

(
g′′(ξ1)+ g′′(ξ−1)

)
h
∣∣≤ 26

3 κmaxh ≤
( 26

3 κmax+CS
)
h.

Similarly, subtracting Si−1 from Si and Si from Si+1 yield the two one-sided dif-
ference approximations to g′(0),

|(Si − Si−1)− g′(0)| ≤
( 14

3 κmax+CS
)
h,

|(Si+1− Si )− g′(0)| ≤
( 14

3 κmax+CS
)
h.

The inequality in (114) follows immediately. �

The following theorem is the main result of this paper.

Theorem 24. Assume the interface g ∈ C2
[I ] where I = [−3h/2, 3h/2] and that

at least two of the column sums Si+α and Si+β for α, β = 1, 0,−1 with α 6= β are
exact to O(h). Let

g̃(x)= mx + b

be a piecewise linear approximation to g(x) in Ii = [−h/2, h/2] with

m =
Si+α − Si+β

α−β
, (122)

and assume that g(x) and g̃(x) have the same volume fraction in the center cell:

3i, j (g)=3i, j (g̃).

11Technically speaking, if x > 0, then ξ ∈ (0, x), while if x < 0, then ξ ∈ (x, 0). My intention is
for the notation ξ ∈ (−x, x) to cover both cases.
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Then g̃(x) is a second-order accurate approximation to g(x) in Ii :

|g(x)− g̃(x)| ≤
( 50

3 κmax+CS
)
h2 for all x ∈ Ii = [−h/2, h/2]

where
CS = 8

√
3(2
√

2− 1)2. (123)

Proof. By Lemma 20 I know that there exists x∗ ∈ Ii = [−h/2, h/2] such that
g(x∗)= g̃(x∗). Let x ∈ Ii be arbitrary, but fixed. By the Taylor remainder theorem
I know that there exists ξ = ξ(x) ∈ Ii such that

g(x)= g(x∗)+g′(x∗)(x− x∗)+ 1
2 g′′(ξ)(x− x∗)2.

Hence,

|g(x)− g̃(x)| =
∣∣g(x∗)+g′(x∗)(x− x∗)+ 1

2 g′′(ξ)(x− x∗)2− g̃(x∗)−m(x− x∗)
∣∣

≤ |g′(x∗)−m||x− x∗|+ 1
2 |g
′′(ξ)|(x− x∗)2

≤ |g′(x∗)−m|h+4κmaxh2,

where I have used (47) to bound g′′(ξ) and the fact that x, x∗ ∈ Ii = [−h/2, h/2]
to obtain |x − x∗| ≤ h. In order to bound

∣∣g′(x∗)−m
∣∣ I rewrite this expression as:

|g′(x∗)−m| = |g′(x∗)− g′(0)| + |g′(0)−m|. (124)

In order to bound the first term on the right side of (124) I expand g′(x∗) in a Taylor
series about x = 0 and use the Taylor remainder theorem to obtain

g′(x∗)= g′(0)+ g′′(ζ )(x∗− 0),

for some ζ ∈ Ii . From (47) and, since x∗ ∈ Ii = [−h/2, h/2] implies |x∗| ≤ h/2, I
have

|g′(x∗)− g′(0)| ≤ |g′′(ζ )||x∗| ≤ 4κmaxh. (125)

Finally, using the bound on |g′(0)−m| in (114), I have

|g(x)− g̃(x)| ≤ (|g′(x∗)− g′(0)| + |g′(0)−m|)h+ 4κmaxh2

≤
(
8+ 26

3

)
κmaxh2

+CSh2
=
( 50

3 κmax+CS
)
h2,

as claimed. �

5. Conclusions

Given any C2 curve z(s) in R2 overlaid with a computational grid consisting of
square cells, each with (nondimensional) side h, I have proven that for each cell
Ci j that contains a portion of the curve z(s) there exist at least two columns or
two rows in the 3× 3 block of cells Bi j centered on the cell Ci j whose divided
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difference is a first-order accurate approximation mi j to the slope of the curve z(s)
in the center cell Ci j . This approximation to the slope of z in Ci j , together with the
knowledge of the exact volume fraction 3i j in Ci j , is sufficient to construct a line
segment g̃i j (x) that is an O(h2) approximation to the curve z(s)= (x(s), g(x(s))
it in the max norm in that cell:

|g(x)− g̃i j (x)| ≤ C(κmax)h2 for all x ∈ [xi , xi+1]. (126)

Here κmax is the maximum curvature of the interface z in the 3× 3 block of cells
Bi j centered on the cell Ci j , C (κmax) is a constant that depends on κmax but is
independent of h, and xi , xi+1 denote the left and right edges, respectively, of the
cell Ci j .

I have not demonstrated a way in which to find these two columns or two rows
given the volume fraction information in the 3× 3 block of cells Bi j centered on
the cell Ci j . However, there are at least two algorithms currently in use that may
provide the user with a way to choose the columns correctly, and hence produce a
first-order accurate approximation to the slope of the curve z(s) in the center cell
Ci j . These algorithms are the ones named LVIRA and ELVIRA in [23]. However
this remains to be proven. Computational studies in [23] show that these algorithms
are second-order accurate in the discrete max norm when the results are averaged
over many (for example, one thousand) computations. However these algorithms
may need to be modified in order to achieve strict second-order accuracy in the
max norm without averaging.

In Theorem 24, I have proven that (126) holds provided that the maximum value

κmax =max
s
|κ(s)|

of the curvature κ(s) of the interface z(s) in the 3× 3 block of cells Bi j satisfies

κmax ≤ Cκ ≡min{Chh−1, (
√

h)−1
}, (127)

where Ch is a constant that is independent of h. As h→ 0 the second constraint in
(127) eventually becomes the condition that must be satisfied; that is, (

√
h)−1 <

Chh−1 for h small enough. It is natural to ask if this constraint is necessary, since
I only need this constraint when the center column sum Si is not exact; that is, I
only use the constraint κmax ≤ (

√
h)−1 to prove Theorem 15.

I have performed a number of computations in an effort to determine if the first
constraint

κmax ≤ Chh−1

is sufficient to ensure that (126) holds. These computations, together with several
theorems I have proven in special cases when the center column sum Si is not
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exact,12 lead me to believe that the second constraint in (127)

κmax ≤ (
√

h)−1

is indeed necessary. However this issue requires further study.
In closing, I would like to emphasize that when the interface reconstruction

algorithm is coupled to an adaptive mesh refinement algorithm, the parameter

Hmax =min{Ch(κmax)
−1, (κmax)

−2
}

can be used to develop a criterion for determining when to increase the resolution
of the grid. Namely, the computation of the interface in a given cell Ci j is under-
resolved whenever

h > Hmax,

where κmax is the maximum curvature of the interface over the 3× 3 block of cells
Bi j centered on Ci j , and hence the grid needs to be refined in a neighborhood of
this block.
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