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A combinatorial proof of a decomposition property
of reduced residue systems

Yotsanan Meemark and Thanakorn Prinyasart

(Communicated by Filip Saidak)

In this paper, we look at three common theorems in number theory: the Chinese
remainder theorem, the multiplicative property of the Euler totient function, and
a decomposition property of reduced residue systems. We use a grid of squares
to give simple transparent visual proofs.

1. Introduction

Let m and n be positive integers. Construct an m� n grid of squares. We place
the sequence of positive integers 1; 2; 3; : : : into the grid beginning with the upper
left-hand corner cell and moving from the cell numbered i to the cell numbered
i C 1 by going one box down and one to the right. If this is not possible (at the last
row or the rightmost column of our m� n table), we wrap around to the opposite
edge and continue. It is easy to see that the i -th row has numbers that are congruent
to i modulo m and the j -th column has numbers that are congruent to j modulo n.

We observe that two positive integers x and y fill the same cell if and only
if x � y mod m and x � y mod n, which is equivalent to x � y is divisible by
Œm; n�, the least common multiple of m and n. From this, it follows that there is
a repetition after we get to Œm; n� and, of course, that Œm; n� is the first integer to
arrive at the lower right-hand corner. Thus we have the positive integers from 1

to Œm; n� in the table. Notice that we can number all mn boxes in this way if and
only if m and n are relatively prime. This follows from .m; n/Œm; n�Dmn. Here
.m; n/ denotes the greatest common divisor of m and n. When mD 3 and nD 5,
the above explanation can be illustrated by a glued 3� 5 table and a discrete torus,
which appear in [Terras 1999]; see Figure 1.

In what follows, we point out some applications of this elementary construction.
It provides not only a visual verification of two common theorems in number theory,
namely, the Chinese remainder theorem and the multiplicative property of the Euler

MSC2010: 11A07.
Keywords: Chinese remainder theorem, reduced residue system.
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Figure 1. A glued 3� 5 table and its corresponding discrete torus.

totient �-function, but also gives a constructive proof for a decomposition property
of reduced residue systems, to be defined below. The results are presented in
Sections 2 and 3, respectively.

2. The Chinese remainder theorem

Let d D .m; n/. We can split the m� n table into .m=d/� .n=d/ subtables so that
each of them is a square d � d table as shown in Figure 2.

By the above filling method, each subtable has numbers only in its diagonal. For
example, the upper left-hand corner subtable will be filled with integers from 1

to d . We move from one subtable to another by going one subtable down and one

1
2

d

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

d

n

m

d

Figure 2. Our division of the m � n table into d � d subtables,
where d D .m; n/.
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to the right and wrap around as explained before. Hence a square d � d subtable
can be viewed as a block in an .m=d/� .n=d/ table. Since .m=d; n=d/D 1, all
d � d cells have the subsequence

.l � 1/d C 1; .l � 1/d C 2; : : : ; ld for some l 2
n
1; 2; : : : ;

mn

d2

o
in their diagonals. Thus, the m� n table is transformed into an .m=d/� .n=d/
table with .m=d; n=d/D 1 and we can now number all of the mn=d2 boxes with
1; 2; : : : ;mn=d2. Now observe that the integers in the original table appear only
in the positions .k C id; k C jd/, where k � d; i � m=d � 1 and j � n=d � 1.
In other words, the positions of the integers are .a; b/ with a� b mod d , that is,
d j .a� b/. Furthermore, as mentioned earlier, there is a repetition of solutions
modulo Œm; n�. Therefore we have proved the Chinese remainder theorem:

Theorem 1. Let m and n be positive integers. For integers a and b, the congruences

x � a mod m and x � b mod n

admit a simultaneous solution if and only if .m; n/ divides a� b. Moreover, if a
solution exists, then it is unique modulo Œm; n�.

The result when .m; n/D 1 was also described by Ledet [2007]. We demonstrate
Theorem 1 by the following example.

Example 2. Let mD 6 and nD 8. Then .m; n/D 2 and Œm; n�D 24. Filling the
6� 8 table with the numbers from 1 to 24 as previously described, we obtain

1 19 13 7

2 20 14 8

9 3 21 15

10 4 22 16

17 11 5 23

18 12 6 24

According to this table, one easily sees that x � 22 mod 24 is a simultaneous
solution for x � 4 mod 6 and x � 6 mod 8, and there is no x for which both
x � 5 mod 6 and x � 4 mod 8. �

If m is a positive integer, the Euler totient function �.m/ is defined to be the
number of positive integers not exceeding m which are relatively prime to m. By
a reduced residue system modulo m, we mean any set of �.m/ integers, pairwise
incongruent modulo m, each of which is relatively prime to m. Notice that if p

is a prime, then �.p/ D p � 1 and f1; 2; : : : ;p � 1g is a reduced residue system
modulo p. It is also immediate that �.ps/D ps �ps�1 for all s 2 N.
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Next, we investigate the decomposition property of the reduced residue systems
by our combinatorial technique. Let aDmn, where m and n are positive integers.

We arrange the positive integers 1; 2; : : : ; Œm; n� into the m�n grid of squares by
using the above filling method and delete the i -th rows and j -th columns of the table
for all i and j with .m; i/ > 1 and .n; j / > 1. For a better understanding of this
construction, one may erase all even (second, fourth, . . . ) rows and all even columns
of the table in Example 2. Recall that the i -th row has numbers that are congruent
to i modulo m and the j -th column has numbers that are congruent to j modulo n.

Let l be a remaining positive integer in the table. Notice that l � i mod m with
.m; i/ D 1 and 1 � i � m; that is, l D i C km for some nonnegative integer k.
Since .m; i/D 1, there exist integers x and y such that mxC iyD 1. Consequently,
we choose x0 D x � ky 2 Z and y0 D y 2 Z. Then mx0C ly0 D 1, so we have
.l;m/D 1. Similarly, we can show that .l; n/D 1. Since aDmn, we also have
.l; a/D 1. Hence all positive integers left in the table after deletion are relatively
prime to a and less than Œm; n�.

For .m; n/D 1, we can place the positive integers from 1 to Œm; n�DmnD a in
the m�n grid by the means above. Erase the i -th rows that are not relatively prime
to m and cross out the j -th columns that are not relatively prime to n. Then we
obtain �.m/�.n/ undeleted cells and eliminate all numbers that are not relatively
prime to m and n. Since .m; n/ D 1, the entries left in the table coincide with
positive integers less than and relatively prime to a, so the number of these entries is
equal to �.a/. Hence we can conclude the well-known multiplicative property of the
Euler totient �-function, namely, if .m; n/D 1, then �.mn/D �.a/D �.m/�.n/.
This combinatorial proof is the one given in the famous book on number theory
[Niven et al. 1991]. Since �.ps/D ps �ps�1 D ps.1�p�1/ when p is a prime
and s � 1, the multiplicative property gives a formula for computing

�.M /DM
Y

p jM

.1�p�1/

for any positive integer M .

3. Decomposition property of reduced residue systems

Let m0 be the product of primes in m not in n with the same exponents that they
have in m. It is easy to see that m0 and n are relatively prime. Place the positive
integers from 1 to m0n in the m0 � n grid and erase the rows that are not relatively
prime to m0 and the columns that are not relatively prime to n. Let l be a positive
integer left in the table after deletion. Then .l;m0/ D 1 D .l; n/. Assume that
there exists a prime p dividing l and aDmn. Thus p jm or p j n. But .l; n/D 1,
so p is not in n and thus p is in m. Therefore p jm0, which contradicts the fact
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that .l;m0/ D 1. Hence the remaining �.m0/�.n/ positive integers in the table
are relatively prime to a. Consider them as a �.m0/��.n/ matrix. The set of all
members in each row of this matrix is a reduced residue system modulo n and
x � y mod n for all integers x and y that are in the same column.

Let A0 be the above �.m0/��.n/ matrix and

Ai DA0C i

264m0n : : : m0n
:::

: : :
:::

m0n : : : m0n

375
�.m0/��.n/

for i D 0; 1; : : : ;
�.mn/

�.m0/�.n/
� 1:

The identity �.M /DM
Q

pjM .1�p�1/ shows that

�.mn/

�.m0/�.n/
D

m

m0
;

so the index i ranges from 0 up to m=m0� 1, which implies that the entries of Ai

do not exceed a. It is also obvious that each entry in Ai is relatively prime to a.
We augment A0 by the matrices

A1; : : : ;A �.a/

�.m0/�.n/
�1
;

respectively, to form a new .�.a/=�.n//� �.n/ matrix. Then the entries of this
matrix are integers from 1 to a, relatively prime to a, with the condition that the set
of the entries in each row is a reduced residue system modulo n and x�y mod n for
all integers x and y that are in the same column. Hence we have a constructive proof
for a theorem on a decomposition property of reduced residue systems modulo a

summarized as follows.

Theorem 3. Let S be a residue system modulo a, and let n � 1 be a divisor of a.
Then we have the following decompositions of S :

(1) S is the union of �.a/=�.n/ disjoint sets, each of which is a reduced residue
system modulo n.

(2) S is the union of �.n/ disjoint sets, each of which consists of �.a/=�.n/
numbers congruent to each other modulo n.

Remark. Another proof of this theorem and its application on character sums can
be found in Apostol’s book [1976].
Example 4. Consider aD 48 with mD 6 and nD 8. Since 8D 23 and 6D 2 � 3,
let m0 D 3. Filling a 3� 8 table with numbers by our technique, we obtain

1 10 19 4 13 22 7 16

17 2 11 20 5 14 23 8

9 18 3 12 21 6 15 24
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Delete the rows that contain numbers not relatively prime to 3 and the columns that
contain numbers not relatively prime to 8. We have then the 2� 4 matrix formed
from the remaining numbers given by

AD

�
1 19 13 7

17 11 5 23

�
:

Augment this matrix with �.3/D 2 rows obtained by adding m0n to all entries of A,
so we finally reach the decomposition

A0 D

2664
1 19 13 7

17 11 5 23

25 43 37 31

41 35 29 47

3775
as desired. �
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Strong depth and quasigeodesics
in finitely generated groups

Brian Gapinski, Matthew Horak and Tyler Weber

(Communicated by Kenneth S. Berenhaut)

A “dead end” in the Cayley graph of a finitely generated group is an element
beyond which no geodesic ray issuing from the identity can be extended. We
study the so-called “strong dead-end depth” of group elements and its relationship
with the set of infinite quasigeodesic rays issuing from the identity. We show that
the ratio of strong depth to word length is bounded above by 1

2 in every finitely
generated group and that for any element g in a finitely generated group G,
there is an infinite (3, 0)-quasigeodesic ray issuing from the identity and passing
through g. Applying the Švarc–Milnor lemma to a finitely generated group acting
geometrically on a geodesically connected metric space, we obtain the result that
for any two points in such a space, there is an infinite quasigeodesic ray starting
at one and passing through the other with quasigeodesic constants independent of
the points selected.

1. Introduction

Background and summary of results. Let G be a group and X a finite generating
set for G. The Cayley graph for G with respect to X is the graph with vertex set G
and an edge from g to gx for every x ∈ X ∪ X−1. Throughout, we will use 0(G, X)
or simply 0 to denote the Cayley graph of G with respect to X . Assigning all edges
in 0(G, X) length 1 determines a metric on 0(G, X), and therefore on G, which
we denote by d( · , · )= dX ( · , · ). The metric d determines a length function lX = l
on G defined by l(x)= d(e, x), where e is the identity of G.

Many results on discrete groups rely upon an understanding of the structure of
geodesics in the Cayley graph. In particular, the question arises of the existence (or
nonexistence) of elements g beyond which no geodesic ray from the identity to g can
be extended to a longer geodesic. In the current literature, such elements are called
dead ends. Dead ends have been applied to, for example, the construction in [Lyons

MSC2010: 20F65.
Keywords: Cayley graph, dead end, quasigeodesic.
This research was supported by the NSF REU grant DMS-1062403.
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et al. 1996] of a random walk on the lamplighter group that is biased towards
the identity but that escapes from the identity faster than a simple random walk.
Dead ends also played a role in the proof that infinite commensurable hyperbolic
groups are bi-Lipschitz equivalent [Bogopol’skiı̆ 1997].

A property of arbitrary metric spaces similar to the nonexistence of dead ends in
a group is the geodesic extension property, which states that every finite geodesic
segment is contained in an infinite geodesic line. The geodesic extension property
appears frequently in the study of nonpositively curved spaces, and especially
in the study of CAT(0) spaces and CAT(0) groups. For example, it is shown
in [Bridson and Haefliger 1999; Hosaka 2012] that if X is a CAT(0) space with
the geodesic extension property, then any geometric action on X of a group of
the form G = G1 × G2 induces a splitting of X as X = X1 × X2 with a geo-
metric action of G1 on X1 and of G2 on X2. With further assumptions on G,
the action of G1 ×G2 on X1 × X2 is the product action. We refer the reader to
Chapter II.6 of the book [Bridson and Haefliger 1999] for a thorough discussion
of the role of infinite geodesics in the study of the geometry of nonpositively
curved spaces.

One difficulty of extending the above results involving dead ends or geodesic
extension to larger classes of groups is that quasi-isometries take geodesics to quasi-
geodesics, not geodesics. Therefore, it is possible for a group to have dead ends with
respect to one generating set but not another. Even worse, there exist groups with
unbounded dead-end depth with respect to one generating set, but no dead ends with
respect to another [Riley and Warshall 2006]. This quasi-isometry noninvariance
prevents one from using or studying dead ends by way of a geometric action of the
group in question on a space, since such an action provides only the quasi-isometric
equivalence of the group with the space.

In this paper, we address this problem in two ways. We first analyze the behavior
of the strong depth, σ(g), of an element g, introduced by Lehnert [2009]. Informally,
this is the minimum distance back towards the identity that any path in 0(G, X)
from g to an element of greater length must travel. Warshall [2011] introduced a
similar notion, the retreat depth, which is the minimum distance, d, towards the
identity that one must travel to enter an unbounded component of the complement
of the ball of radius l(g)−d . Strong depth and retreat depth are similar and seem to
behave roughly the same. Therefore, although we have chosen to phrase all of our
theorems in terms of strong depth, they can be restated in terms of retreat depth.

Even though strong depth depends on the generating set, just as for ordinary
dead ends, its ratio to length turns out to be well-behaved for all generating sets. In
Section 2 we prove the following:

Theorem 2.2. Let G be an infinite group and X a finite generating set for G. Then
for all g ∈ G \ {e}, we have σ(g)/l(g)≤ 1

2 .



STRONG DEPTH AND QUASIGEODESICS IN FINITELY GENERATED GROUPS 369

The second way in which we address the strong dependence of dead ends on the
quasi-isometry class or the generating set is to relax the question of extending a
geodesic path between two elements and instead ask whether there exist universal
constants L and A for which one can find an infinite (L , A)-quasigeodesic ray
passing through any arbitrary pair of points. If so, then we say that the space in
question has uniform quasigeodesic ray extension. In Section 3, we show that every
infinite, finitely generated group has uniform quasigeodesic ray extension:

Theorem 3.3. Let G be an infinite group and X a finite generating set for G. Then
for all g ∈ G there exists an infinite (3, 0)-quasigeodesic ray in 0(G, X) starting at
the identity of G and passing through g.

Applying the Švarc–Milnor lemma to a “nice” metric space X admitting a
geometric action of a finitely generated group G, we obtain the following corollary:

Corollary 3.8. Let (X, dX ) be a metric space in which any two points can be joined
by a geodesic segment and G a finitely generated group acting by isometries on X.
If there exists a ball B(x0, R) in X whose G-translates cover X with the property
that for every r > 0 the set {g : B(x0, r)∩ g · B(x0, r) 6= ∅} is finite, then X has
uniform quasigeodesic ray extension.

Definitions. In this section, we review the definitions of the various types of dead
ends and dead-end depths that we deal with and summarize some of their basic
properties. In what follows, all graphs are assumed to be endowed with the metric d
induced by declaring each edge to have length 1.

Definition 1.1. Let 0 be a graph. A path in 0 is a function ρ : I → 0, where I is
the intersection of a (possibly infinite) interval of the real line with Z such that for
each i, j ∈ I with |i − j | = 1, we have that ρ(i) and ρ( j) span an edge in 0.

For convenience and to aid the memory and imagination, we often express a
path as

ρ = . . . , ak, ak+1, ak+2, ak+3, . . . ,

where ai = ρ(i). We use similar notation for finite paths and paths infinite on only
one end.

Definition 1.2. If ρ = a0, a1, a2, . . . , am and τ = x0, x1, x2, . . . , xn are paths with
am = x0, then the concatenation of ρ and τ is ρτ = a1, a2, . . . , am, x1, . . . , xn .

Definition 1.3. Let ρ = a1, a2, . . . , an be a path in a graph 0. The path length
between two vertices ai and a j in ρ is defined as pρ(ai , a j )= |i − j |.

Definition 1.4. Let γ = a1, a2, . . . , an be a (possibly infinite) path in the graph 0.
We say that γ is a geodesic in 0 if for all i, j , we have pγ (ai , a j )= d(ai , a j ).
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We now specialize to the case where G is a finitely generated group, X is a fixed
generating set for G and 0(G, X) is the Cayley graph of G with respect to X . All
of these definitions are dependent on the generating set X , but if there is only one
generating set in question, we often omit it from the notation.

Definition 1.5. For g ∈G the word length of g (with respect to X ) is l(g)= lX (g)=
d(e, g) with distance measured in 0(G, X).

Definition 1.6. Let G be a group and X a finite generating set for G. Let g ∈ G
and n ∈ N. The sphere of radius n centered at g (with respect to generating set X )
is Sg(n) := {h ∈ G : dX (g, h)= n}.

Definition 1.7. Let G be a group and X a finite generating set for G. Let g ∈ G
and n ∈N. The ball of radius n centered at g (with respect to generating set X ) is
Bg(n) := {h ∈ G : dX (g, h)≤ n}.

Definition 1.8. Let G be a group and X a finite generating set for G. The dead-end
depth (with respect to X ) of an element g ∈ G with lX (g)= n is the least integer k
such that there exists a path of length k in 0(G, X) from g to Se(n+1). We denote
the dead-end depth of g as δX (g) or simply δ(g) if only one generating set is under
investigation. An element g ∈ G with δ(g) > 1 is called a dead end.

Definition 1.9. Let G be a group and X a finite generating set for G. We say that G
has bounded dead-end depth with respect to X if there exists N ∈ N such that, for
all g ∈ G, we have δ(g)≤ N . If no such N exists, we say that G has unbounded
dead-end depth with respect to X .

As previously mentioned, the dead-end elements, dead-end depth, and retreat
depth of a group are strongly dependent on the generating set. Riley and Warshall
[2006] constructed a group that has bounded dead-end depth with respect to one
finite generating set but unbounded dead-end depth with respect to another finite
generating set. Lehnert [2009] introduced the following notion of strong depth and
showed that Houghton’s group H2 has unbounded strong depth.

Definition 1.10. Let 0 be the Cayley graph of a group G with respect to the finite
generating set X and let g ∈ G with d(e, g) = n. The strong depth of g (with
respect to X ) is the minimum k such that there exists a path in 0(G, X) from g to
an element of Se(n+ 1) that does not enter Be(n− k). We denote the strong depth
of g with respect to X as σX (g) or simply σ(g) if the context is clear.

2. Strong depth

There are two “easy” inequalities satisfied by dead-end depth and strong depth. The
first inequality follows from the definitions and states that for every element g of
a finitely generated group G, we have that σ(g) ≤ 1

2δ(g). The second inequality
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1
2 l(g)

a
1

b

g gγ

Figure 1. Schematic of a geodesic passing through an element g
with σ(g) > 1

2 l(g).

states that for every element g of a finitely generated group G, we have that
δ(g)≤ 2l(g)+ 1. This is observed by taking a geodesic path from g to the identity
and concatenating a geodesic path to an element of greater length than g. To our
knowledge, these are the only two inequalities involving dead-end depth known
to hold in all finitely generated groups and for all generating sets. In this section,
we establish another property of strong depth that holds for every finite generating
set of any infinite finitely generated group. Our argument uses the fact that every
infinite finitely generated group contains an infinite geodesic line passing through
the identity. A sketch of the proof of this fact can be found in [de la Harpe 2000].
We record this as:

Lemma 2.1. Let G be an infinite group and X a finite generating set for G. Then
the Cayley graph 0(G, X) contains a bi-infinite geodesic line passing through
the identity.

Theorem 2.2. Let G be an infinite group and X a finite generating set for G. Then
for all g ∈ G \ {e}, we have σ(g)/l(g)≤ 1

2 .

Proof. Suppose towards a contradiction that there exists a nonidentity g ∈ G with
σ(g)/l(g) > 1

2 . By Lemma 2.1, select an infinite geodesic line

γ = . . . , w2, w1, e, v1, v2, . . .

in G. Since G acts on 0 by isometries, g · γ is an infinite geodesic line that passes
through g. Let a be the element in {g · wk : k ∈ N} of least length. If two or
more such elements exist, select a to be the closest such element to g along g · γ .
Similarly, we let b be the element of {g ·vk : k ∈N} of least length, again taking the
closest such element to g along g · γ if more than one least length element exists.
A schematic of this is shown in Figure 1.
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Since σ(g) > 1
2 l(g), we have

l(a) < 1
2 l(g), (1)

l(b) < 1
2 l(g). (2)

Inequalities (1) and (2), together with the facts that d(a, g) ≥ l(g)− l(a) and
d(b, g)≥ l(g)− l(b), give

d(a, g) > 1
2 l(g), (3)

d(b, g) > 1
2 l(g). (4)

Now consider the distance along g · γ between a and b. Since g · γ is a geodesic,
inequalities (3) and (4) give

pg·γ (a, g)= d(a, g) > 1
2 l(g), (5)

pg·γ (b, g)= d(b, g) > 1
2 l(g). (6)

Since the total path length between a and b is simply the sum of pg·γ (a, g) and
pg·γ (b, g), equations (5) and (6) give

d(a, b)= pg·γ (a, b)= pg·γ (a, g)+ pg·γ (b, g)

> 1
2 l(g)+ 1

2 l(g)= l(g). (7)

By the triangle inequality, the distance between a and b is less than or equal to
the sum of their lengths. So, by (1) and (2),

d(a, b)≤ l(a)+ l(b)

< 1
2 l(g)+ 1

2 l(g)= l(g). (8)

Thus (7) and (8) provide a contradiction, which proves that σ(g)/l(g)≤ 1
2 for

all g ∈ G \ {e}. �

In practice, groups containing elements with large ratios of strong depth to length
seem difficult to find. Indeed, all elements of sufficiently large length of the families
of dead ends studied in the papers referenced on page 368 have ratios of strong
depth to length that are less than 1

6 . Moreover, we were able to modify the families
or generating sets in question to get families of elements with ratios of strong depth
to length only as large as 1

4 . This leads one to consider the “limiting” ratio of strong
depth to length

�(G)= lim sup
l(g)→∞

{
σ(g)
l(g)
: g ∈ G

}
and ask if there are groups for which �(G)= 1

2 .
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Imagining what such a group would look like, one envisions a group G with
a sequence of elements (gn) of increasing length for which it is more and more
difficult to reach elements of larger length without retreating closer and closer to
halfway back to the identity. If the group had many such elements, one might expect
it to be difficult to construct a family of paths, one through each group element,
which escape from identity uniformly quickly. In the next section, we examine
a property, which we call uniform quasigeodesic ray extension, that guarantees
the existence of such a family. Unfortunately, however, we cannot establish a
connection between �(G)= 1

2 and a group not having uniform quasigeodesic ray
extension. Indeed, the best connection we are able to establish is that uniform
quasigeodesic ray extension implies that �(G) < 1, which is weaker than the
conclusion of Theorem 2.2 for finitely generated groups.

3. Uniform quasigeodesic ray extension

One difficulty in the study of dead ends and in the use of geodesic completeness
is that neither existence of dead ends nor the geodesic completeness property is
invariant under quasi-isometry. Thus, one cannot apply one of the main strategies of
geometric group theory: analyzing a group by understanding its action on a space
(or vice versa). In this section we suggest a way of dealing with this difficulty by
relaxing the condition of finding geodesic paths to that of finding quasigeodesic
paths, all of which have the same multiplicative and additive constants. We begin
by reviewing the terminology involved with quasi-isometries and quasigeodesics.

Definition 3.1. Let (X, dX ) and (Y, dY ) be metric spaces. A function f : X→ Y
is an (L , A)-quasi-isometric embedding if there exist constants L ≥ 1 and A ≥ 0
such that, for all x1, x2 ∈ X ,

1
L

dX (x1, x2)− A ≤ dY ( f (x1), f (x2))≤ LdX (x1, x2)+ A.

We refer to L as the multiplicative constant and A as the additive constant for f .
The function f is an (L , A,C)-quasi-isometry if there exists an additional constant
C ≥ 0 such that, for all y ∈ Y , there exists x ∈ X with dY (y, f (x))≤ C .

Definition 3.2. Let (X, dX ) be a metric space. A quasigeodesic is a (λ, ε)-quasi-
isometric embedding g : I→ X , where I = (a, b)∩Z for some a, b∈R∪{∞,−∞}.

We remark that if γ is a geodesic in a graph 0 in the sense of Definition 1.4 then
γ is a (1, 1)-quasigeodesic in the sense of Definition 3.2.

Theorem 3.3. Let G be an infinite group and X a finite generating set for G. Then
for all g ∈ G there exists an infinite (3, 0)-quasigeodesic ray in 0(G, X) starting at
the identity of G and passing through g.
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gγ
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ρ

e

g

b

π

γ

Figure 2. Schematic of the path in Theorem 3.3.

Proof. Let G be an infinite group and X a finite generating set for G and let
0 = 0(G, X) be the Cayley graph of G with respect to X . Let γ be an infinite
geodesic line in 0 that passes through the identity as given by Lemma 2.1. Let
g ∈ G be an arbitrary element. Since G acts on the Cayley graph by isometries,
g · γ is an infinite geodesic line passing through g. Let a be an element on g · γ
such that, for all b on g · γ , we have l(a)≤ l(b).

Let ρ be any geodesic from the identity to a and let π be the geodesic ray along
g · γ that starts at a and passes through g. Figure 2 shows a schematic illustration
of these geodesic segments. Define γ ′ : N∪ {0} → G by

γ ′(t)=
{
ρ(t) if 0≤ t ≤ l(a),
π(t − l(a)) if t > l(a).

This infinite segment is indicated by the dotted lines in Figure 2. Observe that γ ′

is infinite by construction. We break the problem into cases to prove that γ ′ is a
(3, 0)-quasigeodesic by showing that the following inequality holds for all x and y
in the domain of γ ′:

1
3 |x − y| ≤ d(γ ′(x), γ ′(y))≤ 3|x − y|. (9)

Case 1: x ≤ l(a) and y ≤ l(a). In this case, γ ′(x) and γ ′(y) are defined by ρ.
Since ρ is a geodesic, we have

1
3 |x − y| ≤ |x − y| = d(ρ(x), ρ(y))= |x − y| ≤ 3|x − y|.

Because ρ(x)= γ ′(x) and ρ(y)= γ ′(y), we have d(ρ(x), ρ(y))= d(γ ′(x), γ ′(y)).
Therefore, inequality (9) is satisfied.

Case 2: x > l(a) and y > l(a). This case is similar to the previous one.

Case 3: x ≤ l(a) and y > l(a). Note that the right inequality of (9) is trivially true
by the definitions of distance and path length because γ ′ is a path. For the left
inequality of (9), first note that l(γ ′(x))≤ l(a)≤ l(γ ′(y)). Therefore any geodesic
path between γ ′(x) and γ ′(y) must intersect Se(l(a)). Since a lies on Se(l(a)),
this implies that d(γ ′(x), a)≤ d(γ ′(x), γ ′(y)). Because the portion of ρ between
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γ ′(x) and a is a geodesic, we have

|x − (l(a))| = d(γ ′(x), a)≤ d(γ ′(x), γ ′(y)). (10)

By inequality (10) and the triangle inequality,

|l(a)− y| = d(a, γ ′(y))

≤ d(a, γ ′(x))+ d(γ ′(x), γ ′(y))≤ 2d(γ ′(x), γ ′(y)). (11)

By inequalities (10) and (11),

1
3 |x − y| = 1

3

(
|x − (l(a))| + |l(a)− y|

)
≤

1
3

(
d(γ ′(x), γ ′(y))+ 2d(γ ′(x), γ ′(y))

)
= d(γ ′(x), γ ′(y)).

Therefore, inequality (9) is satisfied in this case as well.

Therefore, for all x and y in the domain of γ ′, inequality (9) holds and γ ′ is an
infinite (3, 0)-quasigeodesic that starts at the identity and passes through g. �

We have just shown that for any element g in an infinite group G with finite
generating set X , there is a (3, 0)-quasigeodesic ray in 0(G, X) starting at the
identity and passing through g. We now generalize this property by relaxing the
additive and multiplicative constants of the quasigeodesic rays and prove that a
large class of metric spaces have this property.

Definition 3.4. A metric space (X, d) has uniform quasigeodesic ray extension if
there exist real numbers L ≥ 1 and A ≥ 0 such that for any x1, x2 ∈ X , there is an
infinite (L , A)-quasigeodesic ray that starts at x1 and passes through x2. We refer
to L as the multiplicative constant and A as the additive constant.

We note that if G is an infinite finitely generated group, then G has uniform
quasigeodesic ray extension with respect to any finite generating set. This is because,
for any g1, g2 ∈ G, Theorem 3.3 provides an infinite (3, 0)-quasigeodesic ray γ
starting at e and passing through g−1

1 g2. Translating γ by g1 provides an infinite
quasigeodesic ray starting at g1 and passing through g2. We record this as:

Corollary 3.5. Let G be an infinite group and X a finite generating set for G. Then
0(G, X) has the uniform quasigeodesic ray extension property.

We now prove that uniform quasigeodesic ray extension is invariant under quasi-
isometry.

Theorem 3.6. Let (X, dX ) be a metric space having uniform quasigeodesic ray
extension with constants L and A. If a metric space (Y, dY ) is quasi-isometric
to (X, dX ), then there exist L ′ ≥ 1 and A′ ≥ 0 such that (Y, dY ) has uniform
quasigeodesic ray extension with constants L ′ and A′.



376 BRIAN GAPINSKI, MATTHEW HORAK AND TYLER WEBER

The proof of this theorem requires the following lemma, whose proof is a standard
exercise in quasi-isometries and quasigeodesics.

Lemma 3.7. Let ρ : N→ X be an (L , A)-quasigeodesic ray in a metric space X
and f : X → Y be an (ε, λ)-quasi-isometry from X to a metric space Y . Then
ρ ′ = f ◦ ρ : N → Y is an (L ′, A′)-quasigeodesic ray for constants L ′ and A′

depending only on L , A, ε, and λ.

We now prove Theorem 3.6.

Proof. Let (X, dX ) be a metric space with (L , A)-uniform quasigeodesic ray ex-
tension, (Y, dY ) a metric space and f : X → Y an (L ′, A′,C)-quasi-isometry.
Consider y1, y2 ∈ Y . Since f is a quasi-isometry, there exist x1, x2 ∈ X such that
dY (y1, f (x1))≤C and dY (y2, f (x2))≤C . Since X has uniform quasigeodesic ray
extension, there is an infinite (L , A)-quasigeodesic γ that starts at x1 and passes
through x2. By Lemma 3.7, γ ′ = f ◦γ is an infinite (λ, ε)-quasigeodesic that starts
at f (x1) and passes through f (x2) with λ and ε depending only on L , A, L ′, and A′.
Select l ∈ N with γ ′(l)= f (x2). We define γ ′′ : N→ Y by

γ ′′(t)=



y1 if t = 1,
γ ′(t − 1) if 2≤ t ≤ l + 1,
y2 if t = l + 2,
γ ′(l) if t = l + 3,
γ ′(t − 3) if t ≥ l + 4.

Setting the multiplicative constant λ′=λ and the additive constant ε′= ε+2C+3/λ,
one can readily verify that γ ′′ is a (λ′, ε′)-quasigeodesic. Since the constants of γ ′′

depend only on λ, ε, and C , and not the particular y1 and y2 selected, (Y, dY ) has
(λ′, ε′) uniform quasigeodesic ray extension. �

The Švarc–Milnor lemma is usually phrased in terms of a group G, not known
beforehand to be finitely generated, acting properly discontinuously by isometries
and with compact quotient on a proper geodesic metric space X , as, for example,
in [de la Harpe 2000, Theorem IV.B.23]. In this case, one concludes that G is
finitely generated and, when endowed with the word metric with respect to a finite
generating set, quasi-isometric with X . However, if one already knows G to be
finitely generated, one can drop the requirement that X be proper, replace the
condition of a cocompact action with the existence of a ball Bx0(R) of finite radius
whose G-translates cover X , and rephrase a properly discontinuous action as one
such that, for every r > 0, the set {g : Bx0(r) ∩ g · Bx0(r) 6= ∅} is finite. If the
action of G satisfies the above conditions, then G is quasi-isometric with X . In this
case, by Corollary 3.5 and Theorem 3.6, one may also conclude that X has uniform
quasigeodesic ray extension. We formalize this in our final corollary.
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Corollary 3.8. Let (X, dX ) be a metric space in which any two points can be joined
by a geodesic segment and G a finitely generated group acting by isometries on X.
If there exists a ball Bx0(R) in X whose G-translates cover X with the property that
for every r > 0 the set {g : Bx0(r)∩ g · Bx0(r) 6= ∅} is finite then X has uniform
quasigeodesic ray extension.
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Generalized factorization in Z/mZ

Austin Mahlum and Christopher Park Mooney

(Communicated by Vadim Ponomarenko)

Generalized factorization theory for integral domains was initiated by D. D. An-
derson and A. Frazier in 2011 and has received considerable attention in recent
years. There has been significant progress made in studying the relation τn for
the integers in previous undergraduate and graduate research projects. In 2013,
the second author extended the general theory of factorization to commutative
rings with zero-divisors. In this paper, we consider the same relation τn over
the modular integers, Z/mZ. We are particularly interested in which choices
of m, n ∈ N yield a ring which satisfies the various τn-atomicity properties. In
certain circumstances, we are able to say more about these τn-finite factorization
properties of Z/mZ.

1. Introduction and background

D. D. Anderson and A. Frazier [2011] introduced a concept called τ -factorization.
This provided a general theory which unified much of the existing literature on fac-
torization theory in integral domains into one general notion of factorization theory.
Recently, the second author has used several methods to extend this τ -factorization
to commutative rings with zero-divisors; see [Mooney 2015a, 2015b; 2015c; 2016].

There has been a fair amount of research done on a particular τ -relation of interest
especially in the integers, Z. We discuss this in more depth in the following section.
In particular, the dissertation of S. M. Hamon [2007] answered the following
question, among others: for what n ∈ N is Z τn-atomic? A. Florescu [2013]
investigated reduced τn-factorizations over Z. These studies helped to give a
concrete basis for τ -factorization over the integers.

In this paper, we carry out a similar investigation of Z/mZ. We again are inter-
ested in the τn-finite factorization properties, especially the question of τn-atomicity.
We use the definitions and methods established by D. D. Anderson and S. Valdez-
Leon [1996] and generalized by the second author [Mooney 2015a]. In Section 2,
we present preliminary definitions and background information in a more rigorous
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and thorough manner. In Section 3, we present several important properties of
Z/mZ which play a role in the τn-finite factorization properties. In Section 4, we
present the main results concerning τn-finite factorization properties of Z/mZ for
various choices of m and n. Finally, in Section 5, we present further thoughts on
the remaining questions which were not answered in the present article.

2. Preliminaries

We assume R is a commutative ring with 1 6= 0. Let R∗ = R−{0}, U (R) be the set
of units of R, and R#

= R∗−U (R) be the nonzero nonunits of R. As in [Anderson
and Valdes-Leon 1996], we let

• a ∼ b if (a)= (b),

• a ≈ b if there exists λ ∈U (R) such that a = λb,

• a∼= b if (1) a∼ b and (2) a= b= 0 or if a= rb for some r ∈ R then r ∈U (R).

We say a and b are associates (resp. strong associates, very strong associates)
if a ∼ b (resp. a ≈ b, a ∼= b). As in [Anderson et al. 2004], a ring R is said to
be a strongly associate (resp. very strongly associate) ring if for any a, b ∈ R,
a ∼ b implies a ≈ b (resp. a ∼= b).

We leave the routine check that very strong associates are strong associates
and strong associates are associates as an exercise for the reader. Both ∼ and
≈ are equivalence relations, while ∼= fails only to be reflexive. It is interesting
to see why, in rings with zero-divisors, these associate relations are no longer
equivalent. Any nontrivial idempotent e ∈ R provides an example of an element
such that e ≈ e, but e 6∼= e. We have e = 1 · e, yet e 6∼= e because e is not a unit
in e = e · e. This also demonstrates why ∼= need not be reflexive. Examples
of elements which are associate, but not strongly associate are more difficult to
come by. We provide an example first given in [Fletcher 1969] and restated in
[Anderson and Valdes-Leon 1996, Example 2.3], where the details are provided.
Let R = F[X, Y, Z ]/(X − XY Z), where F is a field. Let x, y, and z be the images
of X, Y, and Z respectively in R. Then x = xyz, so x ∼ xy, but there is no unit
λ ∈U (R) such that x = λxy, so x 6≈ xy.

Let τ be a symmetric relation on R#; that is, τ ⊆ R#
× R# and if (a, b) ∈ τ ,

then (b, a) ∈ τ and we will write a τ b. For nonunits a, ai ∈ R, and λ ∈ U (R),
a = λa1 · · · an is said to be a τ -factorization if ai τ a j for all i 6= j . If n = 1, then
this is said to be a trivial τ -factorization. Given the above τ -factorization, we would
say that ai is a τ -factor of a or write ai |τ a. We note that 0 cannot appear as a
τ -factor, except in the trivial factorization 0= λ0 for some λ ∈U (R).

We pause to provide some examples of τ -relations which have been of interest
in the literature.
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Example 2.1. Let R be a commutative ring with 1.

(1) τd = R#
× R#. This yields the usual factorizations in R and |τd is the same as

the usual divides.

(2) τ =∅. For every a ∈ R#, there is only the trivial factorization and a |τ b⇐⇒
a = λb for λ ∈U (R)⇐⇒ a ≈ b.

(3) Let I be an ideal in R. Set a τI b if and only if a− b ∈ I .

(a) Let R = Z and I = (n). Then this is τn , which was studied extensively in
[Florescu 2013; Hamon 2007].

(b) In the present work, we are interested in the case when R=Z/mZ and I = (n).
We note that τ(n) is usually written as τn and this relation is indeed symmetric
since a− b ∈ I ⇐⇒ b− a ∈ I .

(4) We obtain the comaximal factorizations studied in [McAdam and Swan 2004] by
a τ b if and only if (a, b)= R. Furthermore, for any ?-operation, we obtain ?-comaxi-
mal factorizations, studied in [Juett 2012], by a τ? b if and only if (a, b)? = R.

(5) Lastly, for any set S, such as the collection of irreducible or prime elements in a
ring R, we can study τS-factorizations to obtain the atomic or prime factorizations
respectively by saying a τS b if and only if a ∈ S and b ∈ S.

We now summarize several definitions given in [Mooney 2015a; 2016]. Let a ∈ R
be a nonunit. Then a is said to be τ -irreducible or τ -atomic if for any τ -factorization
a = λa1 · · · an , we have a ∼ ai for some i . We say a is τ -strongly irreducible or
τ -strongly atomic if for any τ -factorization a = λa1 · · · an , we have a ≈ ai for
some ai . We say that a is τ -m-irreducible or τ -m-atomic if for any τ -factorization
a = λa1 · · · an , we have a ∼ ai for all i . Note: the “m” is for “maximal” since
such an a is maximal among principal ideals generated by elements which occur as
τ -factors of a. As in [Mooney 2016], a ∈ R is said to be a τ -unrefinable atom if a
admits only trivial τ -factorizations. We say that a is τ -very strongly irreducible or
τ -very strongly atomic if a ∼= a and a has no nontrivial τ -factorizations. We refer
the reader to [Mooney 2015a; 2016] for a further discussion and more equivalent
definitions of these various forms of τ -irreducibility.

We have the following relationship between the various types of τ -irreducibles,
which is proved in [Mooney 2015a, Theorem 3.9] as well as [Mooney 2016].

Theorem 2.2. The following diagram illustrates the relationships between the
various types of τ -irreducibility a might satisfy, where ≈ represents R being a
strongly associate ring:

τ -v. s. irred. +3 τ -unrefinably irred.

%-

+3 τ -s. irred. +3 τ -irred.

τ -m-irred.

≈

KS 3;
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Let e be a nontrivial idempotent in R. Let τ∅ = ∅. Then there are no non-
trivial τ∅-factorizations. Thus every a ∈ R# is τ∅-unrefinably atomic. However,
e · e = e shows that e 6∼= e and thus e is not τ∅-very strongly atomic. To see
that none of the other reverse implications hold, we may set τ = R#

× R# to
obtain the usual factorizations. Examples are provided in [Anderson and Valdes-
Leon 1996] which show that the other implications are not reversible in rings
with zero-divisors.

We are now able to summarize various τn-finite factorization properties that a
ring may have.

Definition 2.3. Let α∈{atomic,strongly atomic,m-atomic,unrefinably atomic,very
strongly atomic}. Let β ∈ {associate, strongly associate, very strongly associate}.

(1) R is said to be τ -α if every nonunit has a τ -factorization into elements which
are τ -α.

(2) R is said to satisfy τn-ACCP if for every nonunit a0 ∈ R, any ascending chain
of principal ideals

(a0)⊆ (a1)⊆ (a2)⊆ · · · ⊆ (ai )⊆ (ai+1)⊆ · · ·

such that ai+1 |τ ai for each i becomes stationary.

(3) R is said to be a τn-α-β-unique factorization ring (UFR) if

• R is τn-α,
• every nonunit has a unique τn-α factorization up to rearrangement and β.

(4) R is said to be a τn-α-half factorial ring (HFR) if R is τ -α and for each nonunit,
the length of every τn-α factorization is the same.

(5) R is said to be a τn-bounded factorization ring (BFR) if every nonunit has a
finite bound on the length of any τn-factorization.

(6) R is said to be a τn-β-finite factorization ring (FFR) if every nonunit has only
a finite number of τn-factorizations up to rearrangement and β.

(7) R is said to be a τn-β-weak finite factorization ring (WFFR) if every nonunit
has only a finite number of τn-divisors up to β.

(8) R is said to be a τn-α-β-divisor finite ring (df ring) if every nonunit has only a
finite number of τn-α-divisors up to β.

We include parts of the diagram from [Mooney 2016] to help the reader visualize
the relationship between these τ -finite factorization properties. In the diagram
below, ∇ represents τ being refinable and associate-preserving and we direct the
reader to [Mooney 2016] for further details:
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τ -α-HFR
∇

"*
τ -α-β-UFR

2:

∇ +3 τ -β-FFR +3

��

τ -BFR ∇ +3 τ -ACCP ∇ +3 τ -atomic

τ -β-WFFR

��

∇

rz
τ -α τ -α-β-df ring +3 τ -α-β-df ring

3. Z/mZ is strongly associate

We begin by studying the ring we are interested in, Z/mZ. As seen in the previous
section, the main issue with factorization in rings with zero-divisors is the number
of types of irreducibility and atomicity. We find that this ring has several nice
properties, which makes our work slightly more manageable. We find that Z/mZ is
a strongly associate ring and if p is a prime and e∈N, then Z/peZ is présimplifiable.
Equivalently, Z/peZ is a very strongly associate ring. So if m is a prime power, then
for any a∈ R#, all the associate relations and hence types of τ -irreducibility coincide.
In general, even if m has multiple prime divisors, we will know that associate and
strongly associate coincide; hence τn-atomic and τn-strongly atomic also coincide.

It was proved, in [Kaplansky 1949], that any Artinian or principal ideal ring
is strongly associate. This immediately gives us that our finite (hence Artinian)
principal ideal ring, Z/mZ, is strongly associate. We outline an elementary proof for
Z/mZ being strongly associate as well as present other useful results about Z/mZ.
We hope this is helpful for the reader, both to become familiar with the ring we
are working in and to see the relationships between the various types of associate
relations. Many of these results and similar techniques are used later when we
analyze the question of τn-atomicity of Z/mZ.

We begin with a remark about the units of a direct product of commutative rings.
This is a routine result, which can be found in any modern algebra text, and will be
left as an exercise to the reader.

Remark. Let R1 and R2 be commutative rings with unity and let R= R1×R2. Then

U (R)=
{
(λ1, λ2) | λ1 ∈U (R1), λ2 ∈U (R2)

}
=U (R1)×U (R2) := S.

That is, the units in a direct product of rings are the direct product of the collection
of units in the individual rings.

Lemma 3.1. R = R1× R2 is strongly associate if and only if R1 and R2 are both
strongly associate.
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Proof. (⇒) Let R = R1× R2 be a strongly associate ring. Let (a), (b) be ideals
in R1 such that a ∼ b, i.e., (a)= (b). Consider the ideals (a)× R2 = (a)× (1) and
(b)× R2 = (b)× (1). Since (a)= (b), we have

((a, 1))= (a)× (1)= (b)× (1)= ((b, 1)).

Now R = R1× R2 is strongly associate, so there is a unit (λ1, λ2) ∈U (R) such that
(a, 1)= (λ1, λ2)(b, 1). Thus a = λ1b. By the above remark, we have shown that
λ1 ∈U (R1). Hence a ≈ b. A symmetric argument demonstrates that R2 is strongly
associate.

(⇐) Now suppose R1 and R2 are strongly associate rings. Let a, b ∈ R with a ∼ b.
Suppose a= (a1, a2) and b= (b1, b2). Now a∼b means ((a1, a2))= ((b1, b2)). We
must prove that there exists a (λ1, λ2)∈U (R) with (a1, a2)= (λ1, λ2)(b1, b2). Now

(a1)× (a2)= ((a1, a2))= ((b1, b2))= (b1)× (b2).

Thus a1 is associate with b1 and a2 is associate with b2. Hence, R1 and R2 are
strongly associate, so there exists λ1 ∈U (R1) and λ2 ∈U (R2) such that a1 = λ1b1

and a2 = λ2b2. Therefore (λ1, λ2) ∈ U (R) with (a1, a2) = (λ1, λ2)(b1, b2). This
demonstrates R is strongly associate as desired. �

A routine induction argument on n, the number of factors in the product, yields
the following result since R = (R1× R2×· · ·× Rn−1)× Rn = R1× R2×· · ·× Rn .

Lemma 3.2. R = R1 × R2 × · · · × Rn is strongly associate if and only if Ri is
strongly associate for each 1≤ i ≤ n.

Lemma 3.3. Let a1, . . . , an ∈ R. Then (a1a2 · · · an)= (a1)(a2) · · · (an).

Proof. Let x ∈ (a1)(a2) · · · (an). Then

x = r11a1r12a2 · · · r1nan + r21a1r22a2 · · · r2nan + · · ·+ rm1a1rm2a2 · · · rmnan

for some ri j ∈ R, with 1≤ i, j ≤m, is a typical element of (a1)(a2) · · · (an). Notice
that we can factor out a1a2 · · · an from each term yielding

x = (r11r12 · · · r1n + r21r22 · · · r2n + · · ·+ rm1rm2 · · · rmn)(a1a2 · · · an). (1)

The right-hand side of (1) demonstrates that x ∈ (a1a2 · · · an). Thus (a1a2 · · · an)⊇

(a1)(a2) · · · (an).
Let x ∈ (a1a2 · · · an). Then x = ra1a2 · · · an for some r ∈ R. Then we can write

x = ra1a2 · · · an = (ra1)(1a2) · · · (1an), demonstrating x ∈ (a1)(a2) · · · (an). Thus
(a1a2 · · · an)⊆ (a1)(a2) · · · (an). �

Lemma 3.4. Let p ∈ N be a prime number and e ∈ N. Then R = Z/peZ is very
strongly associate; equivalently, Z/peZ is présimplifiable. Moreover, this means
that Z/peZ is a strongly associate ring.
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Proof. Suppose a ∼ b. We will show a ∼= b. Since a ∼ b, we have (a) = (b) by
definition. Thus we must prove that either a = b = 0 or if a = rb for some r ∈ R
then r ∈U (R).

If a = 0 or b = 0 we are done, so we may assume that neither a nor b is 0.
If a or b are units, then (a) = (b) = R and r = ab−1, which is a unit. Thus we
may assume a and b are nonzero nonunits. Thus p | a and p | b. Let ea be the
largest integer such that pea divides a, but no larger power still divides a. Define eb

similarly. Now (a) = (b), so a | b and pea | a and therefore pea | b. This means
ea ≤ eb. Similarly, b | a so eb ≤ ea . This means ea = eb, but by comparing the
number of factors of p in both sides of a = rb, we see that p cannot divide r . Thus
gcd(r, p)= 1 and r ∈U (Z/peZ). Hence, R has been shown to be a very strongly
associate ring, which is equivalent to présimplifiable in the language of Bouvier
[1971; 1972a; 1972b; 1974]. Every présimplifiable ring is certainly a strongly
associate ring. �

The following theorem now follows easily from the lemmas and the Chinese
remainder theorem.

Theorem 3.5. Let m ∈ N with m ≥ 2 and m = pe1
1 · · · p

en
n . Then

Z/mZ∼= Z/pe1
1 Z×Z/pe2

2 Z× · · ·×Z/pen
n Z

is a strongly associate ring.

This means associate and strongly associate are always the same relation and
hence τn-atomic and τn-strongly atomic coincide for our rings Z/mZ. We also
needed R to be a strongly associate ring to conclude that τn-m-atomic implies
τn-strongly atomic in Theorem 2.2. We find that this property of Z/mZ greatly
streamlines much of the research.

4. τn-factorization properties of Z/mZ

Here we begin our analysis of which choices of m, n ∈ N yield a τn-atomic (or
-strongly atomic, -m-atomic, -unrefinably atomic, -very strongly atomic) ring.
Moreover, when possible, we indicate if the ring satisfies other nice τn-finite
factorization properties.

Z/ pZ. We first consider the simplest case, R = Z/pZ when p is prime.

Lemma 4.1. Let p ∈ N be a prime number. Then R = Z/pZ is a field.

Proof. Let a ∈ R∗. Then gcd(a, p)= 1, so by the Euclidean algorithm, there are
integers s, t ∈ Z such that as + pt = 1. When reduced modulo p, we see that
as ≡ 1 (mod p). Thus Z/pZ is a commutative ring with unity such that every
nonzero element is a unit. Thus Z/pZ is a field. �
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Theorem 4.2. Let p ∈ N be prime and set R = Z/pZ. Let α ∈ {atomic, strongly
atomic,m-atomic, unrefinably atomic, very strongly atomic}. Let β ∈ {associate,
strongly associate, very strongly associate}. Then for any n ∈ N, we have:

(1) R is τn-α.

(2) R satisfies τn-ACCP.

(3) R is a τn-BFR.

(4) R is a τn-α-β-UFR.

(5) R is a τn-α-HFR.

(6) R is a τn-β-FFR.

(7) R is a τn-β-WFFR.

(8) R is a τn-α-β-df ring.

Proof. (1) Let a ∈ R with a a nonunit. Then by Lemma 4.1, a = 0 since all nonzero
elements are units in a field. The only τn-factorizations are 0= λ0 since there are
no other nonzero nonunits. Furthermore, R is a field, so (0) is a maximal ideal and
therefore 0 is m-irreducible and thus τn-m-irreducible. Fields are integral domains,
which are présimplifiable, so all of the other forms of τn-α coincide. Thus R is τn-α.

(2) The only proper ideal is (0) since R is a field, so it certainly satisfies ACCP and
therefore τn-ACCP.

(3) There are no nonzero nonunits, so there can be no nontrivial τn-factorizations.
Thus all τn-factorizations are trivial and have length 1, making R a τn-BFR.

(4)–(6) We know R is τn-α by (1). Moreover, 0 has only 0=λ0 as a τn-factorization.
Since R is a field, 0 ∼= 0, so we see this is the only factorization up to rearrange-
ment and β. Hence R is a τn-α-β-UFR and a τn-α-HFR. Again, this is the only
τn-factorization, not just the only τn-α factorization, so R is certainly a τn-β-FFR.

(7)–(8) R is a finite ring with p elements. Hence there are a finite number of τn- and
τn-α-divisors in the whole ring. Thus R is a τn-β-WFFR and a τn-α-β-df ring. �

Z/ peZ, where e> 1. For Z/mZ, with m = pe (where e ∈ N and p is prime), we
found that Z/peZ is présimplifiable, or equivalently very strongly associate. As in
[Mooney 2016], we have the following, which we state without proof.

Lemma 4.3. Let R be a présimplifiable ring. Let a ∈ R# be a nonzero nonunit.
Then the following are equivalent:

(1) a is τn-atomic.

(2) a is τn-strongly atomic.

(3) a is τn-m-atomic.

(4) a is τn-unrefinably atomic.

(5) a is τn-very strongly atomic.
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Lemma 4.4. Let R = Z/peZ, where p, e, n ∈ N and p is prime. Then p is
τn-m-atomic and therefore p is τn-atomic (-strongly atomic, -m-atomic, -unrefinably
atomic, -very strongly atomic).

Proof. Let p ∈ R = Z/peZ. We show that (p) is maximal. The following are
equivalent:

• An element a ∈ Z/peZ is a unit.

• gcd(a, pe)= 1.

• gcd(a, p)= 1.

• p does not divide a.

• a 6∈ (p).

Thus (p) is precisely the set of nonunits. If J ) (p), then let x ∈ J \ (p). Then p
does not divide x , so x ∈ J is a unit, and so J = R. This shows that (p) is a
maximal ideal (not just among principal ideals). Thus p is m-atomic and therefore
τn-m-atomic. Moreover, by Lemma 4.3 this means p is τn-atomic (-strongly atomic,
-m-atomic, -unrefinably atomic, -very strongly atomic). �

Proposition 4.5. Let p, e, n ∈ N, where p is prime and e > 1. The only τn-atomic
(-strongly atomic, -m-atomic, -unrefinably atomic, -very strongly atomic) elements
of R = Z/peZ are p and unit multiples of p.

Proof. Let a ∈ R be a τn-irreducible (equivalently, -strongly atomic, -m-atomic,
-unrefinably atomic, -very strongly atomic) element. Since a must be a nonunit, we
know gcd(a, p)= p > 1. Therefore, p | a. Let j be the largest number of factors
of p that we can factor out of a. That is, let j be the integer such that p j divides a,
but p j+1 does not divide a. Write a=λp j . Then gcd(λ, p)=1 or else p j+1

| a. This
means λ∈U (R). If j > 1, then a= λ· p j

= λ· p · · · p is a τn-factorization of a such
that (a) 6= (p). This means a is not τn-atomic and therefore a is also not τn-strongly
atomic (-m-atomic, -unrefinably atomic, -very strongly atomic). Thus, j = 1 and
a=λp, showing any τn-atomic (or -strongly atomic, -m-atomic, -unrefinably atomic,
-very strongly atomic) element of R = Z/peZ must be a unit multiple of p. �

Theorem 4.6. Let R = Z/peZ, where p, e, n ∈ N and p is prime. Then we have
the following:

(1) R is τn-atomic.

(2) R is τn-strongly atomic.

(3) R is τn-m-atomic.

(4) R is τn-unrefinably atomic.

(5) R is τn-very strongly atomic.
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Proof. Let a ∈ R be a nonunit. If a is not a unit, then gcd(a, p) > 1; hence p | a.
We let j represent the integer for which p j

| a, but p j+1 does not divide a. Thus
a= p j

·λ for some λ∈N. Moreover, p does not divide λ, so gcd(λ, p)= 1 and λ is
a unit. Then a = λp · · · p, where p occurs j times. Certainly p τn p for any n ∈ N
since p− p= 0∈ (0)⊆ I for any ideal I . Thus we have found a τn-atomic (-strongly
atomic, -m-atomic, -unrefinably atomic, -very strongly atomic) factorization of a
by Lemma 4.3. �

Proposition 4.7. Let R=Z/peZ, where p, e, n∈N and p is prime. Let α∈{atomic,
strongly atomic,m-atomic, unrefinably atomic, very strongly atomic} and let β ∈
{associate, strongly associate, very strongly associate}. Then we have the following:

(1) R is a τn-β-WFFR.

(2) R is a τn-α-β-idf ring.

(3) R satisfies τn-ACCP.

Proof. This is immediate again since R is a finite ring. �

Remark. We note here that this ring nearly satisfies further τn-finite factoriza-
tion properties; however, we have the following issue. For any j ≥ e, we have
0= p · · · p = p j is a τn-atomic (-strongly atomic, -m-atomic, -unrefinably atomic,
-very strongly atomic) factorization of 0. This means that R fails to be a τn-BFR
(or -α-HFR, -α-β-UFR, -β-FFR). We do, on the other hand, have some positive
results for nonzero elements of Z/peZ.

Theorem 4.8. Let p, e, n ∈N, where p is prime. Let α ∈ {atomic, strongly atomic,
m-atomic, unrefinably atomic, very strongly atomic}. Let β ∈ {associate, strongly
associate, very strongly associate}. Let a ∈ Z/peZ, a nonzero nonunit. Then we
have the following:

(1) Any two τn-α factorizations of a have the same length.

(2) The element a not only has a τn-α factorization, but it is unique up to re-
arrangement and β.

(3) The element a has a finite number of τn-factorizations up to rearrangement
and β.

(4) There is a bound on the length of any τn-factorization of a.

Proof. (1) Let a ∈ R be a nonzero nonunit. We know by Theorem 4.6 that there is
a τn-α factorization of a. As Proposition 4.5 demonstrated, p and unit multiples
of p are the only τn-α elements in Z/peZ. Recall that from the construction of the
τn-α factorization in Theorem 4.6, j is the unique integer such that p j

| a, but p j+1

does not divide a. It is clear then that any τn-α factorization of a must have precisely
j factors, each being some unit multiple of p.
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(2) By Proposition 4.5, the only τn-α elements are unit multiples of p. Now Z/peZ is
présimplifiable, so all choices of β are equivalent. Thus since all τn-α factorizations
have the same length and all τn-α elements are β, it is clear that this τn-α factoriza-
tion of a is unique.
(3) Since any τn-factorization of a is certainly a factorization of a, it suffices to show
that there are only finitely many factorizations of a up to β. Again, let j be as in (1).
We claim that j is the largest number of nonunit factors that any factorization can
have. If each factor is a nonunit, then it must be divisible by p. By the definition
of j , we have p j

| a, but p j+1 does not divide a. Thus there can be no more than
j factors in any given factorization of a. In this way, all factorizations of a must
come as some grouping of the j factors of p or some unit multiple of p. Hence the
number of distinct factorizations up to β is certainly bounded by 2 j . A better bound
would be P( j), where P(n) is the number of partitions of a set with n elements.
(4) Since there are only a finite number of τn-factorizations up to β, we can simply
take the maximum length of these factorizations as the bound on the length of
τn-factorizations of a. Alternatively, it is clear that j , as defined in the unique factor-
ization in (1), is the longest possible τn-factorization since any other τn-factorization
could be refined into this τn-α factorization and it would be at least as long. �

The above theorem shows that 0 is the only element preventing Z/peZ from
being a τn-α-β-UFR (or -α-HFR, -β-FFR, -BFR).

Z/mZ. When m has multiple distinct prime divisors, matters become more com-
plicated. There are now nontrivial idempotent elements. For instance, consider
Z/6Z and the element 3. We can factor 3 = 3 · 3 = 3 · 3 · 3 = · · · . Often the
solution to dealing with issues that arise from idempotents is using U-factorization,
as in [Mooney 2015b]. We are still able to say a few things about certain finite
factorization properties in the affirmative, but further research will need to be
conducted to completely answer this question.

We begin with a known result which sheds some light on the situation. If
gcd(n,m)=1, then (n)= R and we have the usual factorization since τn= τd , where
τd = R#

× R# yields the usual factorizations. This situation was discussed in [An-
derson and Valdes-Leon 1996] and we refer the reader here for the traditional case.

Proposition 4.9. Let R=Z/mZ, where m, n∈N. Let α∈{atomic, strongly atomic,
m-atomic, unrefinably atomic, very strongly atomic}. Let β ∈ {associate, strongly
associate, very strongly associate}. Then we have the following:

(1) R is a τn-β-WFFR.

(2) R is a τn-α-β-idf ring.

(3) R satisfies τn-ACCP.

Proof. This is immediate again since R is a finite ring. �
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Theorem 4.10. Let α ∈ {atomic, strongly atomic,m-atomic, unrefinably atomic,
very strongly atomic} and β∈{associate,strongly associate,very strongly associate}.
Let R = Z/pe1

1 pe2
2 · · · p

ek
k Z, where pi , ei , n, k ∈ N with pi primes. Then we have

the following:

(1) If k = 1, then R is as in the previous subsection.

(2) If ei 6= 1 for at least one i and k > 1, then we have the following:

(a) R fails to be a τn-BFR.
(b) R fails to be a τn-β-FFR.
(c) R fails to be a τn-α-HFR.
(d) R fails to be a τn-α-β-UFR.

(3) If ei = 1 for all 1≤ i ≤ k, then R is a direct product of fields and we have the
following:

(a) R is not τn-unrefinably atomic (or -very strongly atomic).
(b) R fails to be a τn-BFR.
(c) R fails to be a τn-β-FFR.
(d) R fails to be a τn-α-HFR.
(e) R fails to be a τn-α-β-UFR.

Proof. (1) is immediate.

(2) After reordering the primes if necessary, we may assume that e1 > 1. Then
consider the element (0, 1, . . . , 1) and the τn-factorizations

(0, 1, . . . , 1)= (p, 1, . . . , 1) · · · (p, 1, . . . , 1)= (p, 1, . . . , 1) j ,

where j ≥ e1. We notice that this is indeed a τn-factorization for any choice of
ideal (n) since (p, 1, . . . , 1)− (p, 1, . . . , 1) = (0, 0, . . . , 0) ∈ (n). Furthermore,
(p, 1, . . . , 1) is both regular (not a zero-divisor) and generates a principal ideal
which is maximal. This means (p, 1, . . . , 1) is τn-α and we have demonstrated
arbitrarily long τn-α factorizations of a nonunit. This proves R is not a τn-BFR (or
-β-FFR, -α-HFR, -α-β-UFR).

(3a) We observe that the element e := (0, 1, . . . , 1) is neither τn-unrefinably atomic
nor τn-very strongly atomic. To see this, consider the τn-factorization

e = (0, 1, . . . , 1)= (0, 1, . . . , 1)(0, 1, . . . , 1).

This demonstrates that e is an idempotent and hence e 6∼= e. Thus we have found a
nontrivial τn-factorization of e. We now consider any factorization of e. We have

e = (0, 1, . . . , 1)= (a11, a12, . . . , a1k)(a21, a22, . . . , a2k) · · · (at1, at2, . . . , atk).

We have 0=a11a21 · · · at1 in Z/pe1
1 Z, which is a field, so a f 1=0 for some 1≤ f ≤ t .

In the other coordinates, we have factorizations of 1, and thus ai j must be a unit for
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each i and j ≥ 2. This tells us that any factorization of e must have a factor of the
form (0, λ2, . . . , λk), where λ2, . . . , λk are units. But this means

e = (0, 1, . . . , 1)= (1, λ−1
2 , . . . , λ−1

k )(0, λ2, . . . , λk).

This factor is a strong associate of e which is neither τn-unrefinably atomic nor
τn-very strongly atomic. Thus there is no possible τn-unrefinably atomic or τn-very
strongly atomic factorization of e. On the other hand, R/(e) ∼= Z/p1Z, which
is a field, and R is a strongly associate ring, so e is τn-atomic (-strongly atomic,
-m-atomic).

(3b–3e) We again consider e := (0, 1, . . . , 1). We observe that e = e2
= e3

=

· · · = e j
= · · · yields τn-factorizations for any j > 1. This demonstrates that R is

neither a τn-FFR nor a τn-BFR. Furthermore, this gives τn-atomic (-strongly atomic,
-m-atomic) factorizations of e of different lengths, proving R is not a τn-atomic-
(-strongly atomic-, -m-atomic-) HFR or a τn-atomic- (-strongly atomic-, -m-atomic-
) β-UFR. Lastly, from (3a), we know R is not even τn-unrefinably atomic (or -very
strongly atomic), so it is certainly not a τn-unrefinably atomic- (or -very strongly
atomic-) HFR or a τn-unrefinably atomic- (or -very strongly atomic-) β-UFR. �

5. Further thoughts on Z/mZ with multiple prime factors

We have answered many questions regarding τn-finite factorization properties in
the negative; however, there are certainly some remaining open questions. When
there are multiple prime divisors, the question of whether R = Z/mZ is τn-atomic
(or -strongly atomic, -m-atomic) appears much more complicated and sensitive to
the choice of the ideal picked. Further research would need to be done. Indeed, this
question appears difficult even in the integers; see [Florescu 2013; Hamon 2007].
For fixed n ∈ Z, τn-atomicity and τn-finite factorization properties, even for small n,
have been and continue to be studied in depth in Z, especially by Reyes M. Ortiz
Albino and many of his students at The University of Puerto Rico at Mayagüez. It
seems fertile ground for future research.

The fact that Z/mZ is strongly associate simplifies (or at least unifies) some of
these questions to make it more tractable. The existence of idempotent elements
when m has multiple prime divisors suggests that looking at τ -U-factorization,
as in [Mooney 2015b], may be a better path to take. The τ -U-factorizations are
particularly effective in dealing with direct products of rings. It was often idempotent
elements that were preventing the ring from satisfying further τn-finite factorization
properties. As initiated by C. R. Fletcher [1969; 1970] and studied extensively by
M. Axtell, S. Forman, N. Roersma, and J. Stickles [Axtell 2002; Axtell et al. 2003],
the method of U-factorizations is helpful for this. When using U-factorization, rings
like Z/6Z go from not being even bounded factorization rings (3= 3i for all i) to
being U-unique factorization rings.
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Cocircular relative equilibria of four vortices
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John Little, Roberto Pelayo and Jesse Robert

(Communicated by Martin Bohner)

We study the cocircular relative equilibria (planar central configurations) in the
four-vortex problem using methods suggested by the study of cocircular central
configurations in the Newtonian four-body problem in recent work of Cors and
Roberts. Using mutual distance coordinates, we show that the set of four-vortex
relative equilibria is a two-dimensional surface with boundary curves representing
kite configurations, isosceles trapezoids, and degenerate configurations with one
zero vorticity. We also show that there is a constraint on the signs of the vorticities in
these configurations; either three or four of the vorticities must have the same sign,
in contrast to the noncocircular cases studied by Hampton, Roberts, and Santoprete.

1. Introduction

Understanding central configurations is a problem of fundamental importance
in celestial mechanics (for instance, see [Saari 2011]). Recent years have seen
heightened interest in the study of central configurations, in part due to the fact that
advances in computing power have made it possible to utilize tools from algebraic
geometry to study such problems. These tools have led to breakthroughs such as
the proof that there are only finitely many central configurations for each collection
of positive masses in the four-body problem [Hampton and Moeckel 2006], and the
proof of finiteness in generic cases of the five-body problem [Hampton and Jensen
2011; Albouy and Kaloshin 2012].

Similarly useful is the study of relative equilibrium configurations of collections
of Helmholtz vortices [Hampton and Moeckel 2009; Saari 2011]. Helmholtz vortices,
thought of as whirlpools lying in an infinite plane composed of a perfect fluid, were
first introduced as a means of modeling the interactions of two-dimensional slices
of collections of columnar vortex filaments. The study of relative equilibria of
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vortices has applications that range from basic fluid mechanics to the study of how
cyclones and hurricanes interact and evolve over time.

Algebraically, the equations defining relative equilibria of vortices are very similar
to those defining relative equilibria of masses. Suppose vortices of strengths 0i

(unlike the masses in the Newtonian problem, these can have positive or negative
real values) are initially located at positions qi ∈ R2. Writing ri j = ‖qi − q j‖ for
the mutual distance, we have a relative equilibrium if for all i ,∑

j 6=i

0 j
qi − q j

r2
i j
=−λ(qi − c), (1-1)

where λ is a constant and c is the center of rotation. The equations (1-1) differ
from their Newtonian equivalents because of the r2

i j in the denominators (where r3
i j

appears in the equations for relative equilibria of masses). The difference is caused
by a logarithmic potential in the vortex case that replaces the gravitational potential
in the Newtonian case.

In this paper, we study relative equilibria of collections of four point vortices
whose locations lie on a circle in the plane (the cocircular configurations in the title).
The inspiration for this study can be found in a recent paper in which Cors and
Roberts [2012] study the corresponding problem for four cocircular masses under
Newtonian gravity. Other articles devoted to the study of cocircular central configu-
rations include [Hampton 2005; Llibre and Valls 2015]. We also use a number of gen-
eral results on the vortex problem from a second recent article by Hampton, Roberts,
and Santoprete [Hampton et al. 2014]. We first present a set of equations in mutual
distance coordinates whose solutions correspond to these configurations in Section 2.
By analyzing the set of solutions of these equations, in Section 3 we obtain a surface
in R3 whose points parametrize the family of cocircular relative equilibria. Next, in
Section 4, we prove a result concerning the possible signs of the vorticities for a co-
circular relative equilibrium. We discuss some constraints on the positions qi and the
vorticities 0i in relative equilibria in Section 5. Finally, we follow [Cors and Roberts
2012], mutatis mutandis, and analyze two symmetric cases (kites and isosceles trape-
zoids) in Sections 6 and 7. These cases correspond to boundary points of our surface.

2. Equations for relative equilibria in mutual distance coordinates

By using results from [Hampton et al. 2014] on the general four-vortex problem
and adapting results from [Cors and Roberts 2012] on the cocircular case of the
four-body problem, in this section we will derive a set of equations characterizing
the cocircular relative equilibria in the four-vortex problem.

By equation (10) of [Hampton et al. 2014], the following relation (a conse-
quence of the Dziobek relations in the vortex case) is necessary and sufficient for
the existence of a four-vortex relative equilibrium with mutual distances ri j > 0,
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where 1≤ i < j ≤ 4:

(r2
13− r2

12)(r
2
23− r2

34)(r
2
24− r2

14)− (r
2
12− r2

14)(r
2
24− r2

34)(r
2
13− r2

23)= 0. (2-1)

For future reference, we note that this equation can be rearranged algebraically in
many different ways. We will also need the forms

(r2
14− r2

24)(r
2
13− r2

34)(r
2
12− r2

23)− (r
2
14− r2

34)(r
2
13− r2

23)(r
2
12− r2

24)= 0, (2-2)

(r2
23− r2

24)(r
2
14− r2

34)(r
2
12− r2

13)− (r
2
24− r2

34)(r
2
13− r2

14)(r
2
12− r2

23)= 0, (2-3)

(r2
24− r2

23)(r
2
13− r2

34)(r
2
12− r2

14)− (r
2
34− r2

23)(r
2
13− r2

14)(r
2
12− r2

24)= 0. (2-4)

Now we impose the condition that the locations of the four vortices lie on a
single circle in the plane. Numbering the positions sequentially around that circle,
it follows that r12, r23, r34, r14 are the lengths of the exterior edges of a cyclic
quadrilateral, and r13, r24 are the lengths of the diagonals. Letting

a = r12r34+ r14r23, b = r12r14+ r23r34, c = r12r23+ r14r34, (2-5)

from the law of cosines and the fact that opposite interior angles in the quadrilateral
are supplementary, it follows that

r2
13 =

ab
c
, (2-6)

r2
24 =

ac
b
. (2-7)

Multiplying the two equations above and taking square roots gives Ptolemy’s
theorem on cyclic quadrilaterals

r13r24 = r12r34+ r14r23. (2-8)

As in [Cors and Roberts 2012], we will always fix the numbering of the vortices
so that r12 is the largest exterior side length, and we will normalize the unit of
distance so r12 = 1. Then

r23, r34, r14 ≤ 1. (2-9)

As noted in [Cors and Roberts 2012], we also have
r13

r24
=

b
c
,

so

r13− r24 ≥ 0 ⇐⇒ b− c ≥ 0 ⇐⇒ (r14− r23)(r12− r34)≥ 0.

Since r12 ≥ r34 by our choice of labeling,

r14 ≥ r23 ⇐⇒ r13 ≥ r24. (2-10)

We note some additional useful consequences of the equations above relating the
diagonals of the cyclic quadrilateral to the exterior sides. In words, these inequalities
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will say that the diagonals of the cyclic quadrilateral are longer than any exterior
side on the opposite side of the diagonal from the longest exterior side. For instance,
from (2-6), notice that

r2
13− r2

14 = r34

(
r34r23+ r2

23r14+ r14− r3
14

r23+ r14r34

)
> 0 (2-11)

(since r14− r3
14 ≥ 0 by (2-9)). By similar computations, we also have

r2
13− r2

34 > 0, (2-12)

r2
24− r2

23 > 0, (2-13)

r2
24− r2

34 > 0. (2-14)

Let 0i ∈R\ {0}, where i = 1, . . . , 4, denote the strengths (vorticities) of the four
vortices. The derivation of (2-1) above and a computation analogous to that giving
equations (16)–(18) in [Cors and Roberts 2012] leads to the vorticity ratio formulas

02

01
=

r23r24(r2
13− r2

14)

r13r14(r2
24− r2

23)
, (2-15)

03

01
=

r23r34(1− r2
14)

r14(r2
23− r2

34)
, (2-16)

04

01
=

r24r34(r2
13− 1)

r13(r2
24− r2

34)
. (2-17)

We can always normalize (choose units for vorticity) to set 01 = 1. By (2-3)
and (2-11)–(2-14), the numerator in the formula for 02 and the denominators in
the formulas for 02 and 04 are always nonzero, so the values of 02 and 04 are
always determined by these. Equation (2-16) gives a well-defined value for03 unless
r2

23−r2
34=0. Looking at (2-4), (2-12), and (2-13), we see that this implies 1−r2

14=0,
so the quotient is actually indeterminate. If, on the other hand, the factor 1− r2

14
vanishes, then (2-4) and (2-11) show that r2

23 − r2
34 = 0, or 1− r2

24 = 0. When
r2

23− r2
34 = 0, an alternate formula for 03 can be derived using (2-1):

03 =
(r2

13− 1)(r2
24− 1)r2

23

(r2
24− r2

23)(r
2
13− r2

23)
. (2-18)

There are solutions with r14 = r12 = r24 = 1 corresponding to degenerate configura-
tions with vortices 1, 2 and 4 forming an equilateral triangle and 03 = 0. Similarly,
there are degenerate configurations with r13 = r12 = r23 = 1 and 04 = 0. The
configurations with r14= r12= 1 and r23= r34 are the symmetric kites to be studied
in Section 6.

Collecting all of the results stated above, we see the following statement.
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Theorem 2.1. A cocircular configuration of four vortices with mutual distances ri j ,
vorticities0i , and with r12=1, r14<1 and01=1 is a relative equilibrium if and only
if the ri j and 0i give a common zero of the following set of six polynomial equations:

F1 = r2
13(r23+ r34r14)− (r34+ r14r23)(r14+ r23r34),

F2 = r2
24(r14+ r23r34)− (r34+ r14r23)(r23+ r14r34),

F3 = (r2
13− 1)(r2

23− r2
34)(r

2
24− r2

14)− (1− r2
14)(r

2
24− r2

34)(r
2
13− r2

23),

F4 = r13r14(r2
24− r2

23)02− r23r24(r2
13− r2

14),

F5 = r14(r2
23− r2

34)03− r23r34(1− r2
14),

F6 = r13(r2
24− r2

34)04− r23r24(r2
13− 1).

(2-19)

When r12 = r14 = 1, the equation F5 = 0 is replaced by a similar equation F ′5 = 0
derived from (2-18).

3. The surface of cocircular relative equilibria

As suggested by the naive count of variables and equations in the system (2-19),
with our normalizations, the set of cocircular relative equilibria is two-dimensional.
The equations F4 = F5 = F6 = 0 in Theorem 2.1 express the vorticities 02, 03, 04

in terms of the ri j . Moreover, we may use the equations F1 = 0 and F2 = 0 to write
the squared diagonals r2

13 and r2
24 as functions of the other mutual distances as in

(2-6) and (2-7) above. Using these two relations, one can think of F3 as a function
of the three exterior side lengths r23, r34, r14:

F3(r23, r34, r14)= (r2
13− 1)(r2

23− r2
34)(r

2
24− r2

14)− (1− r2
14)(r

2
24− r2

34)(r
2
13− r2

23).

Then F3 = 0 defines an algebraic surface in R3 with coordinates r23, r34, r14.
By (2-9), we can plot the set of points on which F3 = 0 implicitly in the unit

cube. Figure 1 shows the view of the surface looking along the positive r14-axis
toward the (r23, r34)-plane. There is a nearly vertical portion of the surface that is
obscured from this viewpoint, but visible in the rotated view on the right in Figure 1.
However, the entire implicit plot is symmetric across the plane r14 = r23 (this can
be seen by the fact that interchanging r14 and r23 takes (2-1) to (2-2)).

Therefore we can assume without loss of generality that r14 ≥ r23, and so also
r13 ≥ r24 by (2-10). We will only consider that portion of the graph in the following.
Because of the shape, we will refer to it as the bowtie surface.

We next consider what configurations correspond to points on the boundary
curves. Note that if r14 = r23, then (2-5), (2-6), and (2-7) imply that r13 = r24 as
well, so the only cases where r14 = r23 are the configurations known as isosceles
trapezoids. These will be studied in more detail in Section 7. We next note that
since 1= r12≥ r14≥ r23, the rest of the boundary is defined by r14= 1. Substituting
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Figure 1. Two views of the surface F3(r23, r34, r14)= 0.

this into F3 and factoring yields

F3(r23, r34, 1)= (r23− r34)(r23+ r34)
2(r2

23+ r23r34+ r2
34− 1).

The first factor vanishes on points corresponding to kite configurations where
r23 = r34. The kite cases will be completely characterized in Section 6.

The second factor is never zero for positive mutual distances. Hence it is left to
consider cases where

r2
23+ r23r34+ r2

34− 1= 0.

Examining (2-7), we see that when r12 = r14 = 1, this equation is equivalent to
r2

24=1. Therefore, the vortices 1, 2, and 4 are at the corners of an equilateral triangle,
and it follows by (2-18) that 03 = 0. Thus, the points on this curved component of
the boundary shown in Figure 2 correspond to degenerate configurations.
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Figure 2. Plot of r2
23+ r23r34+ r2

34− 1= 0 with the graph of
F3(r23, r34, r14)= 0.
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Figure 3. Views of 03 along r14 axis (left) and from the side (right).

4. The signs of the vorticities

In this section, we will analyze the possible signs of the 0i in solutions of the
system of equations from Theorem 2.1. We will see that, in fact, in any such relative
equilibrium either all of the 0i have the same sign, or else three of the 0i have the
same sign and the remaining vorticity has the opposite sign.

We were led to conjecture these patterns by plots showing the values for the vortic-
ity 03 obtained from the equation F5=0 in (2-19) on the points of the bowtie surface
defined by F3 = 0. To generate the plots in Figure 3, we solved the equation F3 = 0
numerically for r14 as a function of r23 and r34 at a collection of points in the projec-
tion of the bowtie onto the (r23, r34)-plane, then plotted positive 03 values in blue
and negative 03 values in red. Figure 3 (left) shows a top view along the direction
of the r14-axis. Figure 3 (right) shows the same plot of 03-values, but from one side.

In the remainder of this section, we will give an analytic proof that 03 takes
opposite signs on the two lobes of the bowtie surface. We will need the following
fact; this depends only on the geometry of the cyclic quadrilateral.

Lemma 4.1 [Cors and Roberts 2012, Lemma 4.6]. Under the assumption r14 ≥ r23,
and the consequence noted above in (2-10), it follows that

r13

r24
≤

r14

r23
.

Proof. For the convenience of the reader, we reproduce the proof from [Cors
and Roberts 2012]. From (2-6) and (2-7), and using the assumptions r12 = 1 and
r23 ≤ r14, we have

r13

r24
=

b
c
=

r14+ r23r34

r23+ r14r34
≤

r14(1+ r34)

r23(1+ r34)
,

which implies the claim. �
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Lemma 4.2. In all cocircular four-vortex relative equilibria as above, 02 > 0.

Proof. From the equation F4 = 0, we have

02 =
r24

r13

r23

r14

(r2
13− r2

14)

(r2
24− r2

23)
. (4-1)

The inequality 02 > 0 follows from (2-11) and (2-13). �

The portion of the bowtie surface with r14 ≥ r23 off the boundary curves is
composed of two lobes: one (on the left in Figure 1 (left)) on which r23 < r34, and
a second on which r23 > r34. We will call these open subsets of the bowtie surface
lobe I and lobe II, respectively. The closures of the two lobes of the surface intersect
only at the point corresponding to a degenerate configuration that is also a kite.

We will deal with the points in the interior of lobe II first, since they follow
essentially the same patterns as those found by Cors and Roberts in the cocircular
four-body central configurations. We note that in [Cors and Roberts 2012, Sec-
tion 2.2], the inequality r23 ≥ r34 was deduced from the positivity of the masses mi .
However, this inequality holds by definition on our lobe II.

Theorem 4.3. On lobe II, we have

02 ≥ 04 ≥ 03 > 0.

Hence all four of the vorticities have the same sign on lobe II.

Proof. The inequality 02 ≥ 04 follows from the equations F4 = 0 and F6 = 0, or
from (2-15) and (2-17). These say

02 =
r23r24(r2

13− r2
14)

r13r14(r2
24− r2

23)
, 04 =

r34r24(r2
13− 1)

r13(r2
24− r2

34)
,

and the inequalities r23 > r34, r14 ≤ 1, and r13 ≥ r14 combine to give 02 ≥ 04.
Finally, 04 ≥ 03 > 0 follows using Lemma 4.1 just as in the proof of Theorem 4.4
of [Cors and Roberts 2012]. �

Now we analyze the situation on lobe I:

Theorem 4.4. On lobe I, we have

04 > 02 > 0> 03.

Hence three of the vorticities are positive and one is negative on lobe I.

Proof. The inequality 02 > 0 follows again from Lemma 4.2. On lobe I, r23 < r34

and the equation F5 = 0 from (2-19) imply that 03 < 0. Hence to finish the proof,
we only need to show that 04 > 02 on this lobe of the bowtie.
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We begin with the equations F4 = 0 and F6 = 0 from (2-19). Solving for 02, 04

and multiplying, we have

0204 =
r23r2

24r34

r2
13r14

(r2
13− r2

14)

(r2
24− r2

23)

(r2
13− 1)

(r2
24− r2

34)
.

We will show first that 0204 > 0. From (2-3), we also have

r2
13− r2

14

r2
24− r2

23
=
(r2

14− r2
34)(r

2
13− 1)

(1− r2
23)(r

2
24− r2

34)
. (4-2)

Substituting into the previous equation, we have

0204 =
r23r2

24r34

r2
13r14

(r2
14− r2

34)

(1− r2
23)

(
r2

13− 1

r2
24− r2

34

)2

.

Hence the sign of 0204 is determined by the sign of the factor r2
14− r2

34.
By rearranging (2-2) and (2-3) (with r12 = 1), we obtain the equations

r2
14− r2

34

1− r2
23
=
(r2

13− r2
34)(r

2
24− r2

14)

(r2
13− r2

23)(r
2
24− 1)

=
(r2

13− r2
14)(r

2
24− r2

34)

(r2
13− 1)(r2

24− r2
23)

. (4-3)

In the rightmost expression in (4-3), all of the factors except r2
13− 1 are known to

be positive by (2-11), (2-13), and (2-14). Similarly from (2-12) and r23 < r34, the
factors r2

13− r2
34 and r2

13− r2
23 in the middle product are also positive.

We consider the following possible cases. If r2
24− r2

14 and r2
24− 1 have the same

sign, then 0204 > 0 and we are done.
On the other hand, we claim that the case where these factors have opposite

signs, that is, r2
24 − 1 < 0 but r2

24 − r2
14 > 0, is not possible for a four-vortex

relative equilibrium (even though these relations are certainly possible for a cyclic
quadrilateral). We note that in this remaining potential “bad” case, from (4-3), we
have r2

13− 1< 0, so the edge lengths are ordered as

r12 = 1> r13 > r24 > r34 > r14 > r23. (4-4)

We will show that this is incompatible with the equation F3=0, but in the rearranged
form given in (2-4).

Denote the factors in that equation as ABC − abc = 0. Under the assumptions
that the lengths are ordered as in (4-4), we see

A = r2
24− r2

23 > a = r2
34− r2

23 > 0.

We claim that it is also true that BC > bc > 0, so the equation ABC − abc = 0
cannot hold. First, BC>0 and bc>0 by (4-4). Expand out the products in BC−bc,
noting one cancellation, to obtain

r2
13r2

24+ r2
14+ r2

34r2
14− r2

13r2
14− r2

34− r2
14r2

24.
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By Ptolemy’s theorem from (2-8), we can substitute for the first term and simplify
to obtain

BC − bc = r2
14(r

2
23+ r2

34+ 1− r2
13− r2

24)+ 2r14r23r34.

By the law of cosines as before, we have

r2
23+ r2

34 = r2
24+ 2r23r34 cos θ3,

where θ3 is the interior angle of the quadrilateral at vortex 3. Hence

BC − bc = r2
14(1− r2

13)+ 2r14r23r34(1+ r14 cos θ3) > 0.

This shows that this case cannot occur. Hence 0204>0 and in addition, r2
14−r2

34>0.
It remains to show that 04 > 02. By (2-15) and (2-17),

04

02
=

r34r14

r23

(r2
13− 1)(r2

24− r2
23)

(r2
13− r2

14)(r
2
24− r2

34)
.

As noted above, from (2-3) (with r12 = 1), we obtain

(r2
13− 1)(r2

24− r2
23)

(r2
13− r2

14)(r
2
24− r2

34)
=

1− r2
23

r2
14− r2

34
. (4-5)

Hence
04

02
=

r34r14(1− r2
23)

r23(r2
14− r2

34)
.

Note that both the numerator and the denominator are positive by the argument
showing 0204 > 0. We subtract the denominator in the last expression from the
numerator and factor to obtain

(r34− r14r23)(r14+ r23r34).

The first factor is positive since r34 > r23 on lobe I and r14 < 1. The second factor
is automatically positive since the ri j are distances. Hence 04 > 02. �

5. Further constraints on the qi and the 0i

We have already seen that, as in the Newtonian case, not every cyclic quadrilateral
can appear in a relative equilibrium of four vortices; there are additional geometric
constraints imposed by (2-1). The following lemma is inspired by the proof of
Conley’s perpendicular bisector theorem for Newtonian central configurations from
[Moeckel 1990] and gives another type of constraint. To our knowledge, this sort of
argument has not been used before for vortices and this sort of approach could be
useful in other situations. However, the fact that the 0i can be positive or negative
makes it somewhat difficult to foresee the circumstances where something of this
sort might be used (other than for cases where it is assumed that all the 0i are
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positive, for instance). We continue to assume that the positions of the vortices are
labeled in sequential order around the circumscribed circle, r12 = 1 is the longest
exterior side of the quadrilateral, r23 ≤ r14, and 0 = 1.

Lemma 5.1. Let L be the perpendicular bisector of the chord of the circle connect-
ing q2 and q3. Then q1 and q4 lie on opposite sides of L. In particular, the arc
from q1 to q2 along the circle not containing q3 and q4 is less than a semicircle.

Proof. We begin with the observation that, by Theorems 4.3 and 4.4, 01 = 1
and 04 > 0 have the same sign in all of our relative equilibria. From (1-1) with
i = 2, 3, we have the equations

01
q2− q1

r2
12
+03

q2− q3

r2
23
+04

q2− q4

r2
24
=−λ(q2− c),

01
q3− q1

r2
13
+02

q3− q2

r2
23
+04

q3− q4

r2
34
=−λ(q3− c).

Subtracting these two equations and rearranging, we see that the vector

01

(
q2− q1

r2
12
−

q3− q1

r2
13

)
+04

(
q2− q4

r2
24
−

q3− q4

r2
34

)
(5-1)

is a scalar multiple of q2 − q3. Let v be a unit vector orthogonal to q2 − q3.
The standard inner (dot) product of v and q2 − q3 is 〈v, q2 − q3〉 = 0. Hence
〈v, q2− q1〉 = 〈v, q3− q1〉 and 〈v, q2− q4〉 = 〈v, q3− q4〉. Call the first of these
scalars d1 and the second d4. Then taking the inner product of (5-1) and v, we obtain

01d1

(
1

r2
12
−

1
r2

13

)
+04 d4

(
1

r2
24
−

1
r2

34

)
= 0. (5-2)

We claim that this relation can only hold when q1 and q4 lie on opposite sides
of L . Note that 1/r2

12 − 1/r2
13 (respectively, 1/r2

24 − 1/r2
34) is zero only if q1

(respectively, q4) lies on the perpendicular bisector L . Moreover the sign is positive
if q1 (respectively, q4) lies in the half-plane bounded by L and containing q2 and
negative on the half-plane containing q3. On the other hand, d1 and d4 both have
the same sign since q1 and q4 lie in the same half-plane bounded by the chord
through q2 and q3. Hence the only way the left side of (5-2) can cancel to zero is
if q1 and q4 lie on opposite sides of L . �

Theorem 5.2. In all of our relative equilibria, 02 ≤ 1.

Proof. In a cyclic quadrilateral, it is a standard fact that the angle between an
exterior side and a diagonal is equal to the angle between the opposite side and the
other diagonal. It follows that the four triangles formed by the two diagonals and
the exterior sides are similar in pairs. In particular, the angle at q4 in the triangle
formed by q1, q2, q4 and the angle at q3 in the triangle formed by q1, q2, q3 are
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equal. Denote this angle by θ . By Lemma 5.1, θ < π/2, so cos θ > 0. By the law
of cosines in these triangles,

r2
13+ r2

23 = r2
12+ 2r13r23 cos θ,

r2
14+ r2

24 = r2
12+ 2r14r24 cos θ.

By Lemma 4.1, r13r23≤ r14r24, and hence since cos θ > 0, it follows that r2
13+r2

23≤

r2
14+ r2

24. Thus r2
13− r2

14 ≤ r2
24− r2

23 and the statement to be proved follows since
each of the three factors in the product giving 02 in (4-1) is at most 1. �

It follows from this result that 01 = 1≥ 02 ≥ 04 ≥ 03 > 0 on lobe II from the
previous section. On lobe I, we have 04 > 02 > 0> 03, but at present we do not
see how to get good bounds on 04 or 03.

6. The kite configurations

We call a convex quadrilateral a kite if two opposite vertices lie on an axis of
symmetry of the configuration (see Figure 4). Thus a cocircular relative equilibrium
forms a kite if and only if one pair of opposite vortices lie on the diameter of the
circumscribed circle. There are also kites that are not cocircular, but we will not
consider them. In the following, we will assume, as in Figure 4, that the axis of
symmetry passes through vortices 1 and 3.

The definition of a kite implies that adjacent sides are equal for the two vortices
that lie on the diameter of the circle. Thus the conditions r12= r14= 1 and r23= r34

hold. For any kite inscribed in a circle, each side of the line of symmetry forms a
right triangle. This gives us the Pythagorean relation

r2
13 = 1+ r2

34. (6-1)

To analyze this case, we will use (2-19), but with F5 = 0 replaced by the
equivalent form F ′5 = 0 from (2-18). We will make use of Gröbner bases for the
ideals generated by these polynomials. See [Cox et al. 2007] for general background

01

02

03

04

Figure 4. Kite configuration with line of symmetry through
vortices 1 and 3.
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on this algebraic technique. Equations for the kite configurations are obtained by
substituting r14 = 1 and r23 = r34. We adjoin an additional equation,

1− tr13r24r34020304,

to force the variables appearing there to be nonzero. Using Sage [Stein et al.
2012], we compute a Gröbner basis for the substituted ideal with respect to the
lexicographic order with the variables ordered as

t > r13 > r24 > r34 > 02 > 03 > 04.

The resulting Gröbner basis contains 24 polynomials, one of which depends only
on 03, 04. After factoring, we see that this polynomial is

(402
4 +0403+04− 203)(−402

4 +0403+04+ 203). (6-2)

The next polynomial in the Gröbner basis is

02−04,

which shows that 02 = 04 for all kite configurations, as we expect from the
symmetry.

The real vanishing locus of each of the two factors in (6-2) is a hyperbola in
the (03, 04)-plane and each of these equations can be solved for 03 in terms of 04:

03 =
∓402

4 −04

04∓ 2
(6-3)

(the − sign gives the solution of the equation from the left-hand factor in (6-2) and
the + gives the solution of the equation from the right-hand factor).

Adjoining each factor in (6-2) to the ideal individually and computing Gröbner
bases again, all of the other variables can be expressed in terms of 04. From the
system using the left-hand factor in (6-2), for instance, we obtain

r2
34 =

304

04− 2
, r2

24 =
604

204− 1
, r2

13 =
404− 2
04− 2

.

All of the right sides must be positive since ri j must be nonzero and real. In addition,
r34 ≤ 1 forces −1≤04 ≤ 0. However, since 04 > 0 on the interiors of lobes I and II
of the bowtie surface from Theorems 4.4 and 4.3, we see that the left-hand factor
from (6-2) is satisfied only for points on the surface F3 = 0 with r23 > r14.

With the right-hand factor in (6-2), we obtain

r2
34 =

304

04+ 2
, r2

24 =
604

204+ 1
, r2

13 =
404+ 2
04+ 2

. (6-4)

(The last equation also follows from (6-1).) Now the equation for r2
34 shows that to

get 0< r34 ≤ 1, we must have 0< 04 ≤ 1. Using the + signs in (6-3), it follows
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01 02

0304

Figure 5. An isosceles trapezoid.

that 03 < 0 for 0 < 04 <
1
4 and 03 > 0 for 1

4 < 04 ≤ 1. The points with 03 < 0
form one of the boundary curves of lobe I of the bowtie surface considered above,
and the points with 03 > 0 give one boundary curve of lobe II. When 04 =

1
4 , it

follows that r34 = 1/
√

3, and the corresponding configuration is the symmetric
degenerate configuration mentioned before: an equilateral triangle configuration
with 01 = 1, 02 = 04 =

1
4 , and an additional vortex with 03 = 0. When 04 = 1, we

have a geometric square configuration with all exterior sides equal to 1, diagonals
equal to

√
2, and all vorticities 0i = 1.

We have proved the following statements.

Theorem 6.1. There is exactly one kite configuration corresponding to each point
on the intersection of the bowtie surface F3 = 0 and the plane given by r23 = r34.
These configurations are parametrized by the value of the vorticity 04 with 0<04≤1
as in (6-4). The other vorticities are 02 = 04 and

03 =
402

4 −04

04+ 2
.

The values 0<04≤
1
4 give the portion of the boundary curve in the closure of lobe I

and the values 1
4 ≤ 04 ≤ 1 give the portion of the boundary curve in the closure

of lobe II.

7. The isosceles trapezoid configurations

We will call a convex quadrilateral possessing a line of symmetry passing through
the midpoints of two opposite edges an isosceles trapezoid. Any such quadrilateral
has a circumscribed circle. If we label the vertices as in Figure 5, then the equal
pairs of distances are r13= r24 and r14= r23. The corresponding four-vortex relative
equilibria have been described already in Section 7 of [Hampton et al. 2014]. Hence
we will only briefly discuss how the results of Hampton, Roberts and Santoprete
can be recovered with our setup.

To analyze this case, we will use (2-19). Equations for the isosceles trapezoid
configurations are obtained by substituting r23 = r14 and r24 = r13. We adjoin an
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additional equation,
1− tr14r13r34020304,

to force the variables appearing there to be nonzero. Using Sage [Stein et al.
2012], we compute a Gröbner basis for the substituted ideal with respect to the
lexicographic order with the variables ordered as

t > r14 > r13 > r34 > 03 > 04 > 02.

The resulting Gröbner basis contains 35 polynomials. In factored form, the equations
from the polynomials with the three smallest lex leading terms are

(02− 1)(r34+ 1)= 0,

(04− 1)(03−04)(r34+ 1)= 0,

(r34− 1)(r34+ 1)(03−04)= 0.

The first implies that02=1, since r34>0. Similarly, the second implies either04=1
or 04=03 and the third implies r34=1 or 04=03. If r34=1, then the configuration
must be a geometric square and 0i = 1 for i = 1, . . . , 4. Hence we see the symmetry
of the vorticities directly from the form of the Gröbner basis polynomials.

From the subsequent polynomials in the basis, we can solve for the remaining
distances in terms of 03 with the triangular form system

r2
34 =

203+0
2
3

203+ 1
, r2

13 =
03r2

34− r34

03− r34
, r2

14 =
03r2

34+ 2r2
13−03− 2

2r2
13− 2

. (7-1)

From the first equation here, we see that 0< r34 ≤ 1 only when −2< 03 ≤−1
or 0< 03 ≤ 1. The last equation then shows r2

14 > 0 only when 0< 03 ≤ 1.

Theorem 7.1. There is exactly one isosceles trapezoid configuration corresponding
to each point on the intersection of the bowtie surface F3 = 0 and the plane given
by r14 = r23. With the labeling in Figure 5, these configurations are parametrized
by the value of the vorticity 03 with 0< 03 ≤ 1 as in (7-1). The point with 03 = 1
corresponds to the geometric square configuration.
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On weak lattice point visibility
Neil R. Nicholson and Rebecca Rachan

(Communicated by John C. Wierman)

We say that a point Q in a specific rectangular array of lattice points is weakly
visible from a lattice point P not in the array if no point in the array other than Q
lies on the line connecting the external point P to Q. A necessary and sufficient
condition for determining if a point in the array is weakly viewable by the external
point, as well as the number of points that are weakly visible from the external
point, is determined.

1. Introduction

Imagine a photographer attempting to capture a picture in which every member of
a band in a rectangular array formation is visible, with all persons, including the
photographer, standing on lattice points. The photographer must stand at a fixed
position, and each band member must have a straight-line view of the photographer,
unobstructed by all other band members. Laison and Schick [2007] describe this
situation and prove that there are positions for the photographer to stand but these
may be quite far away from the marching band. If the photographer decides to
stand closer, how can we determine which band members she can see?

These are examples of the questions arising in lattice point visibility that have
been investigated for decades. For example, another question that has gotten much
attention considers two sets A and B of lattice points. When is every point in A
visible from every point in B? Are there relationships between the sizes of the sets
when this is the case, and if so, as the set B grows does its size act predictably?
Much work has been done looking at questions such as these [Adhikari and Granville
2009; Adhikari and Balasubramanian 1996; Adhikari and Chen 1999; 2002; Chen
and Cheng 2003; Herzog and Stewart 1971].

Here, we fix this second set to be a single point P , playing the role of the
photographer trying to see the members of the marching band, those points in set A.
In [Nicholson and Sharp 2010], a lower bound was placed on the distance P must
be from a rectangular array of lattice points to weakly view every point in the array.
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Our main result can be used to prove this result in an alternate manner and provides
another tool to address one of the primary questions in weak visibility: is there
a formula for this minimum distance only dependent upon the dimensions of the
lattice points?

2. Definitions

In this paper, all points are assumed to be lattice points in the first quadrant. Let
m, n ∈ Z+ with n ≤ m. Define 1m,n = {1, 2, . . . ,m} × {1, 2, . . . , n}. We say
Q ∈1m,n is weakly visible from a point P /∈1m,n if no other point in 1m,n lies on
the segment PQ.

It was proven in [Nicholson and Sharp 2010] that the m ×m square of lattice
points with its lower left-hand corner on (m, n) (that is, the square of lattice points
with corners (m, n), (m, n+m− 1), (2m− 1, n), and (2m− 1, n+m− 1)), called
the adjacency square to 1m,n and denoted Adjm,n , contains no point that weakly
views every point in 1m,n . As a corollary to this, there is a lower bound that can be
placed on how close a point viewing every point in 1m,n can be to 1m,n:

Theorem 2.1 [Nicholson and Sharp 2010]. If a point P weakly views every point
in 1m,n , then P is at least

√
m2+ 1 units from (m, n).

What follows is a complete classification of which points in 1m,n are weakly
visible from a general point P /∈1m,n as well as two corollaries that follow from
that classification.

3. Determining weak visibility

We begin this section with our main result: necessary and sufficient conditions for
a point Q ∈1m,n to be weakly visible from a point P /∈1m,n .

Theorem 3.1. The point Q = (x0, y0) ∈ 1m,n is not weakly visible by the point
P = (a, b) if and only if all of the following conditions hold:

(1) gcd(a− x0, b− y0) > 1.

(2) m− x0 ≥ (a− x0)/gcd(a− x0, b− y0).

(3) n− y0 ≥ (b− y0)/gcd(a− x0, b− y0).

Proof. Suppose Q is not weakly viewable by P . Then, there exist t ≥ 1 points on
the interior of the segment PQ, and let R = (x1, y1) be the first of these points to
the right of Q. Thus,

b− y0 = (y1− y0)(t + 1),

a− x0 = (x1− x0)(t + 1),
(1)
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implying that
gcd(a− x0, b− y0)≥ t + 1

> 1. (2)

Moreover, in order to have (x1, y1) ∈1m,n , we have

m− x0 ≥ x1− x0

=
a− x0

t + 1

≥
a− x0

gcd(a− x0, b− y0)
, (3)

with the third property following similarly.
Now, assume the three properties hold and d = gcd(a− x0, b− y0) > 1, with

a− x0 = dp,

b− y0 = dq.
(4)

We claim that (x0+ p, y0+ q) ∈1m,n lies on the segment PQ. To see this, note
that the slope of PQ is q/p, so that PQ has equation

y− y0 =
q
p
(x − x0). (5)

The point (x0+ p, y0+ q) satisfies this equation, and

x0+ p = x0+
a− x0

d
≤ x0+m− x0

= m. (6)

Similarly, y0+q ≤ n, showing (x0+ p, y0+q) ∈1m,n and consequently that Q is
not weakly viewable by P . �

What points then can a particularly chosen external point P weakly view? It is
only natural to insist P lies strictly above the line y = n and to the right of the line
x = m. Thus, the closest such point (with distance measured to the nearest point,
(m, n), in 1m,n) would be P = (m + 1, n + 1). The aforementioned result from
[Nicholson and Sharp 2010] guarantees P cannot weakly view every point in 1m,n

(for sufficiently large values of m and n). Which points then can P weakly view?
Corollary 3.2 follows immediately from Theorem 3.1.

Corollary 3.2. The point (x, 1) ∈ 1m,n is weakly viewable by the point P =
(m+ 1, n+ 1) if and only if gcd((m+ 1)− x, n)= 1.

This corollary states that the number of points in the first row of 1m,n that are
weakly visible by P is the number of positive integers less than or equal to m that
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are relatively prime to n. This is a variation of the Euler totient function (or Euler
phi function, φ(m), defined on positive integers m as the number of positive integers
less than or equal to m that are relatively prime to m). For n ≤m, call this φ(n,m),
precisely the number of points in the first row of 1m,n weakly viewable by this
particular point P . This allows us to count the total number of points in 1m,n that
P weakly views:

Corollary 3.3. The number of points of 1m,n weakly viewable by the point P =
(m+ 1, n+ 1) is

∑n
i=1 φ(i,m).

Proof. The number of points in the j -th row of 1m,n that are weakly viewable by P
is φ(n− j + 1,m). �

We conclude by noting that the main question, amongst numerous other interest-
ing questions, related to the results here remains open. Is there a formula dependent
only upon m and n for the point closest to 1m,n that weakly views every point
of 1m,n? Such a formula would lend itself not only to deeper development in
other lattice point visibility questions and graph theory but would potentially have
applications in a multitude of fields [Ghosh and Goswami 2013].
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Connectivity of the zero-divisor graph
for finite rings

Reza Akhtar and Lucas Lee

(Communicated by Scott T. Chapman)

We study the vertex-connectivity and edge-connectivity of the zero-divisor graph0R

associated to a finite commutative ring R. We show that the edge-connectivity
of 0R always coincides with the minimum degree, and that vertex-connectivity
also equals the minimum degree when R is nonlocal. When R is local, we provide
conditions for the equality of all three parameters to hold, give examples showing
that the vertex-connectivity can be much smaller than minimum degree, and prove
a general lower bound on the vertex-connectivity.

1. Introduction

Let R be a commutative ring with unit element 1 6= 0. The set of zero-divisors in R
does not in general possess a convenient algebraic structure; hence, nonalgebraic
methods are often needed to study this set. One attempt in this direction involves the
so-called zero-divisor graph 0R , whose definition was first given by Beck [1988]
and later adjusted slightly by Anderson and Livingston [1999]. The vertices of 0R

are precisely the nonzero zero-divisors of R, with two vertices adjacent if and
only if the product of the ring elements they represent is zero. The idea is that
by studying combinatorial properties of 0R , one might hope to draw conclusions
about the structure of the set of zero-divisors in R. Since the paper [Anderson and
Livingston 1999], considerable work has been done on this topic; for details, see
the recent survey articles [Anderson et al. 2011; Coykendall et al. 2012].

One of the first results proved was that for any R, the graph 0R is connected,
and in fact has diameter at most 3 [Anderson and Livingston 1999, Theorem 2.3].
A more refined combinatorial notion than connectedness is that of connectivity.
For a graph G, the vertex-connectivity, denoted κ(G), is the size of the smallest
subset of vertices whose removal renders the graph disconnected or leaves a single
vertex, while the edge-connectivity, denoted λ(G), is the size of the smallest subset
of edges whose removal renders the graph disconnected. In general, connectivity

MSC2010: 05C25, 13A99.
Keywords: zero-divisor graph, connectivity, finite ring.

415

http://msp.org
http://msp.org/involve/
http://dx.doi.org/10.2140/involve.2016.9-3
http://dx.doi.org/10.2140/involve.2016.9.415


416 REZA AKHTAR AND LUCAS LEE

of either type is rather difficult to compute; however, when graphs have a lot of
symmetry — as is the case with zero-divisor graphs — it is sometimes possible to
perform calculations, or at least give meaningful bounds.

The vertex connectivity of 0(Zn), with n ≥ 2, was studied by Aaron Lauve
[1999], who later discovered a mistake in his proof of the key formula in Section 4.
The present article started as a project to correct this mistake, but later devel-
oped into a more comprehensive study of both the vertex- and edge-connectivity
of 0(R) for arbitrary finite rings. An obvious starting point is the set of bounds
κ(G) ≤ λ(G) ≤ δ(G) (see Proposition 2.2), valid for any graph G; here δ(G) is
the minimum degree of a vertex in G. In this article, we show that for all finite
rings R, we have λ(0R)= δ(0R), and for nonlocal R, we also have κ(0R)= δ(0R).
When R is local, however, κ(0R) is not nearly as well-behaved. For example,
if R is a principal ideal domain, we always have κ(0R) = δ(0R); however, one
can construct infinite families of rings for which κ(0R) is of order δ(0R)

3/4. We
give more precise conditions under which κ(0R)= δ(0R) holds, and show that for
any R, the vertex-connectivity κ(0R) must at least be of order δ(0R)

1/3.
Problems related to the focus of the present article have been studied in the

recent literature. The structure of minimal vertex cuts in 0R was studied in [Coté
et al. 2011]; however, that article does not investigate the size of such cuts, as is the
focus of the present article. Our results are of a distinctly different flavor and thus
complement rather than duplicate those of [Coté et al. 2011]. The papers [Axtell
et al. 2011; Redmond 2012] are more focused in scope, and study graphs whose
vertex-connectivity is 1.

2. Preliminaries

Throughout this paper, all rings are finite and commutative with 1 6= 0, and all
graphs are finite, with no loops or multiple edges.

If R is a ring, we denote by Z(R) the set of zero-divisors in R.

Definition 2.1. Let R be a ring. The zero-divisor graph of R, denoted 0R , is the
graph whose vertex set is the set Z(R)− {0}, and in which {x, y} is an edge if x
and y are distinct zero-divisors of R such that xy = 0.

By abuse of notation, we blur the distinction between elements of Z(R)−{0}
and elements of V (0R). For x ∈ Z(R)− {0}, we denote by ann x the annihilator
of x . Hence, the degree of x (viewed as a vertex of 0R) is |ann x −{0, x}|.

We also recall various conventions and definitions from graph theory; see [West
1996] or any reference on graph theory for further details. For a graph G, we
denote by V (G) its vertex set and by E(G) its edge set. For a vertex v, we denote
by NG(v) (or simply N (v) if the context is clear) the set of neighbors of v in G.
We denote by δ(G) the minimum vertex degree in G.
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If S ⊆ V (G), we write G− S to denote the graph with vertex set S = V (G)− S
and edge set E(G)−

{
{x, y} : {x, y} ∩ S 6= ∅

}
. If T ⊆ E(G) is any subset, we

denote by G− T the graph with vertex set V (G) and edge set E(G)− T . A vertex
cut is a subset S ⊆ V (G) such that G− S is disconnected, and a disconnecting set
of edges of G is a subset T ⊆ E(G) such that the graph G − T is disconnected;
an edge cut is a disconnecting set of edges which is minimal (with respect to
inclusion). Writing [A, B] for the set of edges in G with one endpoint in each of the
subsets A, B of V (G), it is easily shown (see [West 1996, Remark 4.1.8]) that any
edge cut in G must be of the form [S, S ] for some subset S ⊆ V (G). The vertex-
connectivity of G, denoted κ(G), is the size of the smallest set S ⊆ V (G) such that
S is a vertex cut or G−S has only one vertex. Similarly, the edge-connectivity of G,
denoted λ(G), is the size of the smallest edge cut in G. For convenience, we write κR

(respectively, λR , δR) instead of κ(0R) (respectively, λ(0R), δ(0R)). A well-known
result relating these parameters is the following statement, due to Whitney.

Proposition 2.2 [West 1996, Theorem 4.1.9]. For any graph G, we have

κ(G)≤ λ(G)≤ δ(G).

3. Results

Theorem 3.1. Let R be a finite nonlocal ring. Then κR = λR = δR .

Proof. By the structure theorem for Artin rings, R ∼= R1× · · ·× Rk , where k ≥ 2
and each Ri is a finite local ring. In light of Proposition 2.2, it suffices to show
κR ≥ δR . To this end, let S ⊆ V (0R) be a subset with |S|< δR; we will show that
H = 0R − S is connected. For i , with 1≤ i ≤ k, define

Ci =
{
(0, . . . , 0, ai , 0, . . . , 0) ∈ R1× · · ·× Rk : ai ∈ Z(Ri )−{0}

}
.

We claim that every vertex in H is adjacent to a vertex in Ci ∩ V (H) for some
1≤ i≤k. Since vertices of Ci are clearly adjacent to vertices of C j when i 6= j , it will
then follow that H is connected. Toward this goal, suppose b= (b1, . . . , bk)∈V (H),
and fix i , with 1≤ i ≤ k, such that bi 6= 0. If we define b′ = (1, . . . , 1, bi , 1, . . . , 1),
then clearly N0R (b

′)⊆Ci . In particular, this implies |Ci | ≥ δ > |S|, so H must con-
tain some vertex v ∈ N0R (b

′). Since N0R (b)⊇ N0R (b
′), we see that v ∈ N0R (b)∩Ci ,

as desired. �

From this point on, R will denote a finite local ring with maximal ideal m. Since R
is Artinian, it follows from Nakayama’s lemma (see [Atiyah and Macdonald 1969,
Proposition 8.6]) that mn

= 0 for some positive integer n. We will reserve the
symbol r for the smallest n > 0 satisfying this property. If r = 1, then R is a
field and 0R is the empty graph. If r = 2, then 0R is a complete graph; so clearly
κR = λR = δR = |m| − 2. For the balance of the article, we assume r ≥ 3, so in
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particular, m2
6=0. Sincemr−1

⊆annm, it follows immediately that AR = annm−{0}
is nonempty, and also that 0R is not complete. Viewed as a subset of V (0R), we have
that AR is a dominating set in 0R . Clearly any vertex cut in 0R must contain AR;
thus, writing αR = |AR| and using Proposition 2.2, we have the elementary bounds

αR ≤ κR ≤ λR ≤ δR. (1)

The following condition is important in that its presence forces all the inequalities
in (1) to be equalities, but its absence typically has the opposite effect:

There exists x ∈m such that ann x = annm. (2)

Proposition 3.2. Suppose condition (2) holds. Then αR = κR = λR = δR .

Proof. If x2
= 0, then x ∈ ann x = annm. Thus, m= ann x = annm, and so m2

= 0.
Hence, we may assume x2

6= 0. In this case,

δR ≤ deg(x)= |ann x −{x, 0}| = |ann x −{0}| = |annm−{0}| = αR. �

If R is a principal ideal ring, condition (2) is certainly satisfied; thus, we have this:

Corollary 3.3. Let p be a prime number and n ≥ 3. Then

κ(Z/pnZ)= λ(Z/pnZ)= p− 1.

It turns out that for local rings, the edge-connectivity is much better behaved
than the vertex-connectivity. Recalling that vertices of AR are dominant in 0R , the
determination of λR is strictly graph-theoretic and follows immediately from the
following easily verified fact:

Proposition 3.4. Let G be a graph with a dominant vertex. Then λ(G)= δ(G).

Proof. Choose S ⊆ V (0R) such that T = [S, S ] ⊆ E(0R) is an edge cut. We may
assume without loss of generality that S contains a dominant vertex v. Since v is
adjacent to all vertices of S, we must have |T | ≥ |S|. On the other hand, every
vertex in S has at least δ− |S| + 1 neighbors in S; so δ ≥ |T | ≥ |S|(δ− |S| − 1).
Rearranging the inequality |S|(δ− |S| + 1)≤ δ gives δ(|S| − 1)≤ |S|(|S| − 1). If
|S| > 1, then cancellation gives δ ≤ |S| and so |S| = |T | = δ. If |S| = 1, then all
edges incident at the sole vertex in S must be in T , so |T | = δ in this case also. �

Corollary 3.5. Let R be a local ring with m2
6= 0. Then λR = δR .

We now turn our attention to the vertex-connectivity of 0R . It is natural to ask
how tight the bounds αR ≤ κR ≤ δR are. In the absence of condition (2), the lower
bound is usually not met.

Proposition 3.6. Let R be a local ring with r ≥ 4 such that condition (2) fails.
Then κR > αR .
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Proof. First suppose r ≥ 5. Any vertex cut must contain AR , so it suffices to show
that H = 0R − AR is connected. Because mr−1

= mr−2m 6= 0, there exists some
x ∈mr−2 such that x 6∈ AR . Moreover, x is a finite sum of products of the form uv,
where u ∈ mr−3 and v ∈ m. Since x 6= 0 and AR ∪ {0} is an ideal (hence closed
under addition), at least one of these products must not be in AR . Thus, we may
assume without loss of generality that x = uv, where u ∈mr−3 and v ∈m. Clearly u
and v are also vertices of H , and because r ≥ 5, we have ux ∈ m2r−5

⊆ mr
= 0,

so u is adjacent to x in H .
We claim that there is a path in H from every y ∈ V (H) to x . If y = u or y = x ,

this is clear, so assume otherwise. Since condition (2) fails, y has a neighbor z
in H , so yz = 0. Now consider the product zu. If zu = 0, then y, z, u, x is a path.
If zu 6= 0 but zu ∈ AR , then zx = (zu)v = 0 and y, z, x is a path. Finally, if zu 6= 0
and zu 6∈ AR , then zu is a vertex of H ; moreover, y(zu)= 0 and x(zu)= (xu)z= 0,
so y, zu, x is a path.

Now suppose r = 4. Then m4
= 0 but m3

6= 0, so there exists x ∈m2 such that x
is a vertex of H = 0R − AR . It suffices to show that there is a path from any vertex
of H to x . To this end, let y be a vertex of H distinct from x . Since condition (2)
fails, y has a neighbor z in H , i.e., yz = 0. If zm ⊆ AR , then zm2

= 0 and z is
adjacent to x . If zm 6⊆ AR , then there exists w ∈m such that zw is a vertex of H .
Now zw is a neighbor of y; however, zw ∈m2, so it is also a neighbor of x . �

Remark. The hypothesis r ≥ 4 in Proposition 3.6 is necessary: when r = 3,
there exist rings R not satisfying condition (2) for which κR = αR and others for
which κR > αR .

As an example of the former, let F2 be the field with two elements and consider

R =
F2[x, y]
(x2, y2)

.

By abuse of notation, we will use elements of F2[x, y] to describe the cosets they
represent in R. Then m = (x, y) has eight elements and m2

= annm = {0, xy}.
Thus, 0R has seven vertices, with xy a dominant vertex; moreover, 0R −{xy} is a
graph on six vertices with three connected components {x, x+ xy}, {y, y+ xy} and
{x+ y, x+ y+xy}, so κR = αR = 1. Note also that for any t ∈ R, ann t contains (t).
Since (t) has at least four elements for any t 6= 0, there is no way for the equality
ann t = annm to hold for any t ∈ V (0R). Hence, condition (2) necessarily fails.

As an example of the latter, consider

R =
F2[x, y, z, w]

(x2, y2, z2, w2, xy, yz, zw,wx)
.

It is easily seen that R is a local ring satisfying t2
= 0 for all t ∈ R, whose maximal

ideal m = (x, y, z, w) satisfies m3
= 0, m2

6= 0. Moreover, annm = (xz, yw),
so αR = 3. As in the previous example, t ∈ ann t for all t ∈ R, so it is easily seen
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that condition (2) is not satisfied. Now let H = 0R − AR; we will show that H is
connected, and hence that κR > 3. Observe first that every vertex of H is of the form
c1x+c2 y+c3z+c4w+c5xz+c6 yw, where the ci are elements of F2, and c1, . . . , c4

are not all 0. Evidently each such vertex is adjacent to c1x + c2 y + c3z + c4w.
Since x, y, z, w, x is a cycle in H , it will suffice (to show that H is connected) to
construct a path from any vertex of the form c1x + c2 y+ c3z+ c4w (with not all ci

equal to 0) to one of the vertices of the abovementioned cycle. If v1, v2 are distinct
elements of {x, y, z, w} which are adjacent in H , then v1 + v2 is adjacent to v1.
If v1, v2 are not adjacent, then choose v3 from this set, distinct from v1 and v2;
then v3 will be adjacent to v1+v2. If v1, v2, v3 are distinct elements of {x, y, z, w},
then we may assume without loss of generality that v2 is adjacent to both v1 and v3.
It follows that v1 + v2 + v3 is adjacent to v2. Finally, x + y + z +w is adjacent
to x + z. Thus H is connected, and so κR > 3= αR .

The next family of examples shows that both bounds αR ≤ κR ≤ δR can be
quite loose.

Proposition 3.7. Let F be a field of order f = 2s and

R =
F[x, y, z]
(x2, y2, z2)

.

Then αR = f − 1, κR = f 3
− 1, and δR = f 4

− 2.

Proof. Observe that R is a local ring with maximal ideal m = (x, y, z) such that
t2
= 0 for all t ∈ R. Moreover, m2

= (xy, xz, yz), m3
= (xyz), and m4

= 0.
Clearly R is generated (as an F-vector space) by {1, x, y, z, xy, xz, yz, xyz};

from this description, it is easily seen that |R| = f 8, |m| = f 7, |m2
| = f 4, and

|m3
| = f . Also, annm = m3, so αR = f − 1. Now since t2

= 0 for all t ∈ R, it
follows that ann t ⊇ (t); because |ann t | · |(t)| = |R|, we have |ann t | ≥ |R|1/2 = f 4

for all t ∈ R. Direct computation shows that ann x = (x), so x is a vertex in 0R of
minimum degree δR = f 4

− 2.
Let S = (ann x ∩m2)−{0}. Also, any element in (x)− S−{0} is associate to x

and hence has the same neighborhood in 0R; in fact, (x)− S−{0} is a clique and a
connected component of 0R − S. Thus there is no path in 0R − S from x to y, and
so κR ≤ |S| = f 3

− 1.
Now suppose T ⊆ V (0R) is a set of vertices such that |T | < f 3

− 1. Given
t ∈ m, consider the multiplication-by-t map m2

→ tm2. This is an R-module
homomorphism whose kernel is ann t ∩m2; hence

|m3
| ≥ |tm2

| =
|m2
|

|ann t ∩m2|
,

and so |ann t ∩m2
| ≥ |m2

|/|m3
| = f 3. Taking into account that 0 and possibly t

itself are elements of ann t , this implies that every vertex of H = 0R − T has a
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neighbor (in H ) lying in m2. To show that H is connected, let a and b be vertices
of H . Then a has a neighbor c ∈m2 in H and b has a neighbor d ∈m2 in H . Now
cd ∈m4

=0, so c and d are adjacent in H , proving that there exists a path from a to b.
This shows that κR = f 3

− 1. �

In the example of Proposition 3.7, κR is roughly (1/|F |)δR , so by taking F to be
arbitrarily large, we see that there is no hope for a general upper bound on κR which is
linear in δR; in fact, in this family, κR is roughly δ3/4

R . It is natural, then, to ask for the
maximum value of a, with 0< a ≤ 3/4, such that κR can be bounded below (for all
finite rings R) by a function of order δa

R . As a first step in this direction, we offer this:

Proposition 3.8. Let R be a finite ring. Then κR ≥
( 1

2δR
)1/3
− (
√

3)−1.

The proof relies crucially on the following observation:

Lemma 3.9. Let R be a ring and S a vertex cut of 0R such that V (G) is the disjoint
union of two nonempty sets A and B with no edges between A and B. Suppose
|S|< δR . If a ∈ A and b ∈ B, then ab ∈ S, |ann a| ≥ |B|/|S| and |ann b| ≥ |A|/|S|.

Proof. The hypothesis |S|< δR implies that a has some neighbor x ∈ A and that b
has some neighbor y ∈ B. Then ab 6= 0, but ab is a neighbor of both x ∈ A
and y ∈ B; thus, ab ∈ S. Now let B = {b1, . . . , bn}. Since each of the products
ab1, . . . , abn is an element of S, some element s ∈ S appears at least |B|/|S| times
in this list; without loss of generality, we may assume that ab1 = · · · = abk = s,
where k ≥ |B|/|S|. Thus, 0, b2−b1, . . . , bk−b1 are distinct elements of ann a and
hence |ann a| ≥ k ≥ |B|/|S|. The proof of the remaining assertion is similar. �

Proof of Proposition 3.8. If κR = δR , there is nothing to prove, so assume κR < δR

and let S ⊆ V (0R) = m− {0} be a minimal vertex cut. Partition the vertices of
H = 0R − S into two disjoint nonempty sets A and B such that there are no edges
between A and B; we may assume without loss of generality that B is the larger of
these two sets, i.e.,

|A| ≤
|m| − 1− |S|

2
≤ |B|.

Now if x ∈ A and y ∈ B, Lemma 3.9 implies that H contains no vertices from
ann x ∩ ann y. Since the zero element is not a vertex of 0R , we have, again using
Lemma 3.9, that

|S| ≥ |ann x ∩ ann y| − 1=
|ann x ||ann y|
|ann x + ann y|

− 1≥
|B|/|S| · |A|/|S|

|m|
− 1.

Thus,

|S|3≥
|A||B|
|m|
−|S|2≥ |A|

|m|−1−|S|
2|m|

−|S|2

=
|A|
2
−
|S|
2
|S|+1
|S|
|A|
|m|
−|S|2≥

|A|
2
−
|S|
2
−|S|2.
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However, the neighbors of x ∈ A in 0R are all members of A∪S. Thus, |A|+|S|≥
δR + 1 and so, continuing the calculation from above, we have

|S|3+ |S|2+
|S|
2
≥
|A|
2
≥
δR − |S| + 1

2
,

which, upon rearrangement, gives

2
(
|S|3+ |S|2+ |S| + 1

2

)
≥ δR.

Hence, 2(|S|+1/
√

3)3≥ δR . Rearranging the inequality gives the desired result. �
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Enumeration of m-endomorphisms
Louis Rubin and Brian Rushton

(Communicated by Vadim Ponomarenko)

An m-endomorphism on a free semigroup is an endomorphism that sends every
generator to a word of length ≤ m. Two m-endomorphisms are combinatorially
equivalent if they are conjugate under an automorphism of the semigroup. In this
paper, we specialize an argument of N. G. de Bruijn to produce a formula for the
number of combinatorial equivalence classes of m-endomorphisms on a rank-n
semigroup. From this formula, we derive several little-known integer sequences.

1. Introduction

Let D be a nonempty set of symbols, and let D+ be the set of all finite strings
of one or more elements of D. That is, D+ = {d1 · · · dk : k ∈ N, di ∈ D}. Paired
with the operation of string concatenation, D+ forms the free semigroup on D. If
d1, . . . , dk ∈ D, then we refer to the natural number k as the length of the string
d1 · · · dk . Denote the length of W ∈ D+ by |W |.

By a semigroup endomorphism (or, simply, an endomorphism) on D+, we mean
a mapping φ : D+→ D+ satisfying φ(W1W2)=φ(W1)φ(W2) for all W1,W2 ∈ D+.
Note that if φ is an endomorphism on D+ and d1, . . . , dk ∈ D, then φ(d1 · · · dk)=

φ(d1) · · ·φ(dk); this shows that an endomorphism on D+ is determined by its action
on the elements of D. On the other hand, any mapping f :D→D+ extends uniquely
to the endomorphism φ f : D+→ D+ defined by φ f (d1 · · · dk)= f (d1) · · · f (dk),
and it is straightforward to verify that φ f is an automorphism (that is, a bijective
endomorphism) precisely when f is a bijection on D.

Example 1. Let D = {a, b}, and let f : D→ D+ be defined by f (a) = ab and
f (b)= a. Then, for example,

φ f (ababa)= f (a) f (b) f (a) f (b) f (a)= abaabaab.

Let End(D+) be the collection of all endomorphisms on D+, and let m ∈ N.
Then φ ∈ End(D+) is called an m-endomorphism if and only if |φ(d)| ≤ m for
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all d ∈ D. Note that the mapping φ f from Example 1 is an m-endomorphism for
all m ≥ 2. Now let 0 be the set of all m-endomorphisms on D+. That is,

0 = {φ ∈ End(D+) : φ(D)⊆ R},

where R = {W ∈ D+ : |W | ≤ m}. Consider the set � consisting of all mappings
f : D→ R. Then we may write

0 = {φ f : f ∈�}.

We can put the set 0 into one-to-one correspondence with � by sending each
m-endomorphism to its restriction to D. Moreover, if |D| = n ∈N, then the size of
these sets is easily evaluated in view of the fact that |R| =

∑m
i=1 ni . In particular,

if n > 1, then |R| = (nm+1
− n)/(n− 1), and

|0| = |�| =
(nm+1

−n
n−1

)n
.

However, in this paper we are interested in counting the number of classes
of m-endomorphisms under a particular equivalence relation. To motivate our
definition of equivalence on 0, we define a relation ∼ on � as follows:

f1 ∼ f2 ⇐⇒ there exists a bijection g : D→ D such that f2 ◦ g = φg ◦ f1.

As an exercise, the reader may wish to verify that∼ satisfies the reflexive, symmetric,
and transitive properties required of any equivalence relation. In Section 1.1,
however, it will be shown that ∼ is a specific instance of a well-known equivalence
relation induced by a group acting on a nonempty set.

Example 2. Let f be as in Example 1 (with D = {a, b}). Consider the bijection
g : D→ D defined by g(a)= b and g(b)= a. Now let f1 : D→ D+ be given by
f1(a)= b and f1(b)= ba. Then

( f1◦g)(a)= f1(g(a))= f1(b)=ba= g(a)g(b)=φg(ab)=φg( f (a))= (φg◦ f )(a),

( f1◦g)(b)= f1(g(b))= f1(a)=b= g(a)=φg(a)=φg( f (b))= (φg◦ f )(b),

which shows that f ∼ f1.

Remark 3. Perhaps a more intuitive illustration of∼ is as follows. If we let f and f1

be as in Example 2, then the respective graphs of f and f1 are {(a, ab), (b, a)} and
{(a, b), (b, ba)}. But the graph of f1 can be obtained by applying the bijection g
to each element of D that appears in the graph of f . In other words,{(

g(a), g(a)g(b)
)
,
(
g(b), g(a)

)}
= {(a, b), (b, ba)}.

Since the graphs of f and f1 are “the same” up to a permutation of a and b, we
wish to consider these mappings equivalent, and ∼ provides the desired equivalence
relation.
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Extending ∼ to an equivalence relation on 0 leads to the following definition. If
f, h ∈�, then φ f is combinatorially equivalent to φh if and only if there exists a
bijection g : D→ D such that φh ◦φg = φg ◦φ f . To state precisely the aim of this
paper: given a set of symbols D with |D| = n, we wish to produce a formula for the
number of equivalence classes in 0 under the relation of combinatorial equivalence.
To this end, we shall specialize an argument of N. G. de Bruijn [1972] (namely,
that used for his Theorem 1) to produce a formula for the number of classes in �
under the relation ∼. But it is easy to check that for all f, h ∈�, we have f ∼ h if
and only if φ f is combinatorially equivalent to φh . Hence, there is a well-defined
correspondence given by

[ f ] ↔ [φ f ]

between the equivalence classes in � and those in 0, and it follows that our formula
will also provide the number of m-endomorphisms on D+ up to combinatorial
equivalence. Moreover, once this formula is obtained, we can fix one of the
variables n,m and let the other run through the natural numbers in order to derive
integer sequences, many of which appear to be little-known.

1.1. Group actions. For the reader’s convenience, we review group actions. The
following material (through Proposition 4) is paraphrased from [Malik et al. 1997].
Let G be a group and S a nonempty set. A left action of G on S is a function

· : G× S→ S, (g, s) 7→ g · s,

such that, for all g1, g2 ∈ G and for all s ∈ S,

(1) (g1g2) · s = g1 · (g2 · s), where g1g2 denotes the product of g1, g2 in G, and

(2) e · s = s, where e is the identity element of G.

A left action induces the well-known equivalence relation E on the set S given by

(a, b) ∈ E ⇐⇒ g · a = b for some g ∈ G

for all a, b ∈ S. We refer to the equivalence classes under this relation as the orbits
of G on S. The following result (known as Burnside’s lemma) gives an expression
for the number of these, provided that G and S are finite.

Proposition 4 [Malik et al. 1997]. Let S be a finite, nonempty set, and suppose
there is a left action of a finite group G on S. Then the number of orbits of G on S is

1
|G|

∑
g∈G

∣∣{s ∈ S : g · s = s}
∣∣.

Thus, the number of orbits of G on S equals the average number of elements
of S that are “fixed” by an element of G. We now show that the relation ∼ from
Section 1 is a specific instance of the relation E described above. To see this, let D
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be a finite nonempty set, and let Sym(D) denote the symmetric group on D (i.e., the
group of all bijections on D). Then Sym(D) acts on the set � according to the rule

g · f = φg ◦ f ◦ g−1

for all g ∈ Sym(D), f ∈ �. (One can easily verify that · defined in this way is
indeed a left action.) Now, for any f1, f2 ∈�, we have

f1 ∼ f2 ⇐⇒ f2 ◦ g = φg ◦ f1 for some g ∈ Sym(D)

⇐⇒ f2 = φg ◦ f1 ◦ g−1 for some g ∈ Sym(D)

⇐⇒ g · f1 = f2 for some g ∈ Sym(D)

⇐⇒ ( f1, f2) ∈ E .

It follows that the equivalence classes in � under the relation ∼ are just the
orbits of Sym(D) on �. Enumerating the elements of Sym(D) by g1, . . . , gn!, we
find the number of orbits to be

1
n!

n!∑
r=1

|{ f ∈� : f ◦ gr = φgr ◦ f }|. (1)

For any permutation g of a finite set, and for each natural number j , let c(g, j)
denote the number of cycles of length1 j occurring in the cycle decomposition of g.
(This notation comes from [de Bruijn 1972].) The quantities c(g, j) will play a role
in the evaluation of |{ f ∈� : f ◦ gr = φgr ◦ f }|, which occurs in the next section.
Our evaluation is a modification of de Bruijn’s counting argument [1964, § 5.12].

2. Main results

We now produce a formula for the number of equivalence classes in � under the
relation ∼. Let D be a finite set, and suppose that g ∈ Sym(D) is the product of
disjoint cycles of lengths k1, k2, . . . , k`, where k1≤k2≤· · ·≤k`. Then the sequence
k1, k2, . . . , k` is called the cycle type of g. For example, if D = {a, b, c, d, e}, then
the permutation g = (a)(b, c)(d, e) has cycle type 1, 2, 2. The following lemma
will be useful.

Lemma 5. Let D be a finite set, and let g ∈ Sym(D) have cycle type k1, k2, . . . , k`.
For each 1≤ i ≤ `, select a single di ∈ D from the cycle corresponding to ki . (Thus,
ki is the smallest natural number such that gki (di )= di .) Now suppose that f ∈�.
Then f ◦ g = φg ◦ f if and only if for each 1≤ i ≤ `,

(1) ( f ◦ g j )(di )= (φ
j
g ◦ f )(di ) for all j ∈ N,

(2) f (di ) is of the form d ′1 · · · d
′

k≤m , where d ′1, . . . , d ′k ∈ D each belong to a cycle
in g whose length divides ki .

1There should be no confusion between the notions of “string length” and “cycle length”.
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Proof. First assume that f ◦g=φg◦ f . Then condition (1) follows from an inductive
argument. But f (di ) = f (gki (di )) = φ

ki
g ( f (di )). Write f (di ) = d ′1 · · · d

′

k , where
d ′1, . . . , d ′k ∈ D and k ≤ m. Then

d ′1 · · · d
′

k = φ
ki
g (d

′

1 · · · d
′

k)= gki (d ′1) · · · g
ki (d ′k).

In particular, for each 1≤ t ≤ k, we have d ′t = gki (d ′t ). This implies that(
d ′t , g(d ′t ), g2(d ′t ), . . . , gki−1(d ′t )

)
is a cycle whose length divides ki . The conclusion follows.

Conversely, suppose that condition (1) holds. (Condition (2) is superfluous here.)
Let d ∈ D. Then there exist i, j ∈ N such that d = g j (di ). Now,

f (g(d))= f (g(g j(di )))= f (g1+ j(di ))

=φ1+ j
g ( f (di ))=φg(φ

j
g( f (di )))=φg( f (g j(di )))=φg( f (d)).

Therefore, f ◦ g = φg ◦ f , so the proof is complete. �

Once again, suppose that |D| = n, and label the elements of Sym(D) by
g1, . . . , gn!. For each 1≤ r ≤ n!, we can find the number of f ∈� satisfying

f ◦ gr = φgr ◦ f. (2)

Suppose that gr has cycle type kr1, kr2, . . . , kr`r . For each 1 ≤ i ≤ `r , select a
single element dri ∈ D from the cycle corresponding to kri . Then Lemma 5 implies
that any f ∈ � satisfying (2) is determined by its values on each dri . Hence, to
find the number of f satisfying (2), we need only count the number of possible
images of dri under such an f , and then take the product over all i . But the m or
fewer elements of D comprising the string f (dri ) must each belong to a cycle in
the decomposition of gr whose length divides kri . For each 1≤ k ≤ m, there are(∑

j | kri

jc(gr , j)
)k

choices of f (dri ) such that | f (dri )| = k. Hence, there are

m∑
k=1

(∑
j | kri

jc(gr , j)
)k

total choices of f (dri ). Taking the product over all i , it follows that the number
of f satisfying (2) is

`r∏
i=1

( m∑
k=1

(∑
j | kri

jc(gr , j)
)k)

. (3)
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Thus, we’ve evaluated |{ f ∈� : f ◦gr =φgr ◦ f }|, and putting together (1) and (3)
gives an expression for the number of equivalence classes in � under the relation ∼.
Recalling that these classes are in one-to-one correspondence with the classes in 0
under the relation of combinatorial equivalence, we obtain our main result:

Theorem 6. If |D| = n, then the number of m-endomorphisms on D+, up to
combinatorial equivalence, is the value of

1
n!

n!∑
r=1

( `r∏
i=1

( m∑
k=1

(∑
j | kri

jc(gr , j)
)k))

, (4)

where g1, . . . , gn! are the elements of Sym(D), and kr1, . . . , kr`r is the cycle type
of gr .

Example 7. Let D = {a, b}. We find the number of classes of 1-endomorphisms
on D+. The elements of Sym(D) (in cycle notation) are g1= (a)(b) and g2= (a, b).
Evidently, c(g1, 1)= 2, c(g2, 1)= 0, and c(g2, 2)= 1. Using Theorem 6, there are

1
2

(
c(g1, 1)2+ 2c(g2, 2)

)
=

1
2(2

2
+ 2)= 3

classes of 1-endomorphisms on D+. These are given by{
a→ a

b→ b

}
,

{
a→ b

b→ a

}
and

{
a→ a

b→ a
≡

a→ b

b→ b

}
.

We can extend the result of Example 7 by fixing n = 2 and letting m be arbitrary.
From (4), we find that the number of classes of m-endomorphisms on D+, where
|D| = 2, is

1
2

(
(2m+1

− 2)2+ (2m+1
− 2)

)
.

Running m through the natural numbers, we obtain values 3, 21, 105, 465, 1953, . . . .
This is the sequence A134057 in the On-line Encyclopedia of Integers [OEIS 1996].
However, for n = 3, the number of classes of m-endomorphisms becomes

1
6

((
3m+1
−3

2

)3
+ 3m 3m+1

−3
2

+ 2 3m+1
−3

2

)
.

Letting m = 1, 2, 3, 4, . . . gives values 7, 304, 9958, 288280, . . . . This sequence
appears to be little-known, and has been submitted by the authors to the OEIS.

2.1. An alternative formulation of Theorem 6. We now present a slight reword-
ing of Theorem 6. In order to compute the number of equivalence classes of
m-endomorphisms (where |D|= n), we need not, in practice, consider each element
of Sym(D) individually. Rather, we need only consider the cycle types of these
permutations. The following well-known result gives the number of permutations
in Sym(D) of a given cycle type.
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Proposition 8 [Dummit and Foote 2004]. Let |D| = n, and let g ∈ Sym(D). Sup-
pose that m1,m2, . . . ,ms are the distinct integers appearing in the cycle type of g.
For each j ∈ {1, 2, . . . , s}, abbreviate c j = c(g,m j ). Let Cg be the set of all
permutations in Sym(D) whose cycle type is that of g. Then

|Cg| =
n!∏s

j=1 c j !m
c j
j

. (5)

For convenience, we shall say that g ∈ Sym(D) fixes the mapping f ∈� if and
only if f ◦g=φg◦ f . Now, two bijections in Sym(D) with the same cycle type must
fix the same number of f ∈�. Therefore, in order to derive an expression for the
number of classes of m-endomorphisms on D+, we can select a single representative
in Sym(D) of each possible cycle type, then determine the number of f ∈� fixed by
each representative using expression (3), multiply this number by the corresponding
value of (5), and then sum up over all of our representatives and divide by n!. But
the cycle types in Sym(D) are precisely the integer partitions of n, namely, the
nondecreasing sequences of natural numbers whose sum is n. If p(n) denotes the
number of integer partitions of n, then we may restate Theorem 6 as follows.

Corollary 9. Let |D| = n, and suppose that g1, . . . , gp(n) ∈ Sym(D) have distinct
cycle types. Then the number of m-endomorphisms on D+, up to combinatorial
equivalence, is the value of

1
n!

p(n)∑
r=1

(
|Cgr |

`r∏
i=1

( m∑
k=1

(∑
j | kri

jc(gr , j)
)k))

, (6)

where kr1, . . . , kr`r is the cycle type of gr , and Cgr is as in Proposition 8.

Example 10. To illustrate Corollary 9, we compute the number of classes of
m-endomorphisms when |D| = 4. Let D = {a, b, c, d}. As previously mentioned,
the cycle types in Sym(D) are the integer partitions of 4:

1+ 1+ 1+ 1, 1+ 1+ 2, 2+ 2, 1+ 3, 4.

Hence, the bijections

g1 = (a)(b)(c)(d), g2 = (a)(b)(c, d), g3 = (a, b)(c, d),

g4 = (a)(b, c, d), g5 = (a, b, c, d)

encompass all possible cycle types in Sym(D). Direct calculation using (5) yields

|Cg1 | = 1, |Cg2 | = 6, |Cg3 | = 3, |Cg4 | = 8, |Cg5 | = 6.

Thus, by Corollary 9, the number of classes of m-endomorphisms when n = 4 is
1

24

(
34

4
+ 632

234 + 334
2
+ 8m34 + 634

)
,

where 3k = (km+1
− k)/(k− 1).
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n=1 n=2 n=3 n=4

m=1 1 3 7 19
m=2 2 21 304 6,915
m=3 3 105 9,958 2,079,567
m=4 4 465 288,280 556,898,155
m=5 5 1,953 7,973,053 144,228,436,231
m=6 6 8,001 217,032,088 37,030,504,349,475

n=5 n=6
m=1 47 130
m=2 207,258 7,773,622
m=3 746,331,322 409,893,967,167
m=4 2,406,091,382,736 19,560,646,482,079,624
m=5 7,567,019,254,708,782 916,131,223,607,107,471,135
m=6 23,677,181,825,841,420,408 42,770,482,829,102,570,213,645,988

Table 1. Values of (6) for n,m≤6.

Proceeding along the lines of Example 10, we find that there are
1

120

(
35

5
+ 1033

335 + 15m35
2
+ 2032

235 + 203233 + 30m35 + 2435
)

classes of m-endomorphisms when n = 5, and
1

720

(
36

6
+ 1534

436 + 4532
236

2
+ 1536

3
+ 4033

336

+ 120m3334 + 4036
2
+ 9032

236 + 903236 + 144m36+ 12036
)

classes of m-endomorphisms when n = 6. Letting m run through N in these cases,
we again obtain sequences that are not well-known. Table 1 displays the values
of (6) for n,m ≤ 6.

Remark 11. The sequence 1, 3, 7, 19, 47, 130, . . . is sequence A001372 in [OEIS
1996].

3. Two natural variations

In this section, we highlight two natural variations of Corollary 9. First, we restrict
our attention to endomorphisms on D+ that send each element of D to a string of
length exactly m. We then consider m-endomorphisms of the so-called free monoid,
which contains the empty string. Expressions analogous to those in Section 2 are
derived in each case.

3.1. m-uniform endomorphisms. Fix n,m ∈ N, and suppose that |D| = n. Then
φ ∈ End(D+) is called an m-uniform endomorphism if and only if |φ(d)| = m for



ENUMERATION OF m-ENDOMORPHISMS 431

each d ∈ D. In this section, we produce a formula for the number of m-uniform en-
domorphisms on D+ up to combinatorial equivalence. To begin, let g1, . . . , gp(n) ∈

Sym(D) have distinct cycle types. We now put R = {W ∈ D+ : |W | = m} and take
� to be the set of all mappings of D into R. For each 1≤ r ≤ p(n), we ask for the
number of f ∈� satisfying

f ◦ gr = φgr ◦ f.

Once again, if gr has cycle type kr1, . . . , kr`r , then for each 1≤ i ≤ `r we select an
element dri from the cycle corresponding to kri , and count the number of possible
values of f (dri ). In this case, we must have | f (dri )| = m, where the elements
of D comprising the string f (dri ) each belong to a cycle whose length divides kri .
Hence, there are (∑

j | kri

jc(gr , j)
)m

choices of f (dri ), and multiplying over all i yields

`r∏
i=1

(∑
j | kri

jc(gr , j)
)m

as the value of |{ f ∈� : f ◦ gr = φgr ◦ f }|. Noting that permutations in Sym(D)
of the same cycle type fix the same number of f ∈�, we multiply by |Cgr |, sum
with respect to r , and divide by n! to obtain the following.

Corollary 12. If |D| = n and g1, . . . , gp(n) ∈ Sym(D) have distinct cycle types,
then the number of m-uniform endomorphisms on D+, up to combinatorial equiva-
lence, is the value of

1
n!

p(n)∑
r=1

(
|Cgr |

`r∏
i=1

(∑
j | kri

jc(gr , j)
)m)

, (7)

where kr1, . . . , kr`r is the cycle type of gr , and Cgr is as in Proposition 8.

When n = 2, the number of m-uniform endomorphisms on D+, up to combina-
torial equivalence, is

1
2(2

2m
+ 2m).

Letting m = 1, 2, 3, 4, . . . gives values 3, 10, 36, 136, . . . . This is the sequence
A007582 from [OEIS 1996]. Moreover, when n = 3 there are

1
6(3

3m
+ 3 · 3m

+ 2 · 3m)

classes of m-uniform endomorphisms, and letting m run through N gives the
sequence 7, 129, 3303, 88641, . . . , which is not well known. Continuing, the
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n= 1 n= 2 n= 3 n= 4

m= 1 1 3 7 19
m= 2 1 10 129 2,836
m= 3 1 36 3,303 700,624
m= 4 1 136 88,641 178,981,696
m= 5 1 528 7,973,053 45,813,378,304
m= 6 1 2,080 64,570,689 11,728,130,323,456

n= 5 n= 6

m= 1 47 130
m= 2 83,061 3,076,386
m= 3 254,521,561 141,131,630,530
m= 4 794,756,352,216 6,581,201,266,858,896
m= 5 2,483,530,604,092,546 307,047,288,863,992,988,160
m= 6 7,761,021,959,623,948,401 14,325,590,271,500,876,382,987,456

Table 2. Values of (7) for n,m≤ 6.

expressions when n = 4, 5, 6 are

1
24

(
44m
+ 6 · 22m

· 4m
+ 3 · 42m

+ 8 · 4m
+ 6 · 4m),

1
120

(
55m
+ 10 · 33m

· 5m
+ 15 · 52m

+ 20 · 22m
· 5m
+ 20 · 2m

· 3m
+ 30 · 5m

+ 24 · 5m),
1

720

(
66m
+ 15 · 44m

· 6m
+ 45 · 22m

· 62m
+ 15 · 63m

+ 40 · 33m
· 6m

+ 120 · 3m
· 4m
+ 40 · 62m

+ 90 · 22m
· 6m
+ 90 · 2m

· 6m
+ 144 · 6m

+ 120 · 6m),
respectively. Table 2 displays the values of (7) for n,m ≤ 6.

3.2. The free monoid. If we adjoin the unique string of length 0 (denoted by ε) to
the set D+, then we form the set D∗. Paired with the operation of string concate-
nation, D∗ forms the free monoid on D. We refer to ε as the empty string, and it
serves as the identity element in D∗. That is, for any W ∈ D∗,

Wε =W = εW.

We define an endomorphism on D∗ to be a mapping φ : D∗ → D∗ such that
φ(W1W2)= φ(W1)φ(W2) for all W1,W2 ∈ D∗.

Remark 13. Note that if φ is an endomorphism on D∗, then φ(ε)= ε. This follows
since for any W ∈ D∗, we have

φ(W )= φ(εW )= φ(ε)φ(W ),

which implies that φ(ε) has length 0.
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Now, an m-endomorphism on D∗ is an endomorphism such that |φ(d)| ≤ m
for all d ∈ D. Thus, an m-endomorphism on D∗ can map elements of D to ε. To
determine the number of m-endomorphisms on D∗ up to combinatorial equivalence,
we put R = {W ∈ D∗ : |W | ≤m}, and for each g ∈ Sym(D), we ask for the number
of f : D→ R that are fixed by g. Again, it suffices to count the number of possible
images under such an f of a single d ∈ D from each cycle in the decomposition
of g, and then multiply over all the cycles. But there is now one additional possible
value of f (d): the empty string. Hence, if d belongs to a cycle of length ki , then
we have

1+
m∑

k=1

(∑
j | ki

jc(gr , j)
)k

=

m∑
k=0

(∑
j | ki

jc(gr , j)
)k

choices of f (d). From this observation, we deduce the following.

Corollary 14. Let |D| = n, and suppose that g1, . . . , gp(n) ∈ Sym(D) have distinct
cycle types. Then the number of m-endomorphisms on D∗, up to combinatorial
equivalence, is the value of

1
n!

p(n)∑
r=1

(
|Cgr |

`r∏
i=1

( m∑
k=0

(∑
j | kri

jc(gr , j)
)k))

, (8)

where kr1, . . . , kr`r is the cycle type of gr , and Cgr is as in Proposition 8.

When n = 2, the number of m-endomorphisms on D∗, up to combinatorial
equivalence, is

1
2

(
(2m+1

− 1)2+ (2m+1
− 1)

)
.

This is sequence A006516 from [OEIS 1996]. The corresponding expressions for
n = 3, 4, 5, 6 are

1
6

(
13

3
+ 3(m+ 1)13 + 213

)
,

1
24

(
14

4
+ 612

214 + 314
2
+ 8(m+ 1)14 + 614

)
,

1
120

(
15

5
+1013

315+15(m+1)15
2
+2012

215+201213+30(m+1)15+2415
)
,

1
720

(
16

6
+ 1514

416 + 4512
216

2
+ 1516

3
+ 4013

316 + 120(m+ 1)1314

+4016
2
+ 9012

216 + 901216 + 144(m+ 1)16 + 12016
)
,

where 1k = (km+1
− 1)/(k− 1). Once again, the sequences given by these expres-

sions appear to be little-known. Table 3 gives the values of (8) for n,m ≤ 6.

4. (χ ,ζ )-patterns

In closing, we briefly place the relation ∼ from Section 1 into a more general
context. Let G be a finite group, and let N and M be finite nonempty sets. Suppose
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n = 1 n = 2 n = 3 n = 4

m = 1 2 6 16 45
m = 2 3 28 390 8,442
m = 3 4 120 10,760 2,180,845
m = 4 5 496 295,603 563,483,404
m = 5 6 2,016 8,039,304 144,651,898,755
m = 6 7 8,128 217,629,416 37,057,640,711,850

n = 5 n = 6

m = 1 121 338
m = 2 244,910 8,967,034
m = 3 770,763,470 419,527,164,799
m = 4 2,421,556,983,901 19,636,295,549,860,505
m = 5 2,370,422,688,990,078 916,720,535,022,517,503,173
m = 6 23,683,244,198,577,149,289 42,775,066,732,111,188,868,070,978

Table 3. Values of (8) for n,m ≤ 6.

that χ : G→ Sym(N ) and ζ : G→ Sym(M) are group homomorphisms. Denote
the set of all functions from N into M by M N. This notation comes from de Bruijn
[1972], who also introduced the equivalence relation Eχ,ζ on M N defined by

( f1, f2) ∈ Eχ,ζ ⇐⇒ f2 ◦χ(γ )= ζ(γ ) ◦ f1 for some γ ∈ G.

Example 15 [de Bruijn 1972]. Suppose that N is a set of size n ∈N, and define an
equivalence relation S on the set of all mappings of N into itself by

( f1, f2) ∈ S ⇐⇒ f2 ◦ γ = γ ◦ f1 for some γ ∈ Sym(N ).

Letting G=Sym(N ), M=N , and χ=ζ be the identity homomorphism on Sym(N )
shows that S is a special case of the relation Eχ,ζ . Moreover, the sequence in
Remark 11 gives the number of equivalence classes under S for n= 1, 2, 3 . . .. (See
[de Bruijn 1972, § 3].)

The relation Eχ,ζ stems from the left action of G on M N given by

γ · f = ζ(γ ) ◦ f ◦χ(γ−1)

for all γ ∈ G, f ∈ M N . De Bruijn [1972] referred to the orbits of G on M N

as (χ, ζ )-patterns, and provided a formula for the number of these by applying
Burnside’s lemma, and then evaluating |{ f ∈ M N

: γ · f = f }| for each γ ∈ G. But
the relation ∼ on the set � = {mappings of D into R}, where 0 < |D| <∞ and
R = {W ∈ D+ : |W | ≤ m}, is a special instance of the relation Eχ,ζ . To see this,
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take N = D, M = R, and G = Sym(D). Let χ be the identity homomorphism on
Sym(D), and define ζ : G→ Sym(R) by

ζ(g)= φg|R

for all g ∈ Sym(D). Then for any g, g′ ∈ Sym(D),

ζ(g ◦ g′)= φg◦g′ |R = (φg ◦φg′)|R = φg|R ◦φg′ |R = ζ(g) ◦ ζ(g′),

so ζ is a group homomorphism. Now, for any f1, f2 ∈�, we have

f1 ∼ f2 ⇐⇒ f2 ◦ g = φg ◦ f1 = φg|R ◦ f1 for some g ∈ Sym(D)

⇐⇒ f2 ◦χ(g)= ζ(g) ◦ f1 for some g ∈ Sym(D)

⇐⇒ ( f1, f2) ∈ Eχ,ζ .

It follows that the equivalence classes in � under the relation ∼ are (χ, ζ )-patterns
for χ , ζ chosen as above. In particular, our Theorem 6 is a special case of de Bruijn’s
formula.
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Quantum Schubert polynomials for
the G2 flag manifold

Rachel E. Elliott, Mark E. Lewers and Leonardo C. Mihalcea

(Communicated by Jim Haglund)

We study some combinatorial objects related to the flag manifold X of Lie
type G2. Using the moment graph of X , we calculate all the curve neighborhoods
for Schubert classes. We use this calculation to investigate the ordinary and
quantum cohomology rings of X . As an application, we obtain positive Schubert
polynomials for the cohomology ring of X and we find quantum Schubert poly-
nomials which represent Schubert classes in the quantum cohomology ring of X .

1. Introduction

One of the major theorems in algebra is the classification of complex semisimple Lie
algebras. There are four classical infinite series (of types An , Bn , Cn , Dn) and five
exceptional finite series (of types E6, E7, E8, F4, G2). To each algebra, one can asso-
ciate a group and to each group a certain geometric object called a flag manifold. In
type An , the points of this flag manifold are sequences V1⊂ V2⊂ · · · ⊂Cn of vector
spaces Vi of dimension i . The algebra of type G2 is considered the simplest among
the exceptional series, and we denote by X the flag manifold for type G2. The study
of flag manifolds has a long and rich history starting in the 1950s, and it lies at the in-
tersection of algebraic geometry, combinatorics, topology and representation theory.

One can associate a ring to the flag manifold X called the cohomology ring H∗(X).
This ring has a distinguished basis given by Schubert classes σw, indexed by the
elements w in the Weyl group W of type G2; see Section 4 below. We recall
that W is actually isomorphic to the dihedral group with 12 elements, although we
will use a different realization of it which is more suitable for our purposes. This
ring is generated by Schubert classes σs1, σs2 for the simple reflections s1, s2 in W .
Therefore, at least in principle, the full multiplication table in the ring is determined
by a formula to multiply one Schubert class by another for either s1 or s2. This is
called a Chevalley formula. There has been a substantial amount of work to find
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Keywords: quantum cohomology, Schubert polynomial, G2 flag manifold.
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Chevalley formulas for this ring, starting with Chevalley [1994] in the 1950s. This
formula can be expressed combinatorially in terms of the root system and the Weyl
group for type G2. Alternatively, the cohomology ring has a “Borel” presentation
H∗(X)=Q[x1, x2]/I , where I is the ideal generated by x2

1 − x1x2+ x2
2 and x6

1 . A
natural question is to find out what is the relation between this “algebraic” presenta-
tion and the “geometric” one which involves the Schubert basis. In other words, one
needs to find a polynomial in Q[x1, x2] which represents a Schubert class σw under
the isomorphism H∗(X)=Q[x1, x2]. This is called a Schubert polynomial. Such
polynomials are not unique, as their class in Q[x1, x2]/I is unchanged if one changes
a polynomial by elements in I . In Section 5, we use the Chevalley rule to find Schu-
bert polynomials for σw. Some of our polynomials coincide with similar Schubert
polynomials found by D. Anderson [2011], via different methods. The polynomials
we found are homogeneous and have positive coefficients. Given that the positivity
of Schubert polynomial coefficients has geometric interpretations in type An (see
the paper of A. Knutson and E. Miller [2005]), this is a desirable property.

The current paper also focuses on a deformation of the ring above called the
quantum cohomology ring QH∗(X). It is a deformation of H∗(X) with the addition
of quantum parameters qd

= qd1
1 qd2

2 for degrees d = (d1, d2). If d = (0, 0), or
equivalently q1 = q2 = 0, the product reduces to the corresponding calculation
in H∗(X). More detail will be given in Section 4. See [Fulton and Pandharipande
1997] for more information about the background/history of this ring. Similar to the
ring H∗(X), the quantum cohomology ring has a Z[q]-basis consisting of Schubert
classes σw (where q = (q1, q2) are the quantum parameters), and it is generated as
a ring by the classes σs1 and σs2 for the simple reflections s1 and s2.

The quantum Chevalley formula is a formula for the quantum multiplication
σw ? σsi (i = 1, 2). An explicit form of this formula, which uses combinatorics of the
root system of Lie type G2, was obtained by Fulton and Woodward [2004]. In this pa-
per, we use the “curve neighborhoods” method to write down the explicit Chevalley
formula. This alternative method, obtained by Buch and Mihalcea [2015], involves
an interesting graph associated to the flag manifold, called the moment graph. Its
definition and properties are found in Section 3. It also has the advantage that it leads
to a conjectural Chevalley formula in a further deformation of the quantum cohomol-
ogy ring, called quantum K -theory. This will be addressed in a follow-up paper.

Our main application is to obtain a quantum version of the Schubert polyno-
mials. More precisely, it is known [Fulton and Pandharipande 1997, Proposi-
tion 11] that QH∗(X) = Q[x1, x2, q1, q2]/ Ĩ , where Ĩ a certain ideal which de-
forms I . Then, as in the classical case, we would like to find the polynomials
in Q[x1, x2, q1, q2] which represent each Schubert class σw via the isomorphism
QH∗(X) = Q[x1, x2, q1, q2]/ Ĩ . These are called quantum Schubert polynomials.
As before, these polynomials are not unique, but we can impose some natural



QUANTUM SCHUBERT POLYNOMIALS FOR THE G2 FLAG MANIFOLD 439

conditions that they satisfy, such as the fact that they deform the ordinary Schubert
polynomials, and that they are homogeneous with respect to a certain grading.
To our knowledge, such polynomials have not been explicitly calculated in the
literature. As a byproduct, we also use the quantum Chevalley formula to recover
the ideal Ĩ of quantum relations. This ideal has been, in principle, calculated by Kim
[1999] using different techniques, but the explicit polynomials generating this ideal
do not seem to appear in the literature. Our results are stated in Theorem 5.2 below.

2. Preliminaries: the root system and the Weyl group of type G2

2A. The G2 root system. Denote by R the root system of type G2. It consists of
12 roots, which are nonzero vectors in the hyperplane in R3 given by the equation
ξ1+ ξ2+ ξ3 = 0; our main reference is [Bourbaki 2002]. The roots are displayed
in Table 1, in terms of the natural coordinates in R3. Each root α can be written
uniquely as α = c1α1+ c2α2, where α1, α2 are simple roots and c1c2 ≥ 0. A root
is positive (negative) if both c1, c2 are nonnegative (resp. nonpositive). The set of
simple roots is denoted by1={α1, α2}, where α1= ε1−ε2 and α2=−2ε1+ε2+ε3.
For later purposes, we need to expand each root in terms of the simple roots. The full
results are shown in Table 1. The root vectors in the1-basis can be seen in Figure 1.

We also need the dual root system consisting of coroots α∨. The coroot α∨ of
a root α is defined as α∨ = 2α/(α, α), where (α, α) is the standard inner product
in R3. Note that the coroots satisfy the properties (α∨)∨ = α and (−α)∨ =−α∨.
We denote the full set of coroots by R∨ and define the set 1∨, which holds the
simple coroots α∨1 and α∨2 for R∨. Table 1 shows the values for each of the coroots.

2B. The Weyl group of G2. The Weyl group of G2, denoted W , is the group
generated by reflections sα, where α ∈ R. Let si := sαi . Geometrically, sα is the
reflection across the line perpendicular to the root α. For example, the reflection s1

−(3α1+2α2)

3α1+α2α2

3α1+2α2

−(3α1+α2) −α2

α1

2α1+α2α1+α2

−α1

−(2α1+α2) −(α1+α2)

Figure 1. The root system for G2. Each node is a root. The blue
lines represent the coordinate system using the 1-basis.
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natural coordinates E-basis
±

simple roots basis coroot α∨

(ε1,ε2,ε3) (α1,α2) α∨= λα1+µα2

ε1−ε2 + α1 α∨1 =α1

ε3−ε1 + α1+α2 (α1+α2)
∨
=α1+α2

ε3−ε2 + 2α1+α2 (2α1+α2)
∨
= 2α1+α2

ε2+ε3−2ε1 + α2 α∨2 =
1
3α2

ε1+ε3−2ε2 + 3α1+α2 (3α1+α2)
∨
=α1+

1
3α2

−ε1−ε2+2ε3 + 3α1+2α2 (3α1+2α2)
∨
=α1+

2
3α2

−(ε1−ε2) − −α1 (−α1)
∨
=−α1

−(ε3−ε1) − −(α1+α2) (−α1−α2)
∨
=−α1−α2

−(ε3−ε2) − −(2α1+α2) (−2α1−α2)
∨
=−2α1−α2

−(ε2+ε3−2ε1) − −α2 (−α2)
∨
=−

1
3α2

−(ε1+ε3−2ε2) − −(3α1+α2) (−3α1−α2)
∨
=−α1−

1
3α2

−(−ε1−ε2+2ε3) − −(3α1+2α2) (−3α1−2α2)
∨
=−α1−

2
3α2

Table 1. The root system of type G2. For each root, we give its
sign, the root in terms of 1-basis, and the corresponding coroot.

(corresponding to sα1) is the reflection across the line perpendicular to the α1-axis
(see Figure 2). As Figure 2 shows, for any root α, we have sα = s−α. Therefore
only six unique reflections exist for the G2 root system.

It is known (see, e.g., [Humphreys 1972]) that W has the presentation

W = 〈s1, s2 : s1
2
= s2

2
= 1, (s1s2)

6
= 1〉.

From this it follows easily that W is isomorphic to the dihedral group with 12 ele-
ments. In order to determine the reflections in W , we need the following definitions.

Definition 2.1. Consider w ∈W . A reduced expression for w is one involving prod-
ucts of s1 and s2 in as short a way as possible (via the relations in the presentation).
If w ∈W , where w is a reduced expression, the length of w, denoted by `(w), is
the number of simple reflections (s1 and s2) that show up in the reduced expression.

α1−α1

Figure 2. The reflection sα1 (dashed line) which is perpendicular
to the α1-axis (blue line).
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root (in 1-basis) reflection (w ∈W )

±α1 s1

±α2 s2

±(3α1+α2) s1s2s1

±(α1+α2) s2s1s2

±(2α1+α2) s1s2s1s2s1

±(3α1+ 2α2) s2s1s2s1s2

Table 2. The root reflection corresponding to each root in G2.

Example 2.2. Consider w = s1s1s1s2s1s2. From the presentation of W , we know
that s1

2
= s1s1= 1 and so this expression is not reduced. However, (s1s1)s1s2s1s2=

(1)s1s2s1s2 = s1s2s1s2. The latter is a reduced expression and `(w)= 4.

The 12 reduced expressions of the elements in W are

W =
{
1, s1, s2, s1s2, s2s1, s1s2s1, s2s1s2, s1s2s1s2,

s1s2s1s2, s2s1s2s1, s1s2s1s2s1, s2s1s2s1s2, s1s2s1s2s1s2
}
.

We denote by w0 the longest element s1s2s1s2s1s2. Notice that among the twelve
elements, only six of them are the root reflections from the root system of G2.
Because any reflection has order 2, it is easy to check that the root reflections
correspond to the reduced expressions of odd length.

Since the reflections s1 and s2 generate W , every reflection sα in the G2 root
system can be expressed as a reduced expression product of s1s and s2s. Consider
the action of W on the root system R given by the natural action of reflections on
vectors in R3. Explicitly, this action is given by sα ·β = sα(β)= β− (β, α∨)α (see
[Humphreys 1972, p. 43]). The following lemma in proved in [loc. cit.].

Lemma 2.3. Let w ∈W and α ∈ R. Then wsαw−1
= sw·α.

Example 2.4. Considerw= s1s2s1. We want to find a reflection sα that corresponds
to w. By Lemma 2.3, s1s2s1 = ss1(α2), where s1 is its own inverse and the action is

s1(α2)= α2− (α2, α1
∨)α1 = α2−

(
α2,

2α1
(α1, α1)

)
α1.

We know (α1, α1)= 2, (see Table 1) so

α2−

(
α2,

2α1
(α1, α1)

)
α1 = α2−

(
α2,

2α1
2

)
α1 = α2− (α2, α1)α1

= α2− (−3)α1.

Thus s1(α2)= 3α1+α2. The reflection s1s2s1 is the reflection s3α1+α2 .

Table 2 shows the reflection across the line perpendicular to each root. Notice that
roots α and −α have the same reflection and all reflections listed have odd length.
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coroot degree d
α∨ = d1α1

∨
+ d2α2

∨ (d1, d2)

α1
∨ (1, 0)

α2
∨ (0, 1)

(3α1+α2)
∨ (1, 1)

(α1+α2)
∨ (1, 3)

(2α1+α2)
∨ (2, 3)

(3α1+ 2α2)
∨ (1, 2)

Table 3. The degree for each coroot in the moment graph.

3. The moment graph and curve neighborhoods

3A. Finding the moment graph. Using the properties of the elements in the Weyl
group for G2, it is possible to define the following graph.

Definition 3.1. The moment graph is an oriented graph that consists of a pair
(V, E), where V is the set of vertices and E is the set of edges. To each Weyl group
element v ∈ W there corresponds a vertex v ∈ V in this graph. For x, y ∈ V , an
edge exists from x to y, denoted by

x α∨
−→ y,

if there exists a reflection sα such that y = xsα and `(y) > `(x).

Definition 3.2. A degree d is a nonnegative combination d1α
∨

1 + d2α
∨

2 of simple
coroots. We will denote it as d = (d1, d2).

Since any coroot α∨ is a linear combination in terms of α∨1 and α∨2 , it determines
a degree. These degrees are given in Table 3.

Example 3.3. An edge exists from s1 to s2s1. This is so because

`(s2s1) > `(s1) and s2s1 = s1sα, where sα = s1s2s1.

Example 2.4 shows s1s2s1 = s3α1+α2 . The edge corresponding to these two edges
has degree (3α1+α2)

∨; i.e.,

s1
(3α1+α2)

∨

−−−−→ s2s1.

Notice that (3α1+α2)
∨
= 1α∨1 + 1α∨2 , so d = (1, 1). The edge from s1 to s2s1 can

be represented by the degree (1, 1).

We depict the moment graph as oriented upward, as in Figure 3. To help read
the moment graph, a color code has been set up to represent the different edges.
We review some of the relevant properties of the moment graph:
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id

s2

s2s1

s2s1s2

s2s1s2s1

s2s1s2s1s2

w0

s1s2s1s2s1

s1s2s1s2

s1s2s1

s1s2

s1

Figure 3. The moment graph for G2. The color code for the de-
grees is black= (1, 0), violet= (0, 1), red= (1, 1), green= (1, 3),
blue= (2, 3), orange= (1, 2).

• The vertices correspond to the 12 Weyl group elements.

• The edges represent the root reflections associated to the G2 root system. There
are six different types of edges (different degree values) because there are
exactly six reflections in the G2 root system. Note that edges exist between
Weyl group elements if the difference between lengths is odd.

• The bottom vertex is the element with the smallest length (id, where `(id)= 0).
The vertices in the next “row” have length 1 (s1 and s2). The length of these
elements increases by one as you travel up the graph. The top vertex is the
element with the largest length, w0, where `(w0)= 6.

• For any vertex, there are six edges connected to it, corresponding to the six
different coroots in R∨.

• For any w1, w2 ∈W , where `(w1)= `(w2), both w1 and w2 will have edges
connecting to the same six vertices.

3B. Curve neighborhoods. In Section 3A, we defined the degree d to help sim-
plify the moment graph for use in future calculations. The importance of the
moment graph can be realized with the following concept defined by A. Buch and
L. Mihalcea [2015]:

Definition 3.4. Fix a degree d = (d1, d2) and an element u of the Weyl group W .
The curve neighborhood, 0d(u), is a subset of W which consists of the maximal
elements in the moment graph which can be reached from u with a path of total
degree at most d.
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Example 3.5. Consider w= id and d = (1, 1). We want to determine the “highest”
path (starting at the identity) where the total degree traveled is at most (1, 1). By
inspecting the moment graph, we see that there are three initial paths starting from id:

• path d = (1, 0), which goes from id to s1. Upon reaching s1, one is not allowed
to travel more than d ′ = (0, 1) upwards. Further inspection of the moment graph
shows that a path exists with degree (0, 1) from s1 to s1s2. We now have traveled a
total degree of (1,1). Thus we are done and s1s2 is the largest element on this path.

• path d = (0, 1) which goes from id to s2. Upon reaching s2, one is not allowed
to travel more than d ′ = (1, 0) upwards. Further inspection gives a path with
degree (1, 0) from s2 to s2s1. We now have traveled a total degree of (1, 1). Thus
we are done and s2s1 is the largest element on this path.

• path d = (1, 1) which goes from id to s1s2s1. Since we traveled a total degree
of (1, 1), we are done, and s1s2s1 is the largest element on this path.

We now take the maximal element that can be reached from id with degree (1, 1).
The largest of the three elements above is s1s2s1; thus 0(1,1)(id)= {s1s2s1}.

It is clear that for anyw∈W , there exists some degree (a, b)where0(a,b)(w)=w0.
Then for any larger degree (a′, b′), where a′≥a and b′≥b, we have 0(a′,b′)(w)=w0.
Table 6 in the Appendix shows the curve neighborhoods for every element of the
Weyl group. For all the examples given, the curve neighborhood for some degree d
at u ∈W is always unique, a fact which was initially proved in [Buch and Mihalcea
2015] for all Lie types.

4. Quantum cohomology ring for flag manifold X

Recall that X denotes the flag manifold of type G2. The cohomology ring, denoted
by H∗(X), consists of elements that can each be written uniquely as finite sums∑

w∈W awσw, where aw ∈ Z and σw is a (geometrically defined) Schubert class.
Addition in this ring is given by∑

w∈W

awσw +
∑
w∈W

bwσw =
∑
w∈W

(aw + bw)σw.

The quantum cohomology ring QH∗(X) is a deformation of H∗(X) by adding
quantum parameters, qd

= qd1
1 qd2

2 for degrees d = (d1, d2). If d = (0, 0) for any
calculation in QH∗(X), we reduce down to the corresponding calculation in H∗(X).
Similarly to H∗(X), the elements of QH∗(X) can each be written uniquely as
finite sums

∑
w∈W aw(d)qdσw, where aw(d) ∈ Z. The addition in this ring is also

straightforward:∑
w∈W

aw(d)qdσw +
∑
w∈W

bw(d)qdσw =
∑
w∈W

(aw(d)+ bw(d))qdσw.



QUANTUM SCHUBERT POLYNOMIALS FOR THE G2 FLAG MANIFOLD 445

The multiplication in this ring is given by certain integers cw,du,v called the Gromov–
Witten invariants:

σu ? σv =
∑
w,d

cw,du,v qdσw,

where the sum is over w ∈W and degrees d which have nonnegative components.
The (quantum) cohomology ring has two generators, namely σs1 and σs2 , correspond-
ing to the simple reflections s1, s2 ∈W . As a result, every element is a sum of mono-
mials in the σsi , and the quantum multiplication σu ? σsi by generators σsi determines
the entire ring multiplication. The formula for σw ? σsi , the (quantum) Chevalley rule,
is illustrated in Section 4A. We list below a few properties that will help to understand
this ring and we refer, e.g., to [Fulton and Pandharipande 1997] for full details.

(1) The multiplication of quantum parameters is given by qds
i qd ′s

i = qds+d ′s
i .

(2) The quantum multiplication ? is associative, commutative and has unit 1= σid.

(3) The quantum multiplication is graded by imposing deg(σw) = `(w) and for
d = (d1, d2), we have deg qd

= 2(d1+ d2). This implies that deg(σu ? σv)=

deg(σu)+ deg(σv) and that cw,du,v = 0 unless `(u)+ `(v)= `(w)+ deg qd .

(4) If we impose the substitution q1 = q2 = 0 in σu ? σv then we obtain the
multiplication σu · σv in the ordinary cohomology ring H∗(X).

4A. Quantum Chevalley rule via curve neighborhoods. Recall that each coroot α∨

can be written as a linear combination α∨ = d1α
∨

1 + d2α
∨

2 , where α∨1 , α
∨

2 are the
simple coroots and d1, d2 ∈ Z. It follows that each α∨ can be identified with the
unique degree d = (d1, d2). Let d[i] denote the i-th component of the degree d
in the decomposition d = d[1]α∨1 + d[2]α∨2 . In other words, d[i] = di . Note that
α∨[i] means the same thing as d[i].

The classical Chevalley rule [1994] (see also [Fulton and Woodward 2004]) is a
formula for the products σu · σsi ∈ H∗(X):

σu · σsi =

∑
α

(α∨[i])σusα , (1)

where the sum is over positive roots α such that `(usα)= `(u)+ 1.
The quantum Chevalley formula for σu ? σsi =

∑
w,d cw,du,si

qdσw was first proved by
Fulton and Woodward [2004]. See Theorem 4.3 below. We follow here an approach
based on curve neighborhoods, recently proved by Buch and Mihalcea [2015].
If d= (0, 0) then the coefficients cw,du,si

are those from identity (1) above. If d 6= (0, 0)
then the quantum coefficient cw,du,si

can be calculated as follows. First, let w[d] ∈W
be the curve neighborhood 0d(w). Then

cw,du,si
= d[i] · δu,w[d], (2)

where δv1,v2 is the Kronecker symbol and w satisfies `(w)+ deg qd
= `(u)+ 1.
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Remark 4.1. Although it is not clear from the definition, it turns out that if d[i] 6= 0
then u = w[d] only if d = α∨ for some α such that `(sα) = deg qα

∨

− 1. This
recovers the original quantum Chevalley rule from [Fulton and Woodward 2004].

Example 4.2. Consider σs1 ? σs1 .

•Assume d= (0, 0). We need to determine roots α such that `(s1sα)= `(s1)+1=2.
The only possible Weyl group elements to represent sα are s2 and s1s2s1. If sα = s2

then α=α2. This implies α∨= (0, 1), so α∨[1]=0. If sα= s1s2s1 then α=3α1+α2.
This implies α∨ = (1, 1), so α∨[1] = 1. Thus∑

α

(α∨[i])σusα = 0 · σs1s2 + 1 · σs1s1s2s1 = σs2s1 .

• Assume d 6= (0, 0). We need to determine w ∈W such that w[d] = 0d(w)= s1.
According to the curve neighborhood results table in the Appendix, the only possible
w ∈W are id and s1. For both elements, the possible nondegrees are (N , 0), where
N ∈ N. Note that we also need to choose w and d such that `(w)+ deg qd

=

`(s1)+ 1 = 2. Since deg qd is never odd, `(w) must be even. This eliminates s1.
As for id, `(id) = 0 so then deg qd

= 2, where d = (N , 0). This implies N = 1.
Therefore cid,(1,0)

s1,s1 = d[1] · δs1,s1 = 1 · 1 = 1 and this represents the only nonzero
quantum term. Thus for d 6= (0, 0),∑

w∈W,d

cw,du,si
qdσw = 1 · q(1,0) · σid = 1 · q1 · 1= q1.

Combining the classical (i.e., from H∗(X)) and pure quantum terms gives us
σs1 ? σs1 = σs2s1 + q1.

Table 4 shows the results of our quantum Chevalley computations.

Theorem 4.3 (the quantum Chevalley rule [Fulton and Woodward 2004; Buch and
Mihalcea 2015]). The following holds in QH∗(X):

σu ? σsi =

∑
α

(α∨[i])σusα +
∑
β

(β∨[i])qβ
∨

σusβ . (3)

The first sum is over positive roots α such that `(usα) = `(u)+ 1 and the second
sum is over positive roots β such that `(usβ)= `(u)+ 1− deg(qβ

∨

).

5. Quantum Schubert polynomials

We know that QH∗(X) is generated as a Q[q] =Q[q1, q2]-algebra by the classes
σs1 and σs2 . (This means that every element in QH∗(X) can be written as a sum
of monomials in the σsi with coefficients in Q[q].) Then there exists a surjective
homomorphism of Q[q]-algebras 9 :Q[x1, x2; q1, q2] → QH∗(X) sending

9(qi )= qi , 9(x1)= σs1, 9(x1+ x2)= σs2 .
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w σw ?σs1 σw ?σs2

s1 σs2s1+q1 σs1s2+σs2s1

s2 σs1s2+σs2s1 3σs1s2+q2

s1s2 σs1s2s1+σs2s1s2 2σs2s1s2+q2σs1

s2s1 2σs1s2s1+q1σs2 3σs1s2s1+σs2s1s2

s1s2s1 σs2s1s2s1+q1σs1s2+q1q2 σs1s2s1s2+2σs2s1s2s1+q1q2

s2s1s2 σs2s1s2s1+2σs1s2s1s2 3σs1s2s1s2+q2σs2s1

s1s2s1s2 σs1s2s1s2s1+σs2s1s2s1s2 σs2s1s2s1s2+q2σs1s2s1

s2s1s2s1 σs1s2s1s2s1+q1σs2s1s2+q1q2σs2 σs2s1s2s1s2+3σs1s2s1s2s1+q1q2σs2

s1s2s1s2s1 q1σs1s2s1s2+q1q2σs1s2 σw0+q1q2σs1s2

s2s1s2s1s2 σw0+q1q2
2 q2σs2s1s2s1+2q1q2

2

w0= (s1s2)
3 q1σs2s1s2s1s2+q1q2σs2s1s2+q1q2

2σs1 q2σs1s2s1s2s1+q1q2σs2s1s2+2q1q2
2σs1

Table 4. The quantum Chevalley table.

Note that for any P, P ′ ∈ Q[x1, x2, q1, q2], we have 9(P · P ′) = 9(P) ?9(P ′).
We call 9 the quantization map. Let Ĩ be the kernel of this homomorphism. By
the first isomorphism theorem, we have an isomorphism

9 :Q[x1, x2, q1, q2]/ Ĩ → QH∗(X),

and this gives the presentation of the quantum cohomology ring. A quantum Schu-
bert polynomial for the Schubert class σw is any polynomial Pw ∈Q[x1, x2, q1, q2]

such that the image of Pw under9 gives the class σw. Equivalently9(Pw+ Ĩ )=σw.
To find a quantum Schubert polynomial Pw, we proceed by induction on `(w),

using the quantum Chevalley formula from Table 4, and starting from the “initial
conditions” Ps1 = x1 and Ps2 = x1 + x2. To obtain the corresponding classical
Schubert polynomials for cohomology, set q1 = q2 = 0.

Example 5.1. In order to calculate Ps2s1 , we use the identity σs1 ? σs1 = σs2s1 + q1

(taken from Table 4). Using that 9 is an algebra homomorphism, we know that

9(x2
1)=9(x1) ?9(x1)= σs1 ? σs1 and 9(q1)= q1.

Since 9(x2
1 −q1)=9(x2

1)−9(q1), it follows that 9(x2
1 −q1)= σs2s1 . This shows

that x2
1−q1 is a quantum Schubert polynomial for σs2s1 . The corresponding ordinary

Schubert polynomial is x2
1 , obtained by making q1 = 0.

Computations of ordinary Schubert polynomials were done for the ordinary
cohomology ring H∗(X) of the G2 flag manifold in a paper by Anderson [2011].
A classical result of Borel [1953] shows that H∗(X) = Q[x1, x2]/I , where I =
〈x2

1−x1x2+x2
2 , x6

1〉. (This can also be deduced from the classical Chevalley formula.)
Anderson used this presentation and a different method to obtain different Schubert
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σsα our calculation Anderson’s calculation [2011]

w0
1
2(x

6
1 + x5

1 x2)
1
2 x5

1 x2

s1s2s1s2s1
1
2 x5

1
1
2 x5

1

s2s1s2s1s2
1
6(x1+ x2)

3x1x2
1
2(x

3
1 + x2x2

1 + x2
2 x1+ x3

2)x1x2

s2s1s2s1
1
2 x4

1
1
2(4x2

1 − 3x1x2+ 3x2
2)x

2
1

s1s2s1s2
1
6(x1+ x2)

2x1x2
1
2(x

4
1 + x3

1 x2+ x2
1 x2

2 + x1x3
2 + x4

2)

s1s2s1
1
2 x3

1
1
2(4x2

1 − 3x1x1+ 3x2
2)x1

s2s1s2
1
2(x1+ x2)x1x2 2x3

1 +
1
2 x2

1 x2+
1
2 x1x2

2 + 2x3
2

s2s1 x2
1 3x2

1 − 2x1x2+ 2x2
2

s1s2 x1x2 2x2
1 − x1x2+ 2x2

2
s2 x1+ x2 x1+ x2

s1 x1 x1

id 1 1

Table 5. Classical Schubert polynomials.

polynomials, but our answers and his must be equal modulo the ideal I . The classical
Schubert polynomials we found are shown alongside Anderson’s in Table 5. In
order to check if our results are equal, we verified that the difference between our
resulting classical polynomials was a multiple of one of the elements of the ideal.

We used our quantum Schubert polynomial results, found in Theorem 5.2 below,
to compute the ideal Ĩ of the quantum cohomology ring QH∗(X). This ideal is a
deformation of the ideal I of H∗(X). As an example, we will derive the degree-2
relation in Ĩ . From the quantum Chevalley table on page 447, we know the identities

• σs1 ? σs1 = σs2s1 + q1,

• σs1 ? σs2 = σs1s2 + σs2s1 , and

• σs2 ? σs2 = 3σs1s2 + q2.

These three equalities can be combined to obtain

3(σs1 ? σs1)+ (σs2 ? σs2)= 3(σs1 ? σs2)+ 3q1+ q2.

Now apply the transformation under 9 to get

3(x1 · x1)+ ((x1+ x2) · (x2+ x2))≡
(
3(x1(x1+ x2))+ 3q1+ q2

)
+ Ĩ ,

which is

3x2
1 + x2

1 + 2x1x2+ x2
2 ≡ (3x2

1 + 3x1x2+ 3q1+ q2)+ Ĩ .

Their difference belongs to Ĩ = ker9, so (after simplification) we get

x2
1 − x1x2+ x2

2 − (3q1+ q2) ∈ Ĩ .
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This is the degree-2 relation in Ĩ . Notice that this is clearly a deformation of the
ideal term x2

1 − x1x2 + x2 in I . To get the degree-6 relation, one does a similar
manipulation but using the higher-degree terms in the quantum Chevalley table on
page 447. The following is the main result of this paper.

Theorem 5.2. The quantum cohomology ring of the flag manifold of type G2 is

QH∗(X)=Q[q1, q2, x1, x2]/〈R2, R6〉,

where R2 := x2
1 − x1x2+ x2

2 − (3q1+ q2) and

R6 := x6
1 + q1

(
−2x4

1 −
13
3 x3

2 x2−
5
3 x2

1 x2
2 −

1
3 x1x3

2
)
+ q2

1
(
−

10
3 x2

1 −
5
3 x1x2−

1
3 x2

2
)

+ q1q2
(
−2x2

1 −
11
3 x1x2

)
−

8
3q2

1 q2.

Under this presentation, the corresponding quantum Schubert polynomials are

w0= (s1s2)
3
:

1
2(x

6
1+x5

1 x2)+
1
2(−2x4

1−6x3
1 x2−5x2

1 x2
2−x1x3

2)q1,

+
1
2(−3x2

1−7x1x2−2x2
2)q1q2+

1
2(−3x2

1−4x1x2−x2
2)q

2
1−q2

1 q2,

s2s1s2s1s2 :
1
6

(
(x1+x2)

3x1x2
)
+

1
6

(
(x1+x2)

3q1,

+(−6x3
1−4x1

2x2−x1x2
2)q2+(8x1+5x2)q1q2

)
,

s1s2s1s2s1 :
1
2 x5

1+
1
2

(
(−2x3

1−4x2
1 x2−x1x2

2)q1+(−3x1−2x2)q1q2+(−3x1−x2)q2
1
)
,

s1s2s1s2 :
1
6

(
(x1+x2)

2x1x2
)
+

1
6

(
(x1+x2)

2q1+(−3x2
1−x1x2)q2+2q1q2

)
,

s2s1s2s1 :
1
2 x4

1+
1
2

(
(−2x2

1−3x1x2)q1−2q1q2−2q2
1
)
,

s2s1s2 :
1
2

(
(x1+x2)x1x2

)
+

1
2

(
(x1+x2)q1−x1q2

)
,

s1s2s1 :
1
2 x3

1+
1
2

(
(−2x1−x2)q1

)
,

s1s2 : x1x2+q1,

s2s1 : x2
1−q1,

s2 : x1+x2,

s1 : x1,

id : 1.

Appendix: Table of curve neighborhood calculations

This appendix contains the curve neighborhoods for all the Weyl group elements.
In order to list them as concisely as possible, we need to define

• `,m = 0, 1, 2, 3, . . . ,

• N ,M = 1, 2, 3, . . . ,

• N ′,M ′ = 2, 3, 4, . . . .

If w ∈W then 0(0,0)(w)= w, so we won’t include that condition in the table.
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id s1 s2

0(N,0)(id)=s1 0(N,0)(s1)=s1 0(N,0)(s2)=s2s1

0(0,N )(id)=s2 0(0,N )(s1)=s1s2 0(0,N )(s2)=s2

0(N,1)(id)=s1s2s1 0(N,1)(s1)=s1s2s1 0(N,1)(s2)=s2s1s2s1

0(1,N ′)(id)=s2s1s2s1s2 0(N,N ′)(s1)=w0 0(1,N ′)(s2)=s2s1s2s1s2

0(N ′,M ′)(id)=w0 0(N ′,M ′)(s2)=w0

s1s2 s2s1 s1s2s1

0(N,0)(s1s2)=s1s2s1 0(N,0)(s2s1)=s2s1 0(N,0)(s1s2s1)=s1s2s1

0(0,N )(s1s2)=s1s2 0(0,N )(s2s1)=s2s1s2 0(0,N )(s1s2s1)=s1s2s1s2

0(N,1)(s1s2)=s1s2s1s2s1 0(N,1)(s2s1)=s2s1s2s1 0(N,1)(s1s2s1)=s1s2s1s2s1

0(N,N ′)(s1s2)=w0 0(N,N ′)(s2s1)=w0 0(N,N ′)(s1s2s1)=w0

s2s1s2 s1s2s1s2 s2s1s2s1

0(N,0)(s2s1s2)=s2s1s2s1 0(N,0)(s1s2s1s2)=s1s2s1s2s1 0(N,0)(s2s1s2s1)=s2s1s2s1

0(0,N )(s2s1s2)=s2s1s2 0(0,N )(s1s2s1s2)=s1s2s1s2 0(0,N )(s2s1s2s1)=s2s1s2s1s2

0(N,M)(s2s1s2)=w0 0(N,M)(s1s2s1s2)=w0 0(N,M)(s2s1s2s1)=w0

s1s2s1s2s1 s2s1s2s1s2 w0

0(N,0)(s1s2s1s2s1)=s1s2s1s2s1 0(0,N )(s2s1s2s1s2)=s2s1s2s1s2 0(`,m)(w0)=w0

0(`,N )(s1s2s1s2s1)=w0 0(N,`)(s2s1s2s1s2)=w0

Table 6. The curve neighborhoods for every degree at every w∈W .
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The irreducibility of polynomials
related to a question of Schur

Lenny Jones and Alicia Lamarche

(Communicated by Kenneth S. Berenhaut)

In 1908, Schur raised the question of the irreducibility over Q of polynomials
of the form f (x) = (x + a1)(x + a2) · · · (x + am)+ c, where the ai are distinct
integers and c ∈ {−1, 1}. Since then, many authors have addressed variations and
generalizations of this question. In this article, we investigate the irreducibility
of f (x) and f (x2), where the integers ai are consecutive terms of an arithmetic
progression and c is a nonzero integer.

1. Introduction

Throughout this paper, unless indicated otherwise, “reducible polynomial” and
“irreducible polynomial” pertain to reducibility and irreducibility over Q. Schur
[1908] raised the question of the irreducibility of polynomials of the form

g±(x)= (x + a1)(x + a2) · · · (x + am)± 1,

where the ai are distinct integers. Westlund [1909] showed that g−(x) is always
irreducible, and that if g+(x) is reducible, then g+(x) must be the square of a
polynomial. Flügel [1909] showed that g+(x) is reducible if and only if there exists
an integer z such that

g+(x + z)= (x − 1)2 or g+(x + z)= (x2
− 3x + 1)2.

Since that time, numerous authors [Seres 1956; Győry et al. 2011] have addressed
variations and generalizations of these questions. For some more recent generaliza-
tions, and a complete history and bibliography chronicling these results, see [Győry
et al. 2011].

Here we investigate the irreducibility of polynomials f (x) and f (x2), where

f (x)= (x + ai )(x + ai+1) · · · (x + ai+m−1)+ c, (1-1)

MSC2010: 12E05, 11C08.
Keywords: irreducible polynomial.
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with the a j being consecutive terms of an arithmetic progression

A= {k, k+ d, k+ 2d, . . .},

where d > 0 is the common difference. Since

f (x)=
(
x + k+ jd

)(
x + k+ ( j + 1)d

)
· · ·
(
x + k+ ( j +m− 1)d

)
+ c

is irreducible if and only if

f (x)= x(x + d)(x + 2d) · · · (x + (m− 1)d)+ c (1-2)

is irreducible, our focus here is on (1-2). While we are placing restrictions on the
values of ai in (1-1), the fact that we are not initially placing any restrictions on c,
other than c 6= 0, and that we are also concerned with the irreducibility of f (x2),
make this investigation somewhat of a departure from previous ones. In particular,
defining F(x) := f (x2), where f (x) is as in (1-2), we are interested in determining
values of d, m and c, with d > 0 and m ≥ 2, for which

(I) f (x) is reducible,

(II) f (x) is irreducible, but F(x) is reducible,

(III) both f (x) and F(x) are irreducible.

Note that if F(x) is irreducible, then f (x) is irreducible. However, the converse
is false in general, as the example f (x) = x − 1 illustrates, so that situation
(II) is not, in general, vacuous. Clearly, a complete answer to (I) and (II), or
to (I) and (III), provides an answer to (III), or to (II), respectively. Although a
complete answer to (I) seems intractable, a reasonable approach seems to be to
place restrictions on one or more of d, m and c. For example, one could place a
bound on m and determine the appropriate values of d and c such that f (x) satisfies
(I), (II) or (III). This is the strategy we employ in Section 3. However, in this
scenario, even small values of m prove to be challenging. In Section 4, by imposing
different restrictions on d , m and c, we can establish the following theorem for
larger degree polynomials:

Theorem 1.1. Let p ≥ 3 be prime, and let c, d ∈ Z, with c 6= 0, d > 0 and
d 6≡ 0 (mod p). Let

f (x)= x(x + d)(x + 2d) · · · (x + (p− 1)d)+ c

= x p
+ ap−1x p−1

+ · · ·+ a1x + c.

(1) If c 6≡ 0 (mod p), then f (x) is irreducible. If , in addition, c 6= −z2 for any
z ∈ Z, then F(x) is irreducible.

(2) Let k be a fixed positive integer, and suppose that |c| = kpw, where

pw > k p−1
+ ap−1k p−2

+ · · ·+ a2k+ a1.
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Then both f (x) and F(x) are irreducible if one of the sets of conditions below holds:

(a) c > 0.

(b) c < 0, w ≡ 1 (mod 2) and k 6≡ 0 (mod p).

(c) c < 0 and p ≡ 3 (mod 4).

Computations in this article were performed using either Maple or Magma.

2. Preliminaries

We now present, without proof, some facts that are used to establish the results in
this article. The first two theorems for general fields k first appeared in [Schinzel
1982]. For fields k ⊂ C, they are originally due to Capelli [Schinzel 2000].

Theorem 2.1. Let k be a field, and let f (x) and g(x) be polynomials in k[x] with
f (x) irreducible over k. Suppose that f (α)= 0. Then f (g(x)) is reducible over k
if and only if g(x)−α is reducible over k(α). Furthermore, if

g(x)−α = c1u1(x)e1 · · · ur (x)er ,

where c1∈ k(α) and the u j (x) are distinct monic irreducible polynomials in k(α)[x],
then

f (g(x))= c2N (u1(x))e1 · · ·N (ur (x))er ,

where c2 ∈ k, and the norms N (u j (x)) are distinct monic irreducible polynomials
in k[x].

Theorem 2.2. Let k be a field, and let r ∈ Z with r ≥ 2. Let α ∈ k. Then xr
− α

is reducible over k if and only if either α = β p for some prime divisor p of r and
β ∈ k, or 4 | r and α =−4β4 for some β ∈ k.

The next result follows from direct applications of Theorem 2.1 with g(x)= x2

and Theorem 2.2 with r = 2, and equating constant terms.

Theorem 2.3. Let

f (x)= xn
+

n−1∑
j=1

a j x j
+ c ∈ Z[x],

with f (x) irreducible. Then:

(1) If n ≡ 0 (mod 2) and c 6= z2 for any z ∈ Z, then F(x) is irreducible.

(2) If n ≡ 1 (mod 2) and c 6= −z2 for any z ∈ Z, then F(x) is irreducible.

The following result is well-known [Serret 1992].

Theorem 2.4. Let p be a prime, and let f (x)= x p
−x+c∈Fp[x]. If c 6≡0 (mod p),

then f (x) is irreducible over Fp.
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Since the irreducibility of a polynomial over Fp implies its irreducibility over Q,
we immediately have the following corollary.

Corollary 2.5. Let f (x)∈Z[x], and let p be a prime. If f (x)≡ x p
−x+c (mod p)

and c 6≡ 0 (mod p), then f (x) is irreducible.

The next theorem and its corollary are special cases of results of Weisner [1934].

Theorem 2.6. Let

A(x)= anxn
+ an−1xn−1

+ · · ·+ a1x + a0 ∈ Z[x]

be such that n ≥ 2, an 6= 0 and

|a0| = kpw, with k, w ≥ 1,

where p is a prime that does not divide a1 if w> 1. Suppose further that there exists
L such that |r | ≥ L ≥ 1 for all zeros r of A(x). If k < L , then A(x) is irreducible.

Corollary 2.7. Let k, w ≥ 1 and n ≥ 2 be integers, and let

A±(x)= xn
+ an−1xn−1

+ · · ·+ a1x ± kpw ∈ Z[x],

where p is a prime that does not divide a1. If

pw > kn−1
+ |an−1|kn−2

+ · · ·+ |a2|k+ |a1|,

then each of A±(x) is irreducible.

3. A first approach

In this section, we investigate an approach to determine the values of c such that
each of the conditions (I), (II) and (III) holds. The idea is to analyze the degree-type
factorization of f (x). The following proposition, whose proof is immediate from
the definition of f (x) in (1-2), represents a modest step in this direction.

Proposition 3.1. The polynomial f (x) has a zero n ∈ Z if and only if

c =−n(n+ d)(n+ 2d) · · · (n+ (m− 1)d) for some n ∈ Z.

One difficulty in establishing a more general result similar to Proposition 3.1
is that the number of possible degree-type factorizations of f (x) into irreducibles
increases as m increases. To avoid this complication, we bound the value of m.
However, even for small values of m, such a method proves to be challenging. To
illustrate the difficulties that arise, we address the cases (I) and (II) for each value of
m∈{2, 3, 4}. For case (I), we use the straightforward method of equating coefficients.
Our investigation of case (II) also uses the method of equating coefficients, but we
additionally utilize Theorem 2.1 and Theorem 2.2 with g(x)= x2. Although the
techniques are similar, each value of m presents distinct obstacles.
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The case of m = 2.

Theorem 3.2. Let c, d ∈ Z, with d > 0, and let

f (x)= x(x + d)+ c.

Then

(1) f (x) is reducible if and only if

c ∈ {−n(n+ d) | n ∈ Z},

(2) f (x) is irreducible and F(x) is reducible if and only if

c ∈
{1

4(s
2
+ d)2

∣∣ s ∈ Z, with s > 0 and s2
≡ d (mod 2)

}
.

Proof. Observe that (1) follows immediately from Proposition 3.1. To prove (2),
suppose first that f (x) is irreducible and f (α)= 0. Suppose that α = β2 for some
β ∈Q(α). Then, by Theorem 2.1,

F(x)= x4
+ dx2

+ c (3-1)

=N (x +β)N (x −β)

=
(
x2
+ (β + β̄)x +ββ̄

)(
x2
− (β + β̄)x +ββ̄

)
= (x2

+ sx + t)(x2
− sx + t)

= x4
+ (2t − s2)x2

+ t2 (3-2)

for some s, t ∈ Z. Equating coefficients in (3-1) and (3-2) and solving the resulting
system of equations gives c = 1

4(s
2
+ d)2.

There are two items of concern here. The first item to address is whether there
are any restrictions that must be placed on s to guarantee that c ∈ Z. The second
item is whether there are any values of s such that f (x) is reducible. Clearly, we
can assume that s ≥ 0 in any case, and imposing the restriction that c ∈ Z tells us
that s2

≡ d (mod 2). We must now check if there are any such values of c such that
f (x) is reducible. That is, are there values of s, n ∈ Z such that

1
4(s

2
+ d)2 =−n(n+ d)? (3-3)

Solving (3-3), we get the single integer solution s = 0 and n = −1
2 d, where

d ≡ 0 (mod 2), which corresponds to c = 1
4 d2. Hence, we must have s > 0 to

ensure that f (x) is irreducible. Under these restrictions on c, we have conversely
that f (x) is irreducible and that

F(x)= x4
+ dx2

+
1
4(s

2
+ d)2

=
(
x2
+ sx + 1

2(s
2
+ d)

)(
x2
− sx + 1

2(s
2
+ d)

)
. �
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The case of m = 3.

Theorem 3.3. Let c, d ∈ Z, with d > 0, and let

f (x)= x(x + d)(x + 2d)+ c.
Then

(1) f (x) is reducible if and only if

c ∈ R = {−n(n+ d)(n+ 2d) | n ∈ Z},

(2) f (x) is irreducible and F(x) is reducible if and only if c ∈ S \ R, where

S =
{
−

(
s4
+ 6ds2

+ d2

8s

)2 ∣∣∣∣ all of the conditions in A hold
}
,

and A is the following list:

d 6≡ 2, 3 (mod 4), s ∈ Z+,
d2

s
∈ Z+,

s ≡ 0 (mod 2) and d2

8s
∈ Z+ if d ≡ 0 (mod 4),

s ≡ 1 (mod 2) if d ≡ 1 (mod 4).

Moreover, S contains at most finitely many elements for a fixed value of d.

Proof. As in the case of m = 2, observe that (1) follows immediately from
Proposition 3.1. To establish (2), we proceed as in Theorem 3.2. We assume
that f (x) is irreducible and f (α)= 0. Suppose also that α= β2 for some β ∈Q(α).
Then, by Theorem 2.1, we have

F(x)= x6
+ 3dx4

+ 2d2x2
+ c (3-4)

= (x3
+ sx2

+ t x + u)(x3
− sx2

+ t x − u)

= x6
+ (2t − s2)x4

+ (t2
− 2su)x2

− u2 (3-5)

for some s, t, u∈Z. Equating coefficients in (3-4) and (3-5) and solving the resulting
system of equations, with d > 0, gives

c =−
(

s4
+ 6ds2

+ d2

8s

)2

,

where we can assume that s > 0. Since c ∈ Z, it is necessary that d2
≡ 0 (mod s).

This restriction alone implies that there are at most finitely many such values of c
for a fixed d, and therefore all such values of c in S can be effectively computed.
Further analysis reveals that d 6≡ 2, 3 (mod 4), since s4

+ 6ds2
+ d2
≡ 0 (mod 8).

Additionally, we see that s ≡ 0 (mod 2) when d ≡ 0 (mod 4), and in this case we
get the more restrictive condition that d2

≡ 0 (mod 8s). Finally, s ≡ 1 (mod 2)
when d ≡ 1 (mod 4).
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Conversely, if c ∈ S \ R, then f (x) is irreducible and

F(x)= x6
+ 3dx4

+ 2d2x2
−

(
s4
+ 6ds2

+ d2

8s

)2

= F1(x)F2(x),

where

F1(x)= x3
+ sx2

+
1
2(s

2
+ 3d)x +

s4
+ 6ds2

+ d2

8s
∈ Z[x]

and

F2(x)= x3
− sx2

+
1
2(s

2
+ 3d)x −

s4
+ 6ds2

+ d2

8s
∈ Z[x]. �

As in the proof of Theorem 3.2, a somewhat more explicit description of the
values of c such that (II) holds would be desirable. To determine whether any values
of c ∈ S from (2) are such that f (x) is reducible when d ≡ 0, 1 (mod 4), we must
solve the Diophantine equation(

s4
+ 6ds2

+ d2

8s

)2

= n(n+ d)(n+ 2d). (3-6)

Again, because of the restriction on s for a given value of d , the solutions to (3-6)
can be effectively computed. We conjecture that there are no solutions to (3-6) for
any value of d , so that S ∩ R =∅.

Remark 3.4. Any solutions to (3-6) are integral solutions of the so-called “congruent-
number” elliptic curve y2

= x(x2
−d2), which has been studied extensively [Bremner

et al. 2000; Koblitz 1993; Silverman 2009].

The case of m = 4.
Theorem 3.5. Let c, d ∈ Z, with d > 0, and let

f (x)= x(x + d)(x + 2d)(x + 3d)+ c.
Then

(1) f (x) is reducible if and only if c ∈ R = R1 ∪ R2, where

R1 = {v(2d2
− v) | v ∈ Z},

R2 =
{ 1

4(u− d)(u− 2d)(u− 4d)(u− 5d) ∈ Z | u ∈ Z
}
,

(2) f (x) is irreducible and F(x) is reducible if and only if c ∈ S \ R, where

S =
{(

u2
+ 6d3

2t

)2

∈ Z

∣∣∣∣ all of the conditions in B hold
}
,

and B is the following list:

u, t ∈ Z+, t = 1
2(s

2
+ 6d) for some s ∈ Z,

8u2
+ (−8s3

− 48sd)u+ s6
+ 18s4

+ 64s2d2
= 0.

Moreover, S contains at most finitely many elements.
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Proof. Logically, since

f (x)= x4
+ 6dx3

+ 11d2x2
+ 6d3x + c (3-7)

is a fourth-degree polynomial, there are five possibilities that could occur when
factoring f (x) into irreducibles:

(1) f (x) is irreducible.

(2) f (x) is the product of a linear factor and an irreducible cubic.

(3) f (x) is the product of two linear factors and an irreducible quadratic.

(4) f (x) is the product of two irreducible quadratics.

(5) f (x) is the product of four linear factors.

Proposition 3.1 gives us conditions under which f (x) has a linear factor, but it is
not delicate enough alone to distinguish among possibilities (2), (3) and (5). In
fact, it turns out that (2) is vacuous. To see this, first note that if f (r)= 0 for some
r ∈ Z, then

f (−r − 3d)= (−r − 3d)(−r − 2d)(−r − d)(−r)+ c

= r(r + d)(r + 2d)(r + 3d)+ c

= f (r)= 0.

If r 6=−r−3d , then f (x) has at least two distinct linear factors. If r =−r−3d , then

4r3
+18dr2

+22d2r+6d3
= f ′(r)= f ′(−r−3d)=−4r3

−18dr2
−22d2r−6d3,

so that f ′(r)= 0. Hence, (x − r)2 divides f (x), and therefore (2) does not occur.
Thus, to determine exactly the values of c for which f (x) is reducible, we proceed
as follows. Assuming f (x) is reducible, we write

f (x)= (x2
+ sx + t)(x2

+ ux + v)

= x4
+ (s+ u)x3

+ (t + su+ v)x2
+ (tu+ sv)x + tv. (3-8)

Solving the system of equations that results by equating coefficients in (3-7) and
(3-8), we arrive at the two solutions for c,

c = v(2d2
− v) and c = 1

4(u− d)(u− 2d)(u− 4d)(u− 5d),

where if c = v(2d2
− v), then

f (x)=
(
x2
+ 3dx + (2d2

− v)
)
(x2
+ 3dx + v),

and if c = 1
4(u− d)(u− 2d)(u− 4d)(u− 5d) ∈ Z, then

f (x)=
(
x2
+ (6d − u)x + 1

2(u− 5d)(u− 4d)
)(

x2
+ ux + 1

2(u− 2d)(u− d)
)
.
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We note that the infinite sets R1 and R2 are not disjoint, and further analysis is
required to determine the particular degree-types given in (3), (4) and (5).

We turn now to an examination of when

F(x)= x8
+ 6dx6

+ 11d2x4
+ 6d3x2

+ c (3-9)

is reducible, assuming that f (x) is irreducible. As before, we have from Theorem 2.1
and Theorem 2.2 that

F(x)= (x4
+ sx3

+ t x2
+ ux + v)(x4

− sx3
+ t x2

− ux + v)

= x8
+ (2t − s2)x6

+ (t2
− 2us+ 2v)x4

+ (2vt − u2)x2
+ v2. (3-10)

Equating coefficients in (3-9) and (3-10), and solving the resulting system of
equations yields

v =
u2
+6d3

2t
, t = 1

2(s
2
+ 6d),

8u2
− (8s3

+ 48sd)u+ s6
+ 18s4d + 64s2d2

= 0.
(3-11)

Note that if s=0 in (3-11), then u=0 and c=d4, so that f (x)= (x2
+3dx+d2)2.

Viewing the third equation in (3-11) as a quadratic equation in the variable u, and
solving gives

u = 1
4

(
2s3
+ 12ds± s

√
2s4+ 12ds2+ 16d2

)
. (3-12)

From (3-12), we see that a necessary condition for u to be an integer is that
2s4
+ 12ds2

+ 16d2 be a square. To determine when this occurs, we think of s as
a variable and we seek nontrivial (s 6= 0) integral solutions to the elliptic curve

y2
= 2s4

+ 12ds2
+ 16d2

= 2(s2
+ 2d)(s2

+ 4d). (3-13)

For a given value of d , it is well known that there are at most finitely many nontrivial
solutions to (3-13), and these solutions can be found using the command

IntegralQuarticPoints([2, 0, 12d, 0, 16d2])

in Magma. Hence, there are at most finitely many polynomials f (x) that satisfy (II),
and for a given value of d, these polynomials can effectively be found.

Conversely, if c 6∈ R, then f (x) is irreducible, and it is straightforward to derive
(3-9) by the substitution of conditions (3-11) into (3-10). �

Remark 3.6. For bounds on the number of solutions to (3-13), the interested reader
should see [Bennett 1998; Bugeaud et al. 2011].
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4. A second approach

In this section, we prove Theorem 1.1, which can be deduced easily using the
following theorem and some results presented in Section 2.

Theorem 4.1. Let p be a prime and let

f (x)= xn
+

n−1∑
j=1

a j x j
+ c ∈ Z[x],

where n ≥ 2 and c ≡ 0 (mod p). Suppose that f (x) is irreducible. Then

(1) If n ≡ 0 (mod 2) and a1 6≡ −z2 (mod p) for any z ∈ Fp, then F(x) is irre-
ducible.

(2) If n≡ 1 (mod 2) and a1 6≡ z2 (mod p) for any z ∈ Fp, then F(x) is irreducible.

Proof. Since f (x) is irreducible, we can apply Theorem 2.1 and Theorem 2.2 to
deduce that if F(x) is reducible, then

F(x)= x2n
+

n−1∑
j=1

a j x2 j
+ c

=

(
xn
+

n−1∑
j=0

b j x j
)(

xn
+

n−1∑
j=0

(−1)n− j b j x j
)

=

{
x2n
+ · · ·+ (2b0b2− b2

1)x
2
+ b2

0 if n ≡ 0 (mod 2),

x2n
+ · · ·+ (b2

1− 2b0b2)x2
− b2

0 if n ≡ 1 (mod 2).

Since c ≡ 0 (mod p), equating coefficients gives that b0 ≡ 0 (mod p) and

a1 ≡

{
−b2

1 (mod p) if n ≡ 0 (mod 2),

b2
1 (mod p) if n ≡ 1 (mod 2). �

For the convenience of the reader, we restate Theorem 1.1 here.

Theorem 1.1. Let p ≥ 3 be prime, and let c, d ∈ Z, with c 6= 0, d > 0 and
d 6≡ 0 (mod p). Let

f (x)= x(x + d)(x + 2d) · · · (x + (p− 1)d)+ c

= x p
+ ap−1x p−1

+ · · ·+ a1x + c.

(1) If c 6≡ 0 (mod p), then f (x) is irreducible. If , in addition, c 6= −z2 for any
z ∈ Z, then F(x) is irreducible.

(2) Let k be a fixed positive integer, and suppose that |c| = kpw, where

pw > k p−1
+ ap−1k p−2

+ · · ·+ a2k+ a1.
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Then both f (x) and F(x) are irreducible if one of the sets of conditions below holds:

(a) c > 0.

(b) c < 0, w ≡ 1 (mod 2) and k 6≡ 0 (mod p).

(c) c < 0 and p ≡ 3 (mod 4).

Proof. Since d 6≡ 0 (mod p), we have that

f (x)≡ x(x − 1)(x − 2) · · · (x − (p− 1))+ c ≡ x p
− x + c (mod p).

Hence, since c 6≡ 0 (mod p), we have from Corollary 2.5 that f (x) is irreducible.
If, in addition, c 6= −z2 for any z ∈ Z, then F(x) is irreducible by Theorem 2.3(2).

To prove (2), note that since d 6≡ 0 (mod p), we have

a1 = d p−1(p− 1)! ≡ −1 (mod p) 6≡ 0 (mod p) (4-1)

by Fermat’s little theorem and Wilson’s theorem. Hence, f (x) is irreducible by
Corollary 2.7.

To establish parts (2a), (2b) and (2c), first note that deg( f (x))= p is odd. Thus,
if c = kpw > 0, then F(x) is irreducible by Theorem 2.3(2), which resolves (2a).
For (2b), observe that kpw is not a square since w ≡ 1 (mod 2) and k 6≡ 0 (mod p).
Thus, again it follows from Theorem 2.3(2) that F(x) is irreducible. Finally, for (2c),
since p ≡ 3 (mod 4), we have from (4-1) that a1 6≡ z2 (mod p) for any z ∈ Fp.
Therefore, F(x) is irreducible by Theorem 4.1(2). �
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Oscillation of solutions to
nonlinear first-order delay differential equations

James P. Dix and Julio G. Dix

(Communicated by Kenneth S. Berenhaut)

In this article, we present sufficient conditions for the oscillation of all solutions
to the delay differential equation

x0.t/C

nX
iD1

fi

�
t;x.�i.t//

�
D 0; t � t0:

In particular, we extend known results from linear to nonlinear equations, and
improve the bounds of previous criteria.

1. Introduction

In this article, we study the delay differential equation

x0.t/C

nX
iD1

fi

�
t;x.�i.t//

�
D 0; t � t0; (1-1)

wherefi WŒt0;1/�R!R and �i WŒt0;1/!R are continuous functions satisfying con-
ditions stated below. We establish sufficient conditions for all solutions to oscillate.

When fi.t;x/D pi.t/x, equation (1-1) becomes linear and it is easy to show
that all solutions oscillate or tend to zero, under the assumptionZ 1

t0

nX
iD1

pi.s/ ds D1: (1-2)

This result has been extended to delay equations of several types: nonlinear, nonho-
mogeneous, higher order, neutral equations, etc.; see, for example, [Dix et al. 2008;
Elbert and Stavroulakis 1995; Erbe et al. 1995; Gil’ 2014; Győri and Ladas 1991;
Hale 1977; Ladde et al. 1987; Zhou 2011]. Since we want to ensure oscillation, we
impose conditions stronger than the one above.
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Keywords: oscillation of solutions, first-order delay differential equation.
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For nD 1 and f1.t;x/D p1.t/x, there are two well-known conditions for the
oscillation of all solutions: [Ladde et al. 1987, Theorem 2.1.3],

lim sup
t!1

Z t

�1.t/

p1.s/ ds > 1; (1-3)

and [Ladde et al. 1987, Theorem 2.1.1],

lim inf
t!1

Z t

�1.t/

p1.s/ ds >
1

e
: (1-4)

Some authors try to narrow the gap between these two lower bounds, while others
extended the above criteria for covering more general equations. In this article, we
try both of these tasks.

Braverman and Karpuz [2011] showed that when applying (1-3), the conditions
that �1.t/< t and �1 be nondecreasing are necessary. They also modified (1-3) by us-
ing Grönwall’s inequality. Chatzarakis and Öcalan [2015] applied the modified con-
dition to multiple delay equations. We extend these results to nonlinear equations.

For fi.t;x/ D pi.t/x, Grammatikopoulos et al. [2003] assumed that �i is
monotonic. We do not use the monotonicity assumption. Győri and Ladas [1991]
stated conditions using a nondecreasing upper bound for the delayed arguments,
similar to our � defined below. Hunt and Yorke [1984] proved oscillation of
solutions assuming that

lim inf
t!1

nX
iD1

pi.s/.t � �i.t// >
1

e

and that t � �i.t/ is bounded. They did not assume monotonicity of �i , and used
an inequality of differentials in their proof. We extend their result to nonlinear
equations; see Theorem 4.6 below. Li [1996] used a logarithmic inequality to obtain
a condition weaker than (1-4) for constant delays. We use the same logarithmic
inequality for variable delays in nonlinear equations. Fukagai and Kusano [1984]
considered retarded and advanced nonlinear equations with fi.t;x/D pi.t/gi.x/,
where gi satisfies conditions similar to those in (H2) below. We assume that
fi.t;x/� pi.t/gi.x/, and then apply the Grönwall and logarithmic inequalities.

In this article, we use the hypotheses

(H1) �i.t/ < t for t � t0, and limt!1 �i.t/D1 for i D 1; 2; : : : ; n.

(H2) xfi.t;x/�0, and there exist continuous functions pi.t/�0 and gi.x/ such that

jfi.t;x/j � pi.t/jgi.x/j 8x 2 R; t � t0;

where xgi.x/ > 0 for x ¤ 0 and lim supx!0 x=gi.x/ < 1. Without loss of
generality, we assume that

lim sup
x!0

x

gi.x/
< 1: (1-5)
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If limsupx!0 x=gi.x/DM1�1, we multiply pi by a constant greater than M1, and
divide gi by the same constant; so the assumption is satisfied without modifying fi .

We define the functions

�0.t/D max
1�i�n

�i.t/; �.t/D max
t0�s�t

�0.s/:

Then � is nondecreasing. Also by (H1), we have �i.t/� �0.t/� �.t/ < t , and

lim
t!1

�0.t/D1; lim
t!1

�.t/D1:

Let t�1 Dmin1�i�n inft0�t �i.t/. Then the initial condition for (1-1) is

x.t/D �.t/ for t 2 Œt�1; t0�; (1-6)

where � W Œt�1; t0�! R is a continuous function.
By a solution we mean a function that is continuous on Œt�1;1/, differentiable

on Œt0;1/, and satisfies (1-1) and (1-6).
A unique solution x can be obtained by the method of steps: Using the informa-

tion on Œt�1; t0�, define x by integrating (1-1) for t 2 Œt0; t1�, where t1 is the largest
value such that �i.t/� t0 for all t � t1, where i D 1; 2; : : : ; n. Then we repeat the
process for Œt1; t2/ and so on.

A function is said to be oscillatory if it has arbitrarily large zeros; otherwise it is
called nonoscillatory. A function x is said to be eventually positive if there exists t�

such that x.t/ > 0 for all t � t�. We define eventually negative similarly.

Lemma 1.1. Under assumptions (H1), (H2) and (1-2), if x is an eventually positive
solution of (1-1), then there exists t1 � t0 such that x.t/ > 0, x.�i.t// > 0, x is
nonincreasing, and jx.�i.t//j � jgi.x.�i.t///j for t � t1 and i D 1; 2; : : : ; n.

Proof. Since x is eventually positive, there exists t� � t0 such that x.t/ > 0

for t � t�. Since limt!1 �i.t/D1 for i D 1; 2; : : : ; n, there exists t�� � t� such
that �i.t/� t�; thus x.�i.t// > 0 for t � t�� and i D 1; 2; : : : ; n.

From (H2), fi.t;x.�i.t// � 0, and from (1-1), x0.t/ � 0. Therefore, x is
nonincreasing. Since x is nonnegative and nonincreasing, it must converge to a
number ˛ � 0 as t !1. We claim that ˛ D 0. To reach a contradiction, assume
that limt!1 x.t/D ˛ > 0. Then 0 < ˛ � x � xmax. Since gi is continuous and
positive on Œ˛;xmax�, there exists 
i > 0 such that 
i � g.x.�i.t/// for all t � t��.
By (1-1) and (H2),

0� x0.t/C

nX
iD1

pi.t/gi.x.�i.t///� x0.t/C

nX
iD1

pi.t/
i :

Integrating from t�� to t ,

˛�x.t��/� x.t/�x.t��/� �

Z t

t��

nX
iD1

pi.s/
i ds:
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Note that as t ! 1, by (1-2), the right-hand side approaches �1, while the
left-hand side is constant. This contradiction implies limt!1 x.t/D 0. From (1-5)
and limt!1 �i.t/D1, there exists t1 � t�� such that x.�i.t//� gi.x.�i.t/// for
all t � t1. �

Under the assumptions of Lemma 1.1, from the definitions of �0 and � , for
all t � t1, we have the inequalities

0D x0.t/C

nX
iD1

fi

�
t;x.�i.t//

�
� x0.t/C

nX
iD1

pi.t/x.�i.t// (1-7)

� x0.t/Cx.�0.t//

nX
iD1

pi.t/ (1-8)

� x0.t/Cx.�.t//

nX
iD1

pi.t/ (1-9)

� x0.t/Cx.t/

nX
iD1

pi.t/: (1-10)

For the rest of this article, we reserve the symbol t1 for the value obtained in
Lemma 1.1. Note that a similar value t1 can be obtained for eventually negative
solutions. In such case, inequalities (1-7)–(1-10) need to be reversed.

2. Conditions using the limit superior

A direct application of [Ladde et al. 1987, Theorem 2.1.3] to (1-9) states that

lim sup
t!1

Z t

�.t/

nX
iD1

pi.s/ ds > 1 (2-1)

implies the oscillation of all solutions to (1-1). This corresponds to [Ladde et al.
1987, Remark 2.7.3], where the assumption that �i is nondecreasing needs to
be added.

Regarding the necessity of � being monotonic and �.t/ < t , Braverman and
Karpuz [2011] considered the single delay equation

x0.t/Cp1x.�1.t//D 0; (2-2)
with the assumption

lim sup
t!1

Z t

�1.t/

p1 ds >A; (2-3)

where A and p1 are positive constants. They showed that for every A, there exists
a p1 and a nonmonotonic delay �1, with �1.t/D t on some intervals, such that (2-3)
is satisfied, but (2-2) has a nonoscillatory solution. We shall show a similar result
for (1-1), when �1 remains monotonic; see Theorem 2.5 below.
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As in [Braverman and Karpuz 2011, Corollary 1] and [Chatzarakis and Öcalan
2015, Theorem 1], we use Grönwall’s inequality to obtain a condition weaker
than (2-1).

Lemma 2.1. Assume that (H1), (H2) and (1-2) hold and that x is an eventually
positive solution of (1-1). ThenZ t

�.t/

nX
iD1

pi.s/ exp
�Z �.t/

�i .s/

nX
jD1

pj .r/ dr

�
ds < 1 8t � t1; (2-4)

where t1 is defined by Lemma 1.1

Proof. Grönwall’s inequality applied to (1-10) with x > 0 and �i.s/� �.t/ yields

x.�i.s//� x.�.s// exp
�Z �.t/

�i .s/

nX
iDj

pj .r/ dr

�
: (2-5)

Integrating (1-1) from �.t/ to t and using (H2) and (2-5) yields

0�x.t/�x.�.t//C

Z t

�.t/

nX
iD1

pi.s/x.�i.s//ds

�x.t/�x.�.t//Cx.�.t//

Z t

�.t/

nX
iD1

pi.s/exp
�Z �.t/

�i .s/

nX
jD1

pj .r/dr

�
ds: (2-6)

Denoting the outer integral by P.t/,

0< x.t/� x.�.t//.1�P.t// 8t � t1: (2-7)

Therefore, P.t/ < 1 for all t � t1, which completes the proof. �
Theorem 2.2. Assume (H1), (H2) and (1-2). If there exists a sequence fukg !1

such that Z uk

�.uk/

nX
iD1

pi.s/ exp
�Z �.uk/

�i .s/

nX
jD1

pj .r/ dr

�
ds � 1 8k; (2-8)

then all solutions of (1-1) are oscillatory.

Proof. To reach a contradiction, assume that there is a nonoscillatory solution x,
and initially assume x is eventually positive. Let t1 be defined by Lemma 1.1. Then
by Lemma 2.1, inequality (2-4) is satisfied, which contradicts (2-8). Therefore x

cannot be eventually positive.
When x is eventually negative, we prove a variation of Lemma 1.1 in which

x.t/< 0, x.�i.t//< 0, x is nondecreasing, and jx.�i.t//j� jgi.x.�i.t///j for t � t1.
Then we show that Lemma 2.1 still holds. In its proof, we need to reverse inequalities
(2-5), (2-6) and (2-7). With these two lemmas, we obtain again a contradiction to
(2-8), which implies that x cannot be eventually negative. �
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Remark 2.3. Note that (2-8) is implied by

lim sup
t!1

Z t

�.t/

nX
iD1

pi.s/ exp
�Z �.t/

�i .s/

nX
jD1

pj .r/ dr

�
ds > 1: (2-9)

Since the exponent in (2-9) is not negative, it follows that (2-9) is implied by (2-1).
In summary, (2-8) is less restrictive than (2-2).

Remark 2.4. When the equal sign in (1-1) is replaced by �, the new equation
cannot have eventually positive solutions under assumption (2-8). Similarly when
the equal sign in (1-1) is replaced by �, the new equation cannot have eventually
negative solutions under assumption (2-8).

Regarding the necessity of the hypothesis �.t/ < t in Theorem 2.2, we consider
the single delay equation

x0.t/Cp1x.�1.t//D 0 (2-10)

with the assumption

lim sup
t!1

Z t

�1.t/

p1 exp
�Z �.t/

�1.s/

p1 dr

�
ds >A; (2-11)

where A and p1 are positive constants.

Theorem 2.5. For each p1 and each A < e, there exists a monotonic delay with
�1.t/D t on certain intervals such that (2-11) is satisfied, but (2-10) has a nonoscil-
latory solution.

Proof. Since the continuous mapping y 7! yey is strictly increasing and maps zero
to zero and 1 to e, there exists ˇ < 1 such that ˇeˇ DA. Since for positive integers,
m�1

m
< 1 and limm!1

m�1
m
D 1, there exists m such that ˇ < m�1

m
< 1. Then

mˇ

.m�1/p1
<

1

p1
:

By the completeness of the real numbers, there exists ˛ such that

mˇ

.m�1/p1
< ˛ <

1

p1
:

In summary, for some integer m, we have

˛p1 < 1 and ˇ <
.m� 1/˛p1

m
: (2-12)

As a delayed argument, we define the piecewise linear function

�1.t/D

8̂̂<̂
:̂

t if 0� t � ˛;

˛ if ˛ < t < 2m�1
m

˛;

2˛Cm.t � 2˛/ if 2m�1
m

˛ � t � 2˛:
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For t 2 .2˛; 4˛�, we use the formula �1.t/D 2˛C�1.t�2˛/, and a similar formula
for t 2 .4˛; 6˛�, etc. Note that �1 is continuous, nondecreasing, limt!1 �1.t/D1,
and �1.t/D �0.t/D �.t/. To define a solution to (2-10), we use an initial condition
x.t/D x0 > 0 for t � 0.

On the interval Œ0; ˛�, equation (2-10) becomes an ordinary differential equation
whose solution is x.t/D x0e�p1t , which is positive and decreasing.

On the interval
�
˛; 2m�1

m
˛
�
, the delayed argument is �1.t/D ˛. Then (2-10) has

the solution

x.t/D x.˛/�p1x.˛/.t �˛/D x.˛/
�
1� .t �˛/p1

�
; (2-13)

which is decreasing. From the inequality t � 2m�1
m

˛ < 2˛, we obtain the lower
bound

x.t/ > x.˛/.1�˛p1/;

which is positive because of (2-12).
So far the solution is positive on

�
0; 2m�1

m
˛
�
. Next we show that the solution can-

not have zeros in
�

2m�1
m

˛; 2˛
�
. To reach a contradiction, let t2 be the smallest zero in�

2m�1
m

˛; 2˛
�
. By the mean value theorem, there exists t� in

�
2m�1

m
˛; t2

�
such that

x0.t�/D
x
�

2m�1
m

˛
�
� 0

2m�1
m

˛� t2
:

From t2 < 2˛, it follows that

x0.t�/ <
x
�

2m�1
m

˛
�

�
˛
m

: (2-14)

Note that for t � t2, we have �1.t/ < t2. Since x.t/ � 0 for all t � t2, by (2-10),
x0.t/� 0 so that x is nonincreasing for all t � t2. Because x is nonincreasing and
˛ � �1.t

�/, we have x.�1.t
�//� x.˛/. This and (2-14) imply

0D x0.t�/Cp1x.�1.t
�// <

x
�

2m�1
m

˛
�

�
˛
m

Cp1x.˛/: (2-15)

From (2-13),

x
�

2m�1

m
˛
�
D x.˛/

�
1�

�
2m�1

m
˛�˛

�
p1

�
D x.˛/

�
1�

m�1

m
˛p1

�
:

Substituting this value in (2-15) yields

x.˛/
�
1�

m�1

m
˛p1

�
<
˛

m
p1x.˛/;

which implies 1�m�1
m
˛p1<

˛
m

p1. This in turn implies 1 < ˛p1, and contradicts
(2-11). Therefore, x.t/ > 0 on Œ0; 2˛�.
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Next we set x.2˛/ as the initial value, and solve (2-10) on Œ2˛; 4˛�. Repeating
this process, we have a positive solution on Œ0;1/.

It remains to show that (2-11) is satisfied. From the definition of �1, when
t D u1 D

2m�1
m

˛, we have �.u1/ D
2m�1

m
˛. For ˛ � s � 2m�1

m
˛, we have that

�1.s/D ˛. Then (2-11) becomesZ 2m�1
m

˛

˛

p1 exp
�Z 2m�1

m
˛

˛

p1 dr

�
ds D

m�1

m
˛p1 exp

�
m�1

m
˛p1

�
:

Since the mapping y 7! ey is increasing, by (2-12),

m�1

m
˛p1 exp

�
m�1

m
˛p1

�
> ˇeˇ >A:

Repeating this process at uk D 2k˛C 2m�1
m

˛, we obtain a sequence at which the
above inequality holds. The presence of this sequence implies (2-8) and (2-11)
are satisfied. �

3. Conditions using the limit inferior

A direct application of [Ladde et al. 1987, Theorem 2.1.1] to (1-8) states that

lim inf
t!1

Z t

�.t/

nX
iD1

pi.s/ ds >
1

e
(3-1)

implies the oscillation of all solutions of (1-1). Also note that (3-1) implies (1-2).
Grammatikopoulos et al. [2003] showed that for (1-1) with fi.t;x/D pi.t/x,

all solutions are oscillatory when the �i are nondecreasing, andZ 1
0

jpi.s/�pj .s/j ds <1;

lim inf
t!1

Z t

�i .t/

pi.s/ ds D ˇi > 0;

nX
iD1

lim inf
t!1

Z t

�i .t/

pi.s/ ds >
1

e
:

(3-2)

As in the previous part, we use Grönwall’s inequality for finding a condition less
restrictive than (3-1).

Lemma 3.1. Assume (H1), (H2). If x is an eventually positive solution of (1-1), and

lim inf
t!1

Z t

�.t/

nX
iD1

pi.s/ exp
�Z �.s/

�i .s/

nX
jD1

pj .r/ dr

�
ds >

1

e
; (3-3)

then limt!1 x.�.t//=x.t/D1.

Proof. By a contrapositive argument, we can show that (3-3) implies (1-2), so we
let t1 be defined by Lemma 1.1. Applying Grönwall’s inequality to (1-10) yields
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(2-5), which is substituted in (1-7) to obtain

0� x0.t/C

nX
iD1

pi.t/x.�.t// exp
�Z �.t/

�i .t/

nX
jD1

pj .r/ dr

�
8t � t1: (3-4)

Dividing by x.t/ and integrating from �.t/ to t , we obtain

ln
�

x.t/

x.�.t//

�
C

Z t

�.t/

nX
iD1

pi.s/
x.�.t//

x.s/
exp

�Z �.s/

�i .s/

nX
jD1

pj .r/ dr

�
ds � 0: (3-5)

From (3-3), there exist constants t2 � t1 and ˛ such thatZ t

�.t/

nX
iD1

pi.s/ exp
�Z �.s/

�i .s/

nX
jD1

pj .r/ dr

�
ds � ˛ >

1

e
8t � t2:

Since �.s/< s and x is nonincreasing, x.�.s//=x.s/� 1. Then (3-5) and the above
inequality yield

ln
�

x.t/

x.�.t//

�
C˛ � 0:

Since ˛e � e˛ for all ˛,

˛e � e˛ �
x.�.t//

x.t/
8t � t2: (3-6)

Since limt!1 �.t/ D 1, there exists t3 � t2 such that �.t/ � t2 for all t � t3.
Using (3-6) in (3-5), we obtain

.˛e/2 �
x.�.s//

x.s/
8t � t3:

Repeating this process, we obtain

.˛e/k �
x.�.s//

x.s/

for all t sufficiently large. Since ˛e > 1, the assertion of the lemma follows. �

Theorem 3.2. Under assumptions (H1), (H2) and (3-3), all solutions to (1-1) are
oscillatory.

Proof. To reach a contradiction, assume that there is a nonoscillatory solution x,
which initially is assumed to be eventually positive. By a contrapositive argument,
we can show that (3-3) implies (1-2), so we let t1 be defined by Lemma 1.1. To
simplify notation, we define

P.s/D

nX
iD1

pi.s/ exp
�Z �.s/

�i .s/

nX
iD1

pi.r/ dr

�
:
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Then from (3-3), there exist constants t2 � t1 and ˛ such thatZ t

�.t/

P.s/ ds � ˛ >
1

e
8t � t2:

Using the intermediate value theorem, we can show that there exists t� 2 .�.t/; t/

such that Z t�

�.t/

P.s/ ds �
˛

2
and

Z t

t�

P.s/ ds �
˛

2
: (3-7)

Integrating (1-7) from �.t/ to t� and using (2-5) yield

x.t�/�x.�.t//Cx.�.t�//

Z t�

�.t/

P.s/ ds � 0:

Using that x.t�/ > 0 and (3-7), we obtain

x.�.t�//�
2

˛
x.�.t//: (3-8)

Integrating (1-7) from t� to t and using (2-5) yield

x.�.t//�x.t�/Cx.�.t//

Z t

t�

P.s/ ds � 0:

Using that x.�.t// > 0 and (3-7), we obtain

x.�.t//�
2

˛
x.t�/:

Using this inequality in (3-8) yields

x.�.t�//

x.t�/
�

�
2

˛

�2

:

Because �.t/ � t� � t and limt!1 �.t/ D1, the above inequality contradicts
Lemma 3.1; so the solution x cannot be eventually positive.

When x is eventually negative, as in Lemma 1.1, there exist t1 � t0 such that
x.t/ < 0, x.�i.t// < 0, x.t/ is nondecreasing and jx.�i.t//j � jgi.x.�i.t///j

for t � t1. Then Lemma 3.1 holds, but in its proof we need to reverse inequality (3-4).
Again we reach a contradiction indicating that x cannot be eventually negative. �

Remark 3.3. Note that the exponent in (3-3) is nonnegative; therefore, condi-
tion (3-1) is more restrictive than (3-3). Also the statements in Remark 2.4 apply to
condition (3-3).

4. Estimates using a logarithmic inequality

Li [1996] used the inequality erx �xC 1
r
.1Cln r/ to show that all solutions to (1-1)

are oscillatory when fi.t;x/D pi.t/x and the delays have the form �i.t/D t � ki
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with positive constants ki . There, the key assumption isZ 1
t0

nX
iD1

pi.s/

�
1C ln

�Z sCki

s

nX
jD1

pj .r/ dr

��
ds D1: (4-1)

We want to extend the result in [Li 1996] to (1-1) that are nonlinear and have variable
delays. The variable delays cause some difficulties when obtaining a condition
similar to (4-1).

First we define a function that is the inverse of � almost everywhere. Under
assumption (H1), the function � is continuous; thus for each s, the set ��1.s/ is
closed. Since � is monotonic and limt!1 �.t/D1, the set ��1.s/ is a closed
and bounded interval. There are at most countably many of those closed intervals
that do not consist of a single point. Let

�inv.s/Dmaxft W �.t/D sg:

Note that �inv is strictly increasing and has at most countably many discontinuities.
Also s < �inv.s/, and �inv is bounded on bounded intervals. Under these conditions,
�inv is Riemann integrable, and expressions of the form

R b
a p.s/

R �inv.s/
s �.r/ dr ds

are well-defined for all continuous functions �;p. Also the value of this integral
remains the same when �inv.s/ is replaced by any t as long as �.t/ D s. This
happens because the integrand would change only at countably many points.

Lemma 4.1. Under assumption (H1), for a��.b/ and any continuous nonnegative
functions � and p, we haveZ b

a

p.s/

Z s

�.s/

�.r/ dr ds �

Z �.b/

a

�.s/

Z �inv.s/

s

p.r/ dr ds: (4-2)

Proof. Interchanging the order of integration on the left-hand side of (4-2) givesZ b

a

p.s/

Z s

�.s/

�.r/dr dsD

Z a

�.a/

�.r/

Z � inv.r/

a

p.s/ds dr

C

Z �.b/

a

�.r/

Z �inv.r/

r

p.s/ds drC

Z b

�.b/

�.r/

Z b

r

p.s/ds dr:

Since all these integrals are nonnegative, we use the second integral in the right-hand
side as a lower bound. Renaming the variables r and s, we obtain the assertion of
the lemma. �
Lemma 4.2. Under assumptions (H1), (H2) and (1-2), if (1-1) has an eventually
positive solution, then Z �inv.t/

t

nX
iD1

pi.s/ ds < 1 8t � t1;

where t1 is defined by Lemma 1.1
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Proof. Let x be an eventually positive solution of (1-1). Recall that x is nonin-
creasing, � is nondecreasing, and t < �inv.t/. Integrating (1-9) from t to �inv.t/,
we have

x.�inv.t//�x.t/Cx.t/

Z �inv.t/

t

nX
iD1

pi.s/ ds � 0: (4-3)

Then

0< x.�inv.t//� x.t/

�
1�

Z �inv.t/

t

nX
iD1

pi.s/ ds

�
8t � t1: (4-4)

The assertion of the lemma follows. �

Lemma 4.3. Under assumptions (H1), (H2) and (1-2), if x is an eventually positive
solution of (1-1) and

lim sup
t!1

Z �inv.t/

t

nX
iD1

pi.s/ ds > 0; (4-5)

then lim inft!1 x.�.t//=x.t/ <1.

Proof. Let t1 be defined by Lemma 1.1. From (4-5), there exist a constant ˛ and a
sequence ftkg1kD2

!1 such thatZ �inv.tk/

tk

nX
iD1

pi.s/ ds � ˛ > 0 8k � 2:

Using the intermediate value theorem, we can show that there exists t�
k

in the
interval .tk ; �inv.tk// such thatZ t�

k

tk

nX
iD1

pi.s/ ds �
˛

2
and

Z �inv.tk/

t�
k

nX
iD1

pi.s/ ds �
˛

2
: (4-6)

Integrating (1-9) from tk to t�
k

, and using that � is nondecreasing while x is
nonincreasing, yields

x.t�k /�x.tk/Cx.�.t�k //

Z t�
k

tk

nX
iD1

pi.s/ ds � 0:

Using that x.t�
k
/ > 0 and (4-6), we have

x.�.t�k //�
2

˛
x.tk/: (4-7)

Integrating (1-9) from t�
k

to �inv.tk/ yields

x.�inv.tk//�x.t�k /Cx.tk/

Z � inv.tk/

t�
k

nX
iD1

pi.s/ ds � 0:
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Using that x.�inv.tk// > 0 and (4-6), we have

x.tk/�
2

˛
x.t�k /: (4-8)

Using (4-8) in (4-7), it follows that

x.�.t�
k
//

x.t�
k
/
�

�
2

˛

�2

8k � 2:

The assertion of the lemma follows by calculating the limit inferior as k!1. �
Theorem 4.4. Assume (H1), (H2), andZ �inv.s/

s

nX
jD1

pj .r/ dr > 0 8s � t0; (4-9)

Z 1
t0

nX
iD1

pi.s/

�
1C ln

�Z �inv.s/

s

nX
jD1

pj .r/ dr

��
ds D1: (4-10)

Then every solution of (1-1) is oscillatory.

Proof. To reach a contradiction, assume that there is a nonoscillatory solution x,
which initially is assumed to be eventually positive. By a contrapositive argument,
we can show that (4-10) implies (1-2), so we let t1 be defined by Lemma 1.1. Let

�.t/D
�x0.t/

x.t/
for t � t1:

Then � is a continuous and nonnegative function. Integrating � from a value t� to t ,
we have x.t/D x.t�/ exp

�
�
R t

t� �.s/ ds
�
. Then

x0.t/D��.t/x.t�/ exp
�
�

Z t

t�

�.s/ ds

�
:

Substituting this expression in (1-1) yields

�.t/D
1

x.t�/

nX
iD1

fi

�
t;x.�i.t//

�
exp

�Z t

t�

�.s/ ds

�
:

For t� D �.t/ < t , using (H2) and x.�.t//� x.�i.t//, we obtain

�.t/�

nX
iD1

pi.t/ exp
�Z t

�.t/

�.r/ dr

�
: (4-11)

Note that the corresponding inequality on [Li 1996, page 3734] is incorrect, but it
does not affect their proof of Theorem 1. Next as in [Li 1996], we use the inequality

e
ˇ � 
 C
1

ˇ
.1C ln.ˇ// 8ˇ > 0; (4-12)
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which can be shown by fixing ˇ and minimizing e
ˇ � 
 � 1
ˇ
.1C ln.ˇ// with

respect to 
 . Let

ˇ.s/D

Z �inv.s/

s

nX
iD1

pi.r/ dr;

which is positive. Then by (4-11) and (4-12),

�.s/�

nX
jD1

pj .s/ exp
�

1

ˇ.s/

Z s

�.s/

�.r/ dr ˇ.s/

�

�

nX
iD1

pi.s/
1

ˇ.s/

�Z s

�.s/

�.r/ dr C
�
1C ln.ˇ.s//

��
:

Multiplying by ˇ.s/ and integrating from t1 to t ,Z t

t1

�.s/ˇ.s/ds�

Z t

t1

nX
iD1

pi.s/

Z s

�.s/

�.r/dr dsC

Z t

t1

nX
iD1

pi.s/
�
1Cln.ˇ.s//

�
ds:

By Lemma 4.1, with aD t1 and b D t , we haveZ t

t1

�.s/ˇ.s/ ds

�

Z �.t/

t1

�.s/

Z �inv.s/

s

nX
iD1

pi.r/ dr dsC

Z t

t1

nX
iD1

pi.s/
�
1C ln.ˇ.s//

�
ds:

Substituting ˇ.s/ by its value on the left-hand side, and combining integrals, givesZ �.t/

t

�.s/

Z �inv.s/

s

nX
iD1

pi.r/ dr ds �

Z t

t1

nX
iD1

pi.s/
�
1C ln.ˇ.s//

�
ds:

By Lemma 4.2, the coefficient of �.s/ is at most 1. Then

ln
�

x.�.t//

x.t/

�
D

Z �.t/

t

�.s/ ds �

Z t

t1

nX
iD1

pi.s/
�
1C ln.ˇ.s//

�
ds:

In the limit as t !1, the right-hand side approaches1 because of (4-10). There-
fore, limt!1 x.�.t//=x.t/D1, which contradicts Lemma 4.3. This shows that
the solution cannot be eventually positive.

When x is eventually negative, as in Lemma 1.1, we obtain a t1 � t0 such that
x.t/< 0, x.�i.t//< 0, x is nondecreasing, and jx.�i.t//j� jgi.x.�i.t///j for t � t1.
Lemma 4.1 holds; it is independent of x. Lemma 4.2 holds, but in its proof we
need to reverse the inequalities in (4-3) and (4-4). Lemma 4.3 holds, but in its
proof we need to reverse the inequalities in (4-6), (4-7) and (4-8). In the first part
of this proof, we need to reverse inequality (4-10). Again, we reach a contradiction
indicating that the solution cannot be eventually negative. �
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Remark 4.5. If t � �i.t/ D ki , a positive constant, then (3-1) implies (4-10). In
general, conditions (2-1), (3-1) and (4-10) are independent of each other. Here we
present an example where (4-10) is satisfied, but (2-1) and (3-1) are not satisfied.

Consider (1-1) with only one delay, f1.t;x/D p1.t/x, �1.t/D t � 1
e

, and

p1.t/D

8̂̂<̂
:̂

4et if 0� t � 1
2e
;

2 if 1
2e
< t < 1� 1

2e
;

�4e.t � 1/ if 1� 1
2e
� t � 1:

For t � 1, extend p1 with period 1. Then

1

e
�

Z sC
1
e

s

p1.r/ dr �
2

e
:

Note that the lower bound is attained when s is an integer minus 1
2e

; therefore

lim inf
t!1

Z t

t� 1
e

p1.r/ dr D
1

e
;

and (2-1) is not satisfied. The upper bound is attained when s equals an integer
plus 1

2e
; thus

lim sup
t!1

Z t

t� 1
e

p1.r/ dr D
2

e
< 1;

and (3-1) is not satisfied. Condition (4-10) is satisfied, becauseZ 1
0

p1.s/

�
1C ln

�Z sC 1
e

s

p1.r/ dr

��
ds �

1X
kD0

Z kC1� 3
2e

kC 1
2e

2
�
1C ln 2

e

�
D1:

Now we extend the results in [Hunt and Yorke 1984] from the linear to the
nonlinear case of equation (1-1). However, the Grönwall and the logarithmic
inequalities cannot be applied in this case.

Theorem 4.6. Assume (H1), (H2) and that there exists a constant ˇ such that

0< t � �i.t/� ˇ 8t � t0; 1� i � n; (4-13)

lim inf
t!1

nX
iD1

pi.t/.t � �i.t// >
1

e
: (4-14)

Then all solutions of (1-1) are oscillatory.

Proof. To reach a contradiction, assume that there is a nonoscillatory solution x,
which initially is assumed to be eventually positive. First we show that (4-14)
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implies (1-2), which allows us to use Lemma 1.1. From (4-14), there exist t� � t0
such that

nX
iD1

pi.t/.t � �i.t//�
1

e

for all t � t�. Then by (4-13),

ˇ

Z 1
t�

nX
iD1

pi.t/ dt �

Z 1
t�

nX
iD1

pi.t/.t � �i.t// dt �

Z 1
t�

1

e
dt D1:

Let t1 be defined by Lemma 1.1.
From (4-14), there exist constants t2 � t1 and ˛ such that

nX
iD1

pi.t/.t � �i.t//� ˛ >
1

e
8t � t2:

Let y.t/D� ln.x.t//. Then x.t/D exp.�y.t// and from (1-7), we have

y0.t/�

nX
iD1

pi.t/ exp
�
y.t/�y.�i.t//

�
8t � t2: (4-15)

As in [Hunt and Yorke 1984], we construct a solution u to a delay differential
equation such that u.t/� y.t/ and u blows up in finite time. Let u be the solution
to the delay equation

u0.t/D ˛ inf
t�ˇ�r<t

1

t�r
exp

�
u.t/�u.r/

�
8t � t2Cˇ; (4-16)

with the constant initial condition

u.t/D u.t2Cˇ/� min
t2�s�t2Cˇ

y.s/ for t � t2Cˇ:

The rest of the proof is the same as that of [Hunt and Yorke 1984, Theorem 1]; so
we just outline the steps. First justify the existence of the solution to (4-16), and
denote by r.t/ the value at which the infimum is attained. Then show that u and u0

are increasing, and that, r.t/, being a minimizer, satisfies either t � r.t/D 1=u0.t/

or .t � ˇ/ � 1=u0.ˇ/ when r.t/D ˇ. Then construct a recurrence sequence ftng
increasing to a value t�, while u.tn/!1. This implies limt!t� � ln.x.t//D1
and x.t�/D 0, which contradicts x being eventually positive.

When x is eventually negative, as in Lemma 1.1, we obtain t1 � t0 such that
x.t/< 0, x.�i.t//< 0, x is nonincreasing, and jx.�i.t//j � jgi.x.�i.t///j for t � t1.
We redefine y.t/D � ln.�x.t//; thus �x.t/D exp.�y.t//. From (1-7) with the
inequality reversed, we obtain (4-15). The rest of the proof is as for the eventually
positive case. �
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Remark 4.7. Note that the integral in (3-1) satisfiesZ t

�.t/

nX
iD1

pi.s/ ds �

nX
iD1

Z t

�i .t/

pi.s/ ds;

and that for pi.t/ constant, the right-hand side of this inequality is pi.t/.t � �i.t//,
which is used in (4-14). Therefore when pi.t/ is constant, (3-1) implies (4-14).
When pi.t/ is constant and �i.t/D ˇ, conditions (3-1) and (4-14) are the same. In
general, (4-14) is independent of both (3-1) and (3-3).

The above conditions are only sufficient for the oscillation of all solutions; finding
necessary conditions may be a direction for future research.
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A variational approach to
a generalized elastica problem

C. Alex Safsten and Logan C. Tatham

(Communicated by Frank Morgan)

In this paper, we apply the calculus of variations to solve the elastica problem.
We examine a more general elastica problem in which the material under consid-
eration need not be uniformly rigid. Using, the Euler–Lagrange equations, we
derive a system of nonlinear differential equations whose solutions are given by
these generalized elastica curves. We consider certain simplifying cases in which
we can solve the system of differential equations. Finally, we use novel numerical
techniques to approach solutions to the problem in full generality.

1. Introduction

Historically, it has been of much interest to find the shape to which a material
conforms when it is bent. This is known as the elastica problem, and has been
studied by mathematicians including the Bernoullis, Euler, and Laplace [Euler 1786;
Levien 2008]. Elastica problems date back to the thirteenth century mathematician
Jordanus de Nemore, who mentioned them in his book, De ratione ponderis (see
[Tartaglia 1565]). The problems were explored analytically by James Bernoulli in
the seventeenth century, though he did not utilize variational methods, which is
curious, as his brother Johann was instrumental in the development of the calculus
of variations [Goldstine 1980].

Today, the elastica problem is still of great interest, as it has applications in many
fields, including engineering, animation, and even industrial design. For example, at
Brigham Young University, Professor David Morgan bends sheet metal to construct
bowls. Professor Morgan employs a trial and error technique to find a shape which,
when cut from a metal sheet, bends into an aesthetically pleasing bowl whose base is
flush with the surface, as shown in Figure 1. Currently, Professor Morgan and other
design professionals who utilize extreme deflections in their designs use a “guess and

MSC2010: primary 49M30; secondary 49S05.
Keywords: calculus of variations, elastica, evolutionary algorithm, paper bending, Jacobi elliptic
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Figure 1. Left: An unfolded shape cut from sheet metal. Right:
The metal shape folds to a bowl.

check” algorithm to determine how to cut and bend their material. An analytic ex-
pression for the bent shapes would facilitate the construction of industrial designers’
art. Deflections are especially of interest to those in the field of engineering known
as compliant mechanisms. Compliant mechanisms are devices which exhibit move-
ment through bending the material of the device itself, as opposed to with hinges.

There are two ways of looking at the extreme deflection problem. First, given
a material and boundary conditions representing the bending, what shape does it
make? Second, given specific boundary conditions, can one vary the rigidity of
the material to ensure it will bend to a specified shape. Euler, Bernoulli, and others
answered the first of these questions in the case that the material is uniformly rigid,
but the answer is the solution to a system of differential equations that is rather
difficult to solve. We reproduce their results, and show how to find solutions to these
differential equations in a few special cases, using a novel approach to fit boundary
conditions. Furthermore, we present an algorithm capable of finding a more general
class of solutions. We also explore the consequences for a material that is not
uniformly rigid. Finally, we answer the second question and present a closed-form
solution for a rigidity function that will make a material conform to the desired shape.

In this paper, we apply the calculus of variations and numerical methods for
answering both of these questions. We analyze problems involving a “strip” of
material, in which bending varies in direction, as opposed to a “sheet” of material,
in which bending varies in several directions. We propose a simple model of the
energy stored in a strip of flexible material and utilize this model to approach an
analytic answer to these problems.

2. Preliminary

The calculus of variations. The calculus of variations is a theory of optimization.
Optimization using variational calculus is analogous to optimization using differ-
entiation in elementary calculus. However, rather than optimizing a function with
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respect to a single real variable, optimization methods in the calculus of variations
seek to optimize a functional. A functional is a mapping F→ R, where F is a set
of functions. Generally, we only consider functions that are n-times continuously
differentiable on a closed interval; that is, F ⊂ Cn([a, b]). The mapping usually
takes the form

J =
∫ b

a
F
(
x, f (x), f ′(x), f ′′(x), . . . , f (n)(x)

)
dx, (1)

where

• f ∈ F,

• F , when treated as a function only of x , is n-times differentiable,

• F is continuously differentiable in f, f ′, . . . , f (n),

• J is the value to be optimized with respect to f .

Our primary assumption is that flexible materials in extreme deflection problems
form shapes that minimize their stored energy. Therefore extreme deflection prob-
lems can be understood by letting f be a function whose plot in the xy-plane gives
the shape of the material and

J =
∫ b

a
F
(
x, f (x), . . .

)
dx

be a functional that calculates the energy stored in the material from its shape. We en-
deavor to use the calculus of variations to find the function f that gives the minimum
energy J . The following information on the calculus of variations comes from the ex-
cellent book [Goldstine 1980], which goes into greater depth for the interested reader.

It can be shown that if an extremum of the functional

J =
∫ b

a
F
(
x, f (x), f ′(x)

)
dx

occurs at f , then the following identity, known as the Euler–Lagrange equation,
holds:

0=
∂F
∂ f
−

d
dx
∂F
∂ f ′

. (2)

For the more general functional

J =
∫ b

a
F
(
x, f (x), f ′(x), f ′′(x), . . . , f (n)(x)

)
dx,

the Euler–Lagrange equation extends as

0=
∂F
∂ f
−

d
dx
∂F
∂ f ′
+

d2

dx2

∂F
∂ f ′′
−

d3

dx3

∂F
∂ f ′′′
+ · · ·+ (−1)n

dn

dxn

∂F
∂ f (n)

. (3)
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If we are optimizing over a set of vector-valued functions

f (x)=
(

f1(x), . . . , fm(x)
)
,

one can show that the Euler–Lagrange equation must be true for each component
function. In our problem, we are examining shapes made by flexible material as
functions mapping to R2. We find it easier to consider two independent functions
x = x(t) and y = y(t). Our functional thus takes the form,

J =
∫ b

a
F
(
t, x(t), y(t), x ′(t), y′(t), . . . , x (n)(t), y(n)(t)

)
dt.

The Euler–Lagrange equation becomes a system of equations, where (3) is satisfied
for both component functions; that is,

0=
∂F
∂x
−

d
dt
∂F
∂x ′
+ · · ·+ (−1)n

dn

dtn

∂F
∂x (n)

,

0=
∂F
∂y
−

d
dt
∂F
∂y′
+ · · ·+ (−1)n

dn

dtn

∂F
∂y(n)

.

Note that the Euler–Lagrange equation is a necessary but not sufficient condition
for an extremum, similar to solving f ′(x)= 0 in elementary calculus optimization
problems. The condition that gives sufficiency is known as the second variation,
but it is a common practice to omit it in variational problems. It is very complex
and in this paper, we will not need to address this problem, as it is obvious when
solutions are minimizers. We also mention that while the Euler–Lagrange equation
is satisfied by the extremum of the functional, it does not identify which local
minima and maxima are global minima and maxima. This is similar to calculus
in that solving f ′(x)= 0 or ∇ f (x)= 0 does not identify local extrema as global
extrema. The Euler–Lagrange equation gives differential equations; extrema are
found by solving these equations subject to boundary conditions.

Constrained optimization. One also may wish to minimize the functional subject
to a constraint. For clarity, allow us to draw an analogy. In multivariable calculus,
we may wish to optimize the function f : Rn

→ R subject to a constraint function
g(x)= 0. To do this, we solve the equations

∇ f (x)= λ∇g(x),

g(x)= 0,
(4)

where λ is a constant.
This is known as the method of Lagrange multipliers. In the calculus of variations,

one may wish to optimize the functional

J =
∫ b

a
F
(
t, x(t), y(t), x ′(t), y′(t)

)
dt subject to 8(x, y)= 0, (5)
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where 8(x, y) is an ordinary function of (x(t), y(t)). To do this, we define

L= F − λ(t)8

and then solve the system of equations

∂L

∂x
−

d
dt
∂L

∂x ′
= 0,

∂L

∂y
−

d
dt
∂L

∂y′
= 0, 8(x, y)= 0. (6)

So that the analogy becomes clear, note that solving (4) is equivalent to setting
L(x)= f (x)− λg(x) and solving the unconstrained problem

∇L(x)= 0,

g(x)= 0,

which is
∂L
∂x
= 0,

∂L
∂y
= 0, g(x)= 0.

There are other types of constrained optimization problems, such as the isopara-
metric problem

J =
∫ b

a
F
(
x, f (x), f ′′(x)

)
dx subject to

∫ b

a

√
1+ ( f ′)2 dx = 1.

However, our analysis focuses on constrained problems having the same form as (5).

3. Results

Model. In our problem, the natural state of the system subject to an extreme de-
flection will be that for which stored energy is minimized relative to other curves
that conform to the same boundary conditions. This invites the question: how does
one measure the energy in a bent strip of material? The model that we propose
is that potential energy stored in an infinitesimal section of deflected material is
proportional to the curvature squared. This is the same model used for linear springs
and thus it treats the material as if it were constructed from infinitesimal springs
throughout. Our model then is

dU = α(t)κ2(t) ds, (7)

where

• U is potential energy,

• α(t) is a positive, continuously differentiable spring coefficient,

• κ(t) is the curvature,

• s is the arc length.
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One can think of this as our definition of “flexible material”. For parametric curves
in the plane given by γ (t)= (x(t), y(t)), the curvature κ(t) is given by

κ(t)=
|x ′(t)y′′(t)− y′(t)x ′′(t)|
(x ′(t)2+ y′(t)2)3/2

. (8)

We will plot the shape that the deflected material makes in the xy-plane. We seek
parametric equations of the form x = x(t), y= y(t), where 0≤ t ≤ 1, whose plot
represents the shape to which the deflected material conforms. We also introduce
the arc-length parametrization constraint

(x ′)2+ (y′)2 = 1 for all t ∈ [0, 1]. (9)

Observe that this greatly simplifies the expression for curvature in (8). Because any
curve in the xy-plane with derivatives not both vanishing at the same point can be arc-
length parametrized, this is not a restrictive assumption. Since integrating (7) gives
the potential energy, which we seek to minimize, we are left to solve the problem

min
(x(t),y(t),α(t))

∫ 1

0
α(t)κ2(t) dt. (10)

Now that we have a good understanding of the calculus of variations, we may ap-
ply it to (10). Specifically, we may apply the constrained Euler–Lagrange condition,
equation (6), where1

F = ακ2 and 8= (x ′)2+ (y′)2− 1= 0.

This will give a system of differential equations, which are necessary conditions
for their solutions to be minimizers of (10).

Proposition 3.1. If x(t) and y(t) are solutions of the general problem

min
(x(t),y(t),α(t))

∫ 1

0
κ2 dt,

then they satisfy

c1 y′+α′x ′′y′+αx ′′′y′ = c2x ′+α′x ′y′′+αx ′y′′′

and
(x ′)2+ (y′)2 = 1

on [0, 1] for some constants c1, c2.

Proof. Since our curves are arc-length parametrized, curvature squared reduces to

κ2
= (x ′′)2+ (y′′)2.

1For convenience, we stop writing explicit dependence on t .
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Thus, we may apply the constrained Euler–Lagrange condition, (6), where

F = ακ2
= α(x ′′)2+α(y′′)2,

8= (x ′)2+ (y′)2− 1= 0.

Applying (6) to the x parameter gives

0=
d2

dt2

∂(F − λ8)
∂x ′′

−
d
dt
∂(F − λ8)

∂x ′
+
∂(F − λ8)

∂x

= λ′x ′+ λx ′′+α′′x ′′+ 2α′x ′′′+αx (iv),

which simplifies to
−(λx ′)′ = (α′x ′′+αx ′′′)′.

Integrating gives
−λx ′ = c1+α

′x ′′+αx ′′′

for some constant c1. A similar computation in y yields

−λy′ = c2+α
′y′′+αy′′′

for some constant c2.
Thus we must solve

c1+α
′x ′′+αx ′′′ =−λx ′ and c2+α

′y′′+αy′′ =−λy′.

Multiplying the first by y′ and the second by x ′ allows us to eliminate λ:

c1 y′+α′x ′′y′+αx ′′′y′ =−λx ′y′ = c2x ′+α′x ′y′′+αx ′y′′′.

Recalling the constraint, we will solve the system

c1 y′+α′x ′′y′+αx ′′′y′ = c2x ′+α′x ′y′′+αx ′y′′′,

(x ′)2+ (y′)2 = 1.
(11)

This completes the proof. �

This is a very difficult system of differential equations to solve. Fortunately, we
can simplify it significantly. Since (x ′)2(t)+ (y′)2(t)= 1 for all t , we can define a
function θ(t) such that

x ′(t)= cos(θ(t)) and y′(t)= sin(θ(t)).
Then

x ′′(t)=− sin(θ(t))θ ′(t),

x ′′′(t)=− cos(θ(t))(θ ′)2(t)− sin(θ(t))θ ′′(t),

y′′(t)= sin(θ(t))θ ′(t),

y′′′(t)=− sin(θ(t))(θ ′)2(t)+ cos(θ(t))θ ′′(t).
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The interested reader may verify that when applying this substitution to (11), one
arrives at the much simpler single differential equation

0= c2 sin θ − c1 cos θ + (αθ ′)′. (12)

This equation was first derived for α = 1 by Gustav Kirchhoff in 1859. He
observed that it is equivalent to the equation of motion for a pendulum, which is
the basis for a multitude of analogies from elastica curves to pendulum dynamics
[Love 1906].

Equation (12) contains two parameters, c1 and c2, and the rigidity function α(t),
each of which is completely arbitrary (with the stipulation that α is positive and
continuously differentiable). If c1 and c2 are both zero, (12) is linear, so we call
solutions associated with this case the linear solutions. We can also simplify (12)
by assuming a constant rigidity function such that α′(t)= 0. We call solutions in
this case constant rigidity solutions. We examine solutions in all four cases.

Linear, constant rigidity solutions. The easiest case is the linear, constant rigidity
case. In this case, c1 = c2 = α

′(t) = 0. Equation (12) reduces to θ ′′(t) = 0, the
solutions to which are

θ(t)= c3t + c4. (13)

If c3 = 0, we get
x(t)= cos(c4)t + c5,

y(t)= sin(c4)t + c6.
(14)

If c3 6= 0, then

x(t)= 1
c3

sin(c3t + c4)+ c5,

y(t)=− 1
c3

cos(c3t + c4)+ c6.

(15)

Thus, after fitting boundary conditions by identifying c3, c4, c5, and c6, we find
that linear constant rigidity solutions are either line segments as in (14), or arcs of
circles as in (15).

Linear, nonconstant rigidity solutions. Also relatively easy to solve is the linear,
nonconstant rigidity case. Here, we have c1 = c2 = 0. Equation (12) reduces to

α(t)θ ′(t)= c3.

To have physical meaning, α(t) must be nonnegative. If it is also nonvanishing, we
know that c3/α(t) is continuous, so it is integrable. Thus, by direct integration, we
can solve for θ(t):

θ(t)= c4+

∫ t

0

c3

α(t ′)
dt ′. (16)
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Linear, Nonconstant Rigidity Solution

Figure 2. A solution to the linear, nonconstant rigidity case. The
rigidity, in this case, is lower at the end near the origin. In regions
of lower rigidity, curvature requires less energy, resulting in a spiral
which grows tighter with lower rigidity.

This is as far as we can go without specifying α(t). As an example, suppose α(t)=
at+b, that describes a material which is more rigid on one end than the other. Then,

θ(t)= c4+
c3

a
ln(at + b),

and

x ′(t)= cos
(

c4+
c3

a
ln(at + b)

)
,

y′(t)= sin
(

c4+
c3

a
ln(at + b)

)
.

(17)

By integrating once more, we arrive at

x(t)=
(at + b)

(
a sin

( c3 log(at+b)
a + c4

)
− c3 cos

( c3 log(at+b)
a + c4

))
a2+ c2

3
+ c5,

y(t)=
(at + b)

(
c3 sin

( c3 log(at+b)
a + c4

)
+ a cos

( c3 log(at+b)
a + c4

))
a2+ c2

3
+ c6.

(18)

We have provided a plot of this solution in Figure 2 for a=1, b=0.1, and c3=c4=5.
The rigidity is lower at the end near the origin. Since that cost of curvature in terms
of energy is lower in regions of less rigidity, the spiral is tighter there.

Nonlinear, constant rigidity solutions. In the case of nonlinear, constant rigidity
solutions, c1 and c2 are not both zero, and α(t) is a constant function. This is perhaps
the most interesting case because it is possible to find exact solutions that are far more
general than any linear solutions. We first show how to determine solutions by using
special functions, and then show how to apply boundary conditions to these solutions.
Finally, we present some numerical techniques for approximating solutions when
applying boundary conditions proves too difficult. In this section, we suppose α= 1.
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Jacobi elliptic and amplitude functions. The Jacobi elliptic functions are a class of
special functions, sn, cn, and dn (along with others we will not discuss here)[Prasolov
and Solovyev 1997]. They are often written as functions of the variable u with
respect to a parameter k as sn(u, k), cn(u, k), and dn(u, k). The Jacobi amplitude
function, usually given by am(u, k), is related to the Jacobi elliptic functions by

sn(u, k)= sin(am(u, k)),

cn(u, k)= cos(am(u, k)),

dn(u, k)= d
du

am(u, k)=
√

1− k2 sin2(am(u, k)).

It is easy to take a second derivative to demonstrate

d2

du2 am(u, k)=−k2

2
sin(2 am(u, k)).

These functions and their properties will be useful in finding an exact solution to (11).
In order to use Jacobi functions to solve (12), we will apply some transformations.

We define R =
√

c2
1
+ c2

2
and φ =− arctan(c1/c2) so that (12) can be written as

θ ′′(t)=−R sin(θ(t)+φ).

Next, we make the transformation

τ(t)= 1
2(θ(t)+φ),

which gives

τ ′′(t)=− R
2

sin(2τ(t)). (19)

Proposition 3.2. Given R and φ, the function

τ(t)= am
(

c3t + c4,

√
R

c3

)
(20)

is a solution to (19), where c3 and c4 are constants.

Proof. Let u = c3t + c4. Then letting τ(t) be defined as in (20), we have

τ ′′(t)=
d2τ

dt2 =
d2τ

du2

(
du
dt

)2

=−c2
3

R
2c2

3
sin 2τ(t)=−

R
2

sin(2τ(t)). �

Working backwards through our substitutions, we can see that solutions for x ′(t)
and y′(t) are

x ′(t)= cos
(

2 am
(

c3(t + c4),

√
R

c3

)
−φ

)
,

y′(t)= sin
(

2 am
(

c3(t + c4),

√
R

c3

)
−φ

)
.

(21)



A VARIATIONAL APPROACH TO A GENERALIZED ELASTICA PROBLEM 493

Remark 3.3. Using trigonometric identities, it is not hard to also express these in
terms of sn and cn. However, the expressions are very long and not very enlightening,
so we do not present them here.

Though it may be possible to find closed-form expressions for x(t) and y(t), we
will not find it necessary to do so. We simply define the solutions as

x(t)= c5+

∫ t

0
cos
(

2 am
(

c3(t ′+ c4),

√
R

c3

)
−φ

)
dt ′,

y(t)= c6+

∫ t

0
sin
(

2 am
(

c3(t ′+ c4),

√
R

c3

)
−φ

)
dt ′.

(22)

Fitting boundary conditions. Now we have found the solutions, but it can still be
very difficult to fit boundary conditions. At this point, we find it easiest to apply com-
putational techniques to find a solution. For example, one of the simplest nontrivial
solutions we may wish to find is the shape formed when one bends a strip of paper
holding both ends together, as if to fold the paper in half, but not creasing the paper.
We call this a “teardrop” shape. Such a shape has the following boundary conditions:

x(0)= 0, y(0)= 0, x ′(0)= 1. (23)

We also apply natural symmetries of the problem,

x(t)= x(1− t),

y(t)=−y(1− t),
(24)

from which we obtain boundary conditions for x(1), y(1), and x ′(1). Furthermore,
the y′(0) and y′(1) boundary conditions are determined by the arc-length constraint.
We have six free variables. Four of these are apparent in (21), namely R, φ, c3,
and c4. The other two are constants of integration that come from integrating (21),
which we call c5 and c6. We will usually set both of these to zero so that one end
of our solution is at the origin. In the following claim, we argue that φ = 0.

Claim 3.4. In the equations

x ′′′y′+ c1 y′ = x ′y′′′+ c2x ′,

(x ′)2+ (y′)2 = 1,

with symmetries (24), we have c1 = 0.

Proof. This will use some facts of even and odd functions. First, the product of any
two functions with the same parity is even and the product of two functions with
opposite parity is odd. Furthermore, the sets of even and odd functions are both
closed under addition and scalar multiplication.

Now, we note that odd order derivatives of x(t) and y(t) are odd and even
(respectively) about t = 1

2 . One can write (11) with α = 1 as

c1 y′ = x ′y′′′− x ′′′y′+ c2x ′.
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Figure 3. A solution to the teardrop problem, in which the ends
of a strip of paper are pinched together.

On one hand, since y′ is even, the left-hand side is even. On the other hand, since
x ′, x ′′′ are odd and y′, y′′′ are even, all terms on the right side are odd. Because odd
functions are closed under subtraction, the right-hand side is odd. Thus, c1 y is both
even and odd, meaning

c1 y′(t)≡ 0 for all t.

Since y(t) is not a constant function, one may conclude that c1 = 0. �

Since c1 = 0, and φ =− arctan(c1/c2), we have φ = 0.
We now present our process for finding a solution to the ‘teardrop problem”.

(1) With c1 = 0, we know φ = 0, and R = c2. We make a guess as to the value
of c2. After several trials, we find that c2 = 137 gives reasonable results. We will
later change the value of R to be exact.

(2) The functions given by (21) are periodic, and represent the derivatives of x
and y. Two conditions that must be met are x(1)= x(0) and y(1)= y(0). We find
the period T such that x(t)= x(t ± T ) and y(t)= y(t ± T ). We find a value for c3

such that
∫ T

0 y′(t) dt = 0 via numeric integration. (The numeric integrator is not
exact, but is correct to five decimal places).

(3) The constant c4 merely shifts x ′(t) and y′(t) in time. We use a root finder to
find a value for c4 such that x ′(0)= 1 and y′(0)= 0.

(4) We finally fit all the boundary conditions by rescaling the parameter c3 so that
the period is 1. We do this by making the substitution c3→ c3/T and R→ R/T 2

so that the value of
√

R/c3 is unchanged.

(5) Finally, we plot the result, as shown in Figure 3.

Through a similar process to the steps above, but with different boundary condi-
tions, we arrive at a solution for the “bump problem”, where the ends of a flexible
material on a flat surface are pushed in, keeping the ends flat. This solution is shown
in Figure 4. Table 1 gives the values of the various constants for both solutions. We
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Curve Bound. cond. (goal) Bound. cond. (actual) Parameter values

x(0)= 0 x(0)= 0
x ′(0)= 1 x ′(0)= 1 R = 54.2257
x(1)= 0 x(1)= 0 φ = 0

teardrop, x ′(1)=−1 x(1)=−1 c3 = 5.38408
Figure 3 y(0)= 0 y(0)= 0 c4 = 0.174661

y′(0)= 0 y′(0)= 0 c5 = 0
y(1)= 0 y(1)=−2.676× 10−5 c6 = 0

y′(1)= 0 y′(1)= 0

x(0)= 0 x(0)= 0
x ′(0)= 1 x ′(0)= 1 R = 209.804
x(1)= .7822 x(1)= .7822 φ = 0

bump, x ′(1)= 1 x(1)= 1 c3 = 3.06405
Figure 4 y(0)= 0 y(0)= 0 c4 = 0

y′(0)= 0 y′(0)= 0 c5 = 0
y(1)= 0 y(1)= 0 c6 = 0

y′(1)= 0 y′(1)= 0

Table 1. The constants derived in order to force (22) to meet the
specified boundary conditions.

0 0.2 0.4 0.6 0.8

0
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0.4

y(
t)

x(t)
Figure 4. A solution to the bump problem, in which the ends of a
strip of a flexible material are pushed together along a flat surface.

do not assert that the teardrop or bump solutions we found here match boundary
conditions exactly, nor do we insist that these are unique. We merely emphasize that
they are exact solutions to (11) which nearly match specified boundary conditions.

These problems lend themselves to analytic solutions, but others are not so easy.
To solve more difficult problems, we found standard numeric differential equation
solving techniques to be fruitless. But, in harmony with the variational nature of this
problem, there is an optimization technique we can apply: evolutionary algorithms.
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Figure 5. A curve generated by random-coefficient polynomials
with boundary conditions enforced.

Evolutionary algorithms. As the name suggests, evolutionary algorithms utilize
the same principles as evolutionary biology for selective optimization. The purpose
of our evolutionary algorithm is to find a polynomial approximation to a shape that
satisfies given boundary conditions and minimizes stored energy.

We assume that the solutions to (11) are analytic, and therefore have a Taylor
series expansion. Then, we generate a fixed number N of (uniformly distributed)
random-coefficient polynomial pairs, called a generation. Each pair forms a para-
metric curve that satisfies our boundary conditions and has length 1. (See Figure 5).
We do not, however, require the resulting parametric curve to have constant arc-
length. This is because the arc-length constraint is impossible to enforce with
nonlinear polynomials, and the image generated by a pair of polynomials can also
be traced out by a constant arc-length function.

We then arrange the N members of the generation, ordering the members by their
stored energy calculated via numeric integration of (7). The worst 90% (meaning
those with the highest energy) are then removed from the population. Only the most
fit members of a generation remain. Here, “most fit” is deemed to mean those with
the least stored energy. We introduce a mutation factor by perturbing the coefficients
of the remaining polynomials by multiplying them by a randomly determined
factor. Finally, we “breed” these polynomials to generate a new generation of N
curves. The breeding process consists of randomly selecting two distinct curves and
constructing a new polynomial by taking a randomly weighted average of every pair
of coefficients. We also constrain the new curve to satisfy the specified boundary
conditions and normalize its arc-length.

The members of the new generation have characteristics of their predecessors.
Since only the lowest-energy curves are selected from each generation, generally the
average energy per curve from each generation is no greater than that of the previous
generation. Thus, repeating the process for many generations gives us increasingly
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Figure 6. The energy of the best curve in the population for each
generation. The scale of the energies is normalized so that the
energy of the exact solution is 1.

accurate approximations to the lowest-energy curve conforming to our specifications.
Figure 6 shows how the energy of the best curve in the population decreases with
each generation. While the evolutionary algorithm does not provide an exact
solution to our differential equation, it does provide a polynomial approximation to
the image of a curve that does solve the differential equation. As an example, we
have applied the evolutionary algorithm to the teardrop problem, and obtained the
approximation in Figure 7 after more than 1000 generations. We can calculate the
stored energy in this approximation by integrating (7) and compare it to the stored
energy in the exact solution, as presented in Table 2.

The polynomials to obtain the best approximation curve are given by

x(t)=
6∑

n=0

antn, y(t)=
9∑

n=0

bntn.
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Figure 7. An approximate solution to the teardrop problem.
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Curve Figure Stored energy (normalized)

random curve 5 2.2781
best approximation 7 1.0054
exact solution 3 1

Table 2. The total stored energy of the exact solution is slightly
lower than the stored energy of the best approximation. We also
include the energy of the random curve to show how close the
approximation is.

The coefficients ai and bi are

a0 = 0, a1 = 1.34525, a2 = 0.184519, a3 =−2.8019,

a4 =−0.568997, a5 = 4.0875, a6 =−2.24638,

b0 = 0, b1 = 0, b2 =−6.64108, b3 = 28.9681,

b4 =−36.8535, b5 = 3.26174, b6 = 1.8281, b7 = 60.7485,

b8 =−83.0815, b9 = 31.7697.

Nonlinear, nonconstant rigidity solutions. While we can find nonlinear solutions
in the constant rigidity case, we have been unable to find exact solutions in the
nonconstant rigidity case. Nevertheless, we can find some interesting numerical
solutions. The evolutionary algorithm abandons the arc-length constraint, while
the rigidity function relies on arc-length parametrization. To use the evolutionary
algorithm, therefore, requires a reparametrization of α(t), which is a hard problem
in general. Alternatively, we could calculate the value of α(t) for every iteration
of the numeric integrator, but such a process is computationally slow. Therefore,
we are content with solving (12) subject to initial conditions, with no guarantee as
to the resulting boundary conditions. We provide two examples. Figure 8 shows
a nonconstant rigidity function that takes the form of an inverted Gaussian curve.

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

t

H
L

α
(t
)

t

Figure 8. A rigidity function α(t) designed to model a crease in the material.



A VARIATIONAL APPROACH TO A GENERALIZED ELASTICA PROBLEM 499

-0.4 -0.2 0.0 0.2 0.4

-0.4

-0.2

0.0

0.2

0.4

xHtL

y
Ht
L

Creased Fold

y(
t)

x(t)

Figure 9. A solution to (12) with respect to the rigidity function
shown in Figure 8.

This is meant to model a material with a crease. The resulting solution is given in
Figure 9. Figure 10 shows a nonconstant rigidity function that takes the form of a
hyperbolic tangent curve. This is meant to model a material that is loose on one
end and stiff on the other, with a very sharp transition (imagine a piece of rubber
attached to a steel bar). The resulting solution is given in Figure 11.

Finding rigidity. We now consider the second question that was posed in the
introduction: given specific boundary conditions, can one vary the rigidity of the
material to ensure it will bend to a specified shape? We may rewrite (12) as

(αθ ′)′ = c1 cos θ − c2 sin θ = c1x ′+ c2 y′,

where c1 and c2 may be chosen freely (as long as they are both nonzero). We may
integrate and solve for α as

α =
1
θ ′
(c1x − c2 y). (25)
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Figure 10. A rigidity function α(t) deigned to model a material
with one loose end and one stiff end.
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Figure 11. A solution to (12) with respect to the rigidity function
shown in Figure 10.

Recall that θ(t) is defined to be the function satisfying

x ′(t)= cos(θ(t)) and y′(t)= sin(θ(t)).

But taking derivatives of these equations yields

x ′′ =−θ ′ sin θ =−θ ′y′ and y′′ = θ ′ cos θ = θ ′x ′

so that 2

θ ′ =−
x ′′

y′
=

y′′

x ′
.

Substituting this back into (25) gives the nice identity3

α(t)=
x ′(t)
y′′(t)

(
c1x(t)− c2 y(t)

)
=−

y′(t)
x ′′(t)

(
c1x(t)− c2 y(t)

)
. (26)

Thus, if one wants a material with shape given by (x(t), y(t)), equation (26) gives
the variable rigidity function that will make the material conform to that shape.4

This method, of course, may not work if x ′′(t)= 0 or y′′(t)= 0 at a point. A careful
choice of c1 and c2 may mitigate this problem in some cases.

4. Conclusion

In this paper, we have explored analytic and numeric methods for solving the
extreme deflection problem on a strip of flexible material. We used the calculus

2There is consistency between this equation and differentiating the arc-length constraint
(x ′)2+ (y′)2 = 1.

3This may be recast into several forms, but these are the simplest.
4Note that this equation is only valid if α(t) > 0.
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of variations to derive a system of differential equations (11), which has solutions
in several forms. In particular, we confirmed results from Euler and others by
deriving (21). We provided a technique for applying boundary conditions to these
solutions. Often, fitting boundary conditions is difficult, so we have also explored
numeric methods for approximating solutions. We also solved for what rigidity
function a material would need in order for it to conform to a given shape.

Next steps. There is still much research that can be done on the elastica problem.
Currently, we are only able to solve (11) subject to boundary conditions to numerical
accuracy. Is there a way to find an exact solution for general boundary conditions?
Can we prove that these solutions are unique?

One could also explore the consequences of varying the bending in another
direction. That is, rather than examining a strip of flexible material bent in one
direction, one could examine a sheet bent in two directions. The curvature for
these surfaces is much more complicated, but the applications to solutions for this
problem are more abundant.
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When is a subgroup of a ring an ideal?
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Let R be a commutative ring. When is a subgroup of .R;C/ an ideal of R? We
investigate this problem for the rings Zd and

Qd
iD1Zni

. In the cases of Z�Z and
Zn �Zm, our results give, for any given subgroup of these rings, a computable
criterion for the problem under consideration. We also compute the probability
that a randomly chosen subgroup from Zn �Zm is an ideal.

1. Introduction

Let R be a commutative ring. The object of this paper is to determine necessary
and sufficient conditions for a given subgroup of .R;C/ to be an ideal of R. Our
motivation for asking this question arose from some problems on Mathieu subspaces
(more is explained in the next paragraph). To begin, consider the ring Z of integers.
Every subgroup of Z is of the form kZ for some integer k, and each of these
subgroups is clearly also an ideal. In fact, the same is true also for the ring Zn (the
ring of integers modulo n). It turns out that these are the only rings R in which
every subgroup of .R;C/ is also an ideal of R; see Proposition 2.1. In particular,
when we consider product rings, we get some subgroups that are not ideals. For
instance, the diagonal f.x;x/ j x 2 Zg in Z�Z is clearly a subgroup of .Z�Z;C/

but not an ideal in the ring Z�Z. In this paper, we consider the product rings Zd

(in Section 3) and
Qd

iD1Zni
(in Section 4), and for various subgroups of these rings,

we give necessary and sufficient conditions for a given subgroup to be an ideal. In
the cases of Z�Z and Zn �Zm, our necessary and sufficient conditions are also
computable for any given subgroup of these rings. As one would expect, our results
show that in general an arbitrary subgroup of a ring is seldom an ideal. In fact,
we make this statement precise in Theorem 5.4, where we compute explicitly the
probability that a randomly chosen subgroup from Zn�Zm is an ideal. For instance,
when p is a prime and the ring is Zp �Zp, this probability is only 4=.pC 3/. We
will use several basic facts and tools from abstract algebra, which can be found in
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[Dummit and Foote 2004]. We also use a theorem in group theory due to Goursat;
a good exposition of this theorem can be found in [Petrillo 2011], and we review it
in Theorem 4.4. Although we focus mainly on the rings Z�Z and Zn�Zm, where
possible we offer some generalizations. By a subgroup of a ring R, we always
mean a subgroup of the additive group .R;C/.

This problem came up naturally when Chebolu and his collaborators (Yamskulna
and Zhao) were recently working on some problems involving Mathieu subspaces in
some rings. A Mathieu subspace is a generalization of an ideal: for a commutative
ring R, a Z-submodule M of R is said to be a Mathieu subspace of R if whenever an

belongs to M (for all n � 1), then ran belongs to M for all n sufficiently large.
Every ideal is a Mathieu subspace, but the converse is not necessarily true. The
notion of a Mathieu subspace was introduced by Wenhua Zhao [2010], and it
proved to be a central idea in the research on several landmark conjectures in
algebra and geometry, including the Jacobian conjecture. As a result, Mathieu
subspaces received serious attention and extensive writing; see [Zhao 2012] and
the references therein. Chebolu and his collaborators were led to the problem
of determining when a subgroup of a ring is a Mathieu subspace. Since ideals
are important and relatively well-understood classes of Mathieu subspaces, it was
natural to investigate the same question for ideals. Thus the problem we study in
this paper is an interesting offshoot of our Mathieu subspaces project.

2. Generators

In the introduction, we noted that the rings Z and Zn have the property that every
subgroup in them is also an ideal. It is not hard to show that these are the only rings
with this property.

Proposition 2.1. Let R be a unital commutative ring, i.e., a commutative ring with
a multiplicative identity. If every subgroup of .R;C/ is also an ideal, then R is
isomorphic to either Z or Zn for some positive integer n.

Proof. Since R is a unital ring, there is a natural map �WZ!R that sends 1 to 1R ,
the multiplicative identity of R. The image of this homomorphism is exactly the
subgroup of .R;C/ that is generated by 1R . If every subgroup of .R;C/ is an ideal,
then, in particular, the subgroup generated by 1R is also an ideal. However, the only
ideal that contains 1R is the entire ring R. This means � is surjective. From the
first isomorphism theorem, we have Z= ker� ŠR. It follows that R is isomorphic
to Z or Zn for some integer n. (In the former case, R has characteristic 0, and in
the latter, R has characteristic n.) �

We will now show that every subgroup of Zd or
Qd

iD1 Zni
is generated by at

most d elements. We will recall some standard results from abstract algebra, which
can be found in [Dummit and Foote 2004].
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Theorem 2.2. Let R be a PID and let M be a free R-module of rank r . Then every
submodule of M is also free and has rank at most r .

This theorem takes care of Zd . For
Qd

iD1 Zni
, we need the following corollary,

which can be derived easily from the above theorem.

Corollary 2.3. Let R be a PID and let M be a finitely generated R-module. If M

is generated by r elements, then every submodule of M is generated by at most r

elements.

Corollary 2.4. Every subgroup of
�Qd

iD1 Zni
;C
�

or of .Zd ;C/ is generated by at
most d elements.

Proof. The ring
Qd

iD1 Zni
is a Z-module that is clearly generated by d elements;

the standard basis forms a generating set. Therefore by the above corollary, every
subgroup of

Qd
iD1 Zni

is generated by at most d elements. The corresponding
statement for Zd is a special case of the above theorem. �

This corollary gives a natural stratification of the class of all nonsubgroups of
these rings, which is based on the minimal number of generators of a given subgroup.
This stratification will be helpful in our analysis.

3. The ring Z � Z

In this section, we determine when a given additive subgroup of the ring Zd is an
ideal. The trivial subgroup, which consists of the single element .0; 0; : : : ; 0/, is
also trivially an ideal, so we will consider nonzero subgroups. As explained in the
previous section, a nonzero subgroup of Zd is free of rank at most d . We will be
begin with rank-1 subgroups, where the problem is straightforward.

Proposition 3.1. Let L be a subgroup of Zd generated by .a1; : : : ; ad /. Then L is
an ideal if and only if all but one of the ai are zero.

Proof. If all but one of the ai are zero, then L is clearly an ideal in one of the
factors of Zd . On the other hand, if we have more than one nonzero ai , say ai

and aj , then consider ei D .0; : : : ; 0; 1; 0 : : : ; 0/, which has 1 at the i -th spot. If L

is an ideal, then ei.a1; : : : ; ad /D .0; : : : ; 0; ai ; 0; : : : ; 0/ should belong to L. This
is a contradiction, so we are done. �

More generally, the following is true.

Lemma 3.2. Let R be an integral domain. A subgroup of .R;C/ generated by a
nonzero element a is an ideal of R if and only if R is isomorphic to Z or Zp for
some prime p.

Proof. Let hai be the additive subgroup of .R;C/ generated by a (¤ 0). Let r be an
arbitrary element of R. If hai is an ideal, then we should have raDna for some inte-
ger n. This equation implies that .r�n1R/aD0. Since we are working in an integral
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domain and a is nonzero, we get r �n1R D 0, or r D n1R . Since r is arbitrary, this
implies that .R;C/ is a cyclic group generated by 1R . This means R is isomorphic
to Z or Zn for some n. But since R is an integral domain, n has to be a prime. �

Now we move on to subgroups of rank at least 2 in Zd , where the problem is
more interesting. We begin with an example to show the subtlety in the problem.

Example 3.3. Consider the ring Z�Z and let S and T denote the following rank-2
subgroups of .Z�Z;C/:

S D
˝
.2; 0/; .3; 1/

˛
;

T D
˝
.2; 0/; .2; 1/

˛
:

We claim that S is not an ideal but T is. If S is an ideal, then the element .0; 1/
(D .0; 1/.3; 1/) should belong to it. That means the pair of equations 2xC 3y D 0

and y D 1 have to be consistent over Z. However, it is easy to see that this is not
the case. On the other hand, T is an ideal in Z � Z. In fact, T D 2Z � Z. See
Theorem 3.8 for the general result.

We begin by classifying ideals of Zd whose additive groups are free of rank k.

Proposition 3.4. Let I be an ideal in Zd . Then I is free of rank k .1 � k � n/

if and only if I is of the form
Qd

iD1 diZ, where exactly k of the numbers di are
nonzero.

Proof. Recall that every ideal in Zd is of the form
Qd

iD1 diZ, where the di are
integers. The rank of

Qd
iD1 diZ is exactly the number of di that are nonzero. �

In view of this proposition, to determine when a subgroup of rank k in Zd is
an ideal, it is enough (after deleting the zero coordinates) to consider the problem
when d D k. The latter is addressed in the next two theorems. We begin with
a lemma that we will need in these theorems. Recall that an integer matrix A is
said to be unimodular if it is invertible over the ring of integers. This statement is
equivalent (as can be seen by Cramer’s formula for the inverse) to saying that the
determinant of A is either 1 or �1. In the following lemma, a subgroup of Zn of
rank n will be called a lattice of Zn.

Lemma 3.5. Let A and B be two n�n matrices over the integers that are invertible
over the rationals. The columns of A and those of B form two bases for a lattice L

if and only if there exists a unimodular matrix X such that AX D B.

Proof. Since the columns of A and B form a basis for L, there exist integer square
matrices X and Y such that AX DB and BY DA. Multiplying the first equation on
the right-hand side by Y , we get AXY DBY . But BY DA, so we get AXY DA.
Since A is invertible over the rationals, we multiply the inverse (over the rationals)
of A on both sides to conclude that XY D I . This means X is invertible over Z

(i.e, it is unimodular) and AX D B. For the other direction, let Y be the inverse
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of X over Z, so we have AX DB and BY DA. The first equation tells us that the
column space of B is contained in that of A, and the second equation says that the
column space of A is contained in that of B. �

Theorem 3.6. Let H be a subgroup of rank k in Zk . Let the columns of a k � k

matrix A be a Z-basis for H . Then the following are equivalent:

(1) H is an ideal in Zk .

(2) There exists a unimodular matrix U such that AU is a diagonal matrix.

(3) There is a sequence of elementary row operations (over Z) that can convert A

into a diagonal matrix.

Proof. Let H (as in the statement of the theorem) be an ideal in Zk . Then by
Proposition 3.4, H is of the form

Qk
iD1 diZ for some integers di . Since H has

rank k, all these integers have to be nonzero. H can be written in this form if and
only if the columns of A and those of the diagonal matrix DDDiagonal.d1; : : : ; dk/

form a basis for H . By the above lemma, this happens if and only if there is a
unimodular matrix U such that AU D D. Hence we have the equivalence of
statements (1) and (2). The equivalence of (2) and (3) for the field of real numbers
is well-known (the famous reduced row echelon form of an invertible matrix).
The reader can verify that the proof works over Z when properly interpreted. For
instance, the role played by nonzero real numbers in the world of Z are the units˙1.
This gives the equivalence of statements (2) and (3). �

Since Z is a Euclidean domain where we can talk about gcds, we can take the
above theorem one step further. Let A� denote the adjoint matrix of A. Recall that
the formula for the inverse of A (an invertible matrix) is given by

A�1
D

1

det.A/
A� D

1

det.A/
..a�ij //:

Theorem 3.7. Let H be a subgroup of rank k in Zk . Let the columns of a k � k

matrix A be a Z-basis for H . Then the following are equivalent:

(1) H is an ideal in Zk .

(2) There exists a unimodular matrix U such that AU is a diagonal matrix.

(3) There is a sequence of k nonzero integers d1; d2; : : : ; dk such that

(a) det.A/D˙d1d2 � � � dk ,
(b) det.A/=di divides gcd.a�

1i
; : : : ; a�

ki
/ for all i .

Proof. We already saw the equivalence of (1) and (2) in Theorem 3.6. Now we will
show that (2) and (3) are equivalent. Let H and A be as in the statement of the
theorem. There exists a unimodular matrix U such that AU is a diagonal matrix if
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and only if for some diagonal matrix DDDiagonal.d1; : : : ; dk/, the matrix A�1D

is unimodular. Using Cramer’s formula for the inverse, we can equivalently say that

X D
1

det.A/
A�D

is unimodular. Since X is unimodular, its determinant is ˙1. Taking determinants
of both sides of the above matrix equation will give (a). Moreover, the entries of X

should be all integers. For that to happen, det.A/ should divide all the entries in
each of the columns di.a

�
1i
; : : : ; a�

ki
/T , or equivalently det.A/=di should divide all

the entries in each of the columns .a�
1i
; : : : ; a�

ki
/T . Since Z is a Euclidean domain,

the last statement is equivalent to (b). �

We can tell exactly when condition (2) of Theorem 3.7 holds in the case of Z�Z.
That gives the following result, which along with the rank-1 result proved earlier,
gives a full answer to our problem for the ring Z�Z.

Theorem 3.8. Let L be a rank-2 subgroup of Z�Z that is generated by vectors
.a; b/ and .c; d/. Then L is an ideal in Z � Z if and only if ad � bc divides
gcd.a; c/ gcd.b; d/.

Proof. Let L be a rank-2 subgroup of Z � Z that is generated by vectors .a; b/
and .c; d/, and let A be the 2� 2 matrix with these two columns. From the above
theorems, and using the formula for the inverse of a 2� 2 matrix, we conclude
that L is an ideal if and only if there exist nonzero integers d1 and d2 such that

(1) ad � bc D˙d1d2,

(2) .ad � bc/=d1 divides gcd.b; d/ and .ad � bc/=d2 divides gcd.a; c/.

We claim that nonzero integers d1 and d2 exist with these properties if and only
if ad � bc divides gcd.a; c/ gcd.b; d/. If d1 and d2 exist such that (1) and (2)
hold, then from (2) we get .ad � bc/2=.d1d2/ divides gcd.a; c/ gcd.b; d/, but
.ad � bc/2=.d1d2/D ad � bc. This proves one direction. For the other, direction,
suppose ad � bc divides gcd.a; c/ gcd.b; d/. Then an elementary number theory
fact tells us we can write ad � bc as d1d2, where d1 divides gcd.a; c/ and d2

divides gcd.b; d/. �

We now explain how one can arrive at Theorem 3.8 more directly by solving
linear equations over Z. Recall that our problem boils down to the following
question. Given an integer matrix A with nonzero determinant, when does there
exist a unimodular matrix X such that AX is a diagonal matrix? To address this,
we let X D .xij / and consider the matrix equation�

a c

b d

� �
x11 x12

x21 x22

�
D

�
u 0

0 v

�
:
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This gives us the set of equations

ax12C cx22 D 0; (3-1)

bx11C dx21 D 0; (3-2)

x11x22�x12x21 D 1: (3-3)

(X is unimodular, so its determinant is either 1 or �1. However, by swapping
the columns of A if necessary, we may assume that the determinant of X is 1,
which gives us the third equation.) L is an ideal if and only if the above system of
equations has a solution in integers xij . Let us begin with (3-1): ax12C cx22 D 0

if and only if ax12 D�cx22. Then

x12 D
�c

gcd.a; c/
˛; x22 D

a

gcd.a; c/
˛ for some integer ˛:

Similarly, using (3-2), we get

x11 D
�d

gcd.b; d/
ˇ; x21 D

b

gcd.b; d/
ˇ for some integer ˇ:

Substituting these values in the determinant condition (3-3), we get

1D x11x22�x12x21

D
�d

gcd.b; d/
ˇ

a

gcd.a; c/
˛�

�c

gcd.a; c/
˛

b

gcd.b; d/
ˇ

D ˛ˇ
�

�ad

gcd.a; c/ gcd.b; d/
�

�bc

gcd.a; c/ gcd.b; d/

�
:

Hence,
gcd.a; c/ gcd.b; d/D�˛ˇ.ad � bc/: (3-4)

Thus we see from (3-4) that the set of equations (3-1)–(3-3) is consistent over Z

if and only if det.A/D ad � bc divides gcd.a; c/ gcd.b; d/ in Z. In that case, we
can take ˛ D�1 and

ˇ D
gcd.a; c/ gcd.b; d/

ad � bc
:

This completes the alternative proof of Theorem 3.8.
The following corollary follows immediately from Theorem 3.8.

Corollary 3.9. Let .a; b/ and .c; d/ be two vectors in Z�Z and L be the lattice
generated by these two vectors.

(1) If ad � bc D˙1, then L is an ideal in Z�Z.

(2) If ad � bc is a prime, then L is an ideal if and only if ad � bc divides either
gcd.a; c/ or gcd.b; d/.
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4. The ring Zn � Zm

Let n and m be positive integers and consider the ring Zn �Zm. Our problem is
to determine when a subgroup of .Zn �Zm;C/ is an ideal. We have seen that a
nonzero subgroup of Zn �Zm is generated by either one or two elements, so we
have two cases to consider. First, consider a subgroup L in the ring Zn �Zm that
is generated by .a; b/. If either aD 0 in Zn or b D 0 in Zm, the problem is trivial
because L is simply an ideal in one of the components of Zn�Zm. So let us assume
that both a and b are nonzero in their respective component rings. Then we have
the following theorem.

Theorem 4.1. Let 1� a< n and 1� b <m. The subgroup generated by .a; b/ in
the ring Zn �Zm is a ideal if and only if

gcd
�

n

gcd.a; n/
;

m

gcd.b;m/

�
D 1:

Proof. Since our rings are principal ideal rings, every ideal in Zn �Zm is of the
form d1Zn�d2Zm, where d1 and d2 are some integers. For brevity, we will denote
this ideal by hd1i � hd2i.

Returning to our problem, let us assume that the line L generated by .a; b/ is an
ideal of Zn �Zm. From above, we have

LD hd1i � hd2i:

Consider the restrictions to L of the natural projection maps: �1WZn �Zm! Zn

and �2WZn �Zm! Zm. We will compute �1.L/ in two different ways. On the
one hand, since L D hd1i � hd2i, we have �1.L/ D hd1i. On the other hand, L

is generated by .a; b/, so the first components of the elements of L pick up all
multiples of a. Therefore �1.L/ D hai. This shows that hai D hd1i. Similarly,
working with the second projection map, we conclude that hbi D hd2i.

To summarize, L spanned by .a; b/ is an ideal if and only if

h.a; b/i D hai � hbi:

The inclusion h.a; b/i � hai � hbi is obvious. Therefore, equality holds if and
only if both sides have the same cardinality. These cardinalities are given by the
following formulas (ord x denotes the additive order of x):ˇ̌˝

.a; b/
˛ˇ̌
D lcm.ord a; ord b/D

ord a ord b

gcd.ord a; ord b/
;

jhai � hbij D ord a ord b:

Equating these two expressions, clearly L spanned by .a; b/ in Zn�Zm is an ideal
if and only gcd.ord a; ord b/D 1. The theorem now follows from the fact that the
order of an element c in .Zs;C/ is given by s=gcd.c; s/. �



WHEN IS A SUBGROUP OF A RING AN IDEAL? 511

Remark 4.2. When m and n are relatively prime, Theorem 4.1 implies that every
line in Zn �Zm is an ideal. This is indeed the case because for relatively prime
integers m and n, we have Zn �Zm Š Znm.

More generally, the following theorem is true:

Theorem 4.3. The subgroup generated by the element .a1; a2; : : : ; ak/ in the ring
Zn1
�Zn2

� � � � �Znk
is an ideal if and only ifY

1�i<j�n

gcd
�

ni

gcd.ai ; ni/
;

nj

gcd.aj ; nj /

�
D 1:

Proof. From the proof of Theorem 4.1, it follows that the subgroup generated by
the element .a1; a2; : : : ; ak/ in Zn1

�Zn2
� � � � �Znk

is an ideal if and only ifY
i

ord ai D lcm
i

ord ai :

Showing that this last equation holds if and only ifY
1�i<j�n

gcd.ord ai ; ord aj /D 1

can be done as an exercise. Then using the formula mentioned above for the order of
an element in Zs , we now get the condition given in the statement of the theorem. �

We now investigate when a subgroup of Zn �Zm generated by two elements is
an ideal. To this end, the following theorem from group theory, due to Goursat,
will be useful. We will also use this theorem in the next section, where we compute
some probabilities.

Theorem 4.4 (Goursat [Petrillo 2011]). Let G1 and G2 be any two groups. There
exists a bijection between the set S of all subgroups of G1 �G2 and the set T of
all 5-tuples .A1;B1;A2;B2; �/, where Ai is a subgroup of Gi , Bi is a normal
subgroup of Ai , and � is a group isomorphism from A1=B1 to A2=B2.

Let �i WG1 � G2 ! Gi denote the projection homomorphisms. The desired
bijection in this theorem is given as follows. For a subgroup U of G1 �G2, we
define a 5-tuple .AU1

;BU1
;AU2

;BU2
; �U /, where

AU1
D Im.�1jU /;

BU1
D �1

�
ker.�2jU /

�
;

AU2
D Im.�2jU /;

BU2
D �2

�
ker.�1jU /

�
;

�U .a1BU1
/D a2BU2

; when .a1; a2/ 2 U:
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Conversely, given a 5-tuple .A1;B1;A2;B2; �/, the corresponding subgroup U

of G1 �G2 is given by

U� D
˚
.a1; a2/ 2A1 �A2 j �.a1B1/D a2B2

	
:

Corollary 4.5. Let G1 �G2 be a finite group and let .AU1
;BU1

;AU2
;BU2

; �U /

correspond to the subgroup U of G1 �G2. Then we have

jU j D jAU1
jjBU2

j:

Proof. It is clear from the correspondence in Goursat’s theorem that

jU j D jAU1
=BU1

jjBU1
jjBU2

j D jAU1
jjBU2

j: �

Given elements ˛ and ˇ in Zn, consider the linear map �˛;ˇWZ�Z!Zn defined
by �˛;ˇ.x;y/D ˛xCˇy. Then we have the following theorem.

Theorem 4.6. The subgroup of Zn �Zm generated by .a; b/ and .c; d/ is an ideal
of Zn �Zm if and only if

.ker�a;c/.ker�b;d /D Z�Z:

Proof. Let H denote the subgroup generated by .a; b/ and .c; d/ in Zn � Zm.
Suppose H is an ideal in Zn�Zm. Then there exists ˛ in Zn and ˇ in Zm such that
H D h˛i � hˇi. Taking projection maps, we can see that ˛ D gcd.a; c/ mod n and
ˇ D gcd.b; d/ mod m. Thus H is an ideal if and only if

h.a; b/; .c; d/i D hgcd.a; c/i � hgcd.b; d/i:

As in Theorem 4.1, the left-hand side is easily seen to be contained in the right-hand
side, and we have equality if and only if both sides have the same cardinality.
The cardinality of the right-hand side is ord.gcd.a; c// ord.gcd.b; d//. The cardi-
nality of the left-hand side can be computed using Corollary 4.5: it is given by
ord.gcd.a; c//

ˇ̌
�2.ker�1jH /

ˇ̌
. Equating these two expressions, we conclude that H

is an ideal if and only if ord.gcd.b; d//D
ˇ̌
�2.ker�1jH /

ˇ̌
. The left-hand side of

this equation is the cardinality of the set

S D fbxC dy j x;y 2 Zg � Zm;

and the right-hand side is the cardinality of the set

T D fbxC dy j x;y 2 Z such that axC cy D 0 2 Zng � Zm:

S and T have the same cardinality precisely when the image of �b;d WZ�Z! Zm

is the same as the image of �b;d restricted to the kernel of �a;c WZ�Z! Zn. That
happens exactly when ker.�a;c/ intersects every coset in Z�Z= ker.�b;d /, which
is true if and only if .ker�a;c/.ker�b;d /D Z�Z. �
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We can get a finite-type condition that is equivalent to the one in Theorem 4.6. To
get this, set lD lcm.m; n/. Then given elements ˛ and ˇ in Zn, define the linear map
 ˛;ˇWZl�Zl!Zn as  ˛;ˇ.x;y/D˛xCˇy. We now have the following corollary.

Corollary 4.7. The subgroup of Zn�Zm generated by .a; b/ and .c; d/ is an ideal
of Zn �Zm if and only if ˇ̌

.ker a;c/.ker b;d /
ˇ̌
D nm:

Proof. This follows from the proof of the previous theorem. Note that the maps
�a;c and �b;d factor through  a;c and  b;d respectively. �

Goursat’s theorem for more than two components [Bauer et al. 2011] has a very
complicated structure, and in particular, it is not helpful to solve our problem.

5. Probability that a subgroup is an ideal

As one would expect, the above results suggest that a subgroup of a ring is rarely
an ideal. Now we will make this precise by computing explicitly the probability
that a randomly chosen subgroup of Zn �Zm is an ideal using the approach and
results from [Petrillo 2011]. Let PR denote the probability that a randomly chosen
subgroup of a finite ring R is an ideal. This probability is given by

PR D
total number of ideals in R

total number of subgroups in .R;C/
:

Our interest is in the ring Zn �Zm. If either n or m is 1, then clearly PR D 1.
So we will assume that n> 1 and m> 1. Let S D fp1; : : : ;pkg denote the set of
all distinct primes which divide mn. Then the prime factorizations of m and n are

mD p
r1

1
� � �p

rk

k
and nD p

s1

1
� � �p

sk

k
;

where the exponents are nonnegative integers, and the Chinese remainder theorem
gives the decomposition

Zn �Zm D .Zp
r1
1

�Z
p

s1
1

/� � � � � .Z
p

rk
k

�Z
p

sk
k

/:

Lemma 5.1. PZn�Zm
D

kY
iD1

PZ
p

r1
1

�Z
p

s1
1

:

Proof. This follows from two facts. First, note that every ideal I in Zn � Zm is
of the form I D

Qk
iD1 Ii , where Ii is an ideal of the ring Z

p
ri
i

� Z
p

si
i

. Next we
use a theorem of Suzuki [1951] that says if G1 and G2 are two finite groups with
relatively prime orders, then every subgroup of G1 �G2 is of the form H1 �H2,
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where Hi is a subgroup of Gi . In particular, every subgroup H of .Zn �Zm;C/ is
of the form

Qk
iD1 Hi , where Hi is a subgroup of Z

p
ri
i

�Z
p

si
i

. Then we have

PZn�Zm
D

total number of ideals in Zn �Zm

total number of subgroups in .Zn �Zm;C/

D

kY
iD1

total number of ideals in Z
p

ri
i

�Z
p

si
i

total number of subgroups in .Z
p

ri
i

�Z
p

si
i

;C/

D

kY
iD1

PZ
p

ri
i

�Z
p

si
i

: �

In view of Lemma 5.1, it is enough to compute

PZ
p

ri
i

�Z
p

si
i

:

We do this in the next two lemmas, beginning by computing the number of ideals.

Lemma 5.2. The number of ideals in Zpr �Zps is equal to .r C 1/.sC 1/.

Proof. Every ideal in Zpr �Zps is of the form aZpr � bZps , where a is a divisor
of pr and b is a divisor of ps . This gives .r C 1/.s C 1/ for the total number
of ideals. �

Next we have to compute the number of subgroups in Zpr �Zps . This number
can be obtained using the above-mentioned Goursat’s theorem.

Lemma 5.3 [Petrillo 2011]. The total number of subgroups of Zpr �Zps (r � s) is

prC1
�
.s� r C 1/.p� 1/C 2

�
�
�
.sC r C 3/.p� 1/C 2

�
.p� 1/2

:

Proof sketch. Goursat’s theorem can be greatly simplified in the case under con-
sideration. There is a unique subgroup of order pk in Zpr for any 0� k � r and
these subgroups form a linear chain. Moreover, the group of automorphisms of Zpk

corresponds to the units in this ring, and we have pk�pk�1 of them. We now have
to count the 5-tuples .A1;B1;A2;B2; �/ that correspond to subgroups in Goursat’s
theorem. If jAi=Bi j D 1, the number of subgroups is .r C 1/.sC 1/ because we
have rC1 choices for A1=B1 and sC1 choices for A2=B2 (clearly � is trivial). If
jAi=Bi j D pk for 1� k � r , we have r � kC 1 choices for A1=B1 and s� kC 1

choices for A2=B2, and finally pk �pk�1 choices for �, so in this case we have
.r � kC 1/.s� kC 1/.pk �pk�1/ subgroups. In total we have

.r C 1/.sC 1/C

rX
kD1

.r � kC 1/.s� kC 1/.pk
�pk�1/

subgroups. The rest is straightforward algebra; see [Petrillo 2011]. �
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Combining the above lemmas, we get our formulas for PZpr �Zps and PZn�Zm
.

Theorem 5.4. Let p be a prime and r; s; n;m be positive integers, with r � s. Then

PZpr �Zps D
.r C 1/.sC 1/.p� 1/2

prC1
�
.s� r C 1/.p� 1/C 2

�
�
�
.sC r C 3/.p� 1/C 2

� ;
PZn�Zm

D

kY
iD1

.ri C 1/.si C 1/.pi � 1/2

p
riC1
i

�
.jsi � ri jC 1/.pi � 1/C 2

�
�
�
.si C ri C 3/.pi � 1/C 2

� :
We now record two special cases, which can be derived from Theorem 5.4 using

routine algebra.

Corollary 5.5. Let p be a prime and let r be a positive integer. Then

PZpr �Zpr D
.r C 1/2.p� 1/2

prC1.pC 1/� 2r.p� 1/� 3pC 1
and PZp�Zp

D
4

pC 3
:

It is clear from the above expressions that these probabilities are small, as
expected. For instance, by choosing a large prime, the value of PZp�Zp

can be
made arbitrarily small. Similarly for a fixed prime p, the numerator of PZpr �Zpr

is a polynomial function in r , whereas the denominator is an exponential function
in r . Thus limr!1 PZpr �Zpr D 0.

The main obstruction in generalizing these formulas to the rings RD
Qk

iD1 Zni
is

the lack of a closed formula for the number of subgroups in
�Qk

iD1Zpi ;C
�

when
k � 3. However, when the integers ni are all square-free, one can compute PR

easily. This is because Lemma 5.1 helps us to reduce the problem of computing
PR to the problem of computing PS , where S D

Qr
iD1 Zp for some prime p and

positive integer r (� k). The latter is a vector space over Fp, where subgroups
are same as vector subspaces. The number of subspaces in .S;C/ is given by the
well-known formula

rX
iD1

�r

i

�
p
;

where
�
r
i

�
p

is the Gaussian binomial coefficient, which counts the number of
i -dimensional subspaces of Fr

p. Explicitly its value is given by�r

i

�
p
D
.pr � 1/.pr �p/ � � � .pr �pr�1/

.pi � 1/.pi �p/ � � � .pi �pi�1/
:

Since the number of ideals in S is 2r , we get this formula:

Proposition 5.6. PZr
p
D

2rPr
iD1

�
r
i

�
p

:
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Explicit bounds for the pseudospectra of
various classes of matrices and operators

Feixue Gong, Olivia Meyerson, Jeremy Meza,
Mihai Stoiciu and Abigail Ward

(Communicated by Stephan Garcia)

We study the ε-pseudospectra σε(A) of square matrices A ∈ CN×N . We give a
complete characterization of the ε-pseudospectra of 2×2 matrices and describe
the asymptotic behavior (as ε→ 0) of σε(A) for every square matrix A. We also
present explicit upper and lower bounds for the ε-pseudospectra of bidiagonal
matrices, as well as for finite-rank operators.

1. Introduction

The pseudospectra of matrices and operators is an important mathematical object that
has found applications in various areas of mathematics: linear algebra, functional
analysis, numerical analysis, and differential equations. An overview of the main
results on pseudospectra can be found in [Trefethen and Embree 2005].

In this paper we describe the asymptotic behavior of the ε-pseudospectrum of all
n×n matrices. We apply this asymptotic bound to several classes of matrices and
operators, including 2×2 matrices, bidiagonal matrices, and finite-rank operators,
and additionally provide explicit bounds on their ε-pseudospectra.

The paper is organized as follows: in Section 2, we give the three standard
equivalent definitions for the pseudospectrum and present the “classical” results on
ε-pseudospectra of normal and diagonalizable matrices (the Bauer–Fike theorems).
Section 3 contains a detailed analysis of the ε-pseudospectrum of 2×2 matrices,
including both the nondiagonalizable and the diagonalizable cases. The asymptotic
behavior (as ε→ 0) of the ε-pseudospectrum of each n×n matrix is described
in Section 4, where we show (in Theorem 4.2) that, for every square matrix, the
ε-pseudospectrum converges, as ε→ 0, to a union of disks. We apply the main
result of Section 4 to several classes of matrices: matrices with a simple eigen-
value, matrices with an eigenvalue with geometric multiplicity 1, 2×2 matrices,
and Jordan blocks.

MSC2010: 15A18, 15A60, 47A10, 65F15.
Keywords: spectrum, pseudospectrum, bidiagonal matrices, perturbation of eigenvalues.
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Section 5 is dedicated to the analysis of arbitrary periodic bidiagonal matrices A.
We derive explicit formulas (in terms the coefficients of A) for the asymptotic radii,
given by Theorem 4.2, of the ε-pseudospectrum of A as ε→ 0. In the last section
(Section 6), we consider finite-rank operators and show that the ε-pseudospectrum
of an operator of rank m is at most as big as Cε1/m as ε→ 0.

2. Pseudospectra

Motivation and definitions. The concept of the spectrum of a matrix A ∈ CN×N

provides a fundamental tool for understanding the behavior of A. As is well known,
a complex number z ∈ C is in the spectrum of A (denoted σ(A)) whenever z I − A
(which we will denote as z− A) is not invertible, i.e., the characteristic polynomial
of A has z as a root. As slightly perturbing the coefficients of A will change the
roots of the characteristic polynomial, the property of “membership in the set of
eigenvalues” is not well-suited for many purposes, especially those in numerical
analysis. We thus want to find a characterization of when a complex number is
close to an eigenvalue, and we do this by considering the set of complex numbers z
such that ‖(z − A)−1

‖ is large, where the norm here is the usual operator norm
induced by the Euclidean norm, i.e.,

‖A‖ = sup
‖v‖=1

‖Av‖.

The motivation for considering this question comes from the observation that
if zn is a sequence of complex numbers converging to an eigenvalue λ of A, then
‖(zn−A)−1

‖→∞ as n→∞. We call the operator (z−A)−1 the resolvent of A. The
observation that the norm of the resolvent is large when z is close to an eigenvalue
of A leads us to the first definition of the ε-pseudospectrum of an operator.

Definition 2.1. Let A ∈ CN×N , and let ε > 0. The ε-pseudospectrum of A is the
set of z ∈ C such that

‖(z− A)−1
‖> 1/ε.

Note that the boundary of the ε-pseudospectrum is exactly the 1/ε level curve of
the function z 7→ ‖(z− A)−1

‖. Figure 1 depicts the behavior of this function near
the eigenvalues.

The resolvent norm has singularities in the complex plane, and as we approach
these points, the resolvent norm grows to infinity. Conversely, if ‖(z − A)−1

‖

approaches infinity, then z must approach some eigenvalue of A [Trefethen and
Embree 2005, Theorem 2.4].

(It is also possible to develop a theory of pseudospectrum for operators on
Banach spaces, and it is important to note that this converse does not necessarily
hold for such operators; that is, there are operators [Davies 1999a; 1999b] such that
‖(z− A)−1

‖ approaches infinity, but z does not approach the spectrum of A.)
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Figure 1. Contour plot of the resolvent norm.

The second and third definitions of the ε-pseudospectrum arise from eigenvalue
perturbation theory [Kato 1995].

Definition 2.2. Let A∈CN×N. The ε-pseudospectrum of A is the set of z∈C such that

z ∈ σ(A+ E)

for some E with ‖E‖< ε.

Definition 2.3. Let A∈CN×N. The ε-pseudospectrum of A is the set of z∈C such that

‖(z− A)v‖< ε

for some unit vector v.

The third definition is similar to our first definition in that it quantifies how
close z is to an eigenvalue of A. In addition to this, it also gives us the notion of an
ε-pseudoeigenvector.

Theorem 2.4 (equivalence of the definitions of pseudospectra). For every matrix
A ∈ CN×N , the three definitions above are equivalent.

The proof of this theorem is given in [Trefethen and Embree 2005, Section 2].
As all three definitions are equivalent, we can unambiguously denote the ε-pseudo-
spectrum of A as σε(A).

While the investigation of the set σε(A) can be motivated by questions in numeri-
cal analysis, the main impetus for the in-depth study of the ε-pseudospectrum is the
study of the size and behavior of the norms ‖et A

‖ (with t ∈ [0,∞)) and ‖Ak
‖ (with

k ∈ {0, 1, 2, . . .}), where A is a matrix or an operator that defines the differential
equation x ′ = Ax or the difference equation xk+1 = Axk .

As explained in [Trefethen and Embree 2005, Part IV] and in [Böttcher 2006], the
ε-pseudospectra of A can be used to define and compute the Kreiss constant K(A),
which in turn can be used, via the Kreiss matrix theorem [Trefethen and Embree
2005, Section 18], to find upper and lower bounds for supt≥0 ‖e

t A
‖ and supk≥0 ‖Ak

‖.
Thus, while the spectrum and the numerical range of A only provide information
on ‖et A

‖ and ‖Ak
‖ in the limits t →∞ and t → 0, as well as for k →∞, the
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Figure 2. The curves bounding the ε-pseudospectra of a matrix A
for different values of ε.

pseudospectrum of A gives information on the size of these norms (and therefore on
the size of the solutions of the corresponding linear differential/difference equations)
for all values of t and k.

Figure 2 depicts an example of ε-pseudospectra for a specific matrix and for
various ε. We see that the boundaries of ε-pseudospectra for a matrix are curves
in the complex plane around the eigenvalues of the matrix. We are interested in
understanding geometric and algebraic properties of these curves.

Several properties of pseudospectra are proven in [Trefethen and Embree 2005,
Section 2]. One of which is that if A ∈ CN×N , then σε(A) is nonempty, open, and
bounded, with at most N connected components, each containing one or more
eigenvalues of A. This leads us to the following notation:

Notation. For λ ∈ σ(A), we write σε(A)�λ to be the connected component of
σε(A) that contains λ.

Another property, which follows straight from the definitions of pseudospectra,
is that

⋂
ε>0 σε(A)= σ(A). From these properties, it follows that there is ε small

enough so that σε(A) consists of exactly |σ(A)| connected components, each an
open set around a distinct eigenvalue. In particular, there is ε small enough so that
σ(A)∩ σε(A)�λ= {λ}.

When a matrix A is the direct sum of smaller matrices, we can look at the
pseudospectra of the smaller matrices to understand the ε-pseudospectrum of A.
We get the following theorem from [Trefethen and Embree 2005]:

Theorem 2.5. σε(A1⊕ A2)= σε(A1)∪ σε(A2).

Normal matrices. Recall that a matrix A is normal if AA∗ = A∗A, or equivalently,
if A can be diagonalized with an orthonormal basis of eigenvectors.

The pseudospectra of these matrices are particularly well-behaved: Theorem 2.6
shows that the ε-pseudospectrum of a normal matrix is exactly the union of disks of
radius ε around each eigenvalue, as in shown in Figure 3. This is clear for diagonal
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Figure 3. The curves bounding the ε-pseudospectra of a normal
matrix for different values of ε. Note that the boundaries are unions
of perfect circles around each eigenvalue.

matrices; it follows for normal matrices since, as we shall see, the ε-pseudospectrum
of a matrix is invariant under a unitary change of basis.

Theorem 2.6. Let A ∈ CN×N . Then,

σ(A)+ B(0, ε)⊆ σε(A) for all ε > 0. (2-1)

Furthermore, A is a normal matrix if and only if

σε(A)= σ(A)+ B(0, ε) for all ε > 0. (2-2)

The proof of this theorem can be found in [Trefethen and Embree 2005, Section 2].

Nonnormal diagonalizable matrices. Now suppose A is diagonalizable but not
normal, i.e., we cannot diagonalize A by an isometry of CN . In this case, we
do not expect to get an exact characterization of the ε-pseudospectra as we did
previously. That is, there exist matrices with pseudospectra larger than the union of
disks of radius ε. Regardless, we can still characterize the behavior of nonnormal,
diagonalizable matrices.

Theorem 2.7 (Bauer–Fike). Let A ∈ CN×N be diagonalizable with A = V DV−1.
Then for each ε > 0,

σ(A)+ B(0, ε)⊆ σε(A)⊆ σ(A)+ B(0, εκ(V )),
where

κ(V )= ‖V ‖‖V−1
‖ =

smax(V )
smin(V )

,

and smax(V ), smin(V ) are the maximum and minimum singular values of V .

Here, κ(V ) is known as the condition number of V . Note that κ(V )≥ 1, with
equality attained if and only if A is normal. Thus, κ(V ) can be thought of as a
measure of the normality of a matrix. However, there is some ambiguity when
we define κ(V ), as V is not uniquely determined. If the eigenvalues are distinct,
then κ(V ) becomes unique if the eigenvectors are normalized by ‖v j‖ = 1.
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Nondiagonalizable matrices. So far we have considered normal matrices, and
more generally, diagonalizable matrices. We now relax our constraint that our
matrix be diagonalizable, and provide similar bounds on the pseudospectra. While
not every matrix is diagonalizable, every matrix can be put in Jordan normal form.
Below we give a brief review of the Jordan form.

Let A ∈ CN×N and suppose A has only one eigenvalue, λ with geometric
multiplicity 1. Writing A in Jordan form, there exists a matrix V such that AV =V J ,
where J is a single Jordan block of size N . Write

V =
(
v1 v2 . . . vn

)
.

Then,

AV =
(

Av1 Av2 . . . Avn
)
=
(
λv1 v1+λv2 . . . vn−1+λvn

)
= V J,

and hence v1 is a right eigenvector associated with λ and v2, . . . , vn are generalized
right eigenvectors, that is, right eigenvectors for (A− λI )k for k > 1. Similarly,
there exists a matrix U such that U∗A = JU∗, where now the rows of U∗ are left
generalized eigenvectors associated with λ.

We can also quantify the normality of an eigenvalue in the same way κ(V )
quantifies the normality of a matrix.

Definition 2.8. For each simple eigenvalue λ j of a matrix A, the condition number
of λ j is defined as

κ(λ j )=
‖u j‖‖v j‖

|u∗jv j |
,

where v j and u∗j are the right and left eigenvectors associated with λ j , respectively.

Note. The Cauchy–Schwarz inequality implies |u∗jv j | ≤ ‖u j‖‖v j‖, so κ(λ j )≥ 1,
with equality when u j and v j are collinear. An eigenvalue for which κ(λ j )= 1 is
called a normal eigenvalue; a matrix A with all simple eigenvalues is normal if and
only if κ(λ j )= 1 for all eigenvalues.

With this definition, we can find finer bounds for the pseudospectrum of a
matrix; in particular, we can find bounds for the components of the pseudospectrum
centered around each eigenvalue. The following theorem can be found, for example,
in [Baumgärtel 1985].

Theorem 2.9 (asymptotic pseudospectra inclusion regions). Suppose A ∈ CN×N

has N distinct eigenvalues. Then, as ε→ 0,

σε(A)⊆
N⋃

j=1

B
(
λ j , εκ(λ j )+O(ε2)

)
.

We can drop the O(ε2) term, for which we get an increase in the radius of our
inclusion disks by a factor of N [Bauer and Fike 1960, Theorem 4].
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Theorem 2.10 (Bauer–Fike theorem based on κ(λ j )). Suppose A ∈ CN×N has
N distinct eigenvalues. Then for all ε > 0,

σε(A)⊆
N⋃

j=1

B
(
λ j , εNκ(λ j )

)
.

The above two theorems give us upper bounds on the pseudospectra of A only
when A has N distinct eigenvalues. These results can be generalized for matrices
that do not have distinct eigenvalues. The following is proven in [Trefethen and
Embree 2005, Section 52].

Theorem 2.11 (asymptotic formula for the resolvent norm). Let λ j ∈ σ(A) be an
eigenvalue of A with k j the size of the largest Jordan block associated to λ j . For
every z ∈ σε(A), for small enough ε,

|z− λ j | ≤ (C jε)
1/k j ,

where C j = ‖V j T
k j−1
j U∗j ‖ and T = J − λI .

We extend these results by providing lower bounds for arbitrary matrices, as
well as explicit formulas for the ε-pseudospectra of 2×2 matrices.

3. Pseudospectra of 2×2 matrices

The following section presents a complete characterization of the ε-pseudospectra
of all 2×2 matrices. We classify matrices by whether they are diagonalizable or
nondiagonalizable and determine the ε-pseudospectra for each class. We begin with
an explicit formula for computing the norm of a 2×2 matrix.

Let A be a 2×2 matrix with complex coefficients and let smax denote the largest
singular value of A.

Then,

‖A‖2 = smax =
Tr(A∗A)+

√
Tr(A∗A)2− 4 det(A∗A)

2
. (3-1)

Nondiagonalizable 2×2 matrices. Every nondiagonalizable 2×2 matrix must have
exactly one eigenvalue of geometric multiplicity 1. In this case, we can Jordan-
decompose the matrix and use the first definition of pseudospectra to show that
σε(A) must be a perfect disk.

Proposition 3.1. Let A be a nondiagonalizable 2×2 matrix, and let λ denote the
eigenvalue of A. Write A = V J V−1, where

V =
(

a b
c d

)
, J =

(
λ 1
0 λ

)
. (3-2)
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Given ε > 0,
σε(A)= B(λ, |k|), (3-3)

where

|k| =
√

Cε+ ε2 and C =
|a|2+ |c|2

|ad − bc|
. (3-4)

Proof. Let z = λ+ k, where k ∈ C. Then we have (z− A)−1
= V (z− J )−1V−1.

Taking the norm, this yields

‖(z−A)−1
‖ =

‖M‖
|k2(ad−bc)|

, where M =
(

adk−ac−bck a2

−c2
−bck+ac+adk

)
.

From (3-1), we obtain that

ε−1 < ‖(z− A)−1
‖ =

√
Tr(M∗M)+

√
Tr(M∗M)2− 4 det(M∗M)

|k|2 |ad − bc|
√

2
.

Note that this function depends only on |k| = |z − λ|; thus for every ε > 0, we
have that σε(A) will be a disk. Solving for k to find the curve bounding the
pseudospectrum, we obtain

|k| =

√
|a|2+ |c|2

|ad − bc|
ε+ ε2. �

Diagonalizable 2×2 matrices. Diagonalizable 2×2 matrices must have two dis-
tinct eigenvalues or be a multiple of the identity matrix. In either case, the pseu-
dospectra can be described by the following proposition.

Proposition 3.2. Let A be a diagonalizable 2×2 matrix and let λ1, λ2 be the
eigenvalues of A and v1, v2 be the eigenvectors associated with the eigenvalues.
Then the boundary of σε(A) is the set of points z that satisfy the equation

(ε2
− |z− λ1|

2)(ε2
− |z− λ2|

2)− ε2
|λ1− λ2|

2 cot2(θ)= 0, (3-5)

where θ is the angle between the two eigenvectors.

Proof. Since A is diagonalizable, we can write A = V DV−1, where

V =
(

a b
c d

)
, D =

(
λ1 0
0 λ2

)
. (3-6)

Without loss of generality, let z = λ1+ k.
Let γ = λ1− λ2 and r = ad − bc. Then,∥∥(z− A)−1∥∥= ∥∥V (z− D)−1V−1∥∥= ‖M‖

|rk(γ + k)|
,
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where

M =
(

adγ + rk −abγ
cdγ −bcγ + rk

)
.

Calculating Tr(M∗M), we obtain

Tr(M∗M)= |r |2
(
|γ + k|2+ |k|2+ |γ |2 cot2 θ

)
, (3-7)

where θ is the angle between the two eigenvectors, which are exactly the columns
of V . For the determinant, we have

det(M∗M)= |r |4 |k|2 |k+ γ |2. (3-8)

Plugging the above into (3-1), we get

ε−1
= ‖(z− A)−1

‖ =

√
Tr(M∗M)+

√
Tr(M∗M)2− 4 det(M∗M)

2|r |2 |k(γ + k)|2
.

Rewriting and simplifying, we obtain the curve describing the boundary of the
pseudospectrum:

(ε2
− |k|2)(ε2

− |k+ γ |2)− ε2
|γ |2 cot2 θ = 0. �

Note that for normal matrices, the eigenvectors are orthogonal. Therefore the
equation above reduces to

(ε2
− |k|2)(ε2

− |k+ γ |2)= 0, (3-9)

which describes two disks of radius ε centered around λ1, λ2, as we expect.
When the matrix only has one eigenvalue and is still diagonalizable (i.e., when

it is a multiple of the identity), we obtain

(ε2
− |k|2)2 = 0,

which is a disk of radius ε centered around the eigenvalue.
One consequence of Proposition 3.2 to note is that the shape of σε(A) is dependent

on both the eigenvalues and the eigenvectors of the matrix A. Another less obvious
consequence is that the pseudospectrum of a 2×2 matrix approaches a union of
disks as ε tends to 0.

Proposition 3.3. Let A be a diagonalizable 2×2 matrix with two distinct eigen-
values, λ1, λ2. Then, σε(A)�λi asymptotically tends toward a disk. In particular,

rmax(λi )

rmin(λi )
= 1+O(ε),

where rmax(λi ), rmin(λi ) are the maximum and minimum distances from λi to
∂σε(A)�λi . Moreover, for A diagonalizable but not normal, σε(A)�λi is never
a perfect disk.
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Proof. Let ε be small enough so that the ε-pseudospectrum is disconnected. Without
loss of generality, we will consider σε(A)�λ1 .

Let zmax ∈ ∂σε(A) such that |zmax−λ1| is a maximum. Set rmax(λ)= |zmax−λ|.
Consider the line joining λ1 and λ2. Suppose for contradiction that zmax does not
lie on this line. Then, rotate zmax in the direction of λ2 so that it is on this line, and
call this new point z′. Note that |z′− λ2|< |zmax− λ2|, but |z′− λ1| = |zmax− λ1|.
As such, we get that

(|z′− λ1|
2
− ε2)(|z′− λ2|

2
− ε2) < (|zmax− λ1|

2
− ε2)(|zmax− λ2|

2
− ε2)

= ε2
|λ1− λ2|

2 cot2 θ.

Thus, from Proposition 3.2, we have that z′ ∈ σε(A) but z′ is not on the boundary
of σε(A). Starting from z′ and traversing the line joining λ1 and λ2, we can find
z′′ ∈ ∂σε(A) such that |z′′−λ1|> |z′−λ1| = |zmax−λ1|. This contradicts our choice
of zmax and so zmax must be on the line joining λ1 and λ2. A similar argument shows
that zmin must also be on this line, where zmin ∈ ∂σε(A) such that rmin = |zmin−λ1|

is a minimum.
Since zmax is on the line joining λ1 and λ2, we have the exact equality

|zmax− λ2| = |zmax− λ1| + |λ2− λ1|.

Let y = |λ2− λ1|. The equation describing rmax(λ1) becomes(
rmax(λ1)

2
− ε2)((y− rmax(λ1))

2
− ε2)

= ε2 y2 cot2 θ.

Similarly, we can obtain the equation for rmin(λ1). Solving for rmax(λ1) and rmin(λ1),
we get

rmax(λ1)=
1
2

(
y−

√
y2+ 4ε2− 4yε csc θ

)
, (3-10)

rmin(λ1)=
1
2

(√
y2+ 4ε2+ 4yε csc θ − y

)
. (3-11)

For ε small, we can use the approximation (1+ ε)p
= 1+ pε+O(ε2). Then,

rmax(λ1)

rmin(λ1)
=

1−
√

1+ 4(ε/y)2− 4(ε/y) csc θ√
1+ 4(ε/y)2+ 4(ε/y) csc θ − 1

=
1+ ηε+O(ε2)

1− ηε+O(ε2)
, (3-12)

where η = (cos θ cot θ)/y. Using the geometric series approximation 1/(1− x)=
1+ x +O(x2), we find that

rmax

rmin
= 1+

(2 cos θ cot θ)ε
y

+O(ε2). (3-13)
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Figure 4. The ε-pseudospectra of a diagonalizable 2×2 matrix.

Thus, σε(A) tends towards a disk. Moreover, if A is diagonalizable but not normal,
then the eigenvectors are linearly independent but not orthogonal, so θ is not a
multiple of π/2 or π , and therefore cos θ cot θ 6= 0 and (rmax(λ))/(rmin(λ)) 6= 1. �

This result can be observed by looking at plots of the pseudospectra of diagonal-
izable 2×2 matrices.

The image on the left in Figure 4 shows the pseudospectra of a particular 2×2
matrix. One can see that for large enough values of ε, the pseudospectra around
either eigenvalue are not perfect disks. The image on the right is the pseudospectra
of the same matrix (restricted to one eigenvalue), with smaller values of epsilon.
Here, the pseudospectra appear to converge to disks. We find that this result holds
in general for every N×N matrix and this is proven in the following section.

4. Asymptotic union of disks theorem

In Propositions 3.1 and 3.2, we showed that the ε-pseudospectra for all 2×2 ma-
trices are disks or asymptotically converge to a union of disks. We now explore
whether this behavior holds in the general case. It is possible to find matrices
whose ε-pseudospectra exhibit pathological properties for large ε; for example, the
nondiagonalizable matrix given in Figure 5 has, for larger ε, an ε-pseudospectrum
that is not convex and not simply connected.


−1 −10 −100 −1000 −10000

0 −1 −10 −100 −1000
0 0 −1 −10 −100
0 0 0 −1 −10
0 0 0 0 −1



Figure 5. A Toeplitz matrix and its pseudospectra.
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Thus, pseudospectra may behave poorly for large enough ε; however, in the limit
as ε→ 0, these properties disappear and the pseudospectra behave as disks centered
around the eigenvalues with well-understood radii. In order to understand this
asymptotic behavior, we use the following set-up (which follows [Moro et al. 1997]).

Let A ∈ CN×N and fix λ ∈ σ(A). Write the Jordan decomposition of A as(
J

Ĵ

)
=

(
Q

Q̂

)
A
(
P P̂

)
,

(
Q

Q̂

)(
P P̂

)
= I,

where J consists of Jordan blocks J1, . . . , Jm corresponding to the eigenvalue λ,
and Ĵ consists of Jordan blocks corresponding to the other eigenvalues of A.

Let n be the size of the largest Jordan block corresponding to λ, and suppose
there are ` Jordan blocks corresponding to λ of size n×n. Arrange the Jordan
blocks in J in weakly decreasing order, according to size. That is,

dim (J1)= · · · = dim(J`) > dim (J`+1)≥ · · · ≥ dim (Jm),

where J1, . . . , J` are n×n.
Further partition P ,

P =
(
P1 · · · P` · · · Pm

)
,

in a way that agrees with the above partition of J , so that the first column, x j , of
each Pj is a right eigenvector of A associated with λ. We also partition Q likewise,

Q =


Q1
...

Q`
...

Qm

 .
The last row, y j , of each Q j is a left eigenvector of A corresponding to λ.
We now build the matrices

Y =


y1

y2
...
y`

 , X =
(
x1 x2 · · · x`

)
,

where X and Y are the matrices of right and left eigenvectors, respectively, corre-
sponding to the Jordan blocks of maximal size for λ.

The following theorem is presented by Moro, Burke, and Overton [Moro et al.
1997] and due to Lidskiı̆ [1966].

Theorem 4.1 [Lidskiı̆ 1966]. Given `, n as defined above corresponding to the
matrix A, there are `n eigenvalues of the perturbed matrix A+εE admitting a first-
order expansion

λ j,k(ε)= λ+ (γ jε)
1/n
+ o(ε1/n)
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for j = 1, . . . , `, and k = 1, . . . , n, where γ j are the eigenvalues of YEX and
the different values of λ j,k(ε) for k = 1, . . . , n are defined by taking the distinct
n-th roots of γ j .

Lidskiı̆’s result can be interpreted in terms of the ε-pseudospectrum of a matrix A
in order to understand the radii of σε(A) as ε→ 0.

Theorem 4.2. Let A ∈ CN×N . Let ε > 0. Given λ ∈ σ(A), for ε small enough,
there exists a connected component U ⊆ σε(A) such that U ∩σ(A)= λ; denote this
component of the ε-pseudospectrum by σε(A)�λ.

Then, as ε→ 0,

B
(
λ, (Cε)1/n

+ o(ε1/n)
)
⊆ σε(A)�λ ⊆ B

(
λ, (Cε)1/n

+ o(ε1/n)
)
,

where C = ‖XY‖, with X, Y defined above, and n is the size of the largest Jordan
block corresponding to λ.

Proof. Lower bound: Give E ∈ CN×N , and let γmax(E) be the largest eigenvalue
of YEX . It is shown [Moro et al. 1997, Theorem 4.2] that

α := max
‖E‖≤1

γmax(E)= ‖XY‖.

Moreover, the E that maximizes γ is given by E = vu, where v and u are the
right and left singular vectors of the largest singular value of XY , normalized so
‖v‖ = ‖u‖ = 1. We claim that B

(
λ, (|α|ε)1/n

+ o(ε1/n)
)
⊆ σε(A)�λ.

Fix E = vu, with v, u defined above, fix θ ∈ [0, 2nπ ], and define Ẽ = eiθ E .
Note that γ is an eigenvalue of YEX if and only if eiθγ is an eigenvalue of
YẼX . Since α is an eigenvalue of E , we know that eiθα is an eigenvalue of
YẼX . Considering the perturbed matrix A+ ε Ẽ , Theorem 4.1 implies that there is
a perturbed eigenvalue λ(ε) of the form

λ(ε)= λ+ (eiθαε)1/n
+ o(ε1/n),

and thus λ(ε) ∈ σε(A)�λ. Ranging θ from 0 to 2nπ , we get the desired result.

Upper bound: Using the proof of [Trefethen and Embree 2005, Theorem 52.3],
we know that asymptotically

σε(A)�λ ⊆ B
(
λ, (βε)1/n

+ o(ε1/n)
)
,

where β = ‖P Dn−1 Q‖ and J = λI + D. We claim β = ‖XY‖ = α.
Note that Dn−1

= diag[01, . . . , 0`, 0], where 0k is an n×n matrix with a 1 in
the top right entry and zeros elsewhere. We find

P Dn−1
=
(
�1 �2 · · · �` 0

)
,
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where � j is a matrix whose last column is x j with zeros elsewhere. This then gives

P Dn−1 Q =
(

XY 0
0 0

)
.

Thus β = ‖P Dn−1 Q‖ = ‖XY‖ = α. �

We present special cases of matrices to explore the consequences of Theorem 4.2.

Special cases.
(1) λ is simple: Then, n = 1 and X and Y become the right and left eigenvectors x
and y∗ for λ, respectively. Hence, C = ‖XY‖ = ‖xy∗‖ = ‖x‖‖y‖ = κ(λ), where
we normalize so that |y∗x | = 1. Then, Theorem 4.2 becomes

σε(A)�λ ≈ B
(
λ, κ(λ)ε

)
,

which matches with Theorem 2.9.

(2) λ has geometric multiplicity 1: In this case, we obtain the same result as when λ
is simple, except n may not equal 1. In other words,

σε(A)�λ ≈ B
(
λ, (κ(λ)ε)1/n).

(3) A ∈ C2×2: There are two cases, as in Section 3.
First, assume A is nondiagonalizable. In this case, A only has one eigenvalue, λ.

Writing A = V J V−1, where V and J are as defined in (3-2), we have that,

X =
(
a c

)T
, Y =

1
ad − bc

(
−c a

)
.

From Theorem 4.2, we then have that as ε→ 0,

σε(A)≈ B
(
λ,

(
|a|2+ |c|2

|ad − bc|
ε

)1/2

+ o(ε1/2)

)
.

This agrees asymptotically with (3-4); however, (3-4) gives an explicit formula
for σε(A).

In the case where A is diagonalizable, A has two eigenvalues, λ1 and λ2. Again,
we write A = V DV−1, where V and D are as defined in (3-6). From this, we have

‖XY‖ =
(|a|2+ |c|2)(|b|2+ |d|2)

|ad − bc|
= csc θ.

Thus, as ε→ 0, we have from Theorem 4.2 that

B
(
λ, (csc θ)ε+ o(ε)

)
⊆ σε(A)⊆ B

(
λ, (csc θ)ε+ o(ε)

)
.

So,
rmax

rmin
=
(csc θ)ε+ o(ε)
(csc θ)ε+ o(ε)

= 1+ o(1).
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This agrees with the ratio we obtain from the explicit formula for diagonalizable
2×2 matrices; however, (3-13) gives us more information on the o(1) term.

(4) A is a Jordan block: From [Trefethen and Embree 2005, p. 470], we know that
the ε-pseudospectrum of the Jordan block is exactly a disk about the eigenvalue
of J of some radius. An explicit formula for the radius remains unknown; however,
we can use Theorem 4.2 to find the asymptotic behavior.

Proposition 4.3 (asymptotic Bound). Let J be an N×N Jordan block. Then

σε(J )= B
(
λ, ε1/N

+ o(ε1/N )
)
.

Proof. The N×N Jordan block has left and right eigenvectors u j and v j , where
‖u j‖ = 1 and ‖v j‖ = 1. So, from Theorem 4.2, we find C = ‖XY‖ = ‖v j u j‖ = 1.
Thus,

σε(J )≈ B
(
λ, ε1/N

+ o(ε1/N )
)
. �

By a simple computation, we can also get a better explicit lower bound on the
ε-pseudospectra of an N×N Jordan block that agrees with our asymptotic bound.

Proposition 4.4. Let J be an N×N Jordan block. Then,

B
(
λ,

N
√
ε(1+ ε)N−1

)
⊆ σε(J ).

Proof. We use the second definition for σε(J ). Let

E =


0 k

0 k
. . .

. . .

. . . k
k 0

 ,

where |k|< ε, and note that ‖E‖< ε. We take det(J + E − z I ) and set it equal to
zero to find the eigenvalues of J + E :

0= det(J + E − z I )

= det


λ− z k+ 1

λ− z k+ 1
. . .

. . .

. . . k+ 1
k λ− z


= (λ− z)N

+ (−1)N−1k(1+ k)N−1

= (−1)N−1((z− λ)N
+ k(1+ k)N−1),



532 F. GONG, O. MEYERSON, J. MEZA, M. STOICIU AND A. WARD

and we know that

0= (−1)N−1((z− λ)N
+ k(1+ k)N−1)

⇐⇒ (z− λ)N
= k(1+ k)N−1

⇐⇒ z− λ= N
√

k(1+ k)N−1.

So, B
(
λ,

N
√
ε(1+ ε)N−1

)
⊆ σε(J ). �

5. Pseudospectra of bidiagonal matrices

In this section we consider bidiagonal matrices, a class of matrices with impor-
tant applications in spectral theory and mathematical physics. We investigate the
pseudospectra of periodic bidiagonal matrices and show that the powers n and
the coefficients C in Theorem 4.2 can be computed explicitly. We consider the
coefficients {ak}

N
k=1 and {bk}

N−1
k=1 , which define the bidiagonal matrix

A = bidiag
(
{ak}

N
k=1, {bk}

N−1
k=1

)
=



a1 b1

a2 b2
. . .

. . .

. . .
. . .

aN−1 bN−1

aN


.

Note that if bi = 0 for some i , then the matrix A “decouples” into the direct sum

A = bidiag
(
{ak}

i
k=1, {bk}

i−1
k=1

)
⊕ bidiag

(
{ak}

N
k=i+1, {bk}

N−1
k=i+1

)
,

and by Theorem 2.5 the pseudospectrum of A is the union of pseudospectra of
smaller bidiagonal matrices. Therefore we can assume, without loss of generality,
that bi 6= 0 for every i ∈ {1, 2, . . . , N − 1}.

Note also that the eigenvalues of A are {a1, a2, . . . , an} and some eigenvalues
may be repeated in the list. In order to apply Theorem 4.2, we have to find the
dimension of the largest Jordan block associated to each eigenvalue of the matrix A.
The following proposition addresses this question:

Proposition 5.1. Let
A = bidiag

(
{ak}

N
k=1, {bk}

N−1
k=1

)
with bi 6= 0 for every i and suppose that a is an eigenvalue of A. Then

dim N (A− aI )= 1,

where N (A−aI ) is the eigenspace corresponding to the eigenvalue a of the matrix A.

Proof. Suppose a = ai1 = ai2 = · · · = aim , where 1 ≤ i1 < i2 < · · · < im ≤ N and
a 6= ak for every k ∈ {1, 2, . . . , n} \ {i1, i2, . . . , im}. We have
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A−aI =



a1−a b1

a2−a
. . .

. . . bi1−2

ai1−1−a bi1−1

0 bi1

ai1+1−a
. . .

. . . bN−1

aN−a


.

Let us denote by c1, c2, . . . , cN the columns of A− aI and by e1, e2, . . . , eN the
standard canonical basis in RN . Since bk 6= 0 for every k ∈ {1, 2, . . . , N − 1}, we
obtain that columns c2, c3, . . . , cN are linearly independent. Moreover, we also have

Span(c2, c3, . . . , ci1)= Span(e1, e2, . . . , ei1−1),

which in turn implies that c1 ∈ Span{c2, c3, . . . , ci1}. We conclude that the rank of
the matrix A− aI is N − 1; hence dim N (A− aI )= 1. �

The previous proposition implies that, under the assumption bi 6= 0 for all i ,
if a is an eigenvalue of the matrix A = bidiag

(
{ak}

N
k=1, {bk}

N−1
k=1

)
of algebraic

multiplicity m, then there is only one Jordan block associated to the eigenvalue a.
We now consider the special case of periodic bidiagonal matrices. Let A be an

N×N matrix with period k on the main diagonal and nonzero superdiagonal entries

A =



a1 b1
...

...

ak
...
...

...

...
...

a1
...
... bN−1

ar


.

We have from Theorem 4.2 and Proposition 5.1 that

σε(A)≈
k⋃

j=1

B
(
a j , (C jε)

1/n j
)
,

where n j is the size of the Jordan block corresponding to a j and also the number
of times a j appears on the main diagonal. Moreover, for each j , the constant C j

that multiplies the eigenvalue a j is simply C j = ‖v j‖‖u j‖, where v j and u j denote
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the right and left eigenvectors, respectively. We will give the explicit expressions
for v j and u j .

We will begin by introducing ε-pseudospectra for simple special cases that lead
to the most general case.

The cases will be presented as follows:

• Case 1: Let A be a kn×kn matrix with a1, . . . , ak distinct.

• Case 2: Let A be an N×N matrix with a1, . . . , ak distinct.

• General case: Let A be an N×N matrix with a1, . . . , ak not distinct.

To shorten notation for the rest of this section, we define

f (x)=
{

x x 6= 0,
1 x = 0.

Case 1: The size of A is kn×kn and the ai are distinct.
We write the elements of the superdiagonal as b1, b2, . . . , bN−1, and we let

p = k(n− 1)+ j .
We have that

v j=



b1···b j−1
f (a j−a1)··· f (a j−a j−1)

b2···b j−1
f (a j−a2)··· f (a j−a j−1)

...
b j−1

f (a j−a j−1)

1
0
...

0


, u∗j=

1
( f (a1−a j )··· f (ak−a j ))n−1



0
...

0
1

b j ···bp
f (a j+1−a j )

...
b j ···bN−2

f (a j+1−a j )··· f (ak−1−a j )

b j ···bN−1
f (a j+1−a j )··· f (ak−a j )



T

.

Direct computation will show that these are indeed left and right eigenvectors
associated with each eigenvalue a j .

Case 2: The size of A is N×N , and the ai are distinct.
We relax our assumption that the size of our matrix is kn×kn, for period k on

the diagonal. Let n, r be such that N = kn+r , where 0< r ≤ k. In other words, ar

is the last entry on the main diagonal, so the period does not necessarily complete.
For a j , the right eigenvector is given by

v j =

(
b1···b j−1

f (a j−a1)··· f (a j−a j−1)

b2···b j−1
f (a j−a2)··· f (a j−a j−1)

· · ·
b j−1

f (a j−a j−1)
1 0 · · · 0

)T
.

We split up the formula for the left eigenvectors into two cases: (i) 1 ≤ j ≤ r
and (ii) r < j ≤ k.
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(i) 1 ≤ j ≤ r . On the main diagonal, there are n complete blocks with entries
a1, . . . , ak , and one partial block at the end with entries a1, . . . , ar . When 1≤ j ≤ r ,
we have that a j is in this last partial block. In this case, let p = kn+ j .

We have that

u j = µ j



0
...

0
(b j · · · bp−1) · f (a j+1− a j ) · · · f (ar − a j )

(b j · · · bp) · f (a j+2− a j ) · · · f (ar − a j )
...

(b j · · · bN−2) · f (ar − a j )

b j · · · bN−1



T

,

where

µ j =
f (a1− a j ) · · · f (a j−1− a j )(

f (a1− a j ) · · · f (ak − a j )
)n f (a1− a j ) · · · f (ar − a j )

.

(ii) r < j ≤ k. In this case, a j is in the last complete block. Now, let p= k(n−1)+ j .
We have that

u j =µ j



0
...

0
(b j · · · bp−1) · f (a1− a j ) · · · f (ar − a j ) f (a j+1− a j ) · · · f (ak − a j )

(b j · · · bp) · f (a1− a j ) · · · f (ar − a j ) f (a j+2− a j ) · · · f (ak − a j )
...

(b j · · · bp+k− j−1) · f (a1− a j ) · · · f (ar − a j )

(b j · · · bp+k− j ) · f (a2− a j ) · · · f (ar − a j )
...

(b j · · · bN−2) · f (ar − a j )

b j · · · bN−1



,

where

µ j =
f (a1− a j ) · · · f (a j−1− a j )(

f (a1− a j ) · · · f (ak − a j )
)n f (a1− a j ) · · · f (ar − a j )

.

Case 3: General case. The size of A is N×N and the ai are not distinct for 1≤ i ≤ k.
Let A be an N×N periodic bidiagonal matrix with period k on the main diagonal.

Let n, r be such that N = kn+ r , where 0< r ≤ k. Write a1, . . . , ak for the entries
on the main diagonal (the ai not distinct) and b1, . . . , bN−1 for the entries on the
superdiagonal. Let ar be the last entry on the main diagonal.
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We can explicitly find the left and right eigenvectors for each eigenvalue α.
Suppose α first appears in position ` of the period k. Then the corresponding right
eigenvector for α is the same form as v` in Case 2. That is,

v` =
(

b1···b`−1
f (a`−a1)··· f (a`−a`−1)

b2···b`−1
f (a`−a2)··· f (a`−a`−1)

· · ·
b`−1

f (a`−a`−1)
1 0 · · · 0

)T
.

The corresponding left eigenvector for α depends on the first and last positions of α.
Let k(n− 1)= `q + s and set q ≡ m (mod k). We split up the formula for the left
eigenvector of α into two cases, which again mirror the formulas given in Case 2:
(i) 1≤ `≤ r and (ii) r < `≤ k.

For both of these two cases, we define

g(bi )=

{
bi i ≥ p,
1 i < p.

(i) 1≤ `≤ r . In this case, α appears in the partial block. Let p = kn+ `. We have

u` = µ`



0
...

0
g(bp+m−`−1) f (am+1− a`) · · · f (ar − a`)

g(bp+m−`−1)g(bp+m−l) f (am+2− a`) · · · f (ar − a`)
...

g(bp+m−`−1) · · · g(bN−2) f (ar − a`)

g(bp+m−`−1) · · · g(bN−1)


,

where

µ` =
b` · · · bp−1 f (a1− a`) · · · f (a`−1− a`)(

f (a1− a`) · · · f (ak − a`)
)n f (a1− a`) · · · f (ar − a`)

.

(ii) r<`≤k. In this case, α is in the last complete block. Here, we let p=k(n−1)+`.
Now, we have

u`=µ`



0
...

0
g(bp+m−`−1) f (a1−a`)···(ar−a`) f (am+1−a`)··· f (ak−a`)

g(bp+m−`−1)g(bp+m−l) f (a1−a`)··· f (ar−a`) f (am+2−a`)··· f (ak−a`)
...

g(bp+m−`−1)···g(bp+k−`−1) f (a1−a`)··· f (ar−a`)

g(bp+m−`−1)···g(bp+k−`) f (a2−a`)··· f (ar−a`)
...

g(bp+m−`−1)···g(bN−2) f (ar−a`)

g(bp+m−`−1)···g(bN−1)



,
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where

µ` =
(b` · · · bp−1) · f (a1− a`) · · · f (a`−1− a`)(

f (a1− a`) · · · f (ak − a`)
)n f (a1− a`) · · · f (ar − a`)

.

From these formulas, we can find the eigenvectors, and hence the asymptotic
behavior of the ε-pseudospectrum for every bidiagonal matrix A:

σε(A)≈
k⋃

j=1

B
(
a j , (C jε)

1/n j
)
,

where C j = ‖v j‖‖u j‖ and n j is the size of the Jordan block corresponding to a j .

Note. Let A be a periodic, bidiagonal matrix and suppose bi = 0 for some i . Then
the matrix decouples into the direct sum of smaller matrices; call them A1, . . . , An .
To find the ε-pseudospectrum of A, apply the same analysis to these smaller matrices,
and from Theorem 2.5, we have that

σε(A)=
n⋃

i=1

σε(Ai ).

6. Finite-rank operators

The majority of this paper has focused on both explicit and asymptotic characteriza-
tions of ε-pseudospectra for various classes of finite-dimensional linear operators. A
natural next step is to consider finite rank operators on an infinite-dimensional space.

In Section 2 we defined ε-pseudospectra for matrices, although our definitions
are exactly the same in the infinite-dimensional case. For our purposes, the only
noteworthy difference between matrices and operators is that the spectrum of an
operator is no longer defined as the collection of eigenvalues, but rather

σ(A)= {λ | λI − A does not have a bounded inverse}.

As a result, we do not get the same properties for pseudospectra as we did previously;
in particular, σε(A) is not necessarily bounded.

That being said, the following theorem shows that finite-rank operators behave
similarly to matrices in that asymptotically the radii of ε-pseudospectra are bounded
by powers of epsilon. The following theorem makes this precise.

Theorem 6.1. Let V be a Hilbert space and A : V → V a finite-rank operator
on V . Then there exists C such that for sufficiently small ε,

σε(A)⊆ σ(A)+ B
(
0,Cε1/(m+1)),

where m is the rank of A. Furthermore, this bound is sharp in the sense that there
exists a rank-m operator A and a constant c such that

σε(A)⊇ σ(A)+ B
(
0, cε1/(m+1))

for sufficiently small ε.
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Proof. Since A has finite rank, there exists a finite-dimensional subspace U such
that V =U ⊕W and A(U )⊆U and A(W )= {0}. Choosing an orthonormal basis
for A which respects this decomposition, we can write A = A′ ⊕ 0. Then the
spectrum of A is σ(A′)∪ {0}, and we know that for every ε > 0,

σε(A)= σε(A′)∪ σε(0).

The ε-pseudospectrum of the zero operator is well-understood since this operator
is normal; for all ε, it is precisely the ball of radius ε. It thus suffices to consider
the ε-pseudospectrum of the finite-rank operator A′ : U → U , where U is finite-
dimensional. The ε-pseudospectrum of this operator goes like ε1/j , where j is the
dimension of the largest Jordan block; we will prove that j ≤ m+ 1. Note that the
rank of the n×n Jordan block given by

A =


λ 1 0 0 . . .

0 λ 1 0 . . .
...
...
. . .

. . . . . .
...
...
...
. . . 1

0 0 0 0 λ


is n if λ 6= 0 and n− 1 if λ = 0. Since we know that the rank of A is larger than
or equal to the rank of the largest Jordan block, we have an upper bound on the
dimension of the largest Jordan block: it is of size m + 1, with equality attained
when λ = 0. By Theorem 4.2, we then know that σε(A) is contained, for small
enough ε, in the set σ(A)+Cε1/(m+1).

Note that this bound is sharp; we can see this by taking V to be Rm+1 and
considering the rank-m operator

Am =


0 1 0 0 . . .

0 0 1 0 . . .
...
...
. . .

. . . . . .
...
...
...
. . . 1

0 0 0 0 0

 ,
whose pseudospectrum will contain the ball of radius ε1/(m+1) by Proposition 4.4. �

Open Questions. The natural question to ask now is whether we can extend this
result to more arbitrary operators on Hilbert spaces. In particular, for a bounded
operator A, we would like to establish if there exists a continuous function rA(ε)

such that for sufficiently small ε,

σε(A)⊆ σ(A)+ B
(
0, rA(ε)

)
.

For a matrix A, we proved in Theorem 4.2 that rA(ε)= Cε1/n , where n is the size
of the largest Jordan block associated to A, and C is a constant that depends on
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the left and right eigenvectors associated to a certain eigenvalue. For a finite-rank
operator A, we proved in Theorem 6.1 that rA(ε)= Cε1/(m+1), where m is the rank
of the operator and C is as above.

For closed but not necessarily bounded operators, the picture is more complex,
as the spectrum need not be bounded or even nonempty. For example, the operator
A : u 7→ u′ in L2

[0, 1] with domain D(A) being the set of absolutely continuous
functions on [0, 1] satisfying u(1) = 0 has empty spectrum. When D(A) is the
entire space, the spectrum of A is the entire complex plane. Davies [1999a] also
provides an example of an unbounded operator with unbounded pseudospectrum.

Given these examples, we can see that Theorem 6.1 will not generalize to
unbounded operators, as the pseudospectrum of an unbounded operator may be
unbounded for all ε.

Nonetheless, we do still have a certain convergence of the ε-pseudospectrum to
the spectrum [Trefethen and Embree 2005, Section 4], namely

⋂
ε>0 σε(A)= σ(A).

Also, while the ε-pseudospectrum may be unbounded, each bounded component
of it necessarily contains a component of the spectrum. These results imply that
the bounded components of the ε-pseudospectrum must converge to the spectrum.
Therefore, if we restrict our attention to these bounded components, we can attempt
to generalize Theorems 4.2 and 6.1 by asking whether the bounded components
of σε(A) converge to the spectrum as a union of disks.
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