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Today’s era can be characterized by the rise of computer technology. Computers
have been, to some extent, responsible for the explosion of the scientific knowledge
that we have today. In mathematics, for instance, we have the four color theorem,
which is regarded as the first celebrated result to be proved with the assistance
of computers. In this article we generalize some fascinating binomial sums that
arise in the study of Boolean functions. We study these generalizations from the
point of view of integer sequences and bring them to the current computer age of
mathematics. The asymptotic behavior of these generalizations is calculated. In
particular, we show that a previously known constant that appears in the study of
exponential sums of symmetric Boolean functions is universal in the sense that
it also emerges in the asymptotic behavior of all of the sequences considered in
this work. Finally, in the last section, we use the power of computers and some
remarkable algorithms to show that these generalizations are holonomic; i.e., they
satisfy homogeneous linear recurrences with polynomial coefficients.

1. Introduction

Number theory and combinatorics often offer tantalizing objects that captivate the
imaginations of mathematicians. Almost all of us have played with prime numbers,
explored open problems like Goldbach’s conjecture or drawn a lattice on a paper just
to see how Catalan numbers work. Nowadays, computer technology allows us to
extend the limits of our knowledge and explore these objects in a way that was almost
unimaginable 40 years ago. In this work, we pay close attention to some binomial
sums that come from the theory of Boolean functions. These binomial sums emerge
when the problem of balancedness of these functions is considered. As it is a
common practice in mathematics, the idea in this work is to study these binomial
sums in a more general framework. Once the proper framework is established, we
use the power of computers to expand our knowledge. We start this work with a
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short survey of Boolean functions and exponential sums in an effort to make the
manuscript self-contained. The expert reader may skip the majority of it.

A Boolean function is a function from the vector space Fn
2 to F2, where F2={0, 1}

is the binary field and n is some positive integer. These functions are beautiful
combinatorial objects with applications to many areas of mathematics as well as
outside the discipline. Some examples include combinatorics, electrical engineering,
game theory, the theory of error-correcting codes, and cryptography. In the current
era, efficient implementations of Boolean functions with many variables is a chal-
lenging problem due to memory restrictions of current technology. Because of this,
symmetric Boolean functions are good candidates for efficient implementations.

It is known that every Boolean function can be identified with a multivariable
polynomial. Let F(X) = F(X1, . . . , Xn) be a polynomial in n variables over F2.
Assume that F(X) is not a polynomial in some subset of the variables X1, . . . , Xn .
The exponential sum associated to F over F2 is

S(F)=
∑
x∈Fn

2

(−1)F(x). (1-1)

A Boolean function F(X) is called balanced if S(F)= 0, i.e., the number of zeros
and the number of ones are equal in the truth table of F. In many applications,
especially ones related to cryptography, it is important for Boolean functions to be
balanced. Balancedness of Boolean functions is an active area of research with open
problems even for the relatively simple symmetric case [Adolphson and Sperber
1987; Cai et al. 1996; Canteaut and Videau 2005; Castro et al. 2015; Castro and
Medina 2011; 2014; Cusick and Li 2005; Cusick et al. 2008; 2009; Gao et al. 2011;
2016; Su et al. 2013].

Our interest in this work lies in symmetric Boolean functions and therefore, an
important step is to try to see what exponential sums of symmetric Boolean functions
look like. Let σn,k denote the elementary symmetric polynomial in n variables of
degree k. This polynomial is formed by adding together all distinct products of
k distinct variables. For example,

σ4,3 = X1 X2 X3+ X1 X4 X3+ X2 X4 X3+ X1 X2 X4. (1-2)

Elementary symmetric polynomials are the building blocks of symmetric Boolean
functions, as every such function can be identified with an expression of the form

σn,k1 + σn,k2 + · · ·+ σn,ks , (1-3)

where 0 ≤ k1 < k2 < · · ·< ks are integers. For the sake of simplicity, we use the
notation σn,[k1,...,ks ] to denote (1-3). For example,

σ3,[2,1] = σ3,2+ σ3,1 = X1 X2+ X3 X2+ X1 X3+ X1+ X2+ X3. (1-4)
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It turns out that exponential sums of symmetric polynomials have nice repre-
sentations as binomial sums. Define Aj to be the set of all (x1, . . . , xn) ∈ Fn

2 with
exactly j entries equal to 1. Clearly, |Aj | =

(n
j

)
and by symmetry σn,k(x)=

( j
k

)
for

x ∈ Aj . Therefore,

S(σn,k)=

n∑
j=0

∑
x∈Aj

(−1)σn,k(x) =

n∑
j=0

(−1)(
j
k)
(n

j

)
. (1-5)

In general, if 0≤ k1 < k2 < · · ·< ks are fixed integers, then

S(σn,[k1,...,ks ])=

n∑
j=0

(−1)(
j

k1
)+( j

k2
)+···+( j

ks)
(n

j

)
. (1-6)

Equation (1-6) is a clear computational improvement over (1-1). It also connects the
problem of balancedness of symmetric Boolean functions to the intriguing problem
of bisecting binomial coefficients; see [Mitchell 1990]. A solution (δ0, δ1, . . . , δn)

to the equation
n∑

j=0

δ j

(n
j

)
= 0, δ j ∈ {−1, 1}, (1-7)

is said to give a bisection of the binomial coefficients
(n

j

)
, 0 ≤ j ≤ n. Observe

that a solution to (1-7) provides us with two disjoints sets A, B such that A∪ B =
{0, 1, 2, . . . , n} and ∑

j∈A

(n
j

)
=

∑
j∈B

(n
j

)
= 2n−1. (1-8)

The problem of bisecting binomial coefficients is an interesting problem in its own
right; however, it is out of the scope of this work.

The identity (1-6) was used by Castro and Medina [2011] to study exponential
sums of symmetric Boolean functions from the point of view of integer sequences.
As part of their study, they showed that the sequence {S(σn,[k1,...,ks ])}n∈N satisfies
the homogeneous linear recurrence

a(n)=
2r
−1∑

j=1

(−1) j−1
(2r

j

)
a(n− j), (1-9)

where r = blog2(ks)c+ 1; this result was first proved by Cai, Green and Thierauf
[Cai et al. 1996, Theorem 3.1, p. 248]. The characteristic polynomial of (1-9) is
given by

(t − 2)84(t − 1)88(t − 1) · · ·82r (t − 1), (1-10)

where 8n(t) represents the n-th cyclotomic polynomial. This is very important, as
it implies that (1-9) has an embedded nature. Before giving the formal definition
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of what we mean by “embedded nature”, let us explore recurrence (1-9) in order to
have a better understanding of where we want to go with this term. Observe that the
exponential sum of every symmetric Boolean function of degree less than 4 satisfies

a(n)=
3∑

j=1

(−1) j−1
(4

j

)
a(n− j), (1-11)

the exponential sum of every symmetric Boolean function of degree less than 8
satisfies

a(n)=
7∑

j=1

(−1) j−1
(8

j

)
a(n− j), (1-12)

the exponential sum of every symmetric Boolean function of degree less than 16
satisfies

a(n)=
15∑
j=1

(−1) j−1
(16

j

)
a(n− j), (1-13)

and so on. This means, for example, that {S(σn,[7,2])}n∈N, for which the first few
values are given by

2, 4, 6, 8, 12, 24, 58, 144, 344, 784, 1716, 3632, 7464, 14928, 29128, 55680, . . . ,

must satisfy (1-12) and (1-13), but not (1-11). Next is the formal definition of
embedded recurrences.

Definition 1.1. Let {a f (x)(n)} be a family of integer sequences indexed by some
polynomial family { f (x)}. Suppose that every sequence {a f (x)(n)} satisfies a linear
recurrence. We say that these recurrences are embedded if there is a sequence of
integers n1 < n2 < n3 < · · · such that every sequence {a f (x)(n)} with the property
deg( f )< nl satisfies a global recurrence. For example, the sequences of exponential
sums of symmetric Boolean functions satisfy recurrences that are embedded. In
this case, nl = 2l and the global recurrence is (1-9).

Castro and Medina [2011] also computed the asymptotic behavior of S(σn,[k1,...,ks])

as n→∞. To be specific, they showed that

lim
n→∞

1
2n S(σn,[k1,...,ks ])= c0(k1, . . . , ks), (1-14)

where

c0(k1, . . . , ks)=
1
2r

2r
−1∑

j=0

(−1)(
j

k1
)+···+( j

ks). (1-15)

They used this limit to show that a conjecture by Cusick, Li and Stǎnicǎ [Cusick
et al. 2008] is true asymptotically. Some of these results, especially recurrence



GENERALIZED EXPONENTIAL SUMS AND THE POWER OF COMPUTERS 131

(1-9) and limit (1-14), were extended to some perturbations of symmetric Boolean
functions [Castro and Medina 2014].

In this manuscript, we generalize the concept of exponential sums of symmetric
Boolean functions by virtue of the binomial sum in (1-6) and study some of its
properties. Let d be a nonnegative integer. We define the d-generalized exponential
sum of σn,[k1,...,ks ] as the power sum of binomial coefficients given by

Sd(σn,[k1,...,ks ])=

n∑
j=0

(−1)(
j

k1
)+···+( j

ks)
(n

j

)d
. (1-16)

In a similar manner, if Q(x) = a0 + a1x + · · · + at x t is a polynomial, then the
Q(x)-generalized exponential sum of σn,[k1...,ks ] is defined as

SQ(x)(σn,[k1,...,ks ])=

n∑
j=0

(−1)(
j

k1
)+···+( j

ks)Q
((n

j

))
. (1-17)

By linearity, the study of (1-17) is reduced to the study of (1-16). Thus, emphasis
is made on d-generalized exponential sums.

It is clear that if d = 1, then the d-generalized exponential sum is just the regular
exponential sum. However, we point out that d-generalized exponential sums
generalize other combinatorial objects. For instance, when degree 0 is considered,
we have Sd(σn,0)=− fn,d , where

fn,d =

n∑
j=0

(n
j

)d
(1-18)

is the d-th order Franel number. When k = 1,

Sd(σn,1)=

n∑
j=0

(−1) j
(n

j

)d
(1-19)

is the d-th order alternate Franel number, for which, when d = 3, we have the
beautiful identity of Dixon

S3(σ2n,1)=

2n∑
j=0

(−1) j
(2n

j

)3
= (−1)n

(2n
n

)(3n
n

)
. (1-20)

Finally, the sequence {xn} defined by x0 = 0, x1 = 3 and xn = S0(σn−1,3) can be
identified with sequence A018837 [Sloane and LeBrun 2008], which represents
the minimum number of steps for a knight which starts at position (0, 0) to reach
(n, 0) on an infinite chessboard.

In this article we extend some of the results that appear in [Castro and Medina
2011; 2014] to d-generalized exponential sums. In particular, we show that these
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sequences satisfy recurrences and, as is the case for d = 1, there is an embedded
component behind it. We also calculate the asymptotic behavior of these sequences
and show that the constant c0(k1, . . . , ks) is universal in the sense that it appears in
the asymptotic behavior of SQ(x)(σn,[k1,...,ks ]) for every polynomial Q(x). The case
d = 0 turns out to be relatively easy when compared to the case d 6= 0, and, as a
result, we decided to discuss it now. First, it is clear that S0(σn,[k1,...,ks ]) = O(n).
Second, if r = blog2(ks)c+ 1, then it satisfies the linear recurrence

a(n)= a(n− 1)+ a(n− 2r )− a(n− 2r
− 1). (1-21)

The characteristic polynomial of (1-21) is given by

(t − 1)282(t)84(t) · · ·82r (t), (1-22)

and therefore, as in the case d = 1, these recurrences are embedded. Finally, if
i1, . . . , i p are all the integers between 1 and 2r

− 1 such that
( i

k1

)
+ · · ·+

( i
ks

)
≡ 1

(mod 2), then it is not hard to see that

S0(σn,[k1,...,ks ])= n+ 1− 2
⌈

n+ 1− i1

2r

⌉
− · · ·− 2

⌈
n+ 1− i p

2r

⌉
. (1-23)

The asymptotic behavior of d-generalized exponential sums is discussed in
Section 2. Then, in Section 3, we use computer power to find recurrences for these
sums. The reader is invited to use her favorite computer algebra system while
reading this manuscript. This is not necessary, as we believe the manuscript is
self-contained; however we encourage experimentation because it helps to build
intuition and to cement and develop appreciation for mathematical knowledge.

2. Asymptotic behavior of the generalized exponential sum

The asymptotic behavior of S(σn,k) as n→∞ was used in [Castro and Medina
2011] to show a conjecture by Cusick, Li and Stǎnicǎ [Cusick et al. 2008] is true for
large n. This shows the importance of the behavior of S(σn,[k1,...,ks ]) as n increases.
In this section we discuss the asymptotic behavior of {Sd(σn,[k1,...,ks ])}n∈N and show
that the behavior of {Sd(σn,[k1,...,ks ])}∈N, as n increases, is closely related to that of
{S(σn,[k1,...,ks ])}n∈N.

We start our discussion with the case d = 2 and k = 3; that is, we consider the
sequence {S2(σn,3)}n∈N. The idea for doing this is to gain insight as to what is
behind the asymptotic behavior of these sequences. A proof for the general case
will be provided later in this section once our intuition is solidified.

The first few values of the sequence {S2(σn,3)}n∈N are given by

2, 6, 18, 38, 52, 124, 980, 6470, 31916, 127156, . . . .
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It is not surprising, knowing already the behavior of S(σn,3), that the value of the
n-th term of the sequence {S2(σn,3)}n∈N increases quite rapidly as n→∞. Now,
by previous knowledge we have that

lim
n→∞

1
2n S(σn,3)=

1
2
,

where 2n is the number of n-tuples with 0, 1 entries; thus, it is natural to consider
the behavior of S2(n, 3)/2n. The reader can check via computer experimentation
that S2(n, 3)/2n seems to diverge to ∞, which, if true, it would imply that our
sequence increases a rate that is faster than 2n. Taking into consideration that in
this case d = 2, it is not a wild idea to check the behavior of S2(σn,3)/22n. In this
case, the reader can convince herself that S2(σn,3)/4n

→ 0 as n→∞. Moreover,
experiments on a computer suggest that

lim
n→∞

1
4n S2(σn,k)= 0 (2-1)

for any positive integer k. For example, the values of S2(σn,7)/4n for n = 10, 100,
and 1000 are given by

0.148731, 0.0426647, and 0.0133793,

respectively. Thus, it appears that S2(σn,k) increases faster than 2n , but slower
than 4n. So, what is the appropriate behavior?

To answer the question, we start by analyzing the reason behind the behavior
of the regular exponential sum S(σn,3). Using the definition of S(σn,k) in terms of
binomial coefficients, we see that

S(σn,3)=

n∑
j=0

(−1)(
j
3)
(n

j

)
=

n∑
j=0

(n
j

)
− 2

n∑
j=0

( n
4 j+3

)

= 2n
− 2

n∑
j=0

( n
4 j+3

)
. (2-2)

Observe that when we divide S(σn,3) by 2n, we control the contribution of the
negative terms. We now do the analogous thing for S2(σn,3). Observe that

S2(σn,3)=

n∑
j=0

(−1)(
j
3)
(n

j

)2
=

n∑
j=0

(n
j

)2
− 2

n∑
j=0

( n
4 j+3

)2

=

(2n
n

)
− 2

n∑
j=0

( n
4 j+3

)2
. (2-3)
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Figure 1. Graphical representation of S2(σn,3)/
(2n

n

)
.

Therefore, it is now natural to see that dividing S2(σn,3) by the central binomial
coefficient controls the contribution of the negative terms. Figure 1 is a graph-
ical representation of this fact. The dots correspond to S(σn,3)/

(2n
n

)
. The line

corresponds to y = 1
2 .

It is clear now that S2(σn,3) increases faster than 2n, but a bit slower than 4n.
Its behavior is somewhat similar to that of the central binomial coefficient and by
Stirling’s formula we know that (2n

n

)
∼

4n
√
π n

. (2-4)

Moreover, observe that

lim
n→∞

(2n
n

)−1
S2(σn,3)=

1
2 = c0(3). (2-5)

Equation (2-5) is not a coincidence, as we will show that c0(k1, . . . , ks) appears in
the behavior of Sd(σn,[k1,...,ks ]). We are now ready to discuss the general case.

Let d be a nonnegative integer. Define G(n, d) as the d-th order Franel number

G(n, d)=
n∑

j=0

(n
j

)d
. (2-6)

For d = 0, 1, 2, the value of G(n, d) is given by

G(n, 0)= n+ 1, G(n, 1)= 2n and G(n, 2)=
(2n

n

)
. (2-7)

Sadly, there is not a nice closed formula for G(n, d) when d > 2. Instead, the value
of G(n, d) is given by the hypergeometric function

G(n, d)= d Fd−1
(
−n,−n, . . . ,−n; 1, 1, . . . , 1; (−1)n

)
. (2-8)

The asymptotic behavior of G(n, d) is already known [Pólya and Szegő 1976]:

G(n, d)∼
2dn
√

d

(
2
πn

)(d−1)/2

. (2-9)
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A formal proof of (2-9) was given by Farmer and Leth [2005]. A treatment for
G(2n, d) using Euler’s summation formula and the tail-exchange trick appears in
[Graham et al. 1994]. Also, a proper adjustment to the proof of Farmer and Leth
leads to the following result.

Lemma 2.1. Let m and d be fixed natural numbers and i an integer such that
0≤ i ≤ m. Then, as n increases, we have

n∑
j=0

( n
mj+i

)d
∼

2dn

m
√

d

(
2
πn

)(d−1)/2

∼
1
m

G(n, d). (2-10)

With Lemma 2.1 at hand, we are now ready to provide the asymptotic behavior
of Sd(σn,[k1,...,ks ]).

Theorem 2.2. Let d and k1 < · · ·< ks be fixed positive integers. Then,

lim
n→∞

Sd(σn,[k1,···,ks ])

G(n, d)
= c0(k1, . . . , ks). (2-11)

Proof. Let r =blog2(ks)c+1. Let i1, . . . , i p be all the integers between 1 and 2r
−1

such that
( i

k1

)
+ · · · +

( i
ks

)
≡ 1 (mod 2). It is known, see [Castro and Medina 2011],

that the sequence
{( n

k1

)
+ · · · +

( n
ks

)
(mod 2)

}
n∈N

is periodic and the period is a
divisor of 2r. Therefore,

( i
k1

)
+· · ·+

( i
ks

)
≡ 1 (mod 2) if and only if i ≡ il (mod 2)r

for some il ∈ {i1, . . . , i p}.
Using the definition of Sd(σn,[k1,...,ks ]) we observe that

Sd(σn,[k1,...,ks ])= G(n, d)− 2
n∑

j=0

[( n
2r · j+i1

)d
+ · · ·+

( n
2r · j+i p

)d]
. (2-12)

Therefore, as n→∞, we have

Sd(σn,[k1,σ,ks ])∼ G(n, d)−
2p
2r G(n, d)= (1− p · 21−r )G(n, d). (2-13)

It is not hard to show that c0(k1, . . . , ks)= 1− p · 21−r. �

Using the asymptotic behavior (2-9), we obtain the following corollary.

Corollary 2.3. Let d and k1 < · · ·< ks be positive integers. Then,

lim
n→∞

(
√

n)d−1
· Sd(σn,[k1,...,ks ])

2dn =
1
√

d

(
2
π

)(d−1)/2

c0(k1, . . . , ks). (2-14)

More generally, if Q(x)= a0+ a1x + · · ·+ at x t is a polynomial and

AQ(x)(n)= a0·(n+1)+a1·2n
+

a2
√

2

(
2
π ·n

)1/2

22n
+·· ·+

at
√

t

(
2
π ·n

)(t−1)/2

2tn, (2-15)
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then,

lim
n→∞

SQ(x)(σn,[k1,...,ks ])

AQ(x)(n)
= c0(k1, . . . , ks). (2-16)

Proof. This is a direct consequence of Theorem 2.2 and the asymptotic behavior
of G(n, d). �

Example 2.4. Consider the case d = 4 and k = 7. We know that c0(7)= 3
4 . Thus,

1
√

d

(
2
π

)(d−1)/2

c0(k)=
3
8

(
2
π

)3/2

≈ 0.1904809078 . . . . (2-17)

Note that

n (
√

n)3S4(σn,7)/24n

1 0.1250000000
10 0.2280899652

100 0.2021752897
1000 0.1903737868

10000 0.1904701935
100000 0.1904798364

Example 2.5. Let k1 = 2, k2 = 3, k3 = 4, and k4 = 5. Consider the polynomial
Q(x)= x3

+ 5x + 2. The reader can check that in this case we have

AQ(x)(n) · c0(2, 3, 4, 5)= 1
2

(
5 · 2n

+ 2(n+ 1)+
23n+1
√

3πn

)
. (2-18)

Corollary 2.3 states that

lim
n→∞

SQ(x)(σn,[2,3,4,5])

AQ(x)(n) · c0(2, 3, 4, 5)
= 1. (2-19)

Figure 2 is a graphical representation of (2-19).

50 100 150 200 250 300

0.5

1.0

1.5

2.0

Figure 2. Graphical representation of SQ(x)(σn,[2,3,4,5])/(AQ(x)(n) ·
c0(2, 3, 4, 5)) when Q(x)= x3

+ 5x + 2.
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We conclude this section with the observation that Theorem 2.2 and Corollary 2.3
imply that the constant c0(k1, . . . , ks) is universal in the sense that it appears in the
asymptotic behavior of d-generalized exponential sums. Moreover, Theorem 2.2
is the natural generalization of limit (1-14). In the next section, we explore a
generalization to recurrence (1-9).

3. Recurrence relations: some experiments

In this section we discuss recurrence relations for the sequences {Sd(σn,[k1,...,ks ])}n∈N.
We already know that for d = 1, i.e., for {S(σn,[k1,...,ks ])}n∈N, we have the homoge-
neous linear recurrence with constant coefficients

a(n)=
2r
−1∑

m=1

(−1)m−1
(2r

m

)
a(n−m), (3-1)

where r = blog2(ks)c + 1. See [Cai et al. 1996; Castro and Medina 2011;
2014] for more details. Experiments show that something similar happens for
{Sd(σn,[k1,...,ks ])}n∈N when d > 1; i.e., these sequences satisfy linear recurrences.
However, as we will see, the coefficients of these recurrences are no longer constant;
instead, they are polynomials in n. In other words, these sequences seems to be
holonomic (this should not come as a surprise to the expert reader or to the reader
aware of the work of Franel [1894; 1895] and Cusick [1989] on power sums of
binomial coefficients). Therefore, for d > 1, the problem of finding the minimal
recurrence is a hard one. Once again, the reader is encouraged to open her favorite
computer algebra system while reading this section.

To show the difficulty of the problem at hand, let us consider (once again) the
rather simple example {S2(σn,3)}n∈N. Note that

S2(σn,3)=

n∑
j=0

(−1)(
j
3)
(n

j

)2
=

(2n
n

)
− 2

n∑
j=0

( n
4 j+3

)2
. (3-2)

We already know that the central binomial coefficient satisfies a linear recurrence
with nonconstant coefficients; i.e., it satisfies the recurrence

(n+ 1)a(n+ 1)− (4n+ 2)a(n)= 0. (3-3)

Thus, it is natural to expect that if this sequence satisfies a linear recurrence, then
the coefficients of the recurrence are nonconstant.

In order to find such a recurrence, we emulate what we already know about the
case d = 1. In that case, we have

S(σn,3)=

n∑
j=0

(−1)(
j
3)
(n

j

)
= 2n
− 2

n∑
j=0

( n
4 j+3

)
. (3-4)
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The “negative” part of it, i.e.,
∑n

j=0
( n

4 j+3

)
, satisfies the homogeneous recurrence

a(n)= 4a(n− 1)− 6a(n− 2)+ 4a(n− 3). (3-5)

It is not hard to see that 2 is a root of the characteristic polynomial of recurrence
(3-5) and so 2n also satisfies it. Thus, {S(σn,3)}n∈N satisfies (3-5).

In general, if 1≤ k1 < · · ·< ks are integers, r = blog2(ks)c+ 1, and i1, . . . , i p

are all integers between 1 and 2r
− 1 such that

( i
k1

)
+ · · ·+

( i
ks

)
≡ 1 (mod 2), then

S(σn,[k1,...,ks ])= 2n
− 2

n∑
j=0

(( n
2r j+i1

)
+ · · ·+

( n
2r j+i p

))
, (3-6)

and the negative part of (3-6) satisfies (3-1). Since 2 is a root of the characteristic
polynomial of (3-1), we know 2n, and therefore {S(σn,[k1,...,ks ])}n∈N, satisfy (3-1).

Emulating what we did in the above paragraph, we start by looking for a recur-
rence for

n∑
j=0

( n
4 j+3

)2
. (3-7)

It is at this stage that we use the power of computers. This power, of course,
is assisted by the ingenuity of a great mathematician, in this case, the great
combinatorialist Doron Zeilberger [1990a]. Zeilberger’s algorithm is already
a built-in function in Maple and a version for Mathematica can be found at
http://www.risc.jku.at/research/combinat/risc/software. Using it we obtain (with
an automated proof!) that (3-7) satisfies the homogeneous linear recurrence with
nonconstant coefficients

7∑
j=0

p j (n)a(n+ j)= 0, (3-8)

where the polynomials p j (n) can be found in the online supplement. Analogous to
2n for d = 1, the central binomial coefficient satisfies (3-8). Thus, {S2(σn,3)}n∈N

satisfies (3-8).
Zeilberger’s algorithm also proves that the sequences

n∑
j=0

( n
4 j+i

)2
(3-9)

for i = 0, 1, 2, 3, satisfy (3-8) too. Since we have that

S2(σn,2)=
(2n

n

)
− 2

n∑
j=0

(( n
4 j+2

)2
+

( n
4 j+3

)2
)
,

S2(σn,[2,1])=
(2n

n

)
− 2

n∑
j=0

(( n
4 j+1

)2
+

( n
4 j+2

)2
)
,

http://www.risc.jku.at/research/combinat/risc/software/
http://msp.org/involve/2018/11-1/involve-v11-n1-x10-polynomials.pdf
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S2(σn,[3,2])=
(2n

n

)
− 2

n∑
j=0

( n
4 j+2

)2
,

S2(σn,[3,1])=
(2n

n

)
− 2

n∑
j=0

( n
4 j+1

)2
,

S2(σn,[3,2,1])=
(2n

n

)
− 2

3∑
i=1

n∑
j=0

( n
4 j+i

)2
,

all of them satisfy (3-8). In fact, for 4 ≤ ks ≤ 7, the sequence {S2(σn,[k1,...,ks ])}

satisfies a recurrence of order 15 with polynomial coefficients. Moreover, every
sequence {S2(σn,[k1,...,ks ])} with 1≤ ks ≤ 7 satisfies this recurrence of order 15. This
pattern seems to hold for higher ks and any d > 2. If this holds true, then, as in the
cases d = 0 and d = 1, these sequences satisfy recurrences that are embedded.

The expert reader may notice that it is not hard to show that d-generalized
exponential sums, and therefore Q(x)-generalized exponential sums, are indeed
holonomic. This follows from the fact that binomial coefficients are holonomic in
both variables and from some closure properties of these sequences; a great read on
this subject is [Zeilberger 1990b]. A formal proof, however, will require a proper
discussion on holonomic sequences and this is out of the scope of this work.

The natural question now is: can we show that the recurrences are embedded?
The answer is yes! Suppose that a sequence {a(n)} is holonomic; that is, suppose
that there exist polynomials p0(n), p1(n), . . . , pl(n) ∈ C[n] such that

pl(n)a(n+ l)+ pl−1a(n+ l − 1)+ · · ·+ p0(n)a(n)= 0. (3-10)

Let E be the shift operator that maps a(n) to a(n + 1). Equation (3-10) can be
written as A(E)(a(n))= 0, where

A(E)=
l∑

j=0

p j (n)E l. (3-11)

The operator A(E) is called an annihilating operator of the sequence {a(n)}. The
number l is called the order of the annihilating operator. It is not hard to see that
the set of all annihilating operators of {a(n)} forms an ideal of the ring C[n][E].

Consider the sequence

ad,r,i (n)=
n∑

j=0

( n
2r j+i

)d
. (3-12)

Let Ad,r,i (E) ∈ C[n][E] be an annihilating operator for {ad,r,i (n)}. Define

Ad,r (E)=
2r
−1∏

i=0

Ad,r,i (E). (3-13)
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Since the set of all annihilating operators of a sequence {a(n)} is an ideal, we know
Ad,r (E)(ad,r,i (n))= 0 for every r, d and i . Also, since

G(n, d)=
2r
−1∑

i=0

ad,r,i (n), (3-14)

we have Ad,r (E)(G(n, d))= 0. Finally, if r = blog2(ks)c+ 1, then Sd(σn,[k1,...,ks ])

is a linear combination of G(n, d) and some terms ad,r,i (n); therefore

Ad,r (E)(Sd(σn,[k1,...,ks ]))= 0 (3-15)

and so the recurrences are embedded. To be specific, for every symmetric Boolean
function of degree less than 4, the d-generalized exponential sum satisfies

Ad,2(E)(a(n))= 0, (3-16)

for every symmetric Boolean function of degree less than 8, the d-generalized
exponential sum satisfies

Ad,3(E)(a(n))= 0, (3-17)

and so on.
We finish this section by noticing that the recurrences included in this work

are not necessarily the minimal ones. For instance, we know that {S2(σn,2)}n∈N

satisfies (3-8). However, using the Mathematica implementation GuessMinRE,
which is part of the package Guess.m written by Manuel Kauers, available at
http://www.risc.jku.at/research/combinat/risc/software, we guess that {S2(σn,2)}n∈N

satisfies the recurrence
4∑

j=0

q j (n)a(n+ j)= 0, (3-18)

where
q0(n)= 424+ 924n+ 692n2

+ 216n3
+ 24n4,

q1(n)= 1280+ 2352n+ 1576n2
+ 456n3

+ 48n4,

q2(n)= 1600+ 2780n+ 1756n2
+ 480n3

+ 48n4,

q3(n)=−960− 1604n− 968n2
− 252n3

− 24n4,

q4(n)= 276+ 449n+ 263n2
+ 66n3

+ 6n4.

This has been checked for values of n up to 20000.
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