
JOURNAL OF
MECHANICS OF MATERIALS AND STRUCTURES

Volume 2 No. 9 November 2007

JournalofM
echanics

ofM
aterials

and
S

tructures
2007

Vol.2,N
o.9

Journal of

Mechanics of
Materials and Structures

Volume 2, Nº 9 November 2007

mathematical sciences publishers



JOURNAL OF MECHANICS OF MATERIALS AND STRUCTURES

http://www.jomms.org

EDITOR-IN-CHIEF Charles R. Steele

ASSOCIATE EDITOR Marie-Louise Steele
Division of Mechanics and Computation
Stanford University
Stanford, CA 94305
USA

BOARD OF EDITORS

D. BIGONI University of Trento, Italy
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TRUSS WAVINESS EFFECTS IN CELLULAR LATTICE STRUCTURES

DOUGLAS T. QUEHEILLALT, VIKRAM S. DESHPANDE AND HAYDN N. G. WADLEY

Methods have emerged for making metallic lattice structures either by the lay up of collinear wire arrays
or by stacking woven textile meshes. The two fabrication routes result in similar lattice topologies:
the collinear lattice has straight struts while those in the textile lattice are wavy. Wire waviness in
the textile lattice results in a knockdown in both the stiffness and strength compared to the collinear
lattice. Analytical estimates and finite element (FE) predictions of the through thickness compressive
responses of collinear and textile lattices indicate that the stiffness and strength of lattices oriented to
form a diamond structure are specimen aspect ratio dependent. By contrast, the stiffness of the collinear
and textile lattices oriented to form a square structure is independent of both specimen aspect ratio and
height while the strength depends on the sandwich height. Experimental measurements on specimens
fabricated from 304L stainless steel are in good qualitative agreement with the elastic ideally-plastic
analytical estimates while FE predictions incorporating the full strain hardening response of the parent
material give accurate quantitative predictions of the measurements.

1. Introduction

Lightweight metallic sandwich panel structures that utilize low density cores and solid face sheets
are widely used in aerospace and other transportation applications where high specific stiffness and/or
strength is required. Hexagonal honeycomb structures are frequently used for the cores of sandwich
panels [Bitzer 1997]. However, sandwich panels with metal foam cores, which might be structurally less
efficient, are also of interest as they facilitate various multifunctional applications [Ashby et al. 2000].
The lower specific strength of metal foam cores is a consequence of the fact that their stiffness and
strengths are primarily governed by bending of the constituent struts and cell walls and thus scale as ρ̄2

and ρ̄1.5, respectively, where ρ̄ is the relative density [Gibson and Ashby 1997]. In contrast, the stiffness
and strength of lattice materials are governed by the stretching of the constituent struts and scale with
ρ̄ [Deshpande and Fleck 2001]. It follows that a stretching-dominated cellular material with ρ̄ = 0.1 is
predicted to be about ten times stiffer and about three times stronger than the equivalent relative density
(weight) foam [Deshpande and Fleck 2001].

A variety of stretching-dominated cellular metal topologies have recently been proposed for cores
of sandwich panels, and simple methods for their fabrication from high performance alloys have been
identified, as reviewed by Wadley et al. [2003]. These include pyramidal, tetrahedral and Kagomé lattice
trusses [Deshpande and Fleck 2001; Sypeck and Wadley 2002; Hyun et al. 2003; Wang et al. 2003;

Keywords: cellular materials, brazing, stainless steel, mechanical properties.
This work was performed as part of the Ultralight Metallic Panels with Textile Cores Designed for Blast Mitigation and Load
Retention program conducted by a consortium consisting of Harvard University, Cambridge University, the University of Cali-
fornia at Santa Barbara and the University of Virginia. The Office of Naval Research (ONR), monitored by Dr. Steve Fishman,
funded the consortium’s work under grant number N00014-01-1-1051.
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Kooistra et al. 2004; Zok et al. 2004], the prismatic diamond lattice [Valdevit et al. 2004; Cote et al. 2006]
and a square-honeycomb lattice [Berggren et al. 2001; Cote et al. 2004; Meidell 2005; Liang and Chen
2006]. Besides these recent examples, there exist well established theories for analyzing sandwich panels.
The reader is referred to [Noor et al. 1995; Buannic et al. 2003] and the references therein for additional
information regarding computational modeling of sandwich panels and shells. Simple brazing methods
can also be used to bond together metallic wire meshes resulting in periodic metal lattice structures with
a woven or textile topology [Sypeck and Wadley 2001; Zupan et al. 2004]. These structures can then be
cut and brazed to facesheets resulting in sandwich structures. The lattice core structures can be oriented
such that they have their struts aligned parallel-to and perpendicular-to the sandwich panel facesheets (a
square orientation) or rotated at say ±45◦ to the faces (a diamond orientation). Recently, a method for
fabricating a cellular lattice structure with an analogous topology using collinear arrays of solid wires or
hollow tubes has also been reported [Queheillalt and Wadley 2005]. From a mechanics perspective, the
main difference between the two topologies is that while the textile lattice is comprised of wavy wires,
the collinear lattice consists of straight struts. This study explores the consequences of waviness on the
mechanical properties of these similar topologies.

The effects of various structural defects or imperfections on the mechanical properties of regular hon-
eycomb and bending-dominated foam structures have been extensively investigated using a combination
of finite element and analytical techniques. Simone and Gibson [1998b], Grenestedt and Tanaka [1998],
and Grenestedt and Bassinet [2000] reported that plateau borders (cell walls with a nonuniform wall
thickness) had only a minor effect on the mechanical properties of hexagonal honeycombs and closed-
cell foams with tetrakaidecahedral cells. On the other hand, Grenestedt [1998], Simone and Gibson
[1998a], Chen et al. [1999], and Grenestedt and Bassinet [2000] found that wavy cell walls significantly
reduce both the Young’s modulus and compressive yield strength of cellular materials.

Strut waviness is also expected to play a role in determining the mechanical properties of the stretching-
dominated textile and collinear lattice materials. However, limited data is available on the effects of
defects on the strength of lattice materials. Wallach and Gibson [2001] used finite element methods to
look at the effect of randomly removing truss members of an octet truss structure. They determined
that both the Young’s modulus and strength in compression decrease linearly ∼15–20% after randomly
removing only 10% of the constituent struts. Here we use analytical, finite element, and experimental
techniques to investigate the through thickness compressive response of collinear and textile lattices
with cores oriented in both a diamond and square orientation. The issues of specimen size dependent
mechanical properties and the influence of strut waviness in these sandwich core materials are addressed.

2. Analytical mechanical property relationships

Four lattices of interest have been identified based on two orientations of brazed collinear and textile
materials configured as the core of a sandwich structure (Figure 1): (i) collinear lattice in a diamond
orientation; (ii) collinear lattice in a square orientation; (iii) textile lattice in the diamond orientation;
and (iv) textile lattice in the square orientation.

The schematic illustrations in Figure 1 indicate that while the topology of the collinear and textile
lattices are similar, the collinear lattices consist of straight struts (Figure 1(a) and (b)), while the textile
lattices have wavy struts with a peak-to-peak amplitude equal to the wire diameter (Figures 1(c) and 1(d)).
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We also note that the angle of inclination of the struts in a diamond orientation is ω = ±45◦ (x1 − x2

plane) with respect to the sandwich faces and are 0◦ and 90◦ for the square orientation.
Neglecting the added mass of braze material used during fabrication, geometrical considerations give

the relative density, ρ̄, of the collinear and textile lattice materials (to first order in a/ l) as

ρ̄ =
π

2 sin 2ω

(a
l

)
, (1)

where ω is the half weave angle, a is the radius of the wire strut, and l is the cell size (center-to-center
wire spacing) as defined in Figure 1(a).

2.1. Diamond orientation. Approximate analytical expressions have been developed for the through
thickness compressive stiffness and strength of lattices made from an elastic ideally-plastic solid ma-
terial with a Young’s modulus Es , Poisson’s ratio ν and yield strength σys [Sypeck and Wadley 2001;
Zupan et al. 2004]. We begin by reviewing expressions for the stiffness and strength of a collinear
(nonwavy) structure and then modify these expressions to account for the waviness of the wires in the
textile structure.

2.1.1. Collinear lattice. Consider a sandwich plate of length L with rigid facesheets and a collinear
diamond lattice core of thickness H (Figure 1). Note that in the diamond orientation, some of the struts
are attached to both facesheets while near the edge of the sandwich panel; some of the struts are attached
to only one of the facesheets. Zupan et al. [2004] derived lower bound estimates for the mechanical
properties of such a structure loaded in the through thickness direction. In their derivation, they assumed

a) Collinear

    (diamond)

b) Collinear

    (square)

c) Textile

    (diamond)

d) Textile

    (square)
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Figure 1. Schematic illustrations of (a) the collinear core in the diamond orientation, (b)
the collinear core in the square orientation, (c) the textile core in the diamond orientation
and (d) the textile core in the square orientation.
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that wires attached to only one facesheet carried no load (i.e. do not contribute to the mechanical response)
while wires attached to both facesheets are subject to an axial stress, σ f , established by equilibrium with
an applied macroscopic compressive stress in the x2-direction. Using this approach, they showed that
the normalized Young’s modulus E of the lattice is given by

E
Es

=

(
1 −

1
A tanω

)
sin4 ω · ρ̄, (2)

where A ≡ L/H is the aspect ratio of the sandwich plate. Note that the term 1 − 1/A tanω → 1
as A → ∞ and the normalized Young’s modulus of the lattice asymptotically reaches a maximum of
E/Es = sin4 ω · ρ̄ for samples that are long compared to their thickness. In other words, edge effects due
to the struts that are attached to only one facesheet become negligible. Note also that deformation in the
x3 direction has been neglected in this analysis and thus Equation (2) is accurate for W � H .

The yield strength σ of the lattice can similarly be determined directly from equilibrium conditions
[Zupan et al. 2004]. It is assumed that each strut attached to both facesheets is at the yield point, and the
macroscopic compressive yield strength of the lattice in the x2-direction is given by

σ

σys
=

(
1 −

1
A tanω

)
sin2 ω · ρ̄. (3)

Again, it should be noted that Equations (2) and (3) neglect the contribution to the stiffness and strength
from bending of the constituent wires: these contributions become increasingly important for small aspect
ratio specimens and thus Equations (2) and (3) are expected to underpredict the stiffness and strength of
sandwich structures with low values of A.

The collinear lattice collapses by elastic buckling of the constituent struts if the Euler buckling load
Peuler of the constituent struts is less than or equal to their plastic yield strength. The Euler buckling load
of a cylindrical column is given by

Peuler =
k2π3 Esa4

4l2 , (4)

while the plastic yield load Pyield = πa2σys . The factor k in Equation (4) depends on the rotational
stiffness of the end nodes of the strut. The lowest strength buckling mode under uniaxial compression
corresponds to struts of length l buckling as pin-ended (freely rotating) struts as sketched in Figure 2(c).
Thus, we take k = 1 in Equation (4) and it follows that the collinear lattice collapses by elastic buckling
of the constituent struts if the relative density

ρ̄ ≤
1

sin 2ω
√
εy, (5)

where the yield strain εy ≡ σys/Es . In the regime of relative densities where elastic buckling dominates,
the collapse strength is given by

σ

σys
=

1
εy

(
1 −

1
A tanω

)
sin2 ω · ρ̄3. (6)
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a) Diamond orientation 

    (undeformed)

b) Square orientation 

    (undeformed)

c) Diamond orientation 

    (deformed)

d) Square orientation 

    (deformed)

Figure 2. Sketches of the buckling modes of the collinear and textile sandwich cores in
the diamond and square orientations.

2.1.2. Textile lattice. Unlike the collinear lattice, the wires in a textile are wavy with the transverse (in
the x3-direction) profile w(s) of each wire approximated by

w = a
(

1 − cos
πs
l

)
, (7)

where s is the axial coordinate along one strut of a cell measured from a node. This waviness results in
a reduction in the axial stiffness and load carrying capacity of each wire and thus the textile lattice is
anticipated to have a lower stiffness and strength compared to an equivalent collinear lattice material.

We first analyze the effective stiffness and strength of a long wavy wire as sketched in Figure 3(a). The
transverse profile of this wire is assumed to be described by Equation (7). The supports in Figure 3(a)
prevent the transverse deflection (in the x3-direction) of the wire and represent the constraint imposed
by successive layers of the wire meshes which are all brazed together at the nodes. A free-body diagram
of a wire segment between two supports is sketched in Figure 3(b), where P is the applied axial load
and R the horizontal reaction from the supports. Antisymmetry considerations dictate that the bending
moment vanishes at the supports. Thus, moment equilibrium implies that

R = 2P
(a

l

)
. (8)

For a/ l � 1, we can assume that the axial load P and shear force R are approximately constant through
the length of the strut. Then the total elastic strain energy, U , in a wavy strut of length l is given by the
sum of the stretching, bending and shearing energies

U =
1

2Es

P2l
πa2 +

1
2

l∫
0

M2

Es I
ds +

1 + ν

Es

R2l
πa2 , (9)
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Figure 3. (a) Sketch of the loading on a single wavy wire in the textile core and (b) a
free-body diagram of the representative wavy wire.

where the bending moment

M(x)= Pa
(

1 − cos
πs
l

)
+ Pa

(a
l

)
s, (10)

and the second moment of area of the cylindrical wire I = πa4/4.
A work balance gives the effective modulus Ew of the wavy strut as

Ew
Es

=
1

1.09 + 8(1 + ν)
(a

l

)2 . (11)

Note that the decrease in Ew with increasing a/ l is a result of the contribution of shear deflections to
the compliance of the wavy struts.

The yield locus of a beam element under combined bending and tension is given by (see for example
[Prager 1959]) ( P

Po

)2
+

( M
Mo

)
= 1, (12)

where for a strut of circular cross-sectional radius a, Po = πa2σys and Mo = 4a3σys/3. Since the axial
load is constant through the strut length, yielding of the strut is expected to commence at the point of
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maximum bending moment. Equation (10) dictates that the maximum bending moment is

Mmax =

[(
1 −

√
1 −

4
π2

)
−

2
π

sin−1
( 2
π

)]
· Pa = λPa, (13)

and thus the collapse stress σw of the wavy strut follows from the yield locus, Equation (12), as

σw

σys
=
πλ+

√
π2λ2 + 64/9
8/3

. (14)

The normalized modulus and plastic yield strength of the textile sandwich lattice material may then be
estimated by replacing Es and σys by Ew and σw, respectively, in Equation (2) and Equation (3). The
effect of strut waviness on the elastic buckling strength of the textile material is not explored in detail here.
However, as the wires buckle as pin-ended struts in the plane of each wire mesh, the wavy imperfections
in the x2 − x3 plane are expected to have only a minor effect upon the elastic buckling strength of the
textile sandwich lattice [Zupan et al. 2004].

2.2. Square orientation. In this section, we derive approximate formulae for the Young’s modulus and
compressive strength of the collinear and textile lattices in the square orientation. The lattices are again
assumed to be made from an elastic ideally-plastic solid material with a Young’s modulus Es and yield
strength σys .

2.2.1. Stiffness. Under out-of-plane compression (in the x2-direction), only the vertical wires carry load
and the normalized Young’s modulus of the collinear sandwich lattice is given by

E
Es

=
π

4

(a
l

)
=
ρ̄

2
. (15)

The Young’s modulus of the textile material is obtained by replacing Es in the above equation with Ew
from Equation (11).

2.2.2. Strength. The horizontal wires do not contribute to the compressive strength of the sandwich
lattices in the square orientation. Assuming that vertical wires (aligned along the x2-direction) undergo
compressive yield, the effective yield strength of the collinear lattice follows as

σ

σys
=
π

4

(a
l

)
=
ρ̄

2
, (16)

while the strength of the textile lattice is obtained by replacing σys in the above equation with σw from
Equation (14).

In the square orientation, experimental studies [Queheillalt and Wadley 2005] indicate the lattice
collapses by cooperative Euler buckling of the constituent struts over the full height of the sandwich; see
Figure 2. Assuming that the struts are built into the sandwich faces, the elastic buckling collapse load of
a square lattice made from either the collinear or textile materials is given by

σ

σys
=
π3

4εy

(a
l

)3( l
H

)2
=

2ρ̄3

εy

( l
H

)2
, (17)
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where we have assumed that the waviness of the trusses in the textile lattice does not substantially affect
the elastic buckling loads of the trusses. Comparing Equation (16) and Equation (17), we see that elastic
buckling is the operative collapse mode for lattice relative densities satisfying the inequality

ρ̄2 <
π2εy

4

(H
l

)2
. (18)

It is important to note that the elastic buckling strength of the sandwich lattice materials in the square
orientation is not an intrinsic material property; it decreases with increasing lattice height for a fixed
value of the relative density.

3. Finite element simulations

The analytical expressions for the stiffness and strength of the lattice materials in the diamond orientation
is checked by performing finite element (FE) calculations with the general purpose finite element package
ABAQUS. Here the intent is only to compare the FE and analytical predictions and not study a specific
parent material. In these FE calculations, the collinear and textile materials were rigidly jointed at the
nodes and hence the FE calculations include contributions from the bending of the struts, which were
neglected in the analytical calculations. We note that the compression of the square lattice is simply
equivalent to the uniaxial compression of the vertical trusses and hence excellent agreement between the
FE and analytical calculations was obtained and for the sake of brevity those comparisons are omitted
here.

Two types of FE calculations were performed for both the collinear and textile lattices with a diamond
topology:

• periodic unit cell calculations to determine the effective properties of the lattice materials,

• calculations on a sandwich beam with a finite aspect ratio.

The waviness of the mesh wires in the textile material was assumed to be of the form specified by
Equation (7) with each wire modeled using 3-dimensional Timoshenko beam elements (B32 element in
the ABAQUS notation) of size l/20. At each node of the cellular material (the wire crossover points),
no relative displacement or rotation of one wire with respect to the other was permitted. This models
a rigidly brazed joint. To reduce the size of the computations, only one layer of the wire mesh was
modeled in the FE calculations with symmetry boundary conditions (i.e. displacement u3 = 0 and the
rotations θ1 = θ2 = 0) imposed on the nodes (wire crossover points) of the cellular material. Thus, the FE
calculation models a plane strain limit which is valid for a cellular material comprising a large number
of wire mesh layers with W � H . The FE models for the collinear material were essentially the same as
those of the textile material, except that the wire waviness term was set to zero in this case. Imperfections
were not included in the x1 − x2 plane in the FE calculations as the large waviness in the x3-direction
dominates the buckling strength of the struts of these textile cores.

In the linear elastic calculations used to determine the Young’s modulus, the solid wire material was
modeled as linear elastic with a Poisson’s ratio ν = 0.3. For the strength calculations, the solid material
was assumed to be a J2 flow theory elastic ideally-plastic solid with a yield strain εy = 0.5% and an
elastic Poisson’s ratio ν = 0.3.
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3.1. Effective properties of the infinite material. In order to determine the effective properties of the
collinear and textile lattice materials, a unit cell of the material was analyzed in the FE calculations.
Periodic boundary conditions were specified through

1ui = ε̄i j1x j and 1θi = 0, (19)

where 1ui and 1θi are the differences in the displacements and rotations on opposites sides of the unit
cell specified by the position difference vector 1x j . Here we consider compression in the x2-direction
and thus specify the strain components ε̄11 = ε̄12 = 0 and ε̄22 = ε, where ε is the applied strain. The
work conjugate applied stress is

σi j =
1

2(4l cosω)2
∑(

Fi x j + F j xi
)
, (20)

where 4l cosω is the size of the unit cell analyzed, Fi is the force acting on the boundary nodes and the
summation is over all these boundary nodes with coordinates xi . The stress σ = σ22 (work-conjugate to
the applied strain ε̄22 = ε) is evaluated in these simulations.

Finite element predictions of the effective Young’s modulus of the diamond topology collinear and tex-
tile cellular materials are plotted in Figure 4(a) as a function of the relative density ρ̄. The corresponding
analytical predictions in the infinite aspect ratio limit (A → ∞) are also included in Figure 4(a) and agree
well with the FE predictions, especially for the collinear material. The FE and analytical predictions of
the effect of the weave angle ω on the Young’s modulus of a ρ̄ = 0.16 collinear and textile material is
shown in Figure 4(b). The effective Young’s modulus of these materials increases with increasing ω and
good agreement is seen between the analytical and FE predictions.

Finite deformation FE simulations were performed to determine the peak compressive strength of
the diamond topology collinear and textile cellular materials assuming elastic ideally-plastic solid wires
with a yield strain εy = 0.5%. These peak compressive strength predictions are plotted in Figure 5
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Figure 4. Analytical and finite element predictions of the normalized Young’s modulus
of the collinear and textile sandwich core materials in the diamond orientation (A → ∞).
(a) Effect of relative density ρ̄ for the ω = ±45◦ diamond lattice structures and (b) the
effect of the strut inclination angle ω on the modulus for ρ̄ = 0.16 lattice materials.
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the relative density ρ̄. The struts were assumed to be made from an elastic ideally-plastic
solid with yield strain εy = 0.5% in these predictions.

along with the corresponding analytical estimates. For a yield strain εy = 0.5%, elastic buckling of the
constituent struts is the operative failure mode for relative densities less than approximately 0.06. The
finite element calculations are in good agreement with the analytical predictions for both the collinear
and textile materials in the elastic buckling as well as plastic yielding regimes.

3.2. Effective properties of the material in sandwich configuration. Finite element and analytical pre-
dictions of the Young’s modulus and compressive strength of the collinear and textile materials in the
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sandwich configuration are reported in this section. In all the FE calculations, a sandwich beam with
5 cells along the height H of the specimen was analyzed. The specimen aspect ratio was varied by
changing the specimen length L . All displacement and rotational degrees of freedom of the nodes along
the bottom surface were completely constrained while on the top surface, a uniform compressive displace-
ment in the x2-direction was specified with the other displacement and rotational degrees of freedom
constrained to zero. The work-conjugate force to the applied uniform displacement was employed to
define the applied nominal stress.

Analytical and FE predictions of the variation of the normalized Young’s moduli with sandwich aspect
ratio A ≡ L/H are plotted in Figures 6 (a) and (b) for the collinear and textile lattices, respectively. The
normalization factors in Figure 6 have been chosen such that the analytical predictions give a unique
curve (for all values of ρ̄) for the collinear and textile materials. Thus, for the collinear materials we plot
the normalized Young’s modulus E/(Es ρ̄) while for the textile materials we plot Eκ/(Es ρ̄), where

κ = 1.09 + 8(1 + ν)
(a

l

)2
, (21)

is a factor due to wire waviness in the textile material, see Equation (11).
There is a rapid reduction in the normalized modulus of both collinear and textile topologies as the

specimen aspect ratio A → 1. It is observed that the analytical model consistently underestimates the
FE predictions with the deviation between the FE and analytical predictions increasing in magnitude
with higher relative densities. As previously stated, the analytical expressions assume that only struts
connected to both sandwich faces carry load. However, the FE calculations indicate that struts connected
to only one facesheet are able to carry load via bending at the rigidly brazed nodes. This phenomena is
clearly seen in the FE predictions of the deformation of the ρ̄ = 0.16 textile sandwich lattice material
with aspect ratio A = 4 (Figure 7). These bending effects are neglected in the analytical predictions and
hence these estimates are lower than the FE predictions.

A comparison between the analytical and FE predictions of the variation of the peak compressive
strength of the collinear and textile sandwich lattices as a function of aspect ratio is shown in Figures 8
(a) and (b) for relative densities of ρ̄ = 0.16 and 0.24, respectively. Plastic yielding of the lattice trusses

a) initial mesh

b) compressed mesh

x
1

x
2

Figure 7. Deformed finite element mesh for an A = 4, ρ̄ = 0.16 diamond topology
textile sandwich core. Note that edge effects are clearly visible in the deformed mesh.
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is the operative collapse mode for these relative densities and thus we have normalized the strength as
σ/(σys ρ̄) so that the analytical predictions give a unique curve for both relative densities. Similar to
the comparisons presented in Figure 6, the analytical calculations underpredict the strength, because
the contribution to the strength from edge wires that carry some load by bending is neglected in those
calculations. Included in Figure 8 are best fits to the FE data for aspect ratios A > 1. Relations of the
form

σ

σys
≡

(
1 −

0.8
A tanω

)
sin2 ω · ρ̄, (22)

and
σ

σw
≡

(
1 −

0.6
A tanω

)
sin2 ω · ρ̄, (23)

accurately capture the finite element predictions in Figure 8 for the collinear and textile materials, re-
spectively.

Analogous finite element calculations also confirmed the accuracy of the simple analytical formulae
presented in Section 3 for the stiffness and strength of the collinear and textile materials in the square
orientation. Explicit comparisons are omitted for the sake of brevity.

4. Experimental assessments

The through thickness compressive stress versus strain responses of the collinear and textile sandwich
lattice materials in the diamond and square orientations were examined in the experimental investigation.
The compressive responses of the sandwich lattice specimens were measured at a nominal applied strain
rate 4 × 10−2 s−1. The measured load cell force was used to define the nominal applied stress and the
nominal through thickness strain in the lattice was estimated using a laser extensometer to monitor the
relative displacements of the facesheets.
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Figure 8. Analytical and finite element predictions of the aspect ratio dependence of
the peak compressive strength in the diamond orientation of the (a) collinear and (b)
textile sandwich core materials. The struts were assumed to be made from an elastic
ideally-plastic solid with yield strain εy = 0.5% in these predictions.



TRUSS WAVINESS EFFECTS IN CELLULAR LATTICE STRUCTURES 1669

4.1. Materials and testing. Schematics of the assembly method of the collinear and textile lattices made
from solid 304 stainless steel wires and plain weave textiles are shown in Figure 9. These assemblies
were then bonded by vacuum brazing as described by Queheillalt and Wadley [2005]. Sandwich panel
specimens were produced by brazing 2.5 mm thick, 304L stainless steel sheets to the top and bottom
faces of the as-cut specimens. Collinear sandwich lattice specimens were manufactured from solid 304
stainless steel wires of radius a = 0.73 mm spaced l = 5 mm apart while the textile sandwich lattices were
manufactured from 304L stainless steel wire meshes of wire radius a = 0.69 mm and cell size l = 5 mm.
The measured ρ̄ for the collinear lattice was 0.23 ± 0.005, while the measured ρ̄ for the textile lattice
was 0.22 ± 0.005.

The specimens in the diamond orientation had a height H = 21.2 mm and width W = 28.3 mm. A series
of through thickness compression tests on specimens with aspect ratios 0.5 ≤ A ≤ 7.0 were conducted by
varying the length L of the specimens. The effects of both aspect ratio A and height H were investigated
for the specimens in the square lattice orientation with W = 29.5 mm. The following two series of tests
were conducted on the square-orientation lattices assuming similar behavior exists between the two core
topologies:

• The aspect ratio dependence was investigated via a series of through thickness compression tests on
textile specimens with height H = 15 mm and aspect ratio A in the range 2.0 ≤ A ≤ 7.0.

• The effect of specimen height was explored via a series of through thickness compression tests on
A = 3 collinear specimens with heights H in the range 12.3 mm ≤ H ≤ 27.3 mm.

We note here that the width W of the specimens in all cases was sufficiently large such that negligible
deformation was observed in the x3-direction consistent with the plane strain assumption made in the
analysis reported above.

Tensile tests were conducted on the 304L stainless wires subjected to the same brazing cycle as that
used to manufacture the textile and collinear sandwich lattice specimens. The measured true stress
versus logarithmic strain response revealed that the parent material is adequately approximated as an

b) textile lay-upa) collinear lay-up

Figure 9. Sketches illustrating the manufacture of the (a) collinear and (b) textile cores.
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Figure 10. Measured compressive stress versus strain responses of (a) the ρ̄ = 0.23
collinear and (b) the ρ̄ = 0.22 textile diamond oriented cellular sandwich cores. Results
are plotted for selected values of the specimen aspect ratio, A.

elastic-plastic solid with Young’s modulus Es = 200 GPa, 0.2% offset yield strength σys = 189 MPa and
a linear hardening modulus Et ≡ dσ/dε ≈ 2450 MPa.

4.2. Results and discussion.

4.2.1. Diamond orientation. The through thickness nominal compressive stress versus nominal strain
responses of the diamond topology collinear and textile lattices are plotted in Figure 10 for samples with
aspect ratios 0.5 ≤ A ≤ 7.0. The modulus was measured via unload/reload curves within the elastic
loading regime and are plotted versus aspect ratio in Figure 6. (The unload/reload modulus portions
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Figure 11. Finite element predictions and measured values of the peak compressive
strengths for the diamond orientation (a) ρ̄ = 0.23 collinear and (b) the ρ̄ = 0.22 textile
sandwich core materials. Also included are the fits (Equations (22) and (23)) derived
from the ideally-plastic finite element simulations.
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of the stress-strain curves were removed from Figure 10 for the sake of clarity.) The measured Young’s
moduli agree well with FE predictions while the analytical calculations slightly underpredict the stiffness
because bending of the edge wires is neglected in the analytical estimates.

The peak compressive strength of both the collinear and textile lattices is plotted in Figure 11 as
a function of the specimen aspect ratio A. The peak compressive strength of both diamond lattices
increases with increasing specimen aspect ratio. The peak strength was achieved at compressive strains
in the range 5% to 10% indicating that the peak strengths of these stainless steel cellular material are
governed by plastic buckling of the constituent wires with the strain hardening of the 304 stainless steel
playing a significant role.

Finite element simulations of these experiments were repeated using a solid material having the mea-
sured characteristics of the as-brazed 304L stainless steel. A comparison between the strain hardening
finite element predictions and the measured peak compressive strength values is shown in Figure 11
for the two diamond lattices. Also included in Figure 11 are the elastic perfectly-plastic FE estimates
(Equations (22) and (23)) using σys = 189 MPa. Good agreement between the measurements and strain
hardening FE predictions (especially for A > 1) are observed whereas the ideally plastic simulations
significantly underpredict the peak strength at the highest aspect ratios. This confirms our expectation
that the strain hardening of the 304 stainless steel plays a significant role in establishing the peak strength
of these cellular materials. Note that some deviation is seen for A < 1. This is due to the FE simulation
assuming a perfectly rigid bond between nodes, whereas the brazed joint has a lower strength than the
parent material: node fractures were observed especially in the specimens with aspect ratios A < 1.

4.2.2. Square orientation. The through thickness compressive nominal stress versus nominal strain re-
sponses of the square lattices are shown in Figure 12. In Figure 12(a), the compressive responses of
collinear cores with an aspect ratio A = 3 are shown for three sandwich core heights, H . In Figure 12(b),
the effect of aspect ratio on the stress versus strain responses of the square textile lattices is investigated
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collinear (A = 3.0) and (b) the ρ̄ = 0.22 textile square oriented (H = 15.0 mm) cellular
sandwich core materials.
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Figure 13. Analytical predictions and measured values of the normalized Young’s mod-
ulus for the (a) ρ̄ = 0.23 square collinear and (b) the ρ̄ = 0.22 square textile sandwich
core materials as a function of specimen height H and aspect ratio A, respectively.

for a specimen height H = 15.0 mm. The peak compressive strength of the square collinear lattice is
seen to decrease with increasing core height while the specimen aspect ratio has a negligible effect.

The effective Young’s moduli were evaluated from unload/reload cycles prior to the onset of plastic
yielding of the square lattices. This data is plotted in Figure 13(a) as a function of sample height H and
in Figure 13(b) as a function of sample aspect ratio A ≡ L/H . The analytical predictions are included as
dashed horizontal lines in both figures. The analytical predictions are in good agreement with the square
collinear lattice data. A significant knock-down in the modulus of the textile material compared to that
of the collinear material was observed, and this waviness effect is well predicted by Equation (11).
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Figure 14. Analytical and FE predictions and measured values of the normalized com-
pressive strengths for the (a) ρ̄ = 0.23 square collinear and (b) ρ̄ = 0.22 square textile
sandwich core materials as a function of specimen height H and aspect ratio A, respec-
tively.
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The variation of the peak compressive strength of the A = 3 square collinear sandwich core with
core height H is plotted in Figure 14(a). The normalized peak strengths σ/(σys ρ̄) exceed 0.5 which
indicates that plastic buckling is the operative collapse mode in this case. Finite element predictions
(which include the strain hardening of the 304 stainless steel) of the peak strengths are also included in
Figure 14(a) and agree well with the experimental measurements. Experimental measurements and FE as
well as analytical predictions of the peak strengths for the H = 15 mm square textile lattice are compared
in Figure 14(b) for specimen aspect ratios in the range 2.0 ≤ A ≤ 7.0. Again, plastic buckling is the
operative collapse mode (the normalized peak strength σ/(σys ρ̄) exceeds 0.5) and the FE predictions
with material strain hardening included agree well with the measurements.

5. Conclusions

Metallic cellular materials are manufactured by laying-up either collinear arrays of solid wires (alter-
nating the direction of successive layers) or woven (textile) meshes. These two routes result in similar
lattice truss topologies which differ in the fact that the collinear lattice comprises straight struts while
the corresponding struts in the textile material are wavy. Analytical and finite element (FE) calculations
show that waviness of the struts results in about a 20% reduction in the stiffness and strength of the
textile lattice materials compared to the corresponding collinear materials.

Through-thickness compression tests were conducted on the collinear and textile cores in the diamond
and square orientations. In the diamond orientation the stiffness and strength are sensitive to the specimen
aspect ratio for aspect ratios less than about 4. By contrast, the properties of sandwich cores in the
square orientation are reasonably independent of the specimen aspect ratio but the strength decreases
with increasing core height due to buckling of the wires across the entire height of the sandwich core.
This mode is suppressed in the diamond orientation and thus the diamond orientation is considered more
useful from a practical standpoint.
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PLASTIC HINGES AS PHASE TRANSITIONS IN STRAIN SOFTENING BEAMS

GIANNI ROYER-CARFAGNI AND GIOVANNI BURATTI

A jump between the upper yield point and lower yield point is well evident in strain driven tests on low-
carbon steel bars. However, in the constitutive equations commonly used to model the elastic-plastic
flexure of beams this jump is usually neglected. Here, we show instead that such jump, albeit small,
may drastically vary the structural response, because it renders the moment-curvature relationship of the
beam strain-softening in type and with horizontal asymptotes. Because of this, with a process analogous
to a phase transition within the solid state itself, strain may suddenly localize in the form of concentrated
rotations of the beam axis, indeed forming a plastic hinge in the classical sense of limit analysis. There-
fore, the formation of plastic hinges, usually indicated as an approximate or technical model, is now
rigorously predicted by this approach. Experimental observations corroborate this finding.

1. Introduction

The elastic-plastic design of civil structures is classically associated with the plastic-hinge model which
allows the technical analysis of the bending of beams in a relatively simple manner. Following this
rationale, when a beam made of a ductile material, such as steel, is gradually loaded, plastic hinges
are assumed to develop at those sections where the bending moment reaches a certain threshold, that
is, at those sections rotations of any amount may occur while the bending moment remains fixed at the
threshold value [Neal 1963]. However, the plastic hinge model is traditionally considered an approximate
or technical model because, even when the material is idealized as elastic-perfectly plastic, regardless of
the shape of beam cross-section the bending moment M is a monotonically increasing function of the
beam curvature χ asymptotically approaching, but never reaching, the full plastic moment as χ → ∞.
Thus, the development of a plastic hinge can be read as a borderline case, never attained in practice, but
a very useful simplification in the structural analysis.

There are, however, some interesting but perhaps forgotten old experiments by Nakanishi et al. [1934],
which have provided a wealth of evidence describing how the plastic hinge model may indeed be more
accurate than expected. To illustrate, Figure 1 represents the bending moment M̄ versus sag δ relationship
measured from tests on simple supported beams with various cross-sections, loaded as in Figure 2. If
the material is considered elastic-perfectly plastic and, according to the Bernoulli–Navier hypothesis,
cross-sections remain planar in the deformation, then the flexure is uniform in the central portion A-B
of Figure 2, and the bending moment is a monotonically increasing function of the beam curvature χ ,
asymptotically approaching the full plastic threshold. However, this trend is not confirmed by experi-
ments. In fact, if the flexure were uniform, the M̄-δ diagrams of Figure 1 would also represent, by a
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Figure 1. Experimental M̄-δ relationships for beams with different cross-sections
[Nakanishi et al. 1934].

proper change of scale, the moment-curvature response of the beam. This is because the curvature of its
centroid line could be expressed, with the usual first-order approximation, as

χ(z)∼=
8δ
l2 . (1)

Quite surprisingly, the graphs of Figure 1 do not show monotonically increasing curves, but rather exhibit
a horizontal plateau, revealing that the bending moment remains constant while the beam sag increases
indefinitely as if a classical plastic hinge had developed.

In order to solve the apparent discrepancy between theoretical predictions and experimental results, we
simply propose to consider in the constitutive stress-strain law the jump between the so called upper yield
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Figure 2. Layout of the experimental configuration for tests of Figure 1 [Nakanishi et al. 1934].
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point (Oberestreckgrenze) and lower yield point (Unterestreckgrenze). Such jump is usually neglected in
the constitutive equations, although it is well evident in strain driven tests on low-carbon steel bars [Neal
1963]. For example, in Figure 3, which shows the engineering stress σ versus the engineering strain ε
diagrams as measured in one of the tests recorded in [Froli and Royer-Carfagni 1999], the ratio between
Oberestreckgrenze and Unterestreckgrenze is of the order of 1.12; this value may vary according to the
carbon level in the steel. In fact, at the nanoscale, the stress drop can be attributed to the pinning of
the dislocations (Peierls–Nabarro effect) due to the presence of solute atoms of carbons in the metallic
lattice [Cottrell 1953]. It has been demonstrated [Froli and Royer-Carfagni 2000] that the consideration
of such a jump is of crucial importance for the orderly formation, at the microscale, of slip (Lüder) bands
in stretched bars of mild steel.

For the case of bending, consideration of this jump is not without consequences because it renders
the elastic-plastic moment-curvature relationship M(χ) nonmonotone in type. Indeed, the nonmonotone
character of M(χ), analogously to the classical loops in the pressure versus volume isotherms of a
Van der Waals fluid, may produce a transition in the beam strain reminiscent of the sudden volume
change associated with the transition from the liquid to the vapor phase in the fluid. The extension of
Van der Waals model to solids has received much attention recently; see [Müller and Villaggio 1977;
Dunn and Fosdick 1980]. The relevant theories, which allow for stress- and deformation-induced phase
transitions within the solid state itself, predict discontinuous strain fields in reasonable agreement with
the experimental observations. Another characteristic feature of the M(χ) function that will be deduced
from the proposed constitutive σ -ε law, is that it exhibits a horizontal asymptote. Truskinovsky [1996] has
perhaps been the first to consider the consequences of assuming constitutive relationships with horizontal
plateaux for the one-dimensional case of a tensile bar, evidencing the consequent possibility of strain
localization, similar in type to the nucleation of passing through a crack.

 

Figure 3. Local σ -ε relationship in a stretched bar of mild steel [Froli and Royer-
Carfagni 1999]. Local strain measured with strain gauges.
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In this paper we will show that the loops and the horizontal asymptotes of the M(χ) constitutive law
may imply, similarly to phase transitions, a sudden strain localization in the beam, that is, a discontinuity
in the rotation field of the centroid line, analogous to the formation of a plastic hinge in the classical
meaning of limit analysis. An accurate reworking of the traditional technical theories from this novel
approach may be of importance, especially in the seismic design of civil engineering works, where the
plastic resources in terms of ductility play a decisive role in the structural performance.

2. Moment versus curvature relationships for elastic-plastic beams

To illustrate the consequences of considering a jump between the upper and lower yield points in the
stress-strain constitutive law, consider the case of a beam with constant cross-section under flexure. Ac-
cording to the Bernoulli–Navier hypothesis we assume that cross-sections remain planar during bending,
so that the elongation of each longitudinal fiber is directly proportional to the distance y from the neutral
axis by a coefficient χ , representing the curvature of the centroid line of the beam. In particular, consider
the simplest relationship between engineering stress σ and engineering strain ε of the type reported
in Figure 4. Clearly, the material is elastic-perfectly plastic, symmetric in tension and compression.
Nevertheless, it exhibits a well marked jump from Oberestreckgrenze to Unterestreckgrenze. For the
constitutive law σ(ε) can be written in the form

σ(ε)=


−σ0, ε <−ε0,

α σ0
ε0
ε, −ε0 ≤ ε ≤ ε0,

σ0, ε > ε0,

where ασ0, with α > 1, is the Oberestreckgrenze and σ0 the Unterestreckgrenze.
Let us now examine beams with cross-sections of three different shapes. Consider first a rectangular

cross section of depth h and width b. As the beam curvature χ is gradually increased, the distribution of
normal stress along the depth of the cross-section is of the type sketched in Figure 5, where χI denotes
the curvature corresponding to the elastic limit. When the curvature is increased beyond χI, the most
distant fibers from the neutral axis are strained beyond ε0 and, consequently, in these overstrained regions
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Figure 4. Stress-strain relationship with stress jump at yielding.
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Figure 5. Rectangular cross-section: stress distribution with discontinuous σ -ε relationship.

the stress remains constant and equal to the lower yield point stress, σ0. Further increasing the curvature,
more and more fibers reach the yield point until the entire beam, with the exception of a thin layer at the
neutral axis, becomes plastic. In Figure 5 this condition is referred to as the stage χ → ∞.

Denoting by y0 the distance from the fiber neutral axis at which the strain reaches the limit value ε0,
the relationship between bending moment and curvature is M(χ)=

2
3 Eby3

0χ + σ0b
(1

4 h2
− y2

0

)
, where

y0 =

{
h/2, χ ≤ χI,

ασ0/(χE), otherwise,

and E denotes the Young’s modulus. The corresponding moment-curvature M-χ relationship is repre-
sented in Figure 6 for different values of the parameter α. In particular, observe that for α > 3/2 the
M-χ curve exhibits a well-recognizable strain-softening branch. In this latter case, under a strain history
monotonically increasing the curvature χ , the work U consumed in deforming the beam per unit beam
length defined as

U (χ)=

∫ χ

0
M(η)dη (2)

is a nonconvex function with oblique asymptotes of the type schematically represented in Figure 7.
As a second example consider a beam whose cross-section is rhomboidal with depth bR and height

h R . The stress diagram for gradually increasing curvatures is shown in Figure 8, while the corresponding
M-χ relationship is qualitatively sketched in Figure 9. Again, when α > 3/2, the bending moment attains
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Figure 6. Bending moment versus curvature of beams with rectangular cross-section
for (a) 1< α < 3/2, (b) α = 3/2, (c) α > 3/2.
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 Figure 7. Rectangular cross section. Elastic-plastic work per unit length U (χ) for α > 3/2.
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Figure 8. Stress distribution for rhomboidal cross-sections.
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Figure 9. Bending moment versus curvature for rhomboidal cross-sections for (a)
1< α ≤ 3/2, (b) 3/2< α ≤ 2, (c) α = 2, (d) α > 2.
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Figure 10. I-shaped cross-section: stress distribution with discontinuous σ -ε relationship.

its maximum value at the (finite) curvature given by

χM =
3

2h R

3α− 4
2α− 3

, M(χM)=
(128α2

− 333α+ 216)α
324(4 − 3α)2

bRh2
R,

but such value is greater than the full plastic moment M0. Consequently, the M(χ) curve becomes
nonmonotone, with a strain softening branch. Correspondingly, the work consumed in deforming the
beam U (χ) results again in a nonconvex type when α > 3/2.

As a third, and perhaps most practically relevant example, consider an I-shaped cross section. The
stress-distribution at different values of the curvature is schematically represented in Figure 10, where
χI denotes again the elastic limit curvature and χII the curvature at which the flanges become plastic.
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Figure 11. Bending moment versus curvature for I-shaped beams for (a) α ≤ 60/59, (b)
60/59< α ≤ 12615/11569, (c) 12615/11569< α < 3/2, (d) α = 3/2, (e) α > 3/2.
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The M-χ curves obtained for different choices of the parameter α are schematically represented in
Figure 11. Remarkably, in the third example the dependence of the M-χ relationship on α is quite
nonlinear, and the nonmonotone character is observed also for very small values of α. This finding is
crucial for the forthcoming analysis, where a nonmonotone (strain-softening) character for the moment-
curvature relationship will be systematically assumed. The corresponding diagrams for the elastic-plastic
work U (χ) are sketched in Figure 12.

Note that in this case the nonmonotone character of the bending M-χ relationship is attained also
for small jumps in the stress-strain curve, specifically for α > 60/59. A value of this order is certainly
reached in practice; experimental tests on mild steel show that α ∼= 1.1 [Froli and Royer-Carfagni 1999].
Moreover, as the parameter α is varied within this range, the corresponding graphs of M(χ) and U (χ)
may exhibit loops that are different in kind. Thus, at least for I-shaped profiles, the discussion of the
cases when the moment-curvature relationship is of the type represented in Figure 11 acquires a practical
interest.

3. The energy functional

Consider a simply supported beam subject to a transversally distributed load q(z) and two couples,
WA and WB , acting at its ends (considered positive if oriented as in Figure 13). Let v(z) denote the
displacement component in the y-direction of the beam centroid axes at z, ϕ(z) the corresponding rotation
which is positive if counterclockwise, and define the curvature χ through the relationship χ(z)= ϕ′(z),
where the prime indicates a derivative with respect to z.
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Figure 12. Elastic-plastic work per unit length U (χ) in I-shaped beams for (a)
α ≤ 60/59, (b) 60/59< α ≤ 12615/11569, (c) 12615/11569< α < 3/2, (d) α = 3/2,
(e) α > 3/2.
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At this stage, the analysis will be limited to the case of holonomic plasticity only, so that a strain
energy functional can be defined. This produces noteworthy simplifications because the beam stable
equilibrium configurations will be associated with absolute minimizers of the energy functional. This
allows modern techniques in the calculus of variations to be applied to the corresponding nonconvex
minimization problem. Under these assumptions, the energy functional associated with the sum of the
strain energy and the potential energy of the applied loads can be written in the form

E[ϕ, v] =

∫ L

0
U
(
ϕ′(z)

)
dz −

∫ L

0
q(z)v(z)dz −

[
Wϕ(z)

]z=L
z=0 , (3)

where U (ϕ′)= U (χ) is the bulk energy density, defined as in Equation (2). In general, for the reasons
discussed in Section 2, U is an even, nonconvex function whose qualitative form will represented by one
of the graphs in Figure 12.

It is useful to introduce the quantity

T (z)= −

∫ z

0
q(z)dz + C1, (4)

where C1 is a constant whose value will be determined afterward. It is easy to recognize that when the
constant C1 represents the vertical reaction at point A of Figure 13, then T (z) denotes the shear force
acting at section z. The importance of Equation (4) is that it allows us to write a convenient expression
for the work of the external load. In fact, by setting

ϕ(z)∼= −
d
dz
v(z) (5)

as customary in the technical theory of beams, upon integrating by parts one obtains∫ L

0
q(z)v(z)dz =

∫ L

0
T (z)v′(z)dz −

[
T (z)v(z)

]z=L
z=0 = −

∫ L

0
T (z)ϕ(z)dz, (6)

that, once introduced into Equation (3), provides a simpler form of the total energy functional to be
minimized. In particular,

π [ϕ] =

∫ L

0
U
(
ϕ′(z)

)
dz +

∫ L

0
T (z)ϕ(z)dz −

[
W (z)ϕ(z)

]z=L
z=0 , (7)
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Figure 13. Generic layout of beam under flexure.
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since now only the rotation field ϕ comes into play. Using Equation (5) the boundary conditions
v(0)= v(L)= 0 can be equivalently restated in terms of ϕ only via∫ L

0
ϕ(z)dz = 0. (8)

Solutions of the variational problem have to be sought in the space of function of bounded variation on
[0, L], usually referred to as BV[0, L]. For our derivations we will need to use some notions of functional
analysis; see [Kolmogorov and Fomin 1975] for details and notation. The necessity of considering a space
of functions allowing for discontinuities such as the space BV comes essentially from the presence of
the oblique asymptotes in the strain energy function U (χ). In fact, due to the linear growth of U (χ) at
infinity, a finite value of the energy is associated with infinite curvatures.

To illustrate this point, let us take a step function of the type

H(z)=

{
0, 0 ≤ z < z0,

ϕ0, z0 ≤ z ≤ L ,

where ϕ0 is a fixed number. Consider then the sequence ϕH
(n) (z) defined by

ϕH
(n)(z)=


0, 0 ≤ z < z0,

ϕ0 n(z − z0), z0 ≤ z ≤ z0 + 1/n,

ϕ0, z0 < z ≤ L ,

converging to H(z) when n → ∞. The derivative of ϕH
(n)(z) with respect to the variable z is not null in

the interval z0 ≤ z ≤ z0 + 1/n only, where it is constant and directly proportional to n. But U (ϕ′(z))
has oblique asymptotes with slope ±M0; consequently, the strain energy remains bounded also when
n → ∞ because

lim
n→∞

∫ L

0
U
(
ϕH ′

(n)(z)
)
dz ∼= lim

n→∞

(
sgn(ϕ0)M0

ϕ0

1/n
1
n

)
= M0 ϕ0 sgn(ϕ0)= M0|ϕ0|, (9)

where sgn(ϕ0) denotes the sign of ϕ0. Therefore, since by Equation (9) the total energy is also limited
for functions with discontinuous rotation fields, the possibility of discontinuities must be contemplated
in a proper class of function in which minimizers have to be sought. Moreover, the energy functional
given in Equation (3) must be modified to account for the energy associated with the singularities of the
rotation field.

The energy contribution due to concentrated rotations has been evaluated with a limit procedure by
Royer-Carfagni [2001]. Here we only recall the main results, which were also discussed in [Del Piero
2003]. First of all, recall by Lebesgue decomposition [Kolmogorov and Fomin 1975] that any function
ϕ of bounded variation can written in the form

ϕ(·)= ϕa(·)+ϕs(·)+ϕd(·), (10)

that is, the sum of a function ϕa whose derivative, in the sense of distributions, is absolutely continuous
with respect to the Lebesgue measure, a singular Cantor-like function ϕs and a jump function ϕd . Then,
the new energy functional 5[ϕ] to be considered [Royer-Carfagni 2001] has the property that 5[ϕ]
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coincides with π [ϕ] of Equation (7) whenever dϕ(z) is absolutely continuous, that is, dϕs = dϕd ≡ 0.
Furthermore, lim infn→∞ π [ϕ(n)] =5[ϕ] for any sequence ϕ(n) converging in a suitable topology 1 onto
a singular function ϕ with null absolutely continuous part, that is, with ϕa ≡ 0.

The result is as follows. Recalling that any function in BV: R → R can be written as the sum of a
nondecreasing function and a nonincreasing function [Kolmogorov and Fomin 1975], using Equation (6)
and writing ϕs as the sum of a nondecreasing and nonincreasing functions ϕ+

s and ϕ−
s acting in their

domains of definition J+ and J−, respectively, the energy stored in the beam, obtained by augmenting
Equation (3) of the contribution due to possible irregularities in the rotation field, can be written in the
form [Royer-Carfagni 2001; Del Piero 2003]

5[ϕ] =

∫ L

0
U (ϕ′

a)dz + M0

( ∫
J+

dϕ+

s −

∫
J−

dϕ−

s

)
+ M0

∑
z∈0(ϕ)

∣∣[[ϕ]](z)
∣∣

+

∫ L

0
T (z)ϕ(z)dz −

[
W (z)ϕ(z)

]z=L
z=0 , (11)

where 0(ϕ) is the (countable) set of discontinuity points of ϕ and [[ϕ]](z) := ϕ(z+)−ϕ(z−) is the jump
of ϕ at z ∈ 0(ϕ). It should be remarked that in addition to a bulk term Equation (11) also consists of a
surface or interfacial part, that is, the part associated with the Cantor part dϕs and jump part [[ϕ]] of ϕ.
Such parts take into account of the energy consumed at those points where the beam curvature becomes
infinite.

The energy functional has to be minimized in the class ϕ ∈ BV[0, L] → R subject to the condition∫ L

0
ϕ(z)dz =

∫ L

0
ϕa(z)dz+

∫ L

0
ϕs(z)dz+

∫ L

0
ϕd(z)dz = 0, (12)

analogous to Equation (8). In what follows, we will consider the variational problem of minimizing 5[ϕ]

for two specific cases.

4. Simple supported beam under uniform bending

Consider first the bending of an originally straight beam loaded by bending moments at its ends, that
is, W (z = 0) = WA, W (z = L) = WB and q(z) ≡ 0 in the notation of Figure 13. To analyze the
stationary points of the energy functional Equation (11), observe first that q(z) = 0 and Equation (6)
imply

∫ L
0 T (z)ϕ(z)dz = 0. Let then ϕ∗(z) ∈ BV : [0, L] → R be a minimizer of 5[ϕ] of Equation (11),

and consider the variation ϕ∗
+ εψ . Lebesgue’s decomposition (10) gives

ψ = ψa +ψs +ψd ∈ BV : [0, L] → R, (13)

with dψ consisting of the absolutely continuous part dψa , the singular part dψs and the jump part dψd .
Then, by the boundary condition (8), ψ has to satisfy∫ L

0
ψ(z)dz =

∫ L

0
ψa(z)dz +

∫ L

0
ψs(z)dz +

∫ L

0
ψd(z)dz. (14)

1The weak* topology in the space of measures [Buttazzo 1989].
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The necessary conditions for equilibrium, yielded by a standard procedure of calculus of variation, are
given by the inequality

lim
ε→0+

5[ϕ∗
+ εψ] −5[ϕ∗

]

ε
≥ 0, for all ψ. (15)

For the following, it is convenient to introduce the function

M∗(z)= U ′
(
ϕ∗′

a (z)
)
, (16)

representing the bending moment in the beam. Three classes of perturbations will be considered.
In the first case, let dψ = dψa , dψs = dψd = 0, that is, the perturbation is represented by a rotation

field whose distributional derivative is absolutely continuous with respect to the Lebesgue measure. Since
two-sided variations are allowed, the inequality (15) reduces to the equality

0 = d5[ψ] =

∫ L

0
U ′
(
ϕ∗′

a (z)
)
ψ ′

a(z)dz −
[
W (z)ψa(z)

]z=L
z=0 ,

that, after integrating by parts and using Equation (16), can be rewritten in the form

0 = d5[ψ] =
[
U ′
(
ϕ∗′

a (z)
)
ψa(z)

]z=L
z=0 −

∫ L

0

d
dz

U ′
(
ϕ∗′

a (z)
)
ψa(z)dz −

[
W (z)ψa(z)

]z=L
z=0

= −

∫ L

0

d
dz

M∗(z)ψa(z)dz +
[(

M∗(z)− W (z)
)
ψa(z)

]z=L
z=0 . (17)

Because of the arbitrariness of ψa and Equation (14), this is satisfied if and only if

−
d
dz

M∗(z)= C = const, M∗(z = 0, L)= W (z = 0, L). (18)

These are the standard equilibrium equations at the interior points and at the ends of the beam, respectively.
Consequently, integrating the first equation of (18), with the natural conditions given in the second part
of (18) one gets

M∗(z)=
WB − WA

L
z + WA. (19)

In the particular case of uniform bending whence WA = WB as in Figure 2, Equation (19) reduces to

M∗(z)= WA. (20)

As a second case, consider the variation dψ = dψa + dψs , dψd = 0. Condition (15) yields∫ L

0
M∗(z)ψ ′

a(z)dz + M0

( ∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
−
[
W (z)ψ(z)

]z=L
z=0 ≥ 0, (21)
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with J0 = Supp[dψs]\{J+ ∪ J−}, where Supp[dψs] denotes the support of dψs . Consequently, integrating
by parts the first integral and recalling that ψa = ψ −ψs , we get

−

∫ L

0

d
dz

M∗(z)ψ(z)dz +

∫ L

0

d
dz

M∗(z)ψsdz +
[
M∗(z)ψa(z)

]z=L
z=0

+ M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
−
[
W (z)ψ(z)

]z=L
z=0 ≥ 0. (22)

However, from the conditions (14) and (18) the first term vanishes. Thus, integrating by parts once more
and using Equation (18), Equation (22) can be put into the equivalent form

−

∫ L

0
M∗(z)dψs + M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
+
[(

M∗(z)− W (z)
)
ψ(z)

]z=L
z=0

= −

∫ L

0
M∗(z)dψs + M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
≥ 0.

From this inequality, after subdividing the first integral into the same portions, J+, J− and J0 and using
the arbitrariness of dψs , one gets the following conditions

M(z)= M0, for all z ∈ J+,

M(z)= −M0, for all z ∈ J−,

−M0 ≤ M(z)≤ M0, for all z ∈ J0. (23)

In words, the bending moment cannot take values outside the interval [−M0,M0]. Moreover, where the
rotation field presents positive or negative discontinuities, the bending moment must be equal to M0 or
−M0, respectively.

Finally, assume a perturbation dψ = dψa +dψd , dψs = 0, such that the term ψd satisfies the condition

ψd =

{
0, 0 ≤ z < z0,

[[ψd ]](z0) 6= 0, z0 ≤ z < L .
(24)

If [[ϕ∗
]](z0) = 0 one obtains

∫ L
0 M∗(z)ψ ′

a(z)dz + M0|[[ψd ]](z0)| − [W (z)ψ(z)]z=L
z=0 ≥ 0, that, due to

Equations (14) and (18), similarly to the second case, can be rewritten as

−

∫ L

0
M∗(z)dψd +

[
M∗(z)ψd(z)

]z=L
z=0 +

[
M∗(z)ψa(z)

]z=L
z=0 + M0

∣∣[[ψd ]](z0)
∣∣− [W (z)ψ(z)

]z=L
z=0

= −M∗(z0)[[ψd ]](z0)+ M0
∣∣[[ψd ]](z0)

∣∣+ [(M∗(z)− W (z)
)
ψ(z)

]z=L
z=0

= −M∗(z0)[[ψd ]](z0)+ M0
∣∣[[ψd ]](z0)

∣∣≥ 0,

giving the condition −M0 ≤ M∗(z0)≤ M0. Otherwise, if [[ϕ∗
]] (z0) 6= 0, one finds∫ L

0
M∗(z)ψ ′

a(z)dz + M0
(
[[ψd ]](z0)

)
sgn

(
[[ϕ∗

]](z0)
)
−
[
W (z)ψ(z)

]z=L
z=0 ≥ 0.



1690 GIANNI ROYER-CARFAGNI AND GIOVANNI BURATTI

Consequently, −M∗(z0)[[ψd ]](z0)+ M0
(
[[ψd ]](z0)

)
sgn

(
[[ϕ∗

]](z0)
)
≥ 0. Since [[ψd ]](z0) is arbitrary, this

is equivalent to the condition
M∗(z0)= M0sgn

(
[[ϕ∗

]](z0)
)
, (25)

from which it follows that at the jump points of ϕ∗ the function M∗ can assume the values M0 or −M0.
The sign of the bending moment is consistent with the sign of the jump, as stated by Equation (25).

The analysis of the second variation for the energy functional (11) provides the simple inequality

U ′′
(
ϕ∗′

a
)
≥ 0. (26)

It is then clear that any field that solves the Euler equations, but attains the softening branches of the
moment curvature relationship, that is, the concave portion of the strain potential, corresponds to an
unstable equilibrium configuration.

Finally, for a complete characterization of minimizers it is convenient to introduce an auxiliary problem
known as the relaxed problem. After a well known procedure in the calculus of variations [Buttazzo
1989], the relevant procedure consists of the minimization of the relaxed strain energy functional

5∗∗
[ϕ] =

∫ L

0
U∗∗(ϕ′

a)dz + M0

(∫
J+

dϕ+

s −

∫
J−

dϕ−

s

)
+ M0

∑
z∈0(ϕ)

∣∣[[ϕ]] (z)
∣∣

+

∫ L

0
T (z)ϕ(z)dz −

[
W (z)ϕ(z)

]z=L
z=0 . (27)

This functional is identical to 5[ϕ] of Equation (11) except for the strain energy density U that has been
substituted with its lower-convex envelope U∗∗, that is, the lower convex function which supports U from
below. Observe that U∗∗ is identified by the envelope of the lines that are tangent but not intersecting the
graph of U and, for the cases shown in Figure 12, such envelope is delimited by those tangent lines which
are parallel to the oblique asymptotes of U . Correspondingly, the graph of U∗∗′ presents a horizontal
plateau in correspondence with the horizontal asymptote of U ′.

As discussed at length by Royer-Carfagni [2001], the relationship between the original energy (11)
and the relaxed energy (27) consists of the fact that minimizers ϕ∗of 5[ϕ] enjoy the properties that
U∗∗(ϕ∗′

a (z)) ≡ U (ϕ∗′
a (z)), ∀z ∈ (0, L). In other words, the beam curvature χ∗(z) ≡ ϕ∗′

a (z) can only
attain those values at which U coincides with its lower convex envelope U∗∗. This finding, first ob-
served by Truskinovsky [1996], represents the natural extension to localized deformations of the well
known Ericksen’s problem of a tensile bar with nonconvex strain energy [Ericksen 1975]. In conclusion,
solutions of the nonconvex minimization problem can be equivalently investigated by considering the
associated relaxed minimization problem that, in the one-dimensional case, is obtained by substituting
the strain energy function with its lower convex envelope.

In order to characterize the equilibrium states of the beam, one has to consider the conditions (18),
(23) and (25). One of the main results due to Equation (23)3, is that deformation paths made of stable
equilibrium configurations cannot attain values of the bending moment outside the interval [−M0,M0],
whose extremities are defined by the levels of the horizontal asymptotes of the moment-curvature rela-
tionship. For the cases represented in Figure 11 it follows, in particular, that those parts of the linear
elastic path passing through the origin that are outside the interval [−M0,M0] are inaccessible via stable
configurations and should be regarded as points of metastable equilibrium.
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Now, let a beam be gradually strained according to the static scheme of Figure 2, corresponding to
the Nakanishi experimental condition referred to in Section 1. The central portion A-B of the beam is
uniformly bent, that is, WA = WB ≡ M̄ and q = 0 in the scheme of Figure 13, so that Equation (20)
holds. Imagine now that a closed loop control of the loading device allows to gradually increase the sag
δ by controlling applied force M̄/a of Figure 2 (strain driven test), and consider the beam response for
various forms of the M-χ constitutive relationships, of the type represented in Figure 11.

Consider first the case of part (a) of Figure 11, where the M-χ law is strain-hardening in type and
the associated strain potential strictly convex. Then, whenever M̄ < M0, by Equation (23) the rotation
field ϕ∗(z) must be absolutely continuous, that is, ϕ∗

s (z) = ϕ∗

d(z) ≡ 0. Consequently, the curvature is
uniform and, by Equation (1), a unique value of the sag δ corresponds to each value of M̄ . According
to Equation (25), strain localization in the form of concentrated rotations may occur when M̄ reaches
the threshold value M0, but before reaching such a value the beam curvature has to become, at least in
theory, infinite. In other words, whenever the constitutive relationship M-χ is monotonically increasing,
the beam is bent with uniform curvature. Consequently, because of Equation (1), the experimental tests
of Figure 1 should provide a M versus δ response that should be similar, at the qualitative level, to the
M versus χ graph of Figure 11 in part (a). However, Nakanishi’s results do not corroborate this finding.

As a second case, assume that the constitutive law of the bar is the one of part (b) of Figure 11. What
should be observed now is that whenever the bending moment M̄ satisfies MII < M̄ < MI, there are three
values of the curvature that correspond to the same value of M̄ . In this situation, the characterization of
minimizers is analogous to that recorded by James and Fosdick [1981], even if the energy they considered,
though nonconvex, exhibited a superlinear growth at infinity that prevented the formation of singularities
in the minimizing field. Introducing the Maxwell line M = MM in the graph of the function M(χ)
determined by the equal area rule as in part (a) of Figure 14 and the lower convex envelope of the potential
U (χ) as in part (b), and recalling Equation (1), the M̄-δ relationship resulting from the corresponding
nonconvex minimization problem takes the form

M̄ =


M(8δ/ l2), δ ≤ δA = χAl2/8,

MM, δA ≤ δ ≤ δB = χBl2/8,

M(8δ/ l2), δ ≥ δB = χBl2/8.

M U

M 0

MM

χΙΙ

M I

M II

χΑ χΒ χΙΙχΑ χΒ χ

o o

χ
χΙ χΙ

∞ ∞

 
 (a) (b) 

 
(a) (b)

Figure 14. Equilibrium configuration path for case (b) in Figure 11: (a) M-χ relation-
ship, (b) U -χ relationship.
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In particular, similarly to phase transitions [Ericksen 1975], provided the test is strain driven, when
M̄ = MM the beam curvature may take the constant value χ =χA on a portion of length lA and the constant
value χ = χB on a portion of length lB = l − lA satisfying 8δA/ l ≤ χAlA +χBlB ≤ 8δB/ l. Consequently,
the M̄-δ response exhibits a plastic plateau in correspondence of the Maxwell line, followed by a work-
hardening branch. Likewise, in the previous case, by Equation (25) concentrated rotations may develop
when M̄ approaches M0, but only after that the beam curvature has attained very large uniform curvatures.
However, this response again does not match the experimental results of Figure 1.

The situation becomes more involved when the moment-curvature relationship M(χ) is as in part (c)
of Figure 11. Clearly, when M̄ ≤ MII to each value of the bending moment corresponds one and only one
value of the beam curvature. Therefore, the central portion A-B of Figure 2 becomes uniformly bent and,
by Equation (1), the corresponding sag ends up being δ = M−1(M̄)l2/8. Moreover, by Equation (23) one
finds that stable equilibrium states must satisfy 0 ≤ M̄ ≤ M0. Consequently, any equilibrium configuration
attaining the branches with M̄ ≥ M0 has to be considered metastable.

It should be noticed, however, that when MII ≤ M̄ ≤ M0 there are still three different values of the
curvature which correspond to the same value of the applied bending moment. On the one hand, the
second variation condition (26) rules out the possibility of attaining the strain softening branch, which
corresponds to unstable equilibrium states. On the other hand, it is possible to find equilibrium states for
which the beam curvature takes two distinct values, one in the interval (χI MII/MI, χI M0/MI), that is, on
the first linear elastic branch, the other in the strain hardening branch (χII,+∞), both corresponding to
the same value of the bending moment M̄ . In order to recognize if such states are of stable equilibrium,
it is necessary to consider the relaxed problem and the minimization of the relaxed energy (27), obtained
by introducing the lower convex envelope of the strain energy U (χ) in part (c) of Figure 12. The lower
convex envelope is represented with bold face in part (b) of Figure 15 and the corresponding moment-
curvature relationship M(χ), which follows the Maxwell line at M = M0, in part (a) of Figure 15.
The result is that curvatures attaining the branch (χII,+∞) do not correspond to minimizers because
U (χ) 6= U∗∗(χ) when χ ∈ (χII,+∞) [Royer-Carfagni 2001]. In particular, Royer-Carfagni [2001]
demonstrated that it would be possible to lower the energy by considering curvature in the branch (0, χA).
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(a) (b)

Figure 15. Equilibrium configuration path for case (c) of Figure 11: (a) M-χ relation-
ship, (b) U -χ relationship.
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(a) (b)

Figure 16. Equilibrium configuration path for case (e) of Figure 11: (a) M-χ relation-
ship, (b) U -χ relationship.

In conclusion, when Equation (1) holds, the M̄-δ relationship takes the form

M̄ =

{
M(8δ/ l2), δ ≤ δA = χAl2/8,

MM, δ > δA.
(28)

It is important to remark that with a process similar to a phase transition when the moment approaches
M0, the strain is instantaneously localized at some point of the beam axis under the form of a concentrated
rotation. At that point the curvature increases infinitely, and the corresponding kinematic characterization
is analogous to the nucleation of a perfectly plastic hinge. One of the surprising results of this analysis
is the predicted M̄ versus δ response of Equation (28) matches surprisingly well with the diagrams of
Figure 1. In particular, the plastic plateau has to be associated with the formation of a plastic hinge which
may indefinitely increase the value of the sag δ while keeping fixed the value of the bending moment
M̄ . Moreover, the apparent transition from an upper to a lower yield point in some of the diagrams of
Figure 1 may be associated with the attainment of metastable equilibrium states which touch those points
in the first linear elastic branch of Figure 15, above the threshold value M = M0.

A similar response can be obtained when the bending moment-curvature relationship is of the type
indicated in parts (d) or (e) of Figure 11. The main difference with the previous case (c) is that now

L

q

A B

z

y

ν(z)

ϕ(z)

 

Figure 17. The propped cantilever layout.
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there is no strain hardening branch for χ ≥ χI. Therefore, by Equation (23), stable equilibrium states
can only attain the curvature interval (χ, χA) when M̄ < M0. Strain localization occurs at M̄ = M0 and
neither MI nor MII can be attained (see Figure 16). The form of the energy minimizers is analogous to
that expressed in Equation (28).

5. The propped cantilever

To discuss a statically undetermined structure, let us consider the propped cantilever of Figure 17 under
the uniform transverse load q. Such a problem has been already recorded in [Royer-Carfagni 2001;
Del Piero 2003] for a particular form of a moment-curvature relationship, analogous to that of part (e)
of Figure 11, but now the analysis is extended to the remaining cases of that figure. Obviously, if the
material response is symmetric in tension and compression, the beam M-χ response is symmetric when
the bending moment changes its sign. As a result, the properties of Figure 11 are extended symmetrically
with respect to the origin in order to account for this possibility.

Let us briefly recall the main equations of [Royer-Carfagni 2001]. Keeping the notation of Section 4,
and once more taking the rotation ϕ as the independent variable, the functional to be minimized is
5[ϕ] of Equation (11) with W (0)= W (L)= 0. Using Equations (5) and (10), the boundary conditions
v(0)= v(L) give again Equation (12), to which the additional condition ϕ(0)= 0 has to be applied. If
ϕ∗(z)∈ BV : [0, L] → R is a minimizer of 5[ϕ], then considering the variation ϕ∗

+εψ with ψ satisfying
Equation (13), one obtains again Equation (14) subject to the additional restriction ψ(0)= 0.

We now consider particular variations. First, let dψ = dψa , dψs = dψd = 0. Defining the bending
moment M∗(z) as in Equation (16), the first variation condition (15) gives, after an integration by parts
analogous to Equation (17), the condition

d5[ψ]=

∫ L

0
M∗(z)ψ ′

a(z)dz+
∫ L

0
T (z)ψa(z)dz =

[
M∗(z)ψa(z)

]z=L
z=0 +

∫ L

0

(
−

d
dz

M∗(z)+T (z)
)
ψa(z)dz =0.

Since the sign of ψa is not restricted and ψa(0)= 0, this is satisfied if and only if

M∗(L)= 0, −M∗′(z)+ T (z)= const. (29)

Evaluation of Equation (29)2 at z = 0 gives C = −M∗′(0)+ T (0) or equivalently, using Equation (4),
C = −M∗′(0)+ C1, where C1 represents the vertical reaction at the clamped section A, considered
positive if upwards oriented. Without loss of generality, assuming C1 = M∗′(0) gives C = 0. Then from
Equations (4) and (29)2, the equilibrium equations may be written as

−M∗′(z)+ T (z)= 0, T (z)= M∗′(0)−
∫ z

0
q(t)dt . (30)
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As a second case consider the variation dψ = dψa + dψs , dψd = 0. Defining J+, J−, and J0 as in
Equation (21), condition (15) yields∫ L

0
M∗(z)ψ ′

a(z)dz + M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
+

∫ L

0
T (z)(ψa +ψs)dz

=
[
M∗(z)ψa(z)

]z=L
z=0 + M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
+

∫ L

0
T (z)ψs(z)dz

=
[
M∗(z)

(
ψa(z)+ψs(z)

)]z=L
z=0 + M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
−

∫ L

0
M∗(z)dψs

= M0

(∫
J+

dψs −

∫
J−

dψs +

∫
J0

|dψs |

)
−

∫ L

0
M∗(z)dψs ≥ 0,

where we have integrated by parts, used Equation (30)1, and in the last line used the fact that ψa(0)+
ψs(0)= 0 and M∗(L)= 0. Because of the arbitrariness of dψs , this again yields condition (23).

Finally, assume a perturbation dψ = dψa + dψd , dψs = 0, with ψd of the form (24). If [[ϕ∗
]](z0)= 0,∫ L

0
M∗(z)ψ ′

a(z)dz +

∫ L

0
T (z)

(
ψa(z)+ψd(z)

)
dz + M0

∣∣[[ψd ]](z0)
∣∣≥ 0,

which, in view of Equation (30), gives

[
M∗(z)ψa(z)

]z=L
z=0 +

∫ L

0

(
−M∗(z)+ T (z)

)
ψadz +

[
M∗(z)ψd(z)

]z=L
z=0 −

∫ L

0
M∗(z)dψd + M0

∣∣[[ψd ]](z0)
∣∣

= −M∗(z0)[[ψd ]](z0)+ M0
∣∣[[ψd ]](z0)

∣∣≥ 0,

and, consequently, the condition −M0 ≤ M∗(z0)≤ M0. Otherwise, if [[ϕ∗
]](z0) 6= 0, one obtains∫ L

0
M∗(z)ψ ′

a(z)dz +

∫ L

0
T (z)

(
ψa(z)+ψd(z)

)
dz + M0

(
[[ψd ]](z0)

)
sgn

(
[[ϕ∗

]](z0)
)

= −M∗(z0)[[ψd ]](z0)+ M0
(
[[ψd ]](z0)

)
sgn

(
[[ϕ∗

]](z0)
)
≥ 0,

and, since [[ψd ]](z0)is arbitrary, condition (25) follows.
The complete characterization of minimizers of the energy functional (11) again requires the second

variation inequality (26) and the additional condition coming from the relaxed energy functional (27),
that is, the beam curvature χ∗(z)≡ ϕ∗′

a (z) can only attain those values at which U and its lower convex
envelope U∗∗ coincide.

The detailed derivation of the solution follows that in [Royer-Carfagni 2001; Del Piero 2003]. The
starting point is the equilibrium equation (30)1. Considering Equation (4) from which we have T (z)=
qz + C1, the differential equation (30)1 can be easily integrated and, by introducing the natural condition
M∗(L)= 0, it provides the expected parabolic dependence of M∗ upon z, that is,

M∗(z)=
1
2q(L2

− z2)− C1(L − z). (31)

However, because of Equation (23), M∗ can take values only within the admissible range [−M0,M0].
Such a state coincides with the equilibrium states of a properly defined elastic-perfectly plastic beams, for
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which the plastic plateau is defined by the horizontal asymptotes of the M-χ curve. We notice that, due
to the parabolic dependence of M∗ on z, the first two equations of (23)) exclude the presence of plastic
zones of finite length along the beam, so that if a plastic deformation occurs, it has to be concentrated at
isolated points. In addition, condition (25) at the jump points of ϕ∗ is analogous to that associated with
a plastic hinge in the classical sense. Let us then consider, more in detail, the various possibilities.

Consider first the strain hardening M-χ law of part (a) of Figure 11. Assume that the load q and the
constant C1 in Equation (31) are such that −M0 < M∗(z) < M0. Then, by Equation (23) the rotation field
ϕ∗(z) is absolutely continuous, that is, ϕ∗

s (z)= ϕ
∗

d(z)≡ 0, and the corresponding curvature χ∗(z)≡ ϕ∗′
a (z)

can be found from the assumed M-χ constitutive relationship with Equation (31), as a function of C1. The
value of the constant C1 is found by imposing Equation (12) and the boundary condition ϕ(0)= 0, and
checking a posteriori that indeed −M0<M∗(z)<M0. If the applied load q is gradually augmented, using
the aforementioned procedure there will be a value of q such that |M∗(z)| reaches first the threshold value
M0 at some point, say zR , usually coinciding with the constrained extremity A of Figure 17. However,
before reaching such a value, the beam curvature becomes infinitely large in a neighborhood of such a
point. Further increasing the load q , the bending moment cannot increase any more at zR , but the effect
of the resultant rotation is that of producing a redistribution of the bending moments along the beam axis.
Eventually, the threshold value M0 is reached at a second point; infinitely large deflection of the beam
may now occur because of the formation of a collapse mechanism.

As the second case, let the M-χ relationship be the one of part (b) of Figure 11. When |M∗
|< MII, the

rotation field ϕ∗(z) and the value of the constant C1 in Equation (31) can be found as already discussed.
If q is further augmented, then in a certain portion of the beam axis MII < |M∗

|< MM, being M = MM

the Maxwell line as part (a) of Figure 14. In this portion there are three values of the curvature that
may correspond to the same value of the sectional bending moment, but minimizers of the energy can
only take values on the first linear branch, that is, |χ∗

| < χA because on this branch only the strain
potential U of Equation (11) and its lower convex envelope U∗∗ of Equation (27) coincide. Increasing q ,
then at some section, say again zR , |M∗(zR)| = MM. It is well known [Ericksen 1991] that in this case,
analogously to a stress driven test, the beam curvature |χ∗(zR)| jumps from the value χA to the value χB

along the Maxwell line of part (a) of Figure 14. Increasing q , the bending moment also increases, but the
beam curvature can never attain values in the interval (χA, χB). In other words, the moment-curvature
relationship is that corresponding to the points where U and its lower convex envelope U∗∗ coincide,
represented as well in part (b) of Figure 14. Eventually, like the previous cases, Equation (25) tell us
that concentrated rotations may develop at those sections where |M∗

| approaches M0, but only after the
beam curvature has reached very large uniform curvatures. The beam collapses when the threshold value
M0 is reached at two distinct sections of the beam.

When the M-χ relationship is that of part (c) of Figure 11, the rotation field ϕ∗(z) and the constant C1

in Equation (31) can be found as in the previous cases provided the load q is so small that |M∗(z)|< MII

for all z ∈ (0, L), that is, when one and only one value of the beam curvature corresponds to each value of
the bending moment. If q is increased so that MII ≤ |M∗(z)| ≤ M0 for some z, then it is possible to find
equilibrium states for which the absolute value of the beam curvature takes two distinct values, one in the
interval (χI MII/MI, χI M0/MI), that is, on the first linear elastic branch, and the other in (χII,+∞), both
corresponding to the same value of the bending moment. Again, the possibility of attaining the strain
softening branches is ruled out by the second variation condition (26). Moreover, consideration of the
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relaxed energy (27), represented in this case in part(b) of Figure 15, implies that only the linear elastic
branch can be attained by minimizers, because if |χ∗(z)| ∈ (χII,+∞) then U (χ∗(z)) 6= U∗∗(χ∗(z)).

The process of formation of a plastic hinge deserves some comments (see [Royer-Carfagni 2001]
for more details). Let us assume the beam is progressively loaded. Eventually, the bending moment
approaches the limit thresholds M0 (or −M0) at some points. A further increase of q involves the instan-
taneous formation of a concentrated rotation, that is, the point representative of M and χ immediately
reaches an infinite curvature corresponding to the point at infinity of the horizontal asymptotes of part
(c) of Figure 11.

Indeed, neither the softening branches of the moment-curvature relationship nor bending moments
in absolute value greater than M0 are accessible via deformation paths made of stable equilibrium con-
figurations. The beam collapses when the threshold value M0 is reached at two distinct sections of the
beam.

The beam response is very similar to the one just presented when the bending moment versus curvature
relationship is of the type indicated in parts (d) or (e) of Figure 11 As discussed in Section 4, the main
difference from case (c) is that now there is no strain hardening branch for χ ≥ χI. Therefore, by
Equation (23) stable equilibrium states can only attain the curvature interval (χ, χA) when |M∗(z)|< M0.
Strain localization occurs when |M∗(z)| = M0 at a certain cross section; the value of the bending moment
remains fixed at that section, while concentrated rotations are allowed. When q is further increased, this
produces a redistribution of the bending moment along the beam axis until, eventually, M0 is reached at
another cross section and we achieve collapse.

6. Discussion and conclusions

The main result of this work consists in having observed that the notion of plastic hinge, usually referred
to as an approximate or technical model in the classical plastic methods of structural analysis may be, as
a matter of fact, more accurate than traditionally reputed. In the classical approach, when the material is
modeled to be elastic-perfectly plastic and cross sections are assumed to remain planar in the deformation,
the bending moment M is a monotonically increasing function of the beam curvature χ , asymptotically
approaching, but never reaching, the full plastic moment M0 as χ → ∞. Ingenious solution methods,
such as the approach by Neal and Symonds in limit analysis [Neal 1963] have been developed under the
simplifying assumption that the bending moment remains a linear function of the beam curvature up to the
attainment of the full plastic moment, at which strain localization under the form of concentrated rotations
of the beam axis may indefinitely occur; this is the so-called plastic hinge model. Traditionally, such
methods are considered approximate since the transitory stage when the cross section is only partially
yielded is neglected.

On the other hand, here we have shown that a response that matches the static-kinematic response of
the plastic hinge model can be reproduced by maintaining the most classical Bernoulli–Navier hypothesis,
that is, that cross sections remain planar in the deformation, but simply considering the stress jump from
an upper to a lower yield point in the material stress-strain constitutive law. Indeed, such a jump is well
evident in strain driven experimental tests [Froli and Royer-Carfagni 1999] and is responsible for the
orderly formation of Lüder’s bands [Froli and Royer-Carfagni 2000]. This jump is usually neglected
in the elastic-plastic technical theories, but once it is considered, the moment-curvature relationship,
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deduced under the same hypotheses of the classical theories of beams, exhibits a strain-softening branch,
while the associated flexural strain potential becomes nonconvex and with oblique asymptotes. The
nonconvex character of the potential, together with its linear growth at infinity, are sufficient to provoke
a phenomenon presenting a strict similarity with a phase transition in the classical thermodynamic sense
within the solid state itself: when a threshold value, coinciding with the value of the full plastic moment,
is approached, the beam curvature exhibits a sudden transition. In particular, the beam cross section
immediately passes from a state where it is completely elastic to a state where it is completely plasticized,
and concentrated rotation may indefinitely occur while the cross sectional bending moment remains
constant. In other words, the response predicted upon considering the dichotomy between the upper and
lower yield points is surprisingly similar to that referred to as approximate in the technical theories. It
should be recalled that the pioneering experimental observations by Nakanishi et al. [1934] seemed to
confirm the approximate rather than the ideal response. As such, one may wonder why the results of such
tests have been completely forgotten and are not mentioned, to the authors’ knowledge, in the majority
of famous treatises.

Unfortunately, the present analysis is to some extent limited by the variational approach, which pre-
supposes the hypothesis of reversibility of deformation proper of holonomic plasticity, that is, inelastic
unloading can only occur along the same loading path so that the possibility of irreversible unloading,
following a path possibly different from the first loading branch, is ruled out. Thus, this approach is cer-
tainly not exhaustive and, in a certain sense, even unrealistic. Nevertheless, it certainly greatly facilitates
the search of stable equilibrium configurations because they can be investigated as energy minimizers.
For this goal recent results in the calculus of variations on space of functions allowing for discontinuities
have been conveniently used. On the other hand, consideration of irreversible unloading would require
a much more complicated treatment, at least from a mathematical point of view. In any case, although
unloading remains the essential aspect of the problem on the side of the localizing damage band, for
the case of stable bifurcation (at increasing load) it certainly plays no role for the initial postbifurcation
response.

A definite attempt to compare the proposed theory with the experimental observations is still lacking at
this stage. Unfortunately, the details of the experimental studies by Nakanishi have not been recorded in
the literature so that, in order to investigate the process leading to the strain localization at the mesoscopic
scale, an ad hoc experimental campaign is still needed. In particular, it will be important to evaluate the
actual width of the plastic hinge in order to interpret the sectional (mesoscopic) consequences of strain
localization. At the present time the theory seems to suggests that the thickness of the beam cross section
may be considered the characteristic length scale of the elastic-plastic transition, but this is certainly a
consequence of the orderly formation, at the microscale, of slip (Lüder) bands in a neighborhood of the
yielded cross sections. The relationship between the complex phenomena occurring at the meso and
microscale and their consequences in the macroscopic interpretation of the proposed theory are presently
under investigation and will be the subject of further work.

Another possible criticism could be that the strain hardening branch in the stress-strain response,
though well evident in the experiments, is not considered. The material is consequently assumed to be
able to withstand indefinitely large strain at constant stress. However, our main goal here has been to
show the (quite surprising in our opinion) consequences on the gross structural response of considering
just a small stress jump in the constitutive relationship, while maintaining all the other hypotheses of the
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classical structural technical theories. Indeed, it is the stress jump from the upper to the lower yield point
that induces the peculiarities of the strain energy, that is, its nonconvexity and linear growth at infinity,
and it is precisely this that allows for the possibility of sudden discontinuities in the rotation of the beam
axis, with a process similar in kind to a phase transition.
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SHOCK-INDUCED DETONATION OF HIGH EXPLOSIVES BY HIGH VELOCITY
IMPACT

J. K. CHEN, HSU-KUANG CHING AND FIROOZ A. ALLAHDADI

We investigate shock-induced detonation of high explosives confined in an open-ended steel cylinder by
a normal impact to the cylindrical surface using three-dimensional finite element analysis. Three types
of steel projectiles are considered: a cube, a sphere and a square plate. For the encased LX-17 explosive
the calculated threshold impact velocities that lead to deflagration and detonation are higher for a sphere
than for a cube of the same mass. It is found that detonation of the encased PBXN-110 explosive with
the cubical projectile could occur immediately once a full reaction is initiated in the region near the
impact site. The threshold detonation velocity is much lower for PBXN-110 than for LX-17. In addition,
we discuss the threshold conditions of detonation predicted by different equations of state and failure
models for the steel casing and projectile.

1. Introduction

When a confined explosive is impacted by a projectile with sufficiently high speed, the energy deposited
into the explosive could cause thermal decomposition, and subsequently, initiation of explosion. The two
initiation mechanisms are usually shock and shear, depending on the confinement of the explosive and
impact conditions. In general, the induced reaction can be classified to be either low-order detonation
(deflagration) or high-order detonation (prompt explosion). The latter can massively destroy the assembly
of the explosive, whereas the former would merely damage the confinement.

High explosive safety is one of the most important research areas in the field of energetic materials.
To meet the safety requirements, a no-reaction event, or at least deflagration, is desired and should be
ensured so that no catastrophic accident will occur. Therefore, there is a need for understanding and
reliably predicting dynamic response of confined explosives, such as a warhead impacted accidentally
by high speed fragments. Although an experimental approach can offer the most accurate results, it is
expensive, and sometimes, difficult in implementation due to too many scenarios of warhead design,
storage of munitions, and operation deployment. Alternatively, a combined numerical simulation and
experiment approach can achieve the goal with a much reduced cost. In this approach firing tests can
be conducted with bare or confined explosives impacted by a projectile. Besides predicting the thresh-
old deflagration and detonation conditions, the computer simulation can give detailed information of
temporal and spatial impact-to-shock-to-deflagration-to-detonation transition that provides an insight for

Keywords: explosive detonation, high velocity impact, Lee–Tarver ignition and growth model, Jones–Wilkins–Lee equation of
state, Johnson–Cook model, finite element analysis.
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understanding the complicated physical processes. Once the numerical solutions are validated with test
results, the numerical tool can be used for the safety assessment of real armors.

A great number of numerical studies on detonation of high explosives by projectile impact have been
reported so far. Most of them are performed at the coupon level – a projectile impacting onto a flat surface
of a bare, front-covered, or totally confined high explosive. Bahl et al. [1981] first used a hydrocode
with the nucleation and growth model to compute the threshold impact velocities for bare and slightly
covered explosives. This was followed by other hydrocode simulations [Starkenberg et al. 1984; Cook
et al. 1989; Chou et al. 1991]. Later, the projectile nose shape effects on impact-induced detonation of
energetic materials were investigated [James et al. 1991; James et al. 1996; Peugeot et al. 1998; Cook
et al. 2001; Shin and Lee 2003a; 2003b; 2003c]. It was found that the threshold detonation velocity is
higher for a hemispherical nosed projectile than for a flat-end projectile. For the nose of projectiles with
a relatively small cone angle, detonation could occur in a zone of the central axis [Shin and Lee 2003b].
Since all the studies above considered normal impact on the flat surface of bare or confined explosives,
the analyses were carried out with either a one-dimensional or two-dimensional axisymmetric model.

On the other hand, only a few numerical investigations on shock initiation of armor are found in the
open literature. Allahdadi et al. [1998] utilized the SPH method to simulate sympathetic detonation of
an acceptor warhead caused by the impact of fragments resulting from a similar donor warhead. The
SPH method was also used by Lattery et al. [2005] to model detonation of a warhead mockup impacted
by different fragments. Davison [1997] adopted the AUTODYN hydrocode [Autodyn 2005] to calculate
the threshold impact velocity for Octol 70/30 explosive initiation in a 6 inch warhead by a 50 caliber
fragment.

In this paper we perform a three-dimensional finite element analysis to model dynamic response of
a steel cylinder filled with an LX-17 explosive caused by high velocity projectile impact, using the
AUTODYN hydrocode [Autodyn 2005]. The primary goal is to determine the threshold condition that
causes detonation of the encased energetic material. Three different shape projectiles are considered:
a cube, a sphere, and a square plate. Depending on the projectile investigated, either the threshold
detonation velocity or the critical size of the projectile is calculated.

For comparison, shock-induced detonation of an encased PBXN-110 explosive by the cubical projec-
tile impact is also studied. The resulting high rate deformation and perforation of the steel cylinder as
well as the shock wave and burn fraction in the explosives are presented and discussed.

It should be pointed out that, due to the complicated physics phenomena involved in the high velocity
impact, the computational results presented herein may hinge on the choice of material models. To this
end, we also adopt two different equations of state and three failure models in the analysis. The results
are compared in terms of threshold detonation.

The paper is organized as follows. Section 2 briefly describes the ignition and growth model for
shock detonation of solid explosives, the equation of state for unreacted solid explosives and the reacted
gaseous product, and the constitutive models for structural response of the steel casing and projectiles.
In Section 3 two different sets of two-dimensional finite element models are studied for generating ad-
equate three-dimensional finite element models for the present numerical analysis. In Section 4 three-
dimensional simulations of the shock-to-deflagration-to-detonation transition of the explosives caused
by high velocity impact are presented. Conclusions are drawn in Section 5.
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2. Material models

A mockup consisting of an open-ended steel cylinder filled with an LX-17 or PBXN-110 explosive
subjected to steel projectiles is considered in this work. To describe the expansion and detonation of the
explosives, the Lee–Tarver ignition and growth model [Lee and Tarver 1980] is employed. As with the
forest fire model [Forest 1978], the Lee–Tarver model is based on the assumption that ignition starts at
local hot spots and grows outward from these sites. The reaction rate for the conversion of unreacted
explosive to gaseous product is given by

∂F
∂t

= I (1 − F)b
( ρ
ρo

− 1
)x

+ G(1 − F)c Fd py, (1)

where F is the reaction ratio, p is the pressure, ρ0 and ρ are the initial and current densities, respectively,
and I , b, x , G, c, d , and y are constants.

Both the unreacted solid and the reacted gaseous product of LX-17 explosive are characterized with
the Jones–Wilkins–Lee (JWL) equation of state [Lee et al. 1968]. The pressure in either phase is defined
in terms of volume and internal energy as

p = A
(

1 −
ω

R1V

)
e−R1V

+ B
(

1 −
ω

R2V

)
e−R2V

+
ωe
V
, (2)

where V = ρ/ρo is the relative volume, e is the internal energy, and A, B, R1, R2, and ω are constants.
The values of the above constants for a reacted gaseous product are different from those for the unreacted
solid explosive.

For the PBXN-110 explosive the JWL equation (2) is employed for the reacted gaseous product while
the Mie–Gruneisen form of equation of state is used for the unreacted solid, which is given by

p = pH +0ρ(e−eH ), pH =
ρ0c0µ(1+µ)

[1−(s−1)µ]2 , eH =
pH

2ρ0

( µ

1+µ

)
, ρ0= ρ000, µ=

ρ

ρ0
−1, (3)

where 00, c0, and s are constants.
Both the cylinder and all the projectiles are modeled as 4340 steel. With the high impact pressure

and the blast force resulting from explosive detonation, the shock equation of state for most metals
[Meyers 1994] and the Johnson–Cook plasticity model [Johnson and Cook 1983] that accounts for the
effects of strain hardening, strain-rate hardening, and thermal softening are adopted to describe the dy-
namic response of the steel. They are expressed as

U = c0 + su p, Y =
[
A0 + B0ε

n
p
][

1 + C0 log ε̇∗

p
]
[1 − T ∗

], (4)

where U and u p are the shock and particle velocities, respectively, Y is the yield stress, εp is the effective
plastic strain, ε∗

p = ε̇p/ε̇
0
p is the normalized effective plastic strain rate, T ∗

= (T − Troom)/(Tmelt − Troom)

is the homologous temperature, and A0, B0, C0, m, and n are constants.
The values of the material parameters in Equations (1)–(3) for the LX-17 and PBXN-110 explosives

and in Equation (4) for the 4340 steel used in the present analysis are given in Tables 1 and 2, respectively.
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Material Constants LX-17 PBXN-110

ρ0 (g/cm3) 1.905 1.67
I (/µs) 50 33

b 0.222 0.667
x 4.0 4.0
G 500 600
c 0.222 0.667
d 0.667 0.222
y 3 3

Ar (Mbar) 6.5467 4.69924
Br (Mbar) 0.071236 0.00106

R1,r 4.45 3.86
R2,r 1.2 1.0
ωr 0.35 0.40

Au (Mbar) 778.09999
Bu (Mbar) −0.05031

R1,u 11.3
R2,u 1.13
ωu 0.8939
00 0.8
c0 0.199
s 3.05

Table 1. Material constants in Equations (1)–(3) for the Lee–Tarver ignition and growth
model, JWL equation and shock EOS for LX-17 [Tarver and Hallquist 1981] and
PBXN-110 [Miller 1996] explosives. Subscripts u and r denote the unreacted explosive
and reacted product, respectively.

Shock EOS JC plasticity model JC damage model

ρ0 (g/cm3) 7.83 A0 (Mbar) 0.0051 D1 0.05
00 2.17 B0 0.26 D2 3.44
c0 0.4569 C0 0.014 D3 −2.12
s 1.49 m 1.03 D4 0.002

Tmelt (oK) 1793 D5 0.61

Table 2. For 4340 steel, values of material constants used in Equation (4) for the shock
EOS [Meyers 1994] and the Johnson–Cook plasticity model [Johnson and Cook 1983],
and in Equation (6) for the Johnson–Cook damage model [Johnson and Cook 1985].
Shear modulus is 0.818 mbar.
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3. Computational modeling

A schematic sketch for the mockup impacted by a cubical projectile is depicted in Figure 1. The open-
ended steel cylinder is 10 cm long and 0.9525 cm thick; the encased explosive is 6.6675 cm in radius.
The projectile is assumed to strike normally on the cylindrical surface at time t = 0 and directly toward
the centroid of the mockup. For convenience, we use a rectangular Cartesian coordinate system with
origin located at the centroid of the mockup and the z-axis parallel to the axial axis. Thus, the central
line of the projectile trajectory is along the positive x-axis.

The shock-induced detonation of the confined explosives by the steel projectile impact is simulated
with the AUTODYN finite element processor. To ensure the accuracy of the three-dimensional numerical
solutions, analyses with two sets of plane strain finite element models, namely, two-dimensional case I
and two-dimensional case II, are first performed for the convergence study. The former is selected for
the circular cross-section of the mockup at z = 0, and the latter is selected for the rectangular cross-
section perpendicular to the y-axis at y = 0. We chose the two cross-sections for the convergence study
because the most severe deformation is present in these areas. Due to the symmetry of the structural
geometry and the impact loading, only half of each cross-section is analyzed. Each finite element model
includes the corresponding two-dimensional portion of the cubical projectile of 7 g. For plotting the
time history of the desired variables, points A and B in the explosive are assigned at (−6.2, 0, 0) cm
and (−6.6675, 0, 0) cm, respectively. Point B is the intersection point between the central line of the
projectile trajectory and the cylindrical interface between the casing and explosive.
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Figure 1. Schematic sketch of a mockup impacted by a single projectile.
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Figure 2. Time histories of the shock pressure at point A computed with different mesh
densities for (a) two-dimensional case I and (b) two-dimensional case II; the impact
velocity is 3.0 km/s.

Figure 2(a) shows the time history of shock pressure p at point A caused by the 7 g cubical projectile
impact at a speed of 3.0 km/s, calculated with three different meshes for the two-dimensional case I. It
appears that the results obtained with the finite element models of 11,520 and 18,200 elements are close
to each other, thereby indicating that the mesh of 11,520 elements is sufficient to discretize the circular
cross-section. For the two-dimensional case II, the number and size of the elements along the x-axis
are identical to those in the mesh of 11,520 elements tested in the two-dimensional case I. The nodes
along the z-direction are nonequally spaced with a smaller spacing for those located near the x-axis.
Comparing the results in Figure 2(b) shows no appreciable difference in pressure at point A between the
two models in which 40 elements and 80 elements are meshed in the axial direction. Therefore, the mesh
with the 40 elements in the z-direction is adequate for the discretization of the model.

The mesh of 11,520 elements for the circular cross-section at z = 0 and the one with 40 elements in
the z-direction for the rectangular cross-section perpendicular to the y-axis at y = 0 are the two bases in
constructing the adequate three-dimensional finite element models. Figure 3 depicts a three-dimensional
model generated for a quadrant of the mockup and the cubical projectile, in which a total of 461,824
elements are employed. It is used in the simulations of the mockup impacted by the cubical projectile
in Sections 4.1 and 4.4. When the other shape projectiles are studied, only the projectile portion of the
finite element model is modified.

During the calculation, some of the elements may become grossly distorted. A so-called erosion
criterion is adopted to remove such elements from the analysis. This criterion considers an element to
have failed if a predefined strain such as the instantaneous geometrical strain or the effective plastic
strain exceeds a specified limit. In this study an element is removed when the instantaneous effective
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Figure 3. Three-dimensional finite element model for mockup impacted by a 0.96 cm
cubical steel projectile.

geometrical strain ε̄eff 250%. ε̄eff is defined as the integral of the incremental effective geometric strain

ε̄eff =

∫
1ε̄effdt, 1ε̄eff =1t

√
2
3

(
ε̇2

xx + ε̇2
yy + ε̇2

zz + ε̇2
xy + ε̇2

yz + ε̇2
zx
)
,

where ε̇i j are the strain rates and 1t the time increment.

4. Results and discussion

The shock-induced detonation of LX-17 explosive studied in Sections 4.1–4.3 is for the impact by the
three different shapes of projectile, and the PBXN-110 explosive studied in Section 4.4 is for the im-
pact by the cubical projectile. Depending on the projectile investigated, either the threshold detonation
velocity or the critical size of the projectile is determined.

4.1. Impact by a 7 g cubical steel projectile. This case is to determine the threshold impact velocities
that leads to deflagration and detonation of the encased LX-17 explosive by the 7 g cubical steel projectile
of 0.96 cm on each side. To do so, successive numerical analyses are performed by varying impact speeds.
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Figure 4. Mockup, cubical fragment and deformed outer casing at t = 20µs; (a,b):
Vp = 2.3 km/s and (c,d): Vp = 4.6 km/s.
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First, dynamic behaviors of the steel casing and the encased explosive are investigated for two simu-
lated impact velocities, Vp = 2.3 km/s and 4.6 km/s. Figure 4 shows the configurations of the mockup and
projectile as well as the deformation of the casing at t = 20µs. Apparently, the structural and explosive
responses respectively are quite different between the two impact speeds. The rapid expansion of the
explosive outward from both ends of the cylinder shown in Figure 4(c) for the impact at Vp = 4.6 km/s
indicates that the explosive is undergoing a violent detonation. On the other hand, for the lower impact
velocity of 2.3 km/s there is no discernible expansion of the explosive (Figure 4(a)) but a crater-like
damage in the steel casing (Figure 4(b)). The overall damage to the casing is not so severe as that caused
by the impact speed of 4.6 km/s, for which not only the casing is perforated, but the outer rim of the
crater buckles as well; see Figure 4(d). Accordingly, it can be deduced that the threshold detonation
speed of the encased LX-17 explosive must lie in between 2.3 km/s and 4.6 km/s.

Figure 5(a) compares the time histories of burn fraction α at point A for four impact speeds ranging
from 2.3 km/s to 4.6 km/s. For the speed of 2.3 km/s the burn fraction is quite small, only about 2.5%.
This confirms the statement made previously that the explosive is not fully ignited yet. As the speed
increases to 3.8 km/s, the explosive at point A accounts for about 92% of burn fraction. It then fully
reacts (α = 1) at 3.9 km/s. This suggests that the speed of the 7 g cubical steel projectile be at least about
3.9 km/s for full ignition. The corresponding shock pressures at point A are given in Figure 5(b). For all
four impact speeds a sharp pressure spike is present while the shock wave is passing through point A. As
expected, the strength of the shock wave increases as the impact velocity increases. It is worth noting that
the maximum shock pressure induced by the impact at 3.9 km/s is 0.325 Mbar, which is the minimum
pressure needed for the LX-17 explosive to fully react. The fact that the peak pressure at point B shown
in Figure 5(b) is higher than 0.325 Mbar reveals that for the impact velocity 4.6 km/s the detonation
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Figure 5. Time histories of (a) burn fraction and (b) shock pressure at point
A (−6.2, 0, 0) cm for four impact velocities; the shock pressure at point B
(−6.6675, 0, 0) cm for Vp = 4.6 km/s is also included in (b).
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directly results from the pressure transmitted from the impact. Recall that point B is the intersection
point between the central line of the projectile trajectory and the cylindrical interface between the steel
casing and explosive.

Although the critical impact velocity for full reaction at a point such as, for example, A has been
identified, initiation of explosion may not be claimed unless the succeeding pressure is strong enough
to sustain the fast growth of detonation. During the shock wave propagation in a reactive material two
processes are competing with each other for the shock strength. One is the rarefaction of the stress wave
that is transmitted from the impact, and the other is the buildup of gas pressure from partial and/or full
reaction of the solid explosive. If the latter prevails over the former, the shock wave will be amplified and,
in turn, will lead to detonation after it travels a certain distance in the explosive. Otherwise, the shock
wave will become weaker and weaker, and eventually will lose its ability to react with the explosive
charge.

Continuing our numerical search for high-order detonation Figure 6 shows shock wave propagation
in the circular cross-section at z = 0 for the impact speed of 4.4 km/s at t = 3µs, 5µs, 10µs, and
20µs. It is clearly seen that the shock wave continues rarefying as it propagates outward radially from
the impact region. A different shock wave evolution resulting from for the impact speed 4.5 km/s is
shown in Figure 7. Early on the shock waves generated by the two impact speeds are similar and the
peak pressures are also close. For example, at t = 2µs the peak pressures are 0.364 Mbar caused by
the impact at 4.4 km/s and 0.365 Mbar by 4.5 km/s. Similar results are seen in Figures 6(a) and 7(a) for
t = 3µs. At later times, however, the shock wave induced by the impact speed of 4.5 km/s not only is
intensified continuously, but its profile changes as well; see the rest of Figure 7. The strengthening of
the shock wave implies that the buildup of the gas pressure is the dominating mechanism for this case.
As indicated in Figure 7(c), the shock wave front hits the interface between the explosive and the casing
at about 12µs.

Afterwards, parts of the shock wave are reflected from both the top and low interfaces and then travel
back to the impact side along the cylindrical interface, while the rest part of the wave continues moving
toward the other side at x = 6.6675 cm. The two shock waves that travel back to the impact side interfere
with each other after they reflect from the interface near the impact site. As a result of the constructive
interference, the strength of the superposed shock wave in the vicinity of the x-axis increases; see Figures
7(e) and (f).

The burn fraction α is an indicator for explosive detonation, with which an explosive is said to be
fully reacted when α = 1, inert when α = 0, and partially reacted when 0 < α < 1. Figure 8 displays
the burn fraction distribution over the circular cross-section at z = 0 for the two impact speeds 4.4 km/s
and 4.5 km/s at four different instants, t = 5µs, 10µs, 15µs and 20µs. At t = 2µs the maximum
burn fraction is 0.15 for the impact speed of 4.4 km/s and 0.23 for 4.5 km/s, occurring near point B.
For both speeds the onset of the full reaction starts sometime in between 2µs and 3µs. It is clearly
visible in Figures 8(a)–(d) for the impact speed of 4.4 km/s that the explosive only deflagrates since the
reaction does not grow, but is instead confined to a small volume. For the impact speed of 4.5 km/s,
however, a full reaction rapidly grows and spreads as illustrated by the evolved contours of the burn
fraction shown in Figures 8(e)–(h). The entire cross-section detonates at about t = 20µs, when the
reflected shock waves superpose at the x-axis. The average detonation rate in the x-direction estimated
from Figures 8(f) and (g) for the time interval t = 10-15µs, for instance, is about 0.752 cm/µs.
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Figure 6. Shock wave propagation in the explosive circular cross-section at z = 0 for
impact speed of 4.4 km/s for t = (a) 3µs, (b) 5µs, (c) 10µs, (d) 20µs.

The results above indicate that for the open-ended steel cylinder of 10 cm in length and 0.9525 cm
in thickness filled with the LX-17 explosive of 6.6675 cm in radius under a normal impact to the cylin-
drical surface by a 7 g cubical steel projectile, the simulated threshold impact velocity is 3.9 km/s for
deflagration and 4.5 km/s for detonation.

4.2. Impact by a spherical steel projectile of 7 g. For comparison we discuss the detonation of the same
mockup induced by a spherical projectile of the same mass as the cubical one, namely, 7 g. The calculated
threshold velocity is about 4.5 km/s for deflagration and about 4.8 km/s for detonation. Both threshold
velocities are higher than those found for the cubical projectile. The resulting shock waves are similar
to those in Figure 7 for the cubical projectile; we omit them for brevity. The higher threshold detonation
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 Figure 7. Shock wave propagation in the explosive circular cross-section at z = 0 for
impact speed 4.5 km/s for t = (a) 3µs, (b) 9µs, (c) 12µs, (d) 15µs, (e) 18µs, (f) 20µs.
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Figure 8. Burn fraction of the explosive in the circular cross-section at z = 0 at t = 5
µs, 10 µs, 15 µs and 20 µs; (a-d): Vp = 4.4 km/s and (e-h): Vp = 4.5 km/s.
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velocity for the spherical projectile found here is consistent with those found for the projectiles impacting
on a flat surface of a bare, front-covered, or totally confined high explosive [Hull et al. 2002].

4.3. Impact by a square plate at constant velocity of 2.3 km/s. Here we study the detonation of the
encased LX-17 explosive caused by a square plate projectile of thickness 0.96 cm, same as the cubi-
cal projectile. The impact speed is kept constant at 2.3 km/s. The aim is to determine the threshold
detonation in-plane dimensions of the plate. Successive numerical simulations are performed with the
three-dimensional finite element models modified according to the change of the in-plane dimensions of
the square plate.

Figure 9 shows the deformed configurations of the mockup at t = 20µs simulated for the impact by two
projectiles with the in-plane square dimensions of 1.73 cm and 1.74 cm, respectively. Prompt detonation
caused by the latter is evidenced by the significant, rapid expansion of the explosive in Figure 9(b), while
the former may only cause deflagration as per the inconsequential expansion indicated in Figure 9(a). The
burn fractions in the circular cross-section of the explosive at z = 0 shown in Figure 10 further verify the
above conjecture. The widths of the crater in and the regions of the reaction of the explosive are slightly
larger than those found in the case of the cubical projectile due to the larger in-plane size, but otherwise
the evolutions of the explosive reaction are similar. The lower threshold detonation velocity for a wider
projectile of the same thickness as the cubic projectile calculated here is as expected.

4.4. PBXN-110 explosive impacted by a 7 g cubical steel projectile. Figure 11 depicts the burn fractions
in the encased PBXN-110 explosive at t = 20µs caused by the 7 g cubical steel projectile for the impact
velocities of 2.9 km/s and 3.0 km/s. The explosive does not fully react when impacted by the cube
at 2.9 km/s, since the maximum burn fraction is 0.927. It is interesting to note, however, that as we
increase the impact speed by only 0.1 km/s to 3.0 km/s, violent detonation now occurs. Besides the lower
threshold detonation velocity (3.0 km/s here versus 4.5 km/s for the LX-17 explosive), the direct shock-
to-detonation transition found here is different than the shock-to-deflagration-to-detonation transition
found for the LX-17 explosive in Section 4.1.

 

(a) (b) 

 

(a) (b)

Figure 9. Mockup and projectile at t = 20µs resulting from impact of two flat projec-
tiles with Vp = 2.3 km/s; (a) 1.73 cm × 1.73 cm × 0.96 cm and (b) 1.74 cm × 1.74 cm ×

0.96 cm.
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Figure 10. Burn fraction of the explosive in the circular cross-section at z = 0 caused
by two flat projectiles at Vp = 2.3 km/s for t = 5µs, 10µs, 15µs and 20µs; (a-d): 1.73
cm × 1.73 cm × 0.96 cm and (e-h): 1.74 cm × 1.74 cm × 0.96 cm.
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Figure 11. Burn fraction of the encased PBXN-110 explosive at t = 20µs for (a) Vp =

2.9 km/s and (b) Vp = 3.0 km/s.

Figure 12 shows the shock wave propagation in the circular cross-section at z = 0 for Vp = 2.9 km/s
and 3.0 km/s at t = 5µs, 8µs, 10µs and 15µs. Clearly, the shock wave is getting stronger with time for
the case of 3.0 km/s. This is again attributed to the rapid pressure buildup from the explosive reaction.
Note that, except for early time, the wave profiles in Figures 12(e)–(h) are different from those in Figure 7.
The shock wave front hits the interface between the explosive and the casing much earlier at about 7µs
compared to 12µs as seen in Figure 7(c). It then takes about 3µs for the two reflected waves to superpose
in the vicinity of the central axis of the projectile trajectory; compare this to 8µs shown in Figure 7(f).

The burn fraction in the circular cross-section at z = 0 is presented in Figure 13. A full reaction of
the explosive takes place in the region near the impact site at about t = 5µs where the peak pressure
is 0.369 Mbar. The estimated average detonation rate in the x-direction is 0.830 cm/µs for t = 6-8µs,
0.850 cm/µs for t = 8-10µs, and 0.862 cm/µs for t = 10-15µs. Comparison of the results in Figure 13
and Figures 8(e)–(h) reveals the different detonation growth behavior between the encased PBXN-110
and LX-17 explosives. Moreover, the detonation rate of the PBXN-110 explosive is higher than that of
the LX-17 explosive. Recall that the average detonation rate in the x-direction is about 0.752 cm/µs for
the time interval t = 10-15µs.

4.5. Effect of material models and parameters on the shock-induced detonation. We have used the
shock equation of state (EOS) (4)1 applicable for most metals, Johnson–Cook plasticity model to describe
the high velocity impact response of steel casing and projectile, and the Lee–Tarver ignition and growth
model to calculate the reaction rate of the explosive materials. The erosion criterion serves not only as
a material failure model, but also to ensure the completion of the analysis. Note that the results we have
obtained may depend on the choice of the material models as well as the material parameters. In this
section, we delineate the effect of material models and parameters on the shock-induced detonation.
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Figure 12. Shock wave in circular cross-section at z = 0 of the encased PBXN-110
explosive at t = 5µs, 8µs, 10µs and 15µs; (a-d): Vp = 2.9 km/s, (e-h): Vp = 3.0 km/s.
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Figure 13. Burn fraction in the circular cross-section at z = 0 of the encased PBXN-110
explosive at t = (a) 3µs, (b) 5µs, (c) 6µs, (d) 8µs, (e) 10µs, (f) 15µs for Vp =

3.0 km/s.
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Cube

PBXN-110 LX-17
Sphere Plate

Shock EOS 3.0 km/s 4.5 km/s 4.8 km/s 1.74 cm × 1.74 cm
Linear EOS 2.8 km/s 3.9 km/s 4.3 km/s 1.64 cm × 1.64 cm

Table 3. Comparison of threshold conditions leading to detonation for cases from
Sections 4.1–4.4 for steel casing using the shock and linear EOS.

Table 3 compares the threshold values of the projectile velocity or size leading to detonation, calculated
with the shock EOS (4)1 and the linear EOS given by

p = Kµ, (5)

where p is the hydrostatic pressure, K is the material bulk modulus, and µ is the material compression
defined in Equation (3); for steel considered in this work K = 1.59 Mbar. In every case the threshold
value obtained by the linear EOS (5) is lower than that obtained by the shock EOS (4)1. For example,
the threshold velocity of the cubical projectile calculated with the shock EOS is 4.5 km/sec, while it
is 3.9 km/s when the linear EOS is used. This suggests that a proper EOS for the case material and
projectiles be used in the simulation of shock-induced detonation of energetic explosives.

In order to delineate the effect of material failure on the shock-induced detonation, we also implement
the Johnson–Cook damage model in the steel casing and projectile. The progress of failure is defined by
the cumulative damage law D =

∑
(1ε/ε f ), where 1ε is the increment in effective plastic strain with

an increment in loading, and ε f is the failure strain at the current state of the loading which is a function
of the mean stress, the effective stress, the strain state and homologous temperature. The expression for
the failure strain is given by

ε f =
[
D1 + D2eD3σ

∗][
1 + D4 log |ε̇∗

p|
][

1 + D5T ∗
]
, (6)

where σ ′ is the mean stress normalized by the effective stress, Di are material constants whose values
are listed in Table 2. Failure is assumed to occur when D = 1.

Figure 14 depicts the time histories of pressure at points of A and B in the encased LX-17 caused by
the cubical projectile, computed with (a) the Johnson–Cook damage model only, (b) the erosion criterion
only, and (c) both. The numerical calculation without the erosion criterion stops at about t = 4.3µs. As
shown in Figure 14, the time histories of the pressures have no discernible variation among the three cases,
other than the fact that no further calculation can be continued for case (a). Further numerical analysis
finds that the threshold impact speeds of the projectile obtained with and without the Johnson–Cook
damage model are identical, namely, 4.5 km/sec. As far as the threshold condition for shock detonation
is concerned, use of the erosion criterion for the failure model for the casing and projectile could be
sufficient.
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Figure 14. Time histories of shock pressure at A and B in the encased LX-17 explosive
for Vp = 4.5 km/s, computed by combining Johnson–Cook damage model and erosion
criterion, Johnson–Cook damage model only, and erosion criterion only.

5. Summary and conclusions

We have performed a three-dimensional finite element analysis for shock-induced detonation in a mockup
consisting of an open-ended steel cylinder filled with LX-17 or PBXN-110 explosive by a normal impact
to the cylindrical surface. Three steel projectiles of different shape are examined: (1) a cube of constant
mass of 7 g, (2) a sphere of same mass, and (3) a square plate with a constant impact velocity of 2.3 km/s.
The thickness of the cube and the flat square projectile is the same. The Lee–Tarver ignition and growth
model is employed to describe the reaction rate of the energetic materials. Both the unreacted solid
explosive and reacted gaseous product are modeled by the JWL equation of state. The shock equation
of state and the Johnson–Cook plasticity model are adopted to describe structural response of the steel
casing and projectile. Depending on the projectile investigated, either the threshold detonation velocity
or the critical size of the projectile is calculated. The resulting high rate deformation and perforation
of the steel cylinder as well as the shock wave and burn fraction in the explosives are presented and
discussed.

For the LX-17 explosive encased in the cylinder of 10 cm in length, 0.9525 cm in thickness, and
6.6675 cm in the inner radius, the calculated threshold velocities of the cubical projectile that lead to
deflagration and detonation are 3.9 km/s and 4.5 km/s, respectively. The threshold deflagration and deto-
nation velocities are 4.5 km/s and 4.8 km/s for the spherical projectile. The higher threshold detonation
velocity for the spherical projectile found here is consistent with those found for the projectiles impacting
on a flat surface of a bare, front-covered, or totally confined high explosive. For the square plate projectile
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the calculated threshold detonation in-plane dimension is 1.74 cm. For the encased PBXN-110 explosive
impacted by the cubical projectile a violent detonation could occur immediately as long as a full reac-
tion in the explosive is initiated in the region near the impact site. The calculated threshold detonation
velocity is 3.0 km/s, which is much lower than that for the encased LX-17 explosive. The direct shock-
to-detonation transition mechanism simulated is different from the shock-to-deflagration-to-detonation
transition found for the LX-17 explosive.

There are some physics missing in the simulations in this work. For instance, cracks in the high
explosive may open upon the fragment entering through the container, which may change a slow burn
scenario to a full detonation. Further investigations on these issues and detonation tests are suggested.
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STONELEY SIGNALS IN PERFECTLY BONDED DISSIMILAR
THERMOELASTIC HALF-SPACES WITH AND WITHOUT THERMAL

RELAXATION

LOUIS MILTON BROCK

The governing equations for each of two perfectly bonded, dissimilar thermoelastic half-spaces include
as special cases the Fourier heat conduction model and models with either one or two thermal relaxation
times. An exact solution in transform space for the problem of line loads applied in one half-space is
obtained.

Study of the Stoneley function shows that conditions for existence of roots are more restrictive than in
the isothermal case, and that both real and imaginary roots are possible. For the limit case of line loads
applied to the interface, an analytical expression for the time transform of the corresponding residue
contribution to interface temperature change is derived.

Asymptotic expressions for the inverses that are valid for either very long or very short times after load-
ing occurs show that long-time behavior obeys Fourier heat conduction. Short-time results are sensitive
to thermal relaxation effects. In particular, a time step load produces a propagating step in temperature
for the Fourier and double-relaxation time models, but a propagating impulse for the single-relaxation
time model.

1. Introduction

Joined dissimilar elastic materials occur in geological formations [Cagniard 1962] and as structural el-
ements [Jones 1999]. Transient analyses [Stoneley 1924; Cagniard 1962] show that dynamic loading
of these can produce, in addition to dilatational and rotational waves, interface (Stoneley) waves. Such
waves are similar to Rayleigh surface waves [Lamb 1904] and so may be important in assessing interface
integrity.

Studies such as [Stoneley 1924; Cagniard 1962] focus on isothermal materials. Studies such as [Brock
1997a; 1997b] consider both Stoneley and Rayleigh waves for materials that satisfy equations for coupled
thermoelasticity [Chadwick 1960]. However, the equations are based on classical Fourier heat conduction
[Carrier and Pearson 1988], and the Stoneley and Rayleigh signals are examined for times after the
application of loading that greatly exceed the thermoelastic characteristic time.

Joseph and Preziosi [1989] have surveyed models that include the phenomenon of thermal relaxation in
heat conduction. Lord and Shulman [1967], Green and Lindsay [1972] and Chandrasekharia [1986] have
included thermal relaxation in formulations for coupled thermoelasticity. Sharma and Sharma [2002]
have applied such formulations to homogeneous plates. Based on all this work, and on an effort in
(nontransient) dynamic steady-state analysis of two joined half-spaces governed by the Fourier model
[Brock and Georgiadis 1999], this article considers two perfectly bonded, dissimilar elastic half-spaces

Keywords: coupled thermolasticity, Fourier heat conduction, thermal relaxation, transforms, Stoneley roots and signals, waves.
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that are subject to thermal-mechanical line loads applied to the interface. Both half-spaces obey equations
for coupled thermoelasticity that include the Fourier model [Chadwick 1960], and the single- and double-
relaxation time models of Lord and Shulman [1967] and Green and Lindsay [1972], respectively, as
special cases.

The study begins with construction of the exact solution in transform space for the general case of line
loads applied in one of the half-spaces. The solution exhibits a Stoneley function that is more complicated
in form than its isothermal counterpart [Cagniard 1962]. Conditions for the existence of Stoneley roots
are determined, and found to be more restrictive than those for the isothermal case. Expressions for these
roots, analytic to within a single integration, are developed, and found to give both real and imaginary
values, again in contrast to the isothermal case. An exact formula for the time transform of the change in
interface temperature when the line loads are applied to the interface is developed. Analytical expressions
for the change itself, valid for either very long or very short times after loading is applied, are obtained
for each of the three models. Consistent with previous observation [Brock 2004] the long-time results all
have the character of the Fourier model, and describe a temperature change wave. The short-time results,
on the other hand, are sensitive to the particular model but the Stoneley signals are again in the form of
waves.

2. Statement of general problem and governing equations

In terms of Cartesian coordinates (x, y, z) two half-spaces of dissimilar isotropic, homogeneous, linear
thermoelastic material are perfectly bonded along the plane y = 0. For time t ≤ 0, both are at rest
at the uniform ambient (absolute) temperature T0 when, at t = 0, thermal-mechanical disturbances are
introduced along the line x = 0, y = L . The disturbances may be time-dependent, but do not vary along
the line, so that a state of plane strain is generated. For half-space 1(y > 0) the field equations for t > 0
are

(
∇

2
− s2

r1
∂2

∂t2

)
(ux1, u y1)+

( ∂
∂x
,
∂

∂y

)
(m111 −αv1 D I I

1 θ1)=
1
µ1
(Fx , Fy)δ(x)δ(y − L), (1a)

h1∇
2θ1 − sr1

∂

∂t

(
ε1

αv1
D111 − D I

1θ1

)
= FT δ(x)δ(y − L), (1b)

1
µ1
(σx1, σy1, σz1)= (m1 − 1)11 −αv1 D I I

1 θ1 + 2
(
∂ux1

∂x
,
∂u y1

∂y
, 0
)
, (1c)

1
µ1
σxy1 =

∂ux1

∂y
+
∂u y1

∂x
. (1d)

In (1) (ux1, u y1,11, θ1) are, respectively, displacement components, dilatation and change in tem-
perature from T0, and (σx1, σy1, σz1, σxy1) are stress components. These vary with (x, y, t). In (1a),
(1b) (Fx , Fy, FT ) are the t-dependent line loads, and δ is the Dirac function. For the Fourier model F
[Chadwick 1960] and single- and double-relaxation time model I [Lord and Shulman 1967] and II [Green
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and Lindsay 1972], respectively,

F : (D1, D I
1 , D I I

1 )= 1 (2a)

I : D I I
1 = 1, (D1, D I

1)= 1 + τ I
1
∂

∂t
(2b)

II : (D1, D I I
1 )= 1 + τ I I

1
∂

∂t
, D I

1 = 1 + τ I
1
∂

∂t
. (2c)

Constants τ I
1 > τ

I I
1 ≥ 0 are thermal relaxation times, and it is noted that model II serves to introduce

thermal relaxation explicitly in constitutive Equation (1c), (1d). In (1)

m1 =
1

1 − 2ν1
, a1 = 2

1 − ν1

1 − 2ν1
, (3a)

ε1 =
µ1T0

ρ1cv1
α2

1v, h1 = vr1τ
h
1 , sr1 =

1
vr1

(3b)

τ h
1 =

k1

µ1cv1
, vr1 =

√
µ1

ρ1
. (3c)

In (1) and (3) (ν1, µ1, ρ1, αv1, cv1, k1) are, respectively, Poisson’s ratio, shear modulus, mass density,
coefficient of volumetric thermal expansion, specific heat at constant volume and thermal conductivity.
In turn (ε1, h1, sr1, vr1, τ

h
1 ) are, respectively, the thermal coupling constant, thermoelastic characteristic

length, rotational wave slowness, rotational wave speed, and thermoelastic characteristic time. For half-
space 2(y < 0) Equation (1)–(3) again hold, except that subscript 1 is replaced by 2 and (1a), (1b) are
homogeneous. Data in a number of sources [Chadwick 1960; Achenbach 1973; Davis 1998; Sharma
and Sharma 2002] suggests that in both half-spaces, that is, n = (1, 2), we find

vrn ≈ O(103)m/s, mn ≥ 2, εn ≈ O(10−2),

hn ≈ O(10−9)m, (τ I
n , τ

I I
n )≈ O(10−13) s.

(4)

These values indicate in turn that τ h
n � τ I

n > τ
I I
n .

For y 6= 0 the initial (t ≤ 0) conditions are

(unx , uny, θn)≡ 0, n = (1, 2). (5)

For t > 0 the interface (y = 0) conditions are

ux1 − ux2 = 0, u y1 − u y2 = 0, θ1 − θ2 = 0

σxy1 − σxy2 = 0, σy1 − σy2 = 0, k1
∂θ1

∂y
− k2

∂θ2

∂y
= 0. (6)

Equation (1a), (1b) imply for (y = L , t > 0) that

[ux1] = 0, [u y1] = 0, [θ1] = 0

µ1

[
∂ux1

∂y

]
= Fxδ(x), µ1a1

[
∂u y1

∂y

]
= Fyδ(x), h1cv1

[
∂θ1

∂y

]
= FT δ(x). (7)
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Here [F] denotes the jump in function F for a given (x, t) as one moves from y = L −0 to y = L +0. For
t > 0(ux1, u y1, θ1) and (ux2, u y2, θ2) should vanish as y → ∞ and y → −∞, respectively, and singular
behavior may occur at (x = 0, y = L). By explicitly imposing (7), homogeneous forms of (1a), (1b)
can be addressed in both half-space 1 and 2. Decomposition of these in view of (5) gives for n = (1, 2),
y 6= (0, L)

∇
2(an1n −αvn D I I

n θn
)
− s2

rn
∂21n

∂t2 = 0,
(
∇

2
− s2

rn
∂2

∂t2

)
rxyn = 0 (t > 0) (8a)

(1n, θn, rxyn)≡ 0 (t ≤ 0). (8b)

In (8), Equation (2) holds, and rxyn is rotation in plane strain.

3. Transform solution for general problem

Unilateral and bilateral [Sneddon 1972] Laplace transforms over (t, x) are

F̂(x)=

∞∫
0

F(x, t) exp(−pt)dt, F̃ =

∞∫
−∞

F̂(x) exp(−pqx)dq. (9)

Here p is positive and real, and q is imaginary. Application of (9) to (8) gives eigenfunctions and
eigenvalues

exp(±p A+

n y), exp(±p A−

n y), exp(±pBn y) (10a)

A+

n (q
2)=

√
s+2

n − q2, A−

n (q
2)=

√
s−2

n − q2, Bn(q2)=

√
s2

rn − q2. (10b)

In (10) the branch points are defined by (3) and for n = (1, 2)

s±

n = k±

n sdn, sdn =
srn
√

an
(11a)

2k±

n =

√√√√(1 +

√
and I

n

τ h
n p

)2

+
εndn

τ h
n p

±

√√√√(1 −

√
and I

n

τ h
n p

)2

+
εndn

τ h
n p

. (11b)

Here sdn is the isothermal dilatational wave slowness, and from (2), (5) and (9)

F : (dn, d I
n )= 1,

I : (dn, d I
n )= 1 + τ I

n p,

II : (dn, d I I
n )= 1 + τ I I

n p, d I
n = 1 + τ I

n p.

(12)
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It can be shown in view of (4) for all three models that k+
n > 1 > k−

n > 0 and thus (s+
n , srn) > s−

n for
positive real p. Inequality s+

n > srn(k+
n >

√
an) also holds when

F : p < 1 +
εn

mn
,

I : p <
mn + εn

mnτ h
n − (mn + εn)τ I

n
,

II : p <
mn + εn

mn(τ h
n − τ I

n )− εnτ I I
n
.

(13)

Application of (9) to the homogeneous versions of (1a), (1b) in light of (5) and using (10) and (12) gives
transforms (ũ1x , ũ1y, θ̃1) for y > 0, y 6= L and (ũ2x , ũ2y, θ̃2) for y < 0 as linear combinations of (10a).
Operating on (1c), (1d), (6) and (7) with (9) then gives the equations required to find the coefficients of
the linear combinations. For present purposes it is sufficient to display results for half-space 2:

ũ2x

ũ2y

θ̃2

=

 q q 1
A+

2 A−

2 −q
ω2η

+

2 ω2η
−

2 0

C+ exp(p A+

2 y)
C− exp(p A−

2 y)
CB exp(pB2 y)

 (14a)

C+

C−

CB

=
1

pS

 M+

+ M+

− ω1q M+

B
M−

+ M−

− ω1q M−

B
q M+ q M− MB

F+

F−

FB

 . (14b)

For n = (1, 2) in view of (11) and (12),

ωn =
s2

rn p
αvndn

, η±

n = 1 − k±2
n (15a)

η+

n η
−

n = −
εndn

τ h
n p

,

η−

n − η+

n = ηn =

√√√√[1 +
1
τ h

n p
(and I

n + εndn)

]2

− 4

√
and I

n

τ h
n p

.

(15b)

For ωn parameter dn is defined by

I,F : dn = 1, II : (dn, d I I
n )= 1 + τ I I

n p. (16)

In (15b), however, it is defined by (12). Introduction of branch cuts Im(q) = 0, |Re(q)| > s±
n and

Im(q)= 0, |Re(q)|> srn such that Re(A±
n , Bn)≥ 0 in the cut q-plane guarantees that (14a) is bounded
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as y → −∞ for positive real p. In (14b)

F+ =

[
ω1η

−

1 (q F̂x + A−

1 F̂y)−
F̂T

h1cv1

]
exp(−p A+

1 L) (17a)

F− =

[
ω1η

+

1 (q F̂x + A+

1 F̂y)−
F̂T

h1cv1

]
exp(−p A−

1 L) (17b)

FB = (q F̂y − B1 F̂x) exp(−pB1L). (17c)

The matrix coefficients in (14b) are given by

M+

+
=
ω1η

+

1 k1

ρ1
S2−

1−
−ω2η

−

2 Q B(K −

1 + K −

2 ), M+

−
= ω2η

−

2 Q B(K +

1 + K −

2 )−
ω1η

−

1 k1

ρ1
S2−

1+
, (18a)

M+

B =ω2η
−

2

[
η−

1 Q+

1 (K
−

1 +K −

2 )−η
+

1 Q−

1 (K
+

1 +K −

2 )
]
+
ω1ε1d1

τ h
1 ρ1 p

(K −

1 −K +

1 )
(
T2T12−µ12T1K −

2 B2
)
, (18b)

M−

−
=
ω1η

−

1 k1

ρ1
S2+

1+
−ω2η

+

2 Q B(K +

1 + K +

2 ), M−

+
= ω2η

+

2 Q B(K −

1 + K +

2 )−
ω1η

+

1 k1

ρ1
S2+

1−
, (19a)

M−

B =ω2η
+

2

[
η+

1 Q−

1 (K
+

1 +K +

2 )−η
−

1 Q+

1 (K
−

1 +K +

2 )
]
+
ω1ε1d1

τ h
1 ρ1 p

(K +

1 −K −

1 )
(
T2T12−µ12T1K +

2 B2
)
, (19b)

M+ = ω2
[
η−

2 Q+

2 (K
−

1 + K −

2 )− η
+

2 Q−

2 (K
−

1 + K +

2 )
]
+
ω1η

+

1

ρ1
(K +

2 − K −

2 )
(
T1T12 −µ12T2K −

1 B1
)
, (20a)

M− = ω2
[
η+

2 Q−

2 (K
−

1 + K +

2 )− η
−

2 Q+

2 (K
−

1 + K −

2 )
]
+
ω1η

−

1

ρ1
(K +

2 − K −

2 )
(
T1T12 −µ12T2K +

1 B1
)
, (20b)

MB = ω1ω2
[
η+

1 η
+

2 (K
+

1 + K +

2 )Q
2−

1−
+ η−

1 η
−

2 (K
−

1 + K −

2 )Q
2+

1+

]
−ω1ω2

[
η+

1 η
−

2 (K
+

1 + K −

2 )Q
2+

1−
+ η−

1 η
+

2 (K
−

1 + K +

2 )Q
2−

1+

]
−

(
ρ1ω

2
2

k2ε2d2

τ h
2 p

+
ω2

1k1ε1d1

τ h
1 ρ1 p

T1T2

)
(K +

1 − K −

1 )(K
+

2 − K −

2 ). (20c)

Denominator term S is given by

S = −Q B

(
ρ2

k1ω
2
1ε1d1

τ h
1 p

+ ρ1
k2ω

2
2ε2d2

τ h
2 p

)
(A+

1 − A−

1 )(A
+

2 − A−

2 )

+ω1ω2
[
η+

1 η
+

2 (K
+

1 + K +

2 )S
2−

1−
+ η−

1 η
−

2 (K
−

1 + K −

2 )S
2+

1+

]
−ω1ω2

[
η+

1 η
−

2 (K
+

1 + K −

2 )S
2+

1−
+ η−

1 η
+

2 (K
−

1 + K +

2 )S
2−

1+

]
. (21)
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Equation (12) defines dn in (18)–(21) and in (18)–(20) functions

S2±

1±
= q2 Q±

1 Q±

2 + Q B Q2±

1±
, K ±

η = kηA±

η , η = (1, 2), (22a)

Q2±

1±
= T2 A±

1 + T1 A±

2 , Q B(q2)= T2 B1 + T1 B2 (22b)

Q±

1 (q
2)= T12 +µ12 A±

1 B2, Q±

2 (q
2)= T12 +µ12 A±

2 B1, (22c)

µ12 = 2(µ2 −µ1) (22d)

T1 = ρ1 +µ12q2, T2 = ρ2 −µ12q2, (22e)

T12 = ρ1 − ρ2 +µ12q2. (22f)

If s±
n in A±

n is replaced by the isothermal dilatational wave slowness sdn , then (S2+

1+
, . . .) all assume the

form of the Stoneley function Si for isothermal half-spaces [Cagniard 1962]. Thus S is the Stoneley
function for the present case, and is now discussed.

4. Stoneley function

For positive real p, S has branch cuts Im(q)= 0, |Re(q)|> s∗, where in view of (13),

s∗ = min(s−

1 , s−

2 ), s∗
= max(s+

1 , s+

2 , sr1, sr2). (23)

Study of (21) shows that

S(q)≈ −2(ω1η1s2
d1)(ω2n2s2

d2)Mq2
√

0 − q2, |q| → ∞, (24a)

S(0)= (ρ2sr1 + ρ1sr2)
(
M12ω1ω2 − M1ω

2
1 − M2ω

2
2
)
. (24b)

In (24), (M,M1,M2,M12) are defined by

M = (k1 + k2)(µ1 + m2µ2)(µ2 + m1µ1), (25a)

(M1,M2)=

(
ρ2

k1ε1d1

τ h
1 p

, ρ1
k2ε2d2

τ h
2 p

)
(s+

1 − s−

1 )(s
+

2 − s−

2 ), (25b)

M12 = η+

1 η
+

2 (k1s+

1 + k2s+

2 )(ρ2s−

1 + ρ1s−

2 )+ η
−

1 η
−

2 (k1s−

1 + k2s−

2 )(ρ2s+

1 + ρ1s+

2 )

− η+

1 η
−

2 (k1s+

1 + k2s−

2 )(ρ2s−

1 + ρ1s+

2 )− η
−

1 η
+

2 (k1s−

1 + k2s+

2 )(ρ2s+

1 + ρ1s−

2 ). (25c)

Equation (12) holds in (25b), and in view of (15) quantities (M,M1,M2,M12) > 0 for positive real p.
Study of (25a) shows for the isothermal case that Si (0) > 0, and that this guarantees roots q = ±si

0, si
0 >

s∗
r = max(sr1, sr2) for Si whenever Si (±s∗

r ) < 0. As noted in Appendix A, the sign of S(0) depends on
parameter P− defined by (A3) and the dimensionless ratio ω1/ω2. In addition (22) and (25) show that
S is real-valued at q = ±s∗ but pure imaginary for q = ±s∗ and |q| → ∞, Im(q) = ±0, respectively.
The signs of the imaginary values depend on the side of the branch cut. Study of (21), (24), (25), these
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observations, and argument theory [Hille 1959] applied in the manner of [Brock 1997b] show that three
cases arise.

Case A : S(0) > 0,
S(s∗

± i0)
S(|q| ± i0)

,
S(−s∗

± i0)
S(−|q| ± i0)

−→ −0, |q| → ∞, (26a)

Case B : S(0) > 0,
S(s∗

± i0)
S(|q| ± i0)

,
S(−s∗

± i0)
S(−|q| ± i0)

−→ +0, |q| → ∞, (26b)

Case C : S(0) < 0. (26c)

For Case A, S exhibits roots q = ±s0, s0 > 0. For Case B no roots arise in the cut q-plane. For Case C,
S exhibits roots q = ±iτ0, τ0 > 0.

Following [Norris and Achenbach 1984] and [Brock 1998] an expression for s0 that is analytic to
within a single integration is obtained. We introduce function

G(q)=
S(q)

C∗ω1ω2 M(η1s2
d1)(η2s2

d2)

1
s2

0 − q2
, C∗

=

√
s∗2

− q2. (27)

It has branch cuts Im(q)= 0, s∗ < |Re(q)|< s∗, approaches unity as |q| → ∞, and has no roots or zeros
in the cut q-plane. After [Noble 1958], it factors as the product of functions G± that are analytic in the
overlapping strips Re(q) >−s∗ and Re(q) < s∗, respectively. These are given by

ln G±(q)=
1
π

s∗∫
s∗

tan−1 Im S(u + i0)
Re S(u + i0)

du
u ± q

. (28)

Setting G = G+G− in (27) and evaluating it at q = 0 gives the formula

s0 =
1

G±(0)

√
ρ2sr1 + ρ1sr2

s∗M(η1s2
d1)(η2s2

d2)

√
M12 − M1

ω1

ω2
− M2

ω2

ω1
. (29)

Replacing s2
0 by the term −τ 2

0 in (27) gives (28) again, but (29) is replaced by

τ0 =
1

G±(0)

√
ρ2sr1 + ρ1sr2

s∗M(η1s2
d1)(η2s2

d2)

√
M1
ω1

ω2
+ M2

ω2

ω1
− M12. (30)

Formula (28) shows that both G+ and G− are analytic at q = ±(s∗ − 0) and q = ±(s∗
+ 0). Thus setting

G = G+G− in (27) and evaluating at these locations shows by way of a check that S(0) and S(±s∗)

have the same sign, and that the limit in (26b) is achieved whenever S(0) < 0. Because Case A and B
are analogous to the isothermal problem, the results obtained so far are used to study Stoneley effects in
interface temperatures for these cases. For simplicity, the limit problem of interface line loads (L = 0)
is considered.
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5. Interface temperature change when L = 0

When (Fx , Fy, FT ) act on the interface y = 0 itself (L = 0), (14) and (16) give the transform of the
temperature change on the interface

(θ̃1, θ̃2)= θ̃12 =
ω1ω2

S

(
q Mx

F̂x

p
+ My

F̂y

p
+ MT

F̂T

ρ1 p

)
. (31)

In (49) the coefficients

Mx = ω2η
+

1 η
−

1 (K
+

1 − K −

1 )
[
η−

2 (Q B − Q+

2 B2)− η
+

2 (Q B − Q−

2 B2)
]

+ω1η
+

2 η
−

2 (K
+

2 − K −

2 )
[
η−

1 (Q B + Q+

1 B1)− η
+

1 (Q B + Q−

1 B1)
]

(32a)

My = ω2η
+

1 η
−

1 (K
+

1 − K −

1 )
[
η+

2 (q
2 Q−

2 + Q B A−

2 )− η
−

2 (q
2 Q+

2 + Q B A+

2 )
]

+ω1η
+

2 η
−

2 (K
+

2 − K −

2 )
[
η+

1 (q
2 Q−

1 − Q B A−

1 )− η
−

1 (q
2 Q+

1 − Q B A+

1 )
]

(32b)

MT = η+

1 η
−

2 S2+

1−
+ η−

1 η
+

2 S2−

1+
− η+

1 η
+

2 S2−

1−
− η−

1 η
−

2 S2+

1+
. (32c)

The inverse of the bilateral Laplace transform [Sneddon 1972] in (9) can be written as

F̂(x)=
p

2π i

∫
F̃ exp (pqx) dq. (33)

Integration is over a Bromwich contour which, for Case A, can be taken as the entire Im(q)-axis. How-
ever, (24a) and (32) show that

S ≈ O(q2
√

−q2), Mx ≈ O(1), (34)

My ≈ O(
√

−q2), MT ≈ O(q2), |q| → ∞. (35)

Therefore, substitution of (31) in (33) gives integrands that vanish as |q| → ∞ for all x(Mx ,My) and
x 6= 0(MT ). The (Mx ,MT )-contribution can then by Cauchy theory be obtained as principal value
integrals about segment Im(q) = 0,Re(q) < −s∗(x > 0) or Im(q) = 0,Re(q) > s∗(x < 0). Similarly,
the My-contribution becomes an integral about segment Im(q) = 0,−s∗ < Re(q) < −s∗(x > 0) or
Im(q)= 0, s∗ < Re(q) < s∗(x < 0) and the pole residue

θ̂ S
12 =

F̂y

2s0 p
v2

d1v
2
d2 Ny exp(−ps0|x |)

η1η2 MG0

√
s2

0 − s∗2
(36a)

ln G0 =
2
π

s∗∫
s∗

tan−1 Im S(u + i0)
Re S(u + i0)

udu
u2 − s2

0
(36b)
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Ny =
ε1d1

τ h
1
(κ+

1 − κ−

1 )ω2
[
η−

2 (s
2
0 T +

2 −α+

2 Tβ)− η+

2 (s
2
0 T −

2 −α−

2 Tβ)
]

+
ε2d2

τ h
2
(κ+

2 − κ−

2 )ω1
[
η−

1 (s
2
0 T +

1 +α+

1 Tβ)− η+

1 (s
2
0 T −

1 +α−

1 Tβ)
]
. (36c)

Equation (12) governs dn in (36c), and

(T ±

1 , T ±

2 )= ρ1 − ρ2 +µ12s2
0 −µ12(α

±

1 β2, α
±

2 β1) (37a)

Tβ = (ρ2 −µ12s2
0)β1 + (ρ1 +µ12s2

0)β2 (37b)

α±

n =

√
s2

0 − s±2
n , κ±

n = knα
±

n , βn =

√
s2

0 − s2
rn, n = (1, 2). (37c)

Study of (36a) in view of (10a), (11), (12), (20)–(24) and (37) shows that θ̂ S
12 appropriately vanishes

when the half-space materials are the same. For Case B a term such as (36a) does not arise. Inversion
of (36a) is now sought for Case A for the three models. To allow more insight into behavior, analytical
results are achieved with asymptotic versions of the transforms that are valid for very long or very short
times after the line loads are applied.

6. Inversion for long times

A robust asymptotic result for long times, here defined for all three models as

t � max(τ h
1 , τ

h
2 ) (38)

is obtained by inverting an approximate transform valid for max(τ h
1 p, τ h

2 p)� 1. It is noted that all Dn-
operators (and thus corresponding dn-factors) become unity, that is, all three models behave as Fourier
model F. For n = (1, 2) Equation (11)–(13) yield

k+

n ≈

√
aεn
τ h

n p
, η+

n ≈ −
aεn
τ h

n p
, k−

n ≈

√
aεn
an
, η−

n ≈
εn

an
, aεn = an + εn (39a)

s+

n ≈
λεn
√

p
, s−

n ≈
srn
√

aεn
= sεn =

1
vεn
, ωn ≈

s2
rn p
αvn

, λεn =
aεnsrn

anhn
. (39b)

In light of (11) and (39), s+
n � srn > s−

n and it is noted that (vεn, sεn) are the thermoelastic dilatational
wave speed and slowness [Brock and Georgiadis 1999]. For purposes of illustration we choose materials
so that, in view of (39),

s−

1 < s−

2 < sr1 < sr2 � s+

1 < s+

2 . (40)

From Appendix A and (24) it can be shown that requirements for Case A are met if

s2
r2(ρ1 + ρ2 − 2µ1s2

r2)
2
−β1

[
(ρ2 − 2µ1s2

r2)
2α1 + ρ1ρ2α2

]
> 0 (41a)

αn =

√
s2

r2 − sε2n , n = (1, 2), β1 =

√
s2

r2 − s2
r1. (41b)
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If (41b) does hold then (29), (36a) and a standard table [Sneddon 1972] give

s0 ≈

√
ρ2sε1 + ρ1sε2

√
ρ2sr1 + ρ1sr2

√
k1λ

ε
1 + k2λ

ε
2√

λε1λ
ε
2

exp(9F (0))
sε2
√

Msε1sr2
> sr2 (42a)

θ S
12 ≈

NF

2M
√

s2
0 − s2

r2

exp(−29F (s0))Fy(t − s0|x |)H(t − s0|x |) (42b)

NF =
k1ε1a2v

ε2
1

τ h
1 αv2

(
1 −

α0
2

s0

)(
s2

0 T 0
1 +α0

1 T 0
β

)
+

k2ε2aε1v
ε2
2

τ h
2 αv1

(
1 −

α0
1

s0

)(
s2

0 T 0
2 −α0

2 T 0
β

)
. (42c)

Here H is the Heaviside function, function 9F is defined by (B1) in Appendix B and

(T 0
1 , T 0

2 )= ρ1 − ρ2 +µ12s2
0 −µ12(α

0
1β

0
2 , α

0
2β

0
1 ) (43a)

T 0
β = (ρ2 −µ12s2

0)β
0
1 + (ρ1 +µ12s2

0)β
0
2 (43b)

α0
n =

√
s2

0 − sε2n , β0
n =

√
s2

0 − s2
rn, n = (1, 2). (43c)

7. Inversion for short times: model F

The short time range for Fourier model F is defined as

t � min(τ h
1 , τ

h
2 ). (44)

A robust asymptotic result can therefore be obtained from a transform approximation valid for

min(τ h
1 p, τ h

2 p)� 1.

It can be shown that for n = (1, 2)

k+

n ≈ 1, η+

n ≈
−εn

τ h
n p
, k−

n ≈

√
an

τ h
n p
, η−

n ≈ 1 (45a)

s+

n ≈ sdn, s−

n ≈
λn
√

p
, ωn =

s2
rn p
αvn

, λn =
srn

hn
. (45b)

From (11) and (45) it follows that now srn > s+
n � s−

n . For purposes of illustration the materials are
chosen such that

s−

1 < s−

2 � s+

1 < s+

2 < sr1 < sr2. (46)

From Appendix A and (21) it can be shown that conditions for Case A are met if (38) is satisfied, but
with (α1, α2) in (41b) replaced by

αn =

√
s2

r2 − s2
dn, n = (1, 2). (47)
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If (41a) and (47) do hold then it can be shown that

s0 ≈
√
ρ2sd1 + ρ1sd2

√
ρ2sr1 + ρ1sr2

√
k1λ1 + k2λ2

√
k1k2

exp(9F (0))
sd2

√
sd1sr2 M

> sr2, (48a)

θ S
12 ≈

NF

2M
√

s2
0 − s2

r2

exp(−29F (s0))Fy(t − s0|x |)H(t − s0|x |), (48b)

NF =
k1ε1a2v

2
d1

τ h
1 αv2

(
1 −

α0
2

s0

)(
s2

0 T 0
1 +α0

1 T 0
β

)
+

k2ε2a1v
2
d2

τ h
2 αv1

(
1 −

α0
1

s0

)(
s2

0 T 0
2 −α0

2 T 0
β

)
. (48c)

Function 9F is now given by (B3) in Appendix B.

8. Inversion for short times: model I

For the single-relaxation time model, valid results are obtained for

t � min(τ I
1 , τ

I
2 ) (49)

with approximate transforms valid for max(τ I
1 p, τ I

2 p)� 1. Then for n = (1, 2)

2k±

n ≈

√(
1 +

√
anl I

n

)2
+ εnl I

n ±

√(
1 −

√
anl I

n

)2
+ εnl I

n , l I
n =

τ I
n

τ h
n

� 1 (50a)

ωn ≈
s2

rn p
αnv

, η+

n η
−

n ≈ −εnl I
n . (50b)

It is noted that l I
n is a dimensionless ratio of characteristic times. In light of (13) inequality srn > s+

n
holds, and one can again consider the situation (46). However, each s-parameter is now a constant, that
is, wave slowness, so that a difference of scale between s+

n and s−
n would be due to material mismatch.

Use of Appendix A, (24) and (50) shows that Case A arises only if

z− <
s2

r1αv2

s2
r2αv1

< z+, MI < 0. (51)

Parameters z± are given by (A6) in Appendix A, with (50) understood and

(M1,M2)≈ (k1ε1l I
1ρ2, k2ε2l I

2ρ1)(s+

1 − s−

1 )(s
+

2 − s−

2 ). (52)

Parameter MI is defined as

MI = η+

1 η
+

2 (κ
+

1 + κ+

2 )M
2−

1−
+ η−

1 η
−

2 (κ
−

1 + κ−

2 )M
2+

1+

− η+

1 η
−

2 (κ
+

1 + κ−

2 )M
2+

1−
− η−

1 η
+

2 (κ
−

1 + κ+

2 )M
2−

1+
, (53a)

M2±

1±
= s2

r2T 2
12 − (T 2

2 α
±

1 + ρ1ρ2α
±

2 ), (53b)

α±

n =

√
s2

r2 − s±2
n , κ±

η = κηα
±

η1
, n = (1, 2), β1 =

√
s2

r2 − s2
r1. (53c)
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Here (10b) and (22e) govern with argument u2. For Case A (29) is valid, with

s∗
= sr2, G±(0)≈ exp9I (0). (54)

Inversion of (36a) then produces in light of (37)

θ S
12 ≈

1
2s0

NI exp(−29I (s0))

Mη1η2

√
s2

0 − s2
r2

Ḟy(t − s0|x |)H(t − s0|x |), (55a)

NI = ε1l I
1 (κ

+

1 − κ−

1 )
a2v

2
d1

αv2

[
η−

2 (s
2
0 T +

2 −α+

2 Tβ)− η+

2 (s
2
0 T −

2 −α−

2 Tβ)
]

+ ε2l I
2 (κ

+

2 − κ−

2 )
a1v

2
d2

αv1

[
η−

1 (s
2
0 T +

1 +α+

1 Tβ)− η+

1 (s
2
0 T −

1 +α−

1 Tβ)
]
. (55b)

The superposed dot signifies time differentiation; 9I is defined by (C1) in Appendix C.

9. Inversion for short times: model II

For the double-relaxation time model, valid results for

t <min(τ I I
1 , τ I I

2 ) (56)

are obtained by examining approximate transforms valid for min(τ I I
1 p, τ I I

2 p) � 1. For n = (1, 2)
asymptotic results are

2k±

n ≈

√(
1 +

√
anl I

n

)2
+ εnl I I

n ±

√(
1 −

√
anl I

n

)2
+ εnl I I

n ,

l I I
n =

τ I I
n

τ h
n
< l I

n � 1,

(57a)

ωn ≈
s2

rn

αvnτ I I
n
, η+

n η
−

n ≈ −εnl I I
n . (57b)

As with model I each s-parameter is wave slowness, and situation (46) can again be considered, with
the understanding that any difference in scale is due to material mismatch. Use of Appendix A, (24) and
(57) shows that Case A arises only when

z− <
s2

r1αv2τ
I I
2

s2
r2αv1τ

I I
1
< z+, MI I < 0. (58)

Again (A6) in Appendix A holds, but now

(M1,M2)≈
(
κ1ε1l I I

1 ρ2, κ2ε2l I I
2 ρ1

)
(s+

1 − s−

1 )(s
+

2 − s−

2 ), (59a)

MI I = MI − (ρ2 −µ12s2
r2)β1(κ

+

1 − κ−

1 )(κ
+

2 − κ−

2 )�I I , (59b)

�I I = κ1µ1ε2s2
r2l I I

2
αv1

αv2
+ κ2µ2ε1s2

r1l I I
1
αv2

αv1
. (59c)
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It is understood that (57) now holds for all quantities, including MI . If (58) is satisfied then (29) holds,
with

s∗
= sr2, G0 ≈ exp9I I (0). (60)

Inversion of (36a) then gives

θ S
12 ≈

1
2s0

NI I exp(−29I I (s0))

η1η2

√
s2

0 − s2
r2

Fy(t − s0|x |)H(t − s0|x |), (61a)

NI I = ε1l I I
1 (κ

+

1 − κ−

1 )
s2

r2

αv2τ
I I
2

[
η−

2

(
s2

0 T +

2 −α+

2 Tβ
)
− η+

2

(
s2

0 T −

2 −α−

2 Tβ
)]

+ ε2l I I
2 (κ

+

2 − κ−

2 )
s2

r1

αv1τ
I I
1

[
η−

1

(
s2

0 T +

1 +α+

1 Tβ
)
− η+

1

(
s2

0 T −

1 +α−

1 Tβ
)]
. (61b)

Here (57) governs and function 9I I is defined in Appendix D.

10. Some observations

Equation (21) shows that a Stoneley function arises in transform space in a dynamic study of perfectly
bonded thermoelastic half-spaces. The function includes a linear combination of four terms, each (22a)
of which has the form of an isothermal Stoneley function. Condition (26) for existence of thermoelastic
Stoneley roots is similar to those for the isothermal case, but more restrictive. Expressions (29) and
(30) for the roots, analytic to within a single integration, may depend on the unilateral Laplace (time)
transform variable p, that is, not correspond to, as in the isothermal case, a constant Stoneley wave
slowness. Moreover, a root can for positive real p be real (29) or imaginary (30).

It is found that a line load force applied directly to the interface and acting normal to it produces, from
the residue of the real root, contribution (36a) to the time transform of the interface temperature change.
The contribution has an analytical form, and asymptotic versions of this, valid for long times or short
times after the line load is applied, can be inverted analytically.

Inversion (42b) shows that the residue contribution behaves for long times as if the half-spaces obey
classical Fourier theory [Chadwick 1960] even when thermal relaxation [Lord and Shulman 1967; Green
and Lindsay 1972] is present. Conditions for existence of the Stoneley root (in asymptotic form) are
always met, and the root (42a) is a constant. As a result, (42b) describes a temperature change wave.

For short times, a constant real root (48a), (29) and (54), and (29) and (60) arises for, respectively, the
Fourier and single- and double-relaxation time models, and the contribution of the residue to the interface
temperature change for each model again defines a wave. However, existence conditions (51) and (58)
for the relaxation time models are more restrictive than condition (41a) and (47) for the Fourier model.
Moreover, contribution (48b) and (61a) for the Fourier and double-relaxation time models are propor-
tional to line load function Fy . Contribution (55a) for the single-relaxation time model is proportional
to the time derivative of Fy .

The observation that τ h
n � τ I

n >τ
I I
n , n = (1, 2) made in connection with (4) shows in view of (38), (44),

(49) and (56) that asymptotic result (42a) and (42b) are the most robust. Nevertheless, work in fluids
[Fan and Lu 2002] shows that behavior for very short times after a load is applied can be distinctive.
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As noted just above, this is the case here. Specifically, if Fy is a step (Heaviside) function in time, the
Stoneley contribution to interface temperature for long times is a propagating step function whose form is
the same for all three models. For short times, the contribution for the Fourier (F) and double-relaxation
(II) time models are propagating step functions that are not identical, while the single-relaxation (I) time
model gives a propagating impulse.

In summary, the present analysis shows the sensitivity of Stoneley signals in perfectly bonded thermoe-
lastic half-spaces to the nature of the heat conduction model that governs. It is hoped that the results given
here may prove useful in the transient study of solids that consist of dissimilar thermoelastic materials.

Appendix A

The sign of S(0) in (24b) is determined by the second factor on its right-hand side. Equation (15) indicates
that (ω1, ω2) for positive real p is positive, so that this factor can be studied in terms of the quadratic

M12z − M1z2
− M2, z =

ω1

ω2
> 0. (A1)

Its discriminant and the location of its maximum value are

M2
12 − 4M1 M2, z =

M12

2M1
, (M1,M2,M12) > 0. (A2)

The former can be factored as

(k+

1 − k−

1 )
2(k+

2 − k−

2 )
2 P+ P−, P± = C1ρ1sd2 + C2ρ2sd1 ± 2C3

√
ρ1sd2ρ2sd1. (A3)

Term P± is quadratic in (
√
ρ1sd2,

√
ρ2sd1) and (C1,C2,C3) are quadratic in (

√
k1sd1,

√
k2sd2):

C1 = C11k1sd1 + C12k2sd2,

C2 = C21k1sd1 + C22k2sd2,
(A4a)

C11 = (k+2
1 + k+

1 k−

1 + k−2
1 )(1 + k+

2 k−

2 ),

C12 = k+

2 k−

2 (k
+

1 + k−

1 )(k
+

2 + k−

2 ),
(A4b)

C22 = (k+2
2 + k+

2 k−

2 + k−2
2 )(1 + k+

1 k−

1 ),

C21 = k+

1 k−

2 (k
+

1 + k−

1 )(k
+

2 + k−

2 ),
(A4c)

C3 =
1
p

√
d1ε1d2ε2

√
k1ε1sd1

τ h
1

√
k2ε2sd2

τ h
2

. (A4d)

Equation (12) holds in (A4d) and because k+
n > 1 > k−

n > 0, n = (1, 2), terms (C1,C2,C3, P+) > 0.
Therefore if P− > 0 the quadratic in (A2) has a positive maximum and two positive real roots. If P− < 0
the quadratic in (A2) is itself negative for all ω1/ω2 > 0. It follows that

P− > 0 : S(0) > 0
(
z− <

ω1

ω2
< z+

)
, S(0) < 0

(
0<

ω1

ω2
< z−,

ω1

ω2
> z+

)
, (A5a)
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P− < 0 : S(0) < 0
(ω1

ω2
> 0

)
. (A5b)

In (A5a) the terms z± are given by

z± =
1

2M1

(
M12 ±

√
M2

12 − 4M1 M2

)
. (A6)

Study of P− is aided by several observations: its discriminant is

−C11C21k2
1s2

d1 − C22C12k2
2s2

d2 +

[
2
p

√
ε1d1ε2d2

τ h
1 τ

h
2

− C11C22 − C12C21

]
k1sd1k2sd2. (A7)

This quadratic in turn has discriminant

D+D−, D± =
ε1d1ε2d2

τ h
1 τ

h
2 p2

−
1
2

(√
C11C22 ±

√
C12C22

)2
. (A8)

The first term in D± can be written in light of (15) as

(1 − k+2
1 )(1 − k−2

1 )(1 − k+2
2 )(1 − k−2

2 ). (A9)

Thus if (k±

1 , k±

2 ) have values for positive real p such that D+D−<0, then (A7) is negative in (k1sd1, k2sd2),
and P− > 0 in (

√
ρ1sd2,

√
ρ2sd1). If D+D− > 0 however, (A7) exhibits (k±

1 , k±

2 )-dependent roots in on
the sd1/sd2-axis and its sign depends on (k1sd1, k2sd2). Then, when it is positive the sign of P− depends
on (

√
ρ1sd2,

√
ρ2sd1).

Appendix B

Function 9F that appears in (47) is defined as

ln9F (q)=
1
π

( sε2∫
sε1

ψ1udu
u2 − q2 +

sr1∫
sε2

ψ2udu
u2 − q2 +

sr2∫
sr1

ψ3udu
u2 − q2

)
, (B1a)

ψ1 = tan−1 1
α1

(ρ1ρ2 B1 + T 2
1 B2)A2 + u2T 2

12

ρ1ρ2 B2 + (T 2
2 +µ2

12 A2 B2)B1
, (B1b)

ψ2 = tan−1 u2 T 2
12 −µ2

12α1 B1α2 B2

T 2
1 α2 B2 + T 2

2 α1 B1 + ρ1ρ2(α1 B2 +α2 B1)
, (B1c)

ψ3 = tan−1 1
B2

u2T 2
12 − (T 2

2 α1 + ρ1ρ2α2)β1

(T 2
1 −µ2

12u2α1β1)α2 + ρ1ρ2α1
. (B1d)

Here (10b), (22e) and (45) hold, with argument u2, and

αn =

√
u2 − sε2n , n = (1, 2), β1 =

√
u2 − s2

r1. (B2)
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In Equation (48a) and (48b) function 9F is given by

9F (q)=
1
π

( sd2∫
sd1

ψ1udu
u2 − q2 +

sr1∫
sd2

ψ2udu
u2 − q2 +

sr2∫
sr1

ψ3udu
u2 − q2

)
. (B3)

Equation (B1) and (B2) again hold but with modification

αn =

√
u2 − s2

dn, n = (1, 2). (B4)

Appendix C

Function 9I that appears in (55) is defined by

9I (q)=
1
π

( s−

2∫
s−

1

ψ1udu
u2 − q2 +

s+

1∫
s−

2

ψ2udu
u2 − q2 +

s+

2∫
s+

1

ψ3udu
u2 − q2 +

sr1∫
s+

2

ψ4udu
u2 − q2 +

sr2∫
sr1

ψ5udu
u2 − q2

)
, (C1a)

ψ1 = tan−1 α−

1
N1

D1
, ψ2 = tan−1 1

D2
(α−

1 N21 +α−

2 N22), ψ3 = tan−1 N3

D3
, (C1b)

ψ4 = tan−1 u2 N4

D4
, ψ5 = tan−1 N5

B2 D5
. (C1c)

Equation (C1b) and (C1c) employ the quantities

N1 = η−

1

(
η−

2 S2+

1+
− η+

2 S2−

1+

)
+ η+

1

[
η+

2 (K
+

1 + K +

2 )U2− − η−

2 (K
+

1 + K −

2 )U2+

]
, (C2a)

D1 = η−

1

(
η+

2 A+

2 S2−

1+
− η−

2 A−

2 S2+

1+

)
+ η+

1

[
η−

2 (K
+

1 + K −

2 )V2+ − η+

2 (K
+

1 + K +

2 )V2−

]
, (C2b)

N21 = η−

1 η
−

2 S2+

1+
+ η+

1 η
+

2 (K
+

1 + K +

2 )(ρ1ρ2 B2 + T 2
2 B1)− k1η

+

1 η
−

2 A+

1 U2+ − k1η
−

1 η
+

2 V1+, (C3a)

N22 = η−

2 η
−

1 S2+

1+
+ η+

2 η
+

1 (K
+

1 + K +

2 )(ρ1ρ2 B1 + T 2
1 B2)− k2η

+

2 η
−

1 A+

2 U1+ − k2η
−

2 η
+

1 V2+, (C3b)

D2 = η+

1 η
−

2 (A
+

1 V2+ −α−

1 k−

2 U2+)+ η
−

1 η
+

2 (A
+

2 V1+ − k−

1 α
−

2 U1+), (C3c)

N3 = η−

2

[
η−

1 (κ
−

1 + κ−

2 )− η
+

1 (κ
+

1 + κ−

2 )
]

+ η+

2

[
η+

1

(
u2α+

1 V 2−

1−
+ A+

2 U 2−

1−

)
+ η−

1

(
u2k−

1 V 2−

1+
− k+

2 U 2−

1+

)]
, (C4a)

D3 = η−

2

[
η−

1 α
+

1 (η
−

1 + κ+

2 )+ V2+ − η+

1 α
−

1

(
η−

1 κ
+

1 − κ−

2

)
U2+

]
+ η+

2

[
η−

1

(
u2K +

2 V 2−

1+
− κ−

1 U 2−

1+

)
− η+

1

(
u2K +

2 V 2−

1−
− κ+

1 U 2−

1−

)]
, (C4b)
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N4 = η+

1 η
−

2 (κ
+

1 +κ−

2 )V
2+

1−
+η−

1 η
+

2 (κ
−

1 +κ+

2 )V
2−

1+
−η+

1 η
+

2 (κ
+

1 +κ+

2 )V
2−

1−
−η−

1 η
−

2 (κ
−

1 +κ−

2 )V
2+

1+
, (C5a)

D4 = η+

1 η
+

2 (κ
+

1 +κ+

2 )U
2−

1−
+η−

1 η
−

2 (κ
−

1 +κ−

2 )U
2+

1+
+η+

1 η
−

2 (κ
+

1 +κ−

2 )U
2+

1−
+η−

1 η
+

2 (κ
−

1 +κ+

2 )U
2−

1+
, (C5b)

(N5, D5)= η+

1 η
+

2 (κ
+

1 + κ+

2 )(X
2−

1−
, Y 2−

1−
)+ η−

1 η
−

2 (κ
−

1 + κ−

2 )(X
2+

1+
, Y 2+

1+
)

+ η+

1 η
−

2 (κ
+

1 + κ−

2 )(−X2+

1−
, Y 2+

1−
)− η−

1 η
+

2 (κ
−

1 + κ+

2 )(−X2−

1+
, Y 2−

1+
). (C6)

In (C2)–(C6) Equation (10b), (22a), (22e) and (49) hold, with argument u2, and

U2± = T 2
2 B1 + (ρ1ρ2 +µ2

12u2 A±

2 B1)B2,

V2± = u2T 2
12 + (ρ1ρ2 B1 + T 2

1 B2)A±

2 ,
(C7a)

U1+ = T 2
1 B2 + (ρ1ρ2 +µ2

12u2 A+

1 B2)B1,

V1+ = u2T 2
12 + (ρ1ρ2 B2 + T 2

2 B1)A+

1 ,
(C7b)

U 2±

1±
= T 2

2 α
±

1 B1 + T 2
1 α

±

2 B2 + ρ1ρ2(α
±

1 B2 +α±

2 B1),

V 2±

1±
= T 2

12 −µ2
12α

±

1 B1α
±

2 B2,
(C7c)

X2±

1±
= u2T 2

12 − (T 2
2 α

±

1 + ρ1ρ2α
±

2 )β1,

Y 2±

1±
= T 2

1 α
±

2 + (ρ1ρ2 −µ2
12u2α±

2 β1)α
±

1 .
(C7d)

Appendix D

Function 9I I that appears in (61) has the same form as that given for 9I by (C1a). However, (C1b) and
(C1c) are modified:

ψ1 = tan−1 α−

1
N1 +�12 Q B(A+

2 − A−

2 )

D1 +�12 Q B A+

1 (A
+

2 − A−

2 )
, (D1a)

ψ2 = tan−1 α
−

1 N21 +α−

2 N22 +�12 Q B(α
−

1 A+

2 +α−

2 A+

1 )

D2 +�12 Q B(A+

1 A+

2 −α−

1 α
−

2 )
, (D1b)

ψ3 = tan−1 N3 +�12 Q Bα
−

2 (α
+

1 −α−

1 )

D3 −�12 Q B A+

2 (α
+

1 −α−

1 )
, (D1c)

ψ4 = tan−1 u2 N4

D4 +�12 Q B(α
+

1 −α−

1 )(α
+

2 −α−

2 )
, (D1d)

ψ5 = tan−1 1
B2

N5 −�12T2β1(α
+

1 −α−

1 )(α
+

2 −α−

2 )

D5 +�12T1(α
+

1 −α−

1 )(α
+

2 −α−

2 )
. (D1e)
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In Equation (C2)–(C6) in Appendix C, (D1), (10b), (22a), (22e), (C2), (56) and (58) now hold, with
argument u2.
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MECHANICAL BEHAVIOR AND CONSTITUTIVE MODELING OF METAL
CORES

ASHKAN VAZIRI AND ZHENYU XUE

Studying the mechanical behavior of metal cores provides insight into the overall performance of struc-
tures comprising metal sandwich plates, and can help immensely in designing metal sandwich plates for
specific engineering applications. In this study, the response of folded (corrugated) plate and pyrami-
dal truss cores are explored under both quasistatic and dynamic loadings. In particular, two important
characteristics of metal cores, the nonuniform hardening/softening evolution due to stressing in different
directions and the rate-dependence, are discussed for different core topologies, including the square
honeycomb core. In addition, the role of core behavior on the overall performance of sandwich plates is
studied by employing a constitutive model for the elastic-plastic behavior of plastically compressible or-
thotropic materials [Xue et al. 2005]. The constitutive model is capable of capturing both the anisotropy
of the core, associated with stressing in different directions, and its rate-dependence. The approach,
based on employing the core constitutive model, not only significantly reduces the computation time, but
also permits exploration of the role of each fundamental rate-dependent response of the metal core on
the overall response of the metal sandwich plates.

1. Introduction

Recent studies have indicated the advantage of well-designed metal sandwich plates over solid plates
under high intensity dynamic loading, where combinations of high strength and energy absorption are
vital for the structural performance [Qiu et al. 2003; Xue and Hutchinson 2004a; Fleck and Deshpande
2004; Rathbun et al. 2006; Vaziri and Hutchinson 2007; Vaziri et al. 2007]. Metal sandwich plates
encompass further advantages when the high intensity loading is transmitted through water, which can
make them an excellent choice for ship protection [Xue and Hutchinson 2003; Hutchinson and Xue 2005;
Liang et al. 2007]. On the other hand, sandwich plates with foam-filled cores have been shown to perform
as well, or nearly as well, as plates of the same weight with unfilled cores [Vaziri et al. 2006]. Therefore,
it appears that the multifunctional advantages of foam-filled cores such as acoustic and thermal insulation
can be exploited without jeopardizing the structural performance of metal sandwich plates.

The volume fraction of the core occupied by metal and the core topology are important design as-
pects of all-metal sandwich plates [Xue and Hutchinson 2004a]. Three core topologies that have been
commonly considered in the design of high-performance structures are square honeycomb, folded plate
(corrugated) and pyramidal truss cores. Full-scale metal sandwich plates designed to be effective against
impulsive loads have cores with a low volume fraction of material, typically less than 0.08 [Hutchinson

Keywords: constitutive modeling, plasticity, rate-dependence, sandwich plate, folded core, pyramidal truss core, finite element
method.
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and Xue 2005]. In this study, the volume fraction of the core material is 2%, which is lower than the
optimum configuration suggested by Xue and Hutchinson [2004a] for sandwich plates with the overall
geometry in the meter scale. The rationale for studying thinner cores is based on their potential ad-
vantage for water blast by accounting for fluid-structure interaction [Liang et al. 2007]. Studying the
behavior of metal cores not only provides insight regarding the overall performance of metal sandwich
plates but also is required for developing a continuum model for sandwich plates. While the structural
behavior of square honeycomb sandwich cores has been documented in recent numerical and theoretical
investigation [Xue et al. 2005; Xue and Hutchinson 2006], the behavior of folded plate and pyramidal
truss cores has not been studied rigorously. Consequently one of the main objectives of this study is
to explore the mechanical response of folded and pyramidal truss cores under quasistatic and dynamic
loadings (Sections 3 and 4). In Section 5, insight into the structural role of metal cores on the overall
performance of sandwich plates is gained by employing a constitutive model proposed for the elastic-
plastic behavior of plastically compressible orthotropic materials with nonuniform hardening or softening
evolution associated with stressing in different directions [Xue et al. 2005]. In particular two intrinsic
characteristics of the metal core, Nonuniform hardening/softening, and rate-dependence, are considered
and their influence on the overall response of a folded sandwich plate is examined. The inputs to this
constitutive model are identified based on the numerical simulation of the folded plate core behavior
discussed in Section 3. All the calculations in this study are performed by employing the commercially
available software ABAQUS [Abaqus 2005].

2. Specification of sandwich plates and material properties

Figure 1 shows the schematic diagram of folded plate and pyramidal truss core sandwich plates consid-
ered in this study. Both types of sandwich plates have core height H and face sheet thickness h. The
folded plate core has thickness t and an inclination angle between the core web and the face sheet α, while
the width of its periodic section is B = t/sinα+H/tanα. All members of the pyramidal truss core are
identical and have solid square cross-sections of width t . Each truss member has three neighbors coming
into contact at their corners with an angle of inclination between the truss and the face sheet, α. The
width of a periodic section of the pyramidal truss core sandwich plate is B = (t + t/sinα+H/tanα)/

√
2.

For the folded plate core, the volume fraction of the core occupied by the material can be expressed
as,

ρ̄c =
t/H

t/H + cosα
. (1)

Similarly for the pyramidal truss core,

ρ̄c =
2 sinα

(1 + sinα+ cosα · H/t)2
, (2)

and the total mass/area of the sandwich plate, M , is given by

M = ρs(2h + ρ̄c H). (3)

For both types of sandwich plate, with L , M , and ρs specified, the geometry of the plate is fully
determined by the three independent dimensionless parameters ρ̄c, H/L , and α. The face sheet thickness,
h/L , is then determined in terms of ρ̄c and H/L by Equation (3). Note that the top and bottom faces are
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Figure 1. Schematic diagram of sandwich panels and corresponding computation model
of sandwich panel: (a) folded sandwich plate; (b) pyramidal truss sandwich panel.

taken to have equal thickness in this study. In all the calculations presented in this paper, the following
parameters are set to be constant: M/ρs L = 0.02, H/L = 0.1 and L = 1 m (width of the sandwich plates
= 2 m).

The core and face sheets material of the sandwich plates are taken to be stainless steel (#304) with
density of ρs = 8000 kg/m3. A piecewise function has been fitted to the true stress-logarithmic strain
tensile behavior of the material, giving

σ =

{
Eε, ε ≤ σY /E,

σY (Eε/σY )
N , ε > σY /E,

(4)

with Young’s modulus E = 200 GPa, Poisson ratio ν = 0.3, tensile initial yield strength σY = 205 MPa,
and strain hardening exponent N = 0.17 [Boyer and Gall 1985]. The shear modulus and initial shear
strength are G = E/[2(1 + ν)] = 76.92 GPa and τY = σY /

√
3 = 118.35 MPa. The material strain rate

sensitivity of the steel is not taken into account. Classical flow theory of plasticity, based on the von Mises
yield surface and isotropic hardening, is employed in the three-dimensional finite element simulations.
The steel is assumed to be sufficiently ductile to sustain large strains without fracture.

3. Folded core unit cell response

The unit cell corresponding to the geometry of a folded plate core, along with the coordinate system used
to define the anisotropy, are given in Figure 2a. Estimates of the overall elastic moduli associated with
stressing in the directions of orthotropy, out-of-plane shearing, and in-plane shearing in two directions
are obtained based on simple strength of materials formulas as described in [Xue and Hutchinson 2004b]:
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Figure 2. Mechanical behavior of folded plate cores: (a) finite element model of the
folded core unit cell. (b) normalized true stress-true plastic strain relationships for
three basic histories of the folded core with α = 45◦, t/H = 0.0144, corresponding
to B/H = 1.042 and ρ̄c = 0.02. The true stresses are normalized by the theoretical
values of the initial yield stress associated with each loading history under quasistatic
loading, Equation (7). The horizontal axis is the plastic strain component ε p

i associated
with each stress history.

E11 = ρ̄c Es,

E33 = ρ̄c Es sin4 α,

G13 =
1
2

Gs ρ̄c sin 2α,

G23 =
1
4

Es ρ̄c sin2 2α,

G12 = ρ̄cGs sin2 α.

(5)

Let the xi axes be aligned with the orthotropic axes. Introduce stress, strain, and plastic strain vectors
in the usual way with

σ = (σ1, σ2, σ3, σ4, σ5, σ6)
T

≡ (σ11, σ22, σ33, σ13, σ23, σ12)
T ,

ε = (ε1, ε2, ε3, ε4, ε5, ε6)
T

≡ (ε11, ε22, ε33, 2ε13, 2ε23, 2ε12)
T ,

εP
= (εP

1 , ε
P
2 , ε

P
3 , ε

P
4 , ε

P
5 , ε

P
6 )

T
≡
(
εP

11, ε
P
22, ε

P
33, 2εP

13, 2εP
23, 2εP

12
)T
.

(6)

Estimates for the initial quasistatic yield values in the directions of orthotropy, σ̂i (0), are given by,

σ̂1(0)= ρ̄cσY ,

σ̂3(0)=
2

√
3
ρ̄cσY sin2 α,

σ̂4(0)= σ̂6(0)= ρ̄cτY sinα,

σ̂5(0)=
1
2
ρ̄cσY sin 2α.

(7)
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As in the case of overall elastic stiffness, these estimates are based on elementary estimates from the
strength of materials, and it was assumed that under crushing, yielding precedes the buckling of the core
plate. The factor (2/

√
3) (for web materials having a von Mises yield surface) reflects the constraint of

the faces such that the webs undergo plane strain tension (compression). It is noteworthy that E22 and
σ̂2(0) are exceedingly low and essentially irrelevant to the overall performance of sandwich plates as
the faces supply essentially all the tensile strength and stiffness. In the calculations, they are taken as
σ̂2(0)= ρ̄cσY /200, and E22 = ρ̄c Es/200.

The core responses under both quasistatic and dynamic loadings are calculated for a folded plate core
having α = 45◦ and t/H = 0.0144, (corresponding to ρ̄c = 0.02).

3.1. Numerical results for unit cell response under quasistatic loading. Periodic boundary conditions
consistent with each loading history are imposed on the unit cell of the folded plate core. Under compres-
sion and shear loadings, rigid plates are bonded to top and bottom surfaces of the unit cell to simulate
the behavior of the core attached to the face sheets. The bottom rigid plate is fixed and the top face is
displaced. Figure 2b depicts the strain-stress curves of the folded plate core computed for three basic
loading histories: in-plane stretching, out-of-plane shearing, and core crushing in the vertical direction.
The dimensions of the folded core under study are such that under crushing, elastic buckling precedes
yielding and the compression curve, σ̂3(ε

P
3 ), falls sharply with buckling and yielding. Under out-of-

plane shear, the response subsequent to buckling depends on the length of the segment as discussed in
[Xue and Hutchinson 2004b]. In the results shown in Figure 2b, the length of the unit cell is taken
to be equal to B, where yielding occurs prior to elastic buckling, and plastic buckling is the source of
nonlinear deformation. Similar calculations were performed in [Xue and Hutchinson 2004b] and [Vaziri
et al. 2006] for a higher relative density of the core, where yielding of the steel core precedes its elastic
buckling under crushing. At early stages of deformation under out-of-plane shear (ε p

4 < 0.2), the shear-
induced compaction of the core is almost zero, which corresponds to associated flow with respect to the
ellipsoidal yield surface [Mohr et al. 2006].

In order to gain insight into the interaction among the stresses under multiaxial stressing, the initial
yield surface of the folded core, defined as the onset of significant nonlinearity for the present purpose,
is attained using the three-dimensional unit cell for two combinations of loading: (i) in-plane tension
and core crushing (σ1, σ3), and (ii) core crushing and out-of-plane shear (σ3, σ4). The calculations are
performed to simulate the response of the core unit cell under displacement control loading. Various
ratios of displacements associated with each combined loading are imposed to specify the initial yield
surface. The boundary conditions for the core under combined core crushing and out-of-plane shear are
akin to the boundary conditions employed for calculating the strain-stress behavior under out-of-plane
shear. For combined loading of core compression and in-plane tension, the edges of the web aligned
with the direction of loading are displaced relative to one another uniformly, while a uniform crushing
displacement is imposed. The calculated initial yield surfaces for the aforementioned combinations of
loading, along with the prediction from the ellipsoidal yield surface invoked in the proposed constitutive
model when all the plastic Poisson ratios are zero, are presented in Figure 3. Note that in the proposed
constitutive model, an ellipsoidal yield surface is invoked that generalizes Hill’s surface for orthotropic
plastically incompressible materials. This ellipsoidal yield surface can be written in the form of

f ≡ σeff − σ0 = 0
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Figure 3. Initial yield surface of the folded plate core subject to two different combined
loadings. The true stresses are normalized by the initial yield stress associated with
each simple loading history under quasistatic loading. The solid line corresponds to the
ellipsoidal yield surface invoked in the constitutive model when all the plastic Poisson
ratios are taken to be zero. The folded core has the same geometrical parameter as that
in Figure 2.

where the effective stress σeff is defined by

(σeff/σ0)
2
=

6∑
i=1

(σi/σ̂i )
2

for the case that plastic Poisson ratios are zero. The stress quantity σ0 is a fixed reference stress that can
be chosen arbitrarily. σ̂i (ε

P
i ) denotes the hardening (or softening) function specifying the dependence of

σi on the associated plastic strain component. See [Xue et al. 2005] for details. Figure 3 shows that the
unit cell results for combination of crushing and out-of-plane shear indicate that the proposed constitutive
model overestimates the interaction among the stresses under this loading condition at early stages of
deformation. For combined core crushing and in-plane tension, the folded plate core has an initial
yield surface which nearly mimics the generalized Hill’s surface for orthotropic plastic incompressible
materials, as the plastic incompressibility of the steel core contributes remarkably to its overall behavior
at the onset of plastic deformation. As the deformation proceeds under combined core crushing and
in-plane tension, the apparent plastic Poisson ratio abruptly decreases and then approaches zero, and the
calculated yield surface approaches the prediction from the proposed constitutive model. This happens
for an effective plastic strain smaller than 5%. (The numerical results are not shown for the sake of
brevity).

Similar computations are performed for the folded plate core with higher core volume fraction ρ̄c =

0.04 (α = 45◦, t/H = 0.0295), for which the material yielding precedes the buckling of the core under
core crushing. The computed initial yield surfaces associated with each loading combination are very
close to the yield surface invoked in the proposed constitutive model. Similar conclusions are made for
the response of the square honeycomb cores [Xue et al. 2005], hexagonal aluminum honeycomb with
volume fraction of 0.02 [Doyoyo and Mohr 2003; Mohr and Doyoyo 2004] and pyramidal truss cores
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(results not shown). The initial yield surface and failure surface of metal sandwich cores, specifically
honeycomb cores under an in-plane state of stress, have been reported by several groups [Gibson et al.
1989; Papka and Kyriakides 1999; Okumura et al. 2002]. Wang and McDowell [2005] studied the
initial yield surface of several periodic metal honeycomb cores with high relative density under in-plane
biaxial and triaxial stress states. For all the cases studied, the relative density of the core is sufficiently
high that the initial nonlinearity of the response is mainly due to plastic yielding of the core material.
The developed analytical model revealed a strong interaction between stresses for combined loading of
crushing and in-plane stretching.

3.2. Numerical results for unit cell response under dynamic loading. In this section, we study the
rate-dependent behavior of the folded plate core under crushing and out-of-plane shear. The boundary
conditions associated with each loading history are similar to those described in Section 3.1. Rigid plates
are bonded to the top and bottom surfaces of the unit cell to simulate the behavior of the core attached
to the face sheets. Equal and opposite constant velocities, V3 and V4, are applied to the top and bottom
rigid faces to invoke a constant strain rate for core crushing and for shearing, respectively. The center
of mass of the core is stationary during each loading. The associated overall strain rates of the core are
defined as ˙̄ε3 = 2V3/H for dynamic core crushing and ˙̄ε4 = 2V4/H for dynamic core shearing.

The dependence of the overall crushing response of the folded core on the overall strain rate is pre-
sented in Figure 4a. The overall compressive stress, σ̂3, is normalized by its theoretical quasistatic initial
yield value, σ̂3(0) (from Equation (7)). The range of crushing strain rates selected in Figure 4a is widely
representative of shock-loaded metal sandwich plates. The deformed configurations of the folded core
subject to various crushing strain rates are depicted in Figure 4b at the overall crushing strain of 0.5, that
is, the relative displacement of top and bottom faces is equal to half of the original core height. The
strain rate dependence of core response is related to three effects: (i) inertia resistance in the vertical
direction, (ii) inertial stabilization of the core plates against buckling, and (iii) contact between the core
plates and top and bottom faces. Note that the material strain rate-dependence is not taken into account
in these calculations. The inertia resistance elevates the level of stress at early stages of deformation. It
is informative to compare these results with those of the square honeycomb core with the same steel core
density presented in [Xue et al. 2005]. The influence of inertia resistance at early stages of deformation
appears to be similar for both core topologies. However, while the core resistance can be maintained up
to large deformations for the square honeycomb core, it falls steadily with deformation for the folded
core as seen in Figure 4b. In general, the webs of the square honeycomb do not come in contact with
the bottom and top faces except at very large core compressions, while the webs of the folded plate core
make contact with the faces at relatively early stages of crushing. Increasing the strain rate alters the
underlying mechanism of crushing deformation of the folded plate core; higher strain rates lead to a more
localized deformation of the folded plate at the junctions with the face sheets resulting in earlier contact
of the folded plate with the face sheets. The contacts elevate the overall crushing strength of the folded
core at relatively early stages of deformation (for example, for ˙̄ε3 = 2000 s−1 at the effective plastic strain
∼0.12). This phenomenon is to some extent analogous to the densification effect of the foam materials
at high levels of deformation. As the deformation proceeds, a secondary elevation of stress is observed
due to additional contacts, occurring at much larger deformations (for example, for ˙̄ε3 = 2000 s−1 at the
effective plastic strain ∼0.85, see inset of Figure 4a). Larger deformations result in the full densification
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Figure 4. Rate dependence behavior of folded plate cores: (a) effect of crushing rate
on the normalized true stress-true plastic strain relation of the folded core under core
crushing. Inset: additional contacts occur at large deformations which lead to sudden
elevation of stress; (b) deformed configurations of the folded plate core unit cell sub-
ject to various crushing rates at average crushing strain of 0.5; (c) dynamic response of
the folded plate core under out-of-plane shear. The true stresses are normalized by the
theoretical values of the initial yield stress associated with each loading history under
quasistatic loading, Equation (7). The folded core has the same geometrical parameter
as that in Figure 2.

of the core. It is noteworthy that at high strain rates, square honeycomb cores are more effective than
folded plate cores for energy dissipation, mainly due to stabilization of the webs against buckling, an
effect that promotes the axial compression of the webs. We will discuss this further when assessing the
response of folded sandwich plates under high intensity loading in Section 5.2.

Figure 4c presents the overall out-of-plane shear response of the folded core (normalized by its theo-
retical quasistatic initial yield values, σ̂4(0)) subjected to various engineering strain rates. The strain rate-
dependence of the dynamic core shearing is mainly attributed to the microinertia effects and stabilization
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of the core plate against shear buckling. The contact between the core plate and face sheets is not evident
in the range of deformation considered in Figure 4c.

4. Pyramidal truss core unit cell response

The geometry of the pyramidal truss core along with the coordinate system used to define the anisotropy
are depicted in Figure 5a. In the computational model, the ends of the truss members are constrained,
assuming that the ends are welded to the rigid face sheets. The overall elastic moduli associated with
crushing and out-of-plane shear responses of the pyramidal truss core are estimated based on simple
strength-of-materials formulas as follows:

E22 = ρ̄c E sin4 α,

G12 = G23 =
1
8
ρ̄c E sin2 2α.

(8)

Estimates for the initial quasistatic yield values, σ̂i (0), are given by,

σ̂3(0)= σY ρ̄c sin2 α,

σ̂4(0)= σ̂5(0)=
1

2
√

2
σY ρ̄c sin 2α.

(9)

The pyramidal truss core responses under quasistatic and dynamic loadings are calculated for the follow-
ing geometrical parameters: α = 45◦, t/H = 0.1055, which corresponds to ρ̄c = 0.02.

4.1. Numerical results for unit cell response under quasistatic loading. In this section are described
simulations that have been performed to ascertain the basic stress histories of the pyramidal truss core
under crushing and out-of-plane shear, Figure 5b. The imposed boundary conditions associated with each
loading history are similar to those employed in Section 3.1 for the folded plate core. Under crushing,
yielding of the truss members is followed by their plastic buckling, which results in a significant reduction
in the load carrying capacity of the core under crushing. As in the case of folded plate cores, at large
deformation the truss members make contact with the rigid face sheets. This contact leads to a significant
elevation in the load carrying capacity of the pyramidal truss core, analogous to the effect of densification
on the crushing response of foam materials. The displaced configurations of the pyramidal truss core at
different overall crushing strains are depicted in Figure 5c. The overall response of the pyramidal truss
core under out-of-plane shear is associated with utterly dissimilar deformations of the truss members:
two of the truss members of the core unit cell shown in Figure 5a undergo stretching, while the other
two truss members experience compression. As the deformation proceeds, the plastic yielding of the
truss cores is followed by the buckling of the members under compression, which leads to a considerable
reduction in the load carrying capacity of the pyramidal truss core, Figure 5b. The softening exhibited by
the core under out-of-plane shear is contrary to the behavior of folded plate and square honeycomb cores
where the webs undergo plastic buckling but with no significant softening. For sandwich plates with
the overall geometry on the meter scale under quasistatic loading, the first occurrence of nonlinearity in
most applications is related to buckling of core members due to out-of-plane shear as discussed for rigid
punch indentation of folded sandwich plates in Section 5.1. The softening of the pyramidal truss core
under out-of-plane shear could jeopardize the structural performance of pyramidal truss core sandwich
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Figure 5. Mechanical behavior of pyramidal truss cores: (a) schematic diagram of a
pyramidal truss core unit cell; (b) normalized true stress-true plastic strain response of
the pyramidal truss cores with α = 45◦, t/H = 0.1055, corresponding to ρ̄c = 0.02 under
two basic loading histories. The true stresses are normalized by the theoretical values
of the initial yield stress associated with each loading history under quasistatic loading;
see Equation (9) (c) and (d); deformed configurations of the pyramidal truss core unit
cell at different levels of average engineering strain, ε̄, subject to core crushing (c) and
out-of-plane shear (d).

plates [Xue and Hutchinson 2004a]. Figure 5d depicts the displaced configurations of the pyramidal truss
core at different overall shear strains. It is also noteworthy that the strength and stiffness associated with
in-plane stretching and shearing are exceptionally low for pyramidal truss cores but of little consequence
to the structural performance of the sandwich plates in most applications.

4.2. Numerical results for unit cell response under dynamic loading. Finite element simulations have
been carried out to study the effect of deformation rate on the dynamic behavior of the pyramidal truss
core under crushing and out-of-plane shear following the same procedure discussed in Section 3.2. The
overall responses of the pyramidal truss core subject to different crushing strain rates are depicted in
Figure 6a. Firstly, inertia resistance in the vertical direction, which manifests as plastic wave propa-
gation, elevates the initial level of stress [Vaughn et al. 2005]. Secondly, the core starts to soften at
very early stages of deformation due to the buckling of each truss member triggered by its tilt. Thirdly,
the contact between the truss members and the faces generally does not occur until relatively large
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Figure 6. Rate dependence behavior of pyramidal truss cores. Dynamic response of a
pyramidal truss core with α = 45◦, t/H = 0.1055, corresponding to ρ̄c = 0.02 under
crushing and out-of-plane shear at different deformation rates is quantified in (a) and
(c), respectively. Deformed configurations of the pyramidal truss core under crushing
at different crushing rates are depicted in (b) at two different stages of deformation
corresponding to average crushing strain of 0.5 and 0.7. Similarly, the deformed config-
urations of the core subject to out-of-plane shear at different strain rates are shown in (d)
at the average crushing strain of 0.5. The pyramidal truss core has the same geometrical
parameter as that in Figure 5.
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deformations, which results in a sudden increase in the load carrying capacity of the core under crushing.
It is noteworthy that there is little difference between deformed configurations of the truss cores subject
to crushing strains in the range of 200–2000 s−1, leading to low sensitivity for the onset of densification
on the crushing strain rate (the contact between the truss cores and the face sheets occurs at the plastic
strain of ε p

3 ∼ 0.7 for overall strain rates equal to or higher than 200 s−1). This is in sharp contrast to the
response exhibited by the folded plate cores in Figure 4a and 4b, where the crushing rate significantly
alters the deformation of the core.

The dynamic shear response of the pyramidal truss core is quantified in Figure 6c. The deformed
configurations of the pyramidal truss core, subject to various strain rates under out-of-plane shear, are
depicted in Figure 6d at an average crushing strain of 0.5. At high deformation rates, the inertia resistance
enhances the overall dynamic strength of the pyramidal truss core by elevating the level of stress of
the truss members under stretching, and also by stabilizing the members, which undergo shear-induced
compaction. This leads to an utterly different overall behavior compared to folded plate cores (see Section
3.2) and square honeycomb cores [Xue et al. 2005].

5. Folded sandwich plate response

Computational tools are indispensable for augmenting experimental techniques for assessing the struc-
tural performance of metal sandwich plates. This, in general, entails full three-dimensional models
of sandwich plates subject to quasistatic and dynamic loading, and consideration of the geometrical
details of the core [Xue and Hutchinson 2004a]. These calculations are extremely expensive and even
unrealistic for complex structures. Such computation limitations motivate an alternative approach based
on continuum representation of the metal cores. Recently, we have developed a constitutive model for the
elastic-plastic behavior of plastically compressible orthotropic materials with nonuniform hardening or
softening evolution in different stressing directions. This constitutive model invokes an ellipsoidal yield
surface with evolving ellipticity to accommodate the nonuniform stress-strain responses under the six
fundamental stress histories in the orthotropic axes. Furthermore, the model is able to incorporate rate-
dependence arising from material rate-dependence, inertial effects, as well as geometrical constraints
(for example, contact). The general formulation of the constitutive model for plastically compressible
orthotropic materials is able to incorporate nonconstant plastic Poisson ratios in the axes of anisotropy
(for example, the plastic Poisson ratios can be a function of plastic strain). However, for the sandwich
plates under study, the plastic deformation of the core is well approximated by taking all plastic Pois-
son ratios as zero. The readers are referred to [Xue et al. 2005] for details of the constitutive model.
The proposed model is employed in this paper to investigate the structural role of sandwich cores on
the overall response of folded sandwich plates, and complements our previous work on the structural
performance of square honeycomb sandwich plates [Xue et al. 2005]. Specifically, infinite folded plates
of width 2m that are clamped along their edges (Figure 1) and subject to (i) quasistatic punch load
and (ii) dynamic impulsive pressure load, are considered to illustrate the applicability of the proposed
constitutive model for simulating and predicting the overall response of sandwich plates. To assess
the accuracy of the approach based on the constitutive model, a set of calculations is performed using
three-dimensional finite element models of the folded core with full meshing of the core geometrical
details. Three-dimensional finite element models employ the geometrical unit of the plate, exploiting the
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periodicity of the plate in its long direction. The faces are modeled by the classical plasticity with the
von Mises yield criterion and isotropic hardening, with material properties given in Section 2. On the
other hand, finite element models of the sandwich plate with continuum core models satisfy plane strain
conditions for the loadings under study in this section, rendering the problem two dimensional. In all the
calculations, which employ the proposed core continuum model, the core is modeled using one element
through thickness. It is noteworthy that the proposed core continuum model, as a macroscopic modeling
approach, cannot predict the details of structural localization. This is discussed further in [Mohr et al.
2006].

There was no
section 2.2 in
source. Changed
to section 2

5.1. Numerical results for quasistatic loading of folded sandwich plate. Like the plate, the rigid punch
in Figure 7a is infinite in the direction perpendicular to the cross-section shown, and has the half-width
and edge radius of apunch/L = 0.3 and Rpunch/apunch = 0.334, respectively. The sandwich plate has the
normalized mass per unit area, M/(ρs L)= 0.02. For clamped sandwich plates subject to transverse loads,
the important basic stressing histories of the core are: crushing normal to the sandwich faces; out-of-plane
shear; and in-plane stretching. Here, the flexibility offered by the core constitutive model is employed
to highlight the role of individual basic stressing histories of the core on the overall performance of
sandwich plates. Calculations for three sets of inputs have been carried out:

(A) All six input functions, σ̂i . The stress-strain response under each basic stressing history is transferred
directly from the numerical simulations presented in Section 3.1 into the code.

(B) Uniform hardening with all components specified by the crushing response, σ̂i = σ̂3

(C) Uniform hardening with all components specified by the shear response, σ̂i = σ̂4.

For each set of calculations, the elastic constants and the initial yields are predicted based on simple
strength-of-material relations, Equations (5), and (7). The constitutive model provides two hardening
formulations for representing the core behavior as outlined in [Xue et al. 2005]. In this paper, all the
calculations are performed using the Coupled Hardening Formulations.

Figure 7b displays the variation of normalized reacting force/length of the punch, P/Pc versus the
normalized displacement of the punch, δPunch/L based on the full three-dimensional simulation and also
the continuum models with the abovementioned inputs (A–C). Pc is the limit load/length for a perfectly
plastic empty sandwich plate having limited bending moment/length, (based only on contributions from
the faces), for example,

Pc = 4σY h H/L . (10)

The variation of the average compressive strain of the folded plate core at its middle section,

ε̄c =1H/H

(where 1H is the reduction in core height), with the normalized punch displacement, δPunch/L , for the
same set of simulations is depicted in Figure 7c. The dimensions of the sandwich plate and its material
properties are such that the core yielding in shear is the first occurrence of nonlinear behavior followed
by core crushing due to elastic buckling of the core plate beneath the punch. The same mechanism of
response is observed for square honeycomb and pyramidal truss sandwich plates with the same steel
core density. However, the elastic buckling of the square honeycomb cores occurs at significantly larger
punch displacement. The results from the three-dimensional finite element simulation indicate that the
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Figure 7. Folded sandwich plates subject to quasistatic rigid punch indentation: (a)
schematic diagram of the folded core sandwich plate subject to punch loading; the rigid
punch is infinite in the direction perpendicular to the cross-section shown and has normal-
ized half width of apunch/L = 0.3 and normalized edge radius of Rpunch/apunch = 0.334.
The folded core has the same geometrical parameter as that in Figure 2. The sandwich
plate has the total mass per unit area, M/(ρs L) = 0.02; (b) normalized reaction force
applied to the rigid punch, P/Pc verses normalized punch displacement, δPunch/L , ob-
tained based on both the three-dimensional finite element model of the sandwich plate
and the proposed continuum core model; (c) dependence of the average compressive
strain of the core at its center, ε̄c, on the normalized punch displacement, δPunch/L; (d)
deformed configuration at δPunch/L = 0.2 predicted from the three-dimensional finite
element model and by employing input set A in the proposed continuum core model.

elastic buckling of the core occurs at δPunch/L ≈ 0.05. By employing the input set (C), the initial
nonlinear response of the sandwich plate can be predicted accurately. However, the unrealistic hardening
behavior in crushing represented by (C), as opposed to softening, suppresses nearly all core crushing, as
is evident in Figures 7c and 7d. On the other hand, uniform hardening based on inputting the crushing
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Figure 8. Folded sandwich plates subject to uniform shock loading: (a) normalized
maximum deflection of the top and bottom faces of the folded sandwich plate versus
normalized momentum imparted to the sandwich plate, I/(M

√
σY /ρs). Inset: Residual

average compressive strain of the core at its middle, ε̄c, versus I/(M
√
σY /ρs). The

results are obtained based on both three-dimensional finite element model of the sand-
wich plate and the proposed continuum core model. The sandwich plate has the same
geometrical parameter as that in Figure 7. (b) Finalized deformed configurations of the
folded core sandwich plates subject to two different impulse levels predicted using the
three-dimensional finite element model (left) and the proposed continuum core model
(right).

stress-strain curve (B) severely underestimates the early strength of the sandwich plate because of the
unrealistic representation of the shear behavior. The inputs using all six basic stress-strain curves (A)
rather accurately reproduce the entire load-deflection curve, as well as the crushing strain. The displaced
configuration of the folded sandwich plates corresponding to δPunch/L = 0.2 under the rigid indentation
load applied at the center of the sandwich plate for the three dimensional finite element model and also
the model based on the continuum representation of the core based on (A) are depicted in Figure 7d.

5.2. Numerical results for dynamic loading of folded sandwich plate. For t ≥0, a pressure p = p0e−t/t0

is applied uniformly over the upper face sheet of the sandwich plate to simulate a shock transmitted
through air to the metal sandwich plates [Taylor 1963; Smith and Hetherington 1994]. The decay time
of the pressure pulse is set at t0 = 10−4 s, which is a typical decay period for a high intensity pulse
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generated in air. Without accounting for fluid-structure interaction, the transmitted momentum/area is
I0 =

∫
∞

0 pdt = p0t0.
Computations are carried out at different levels of dynamic loading as measured by the normalized

impulse I/(M
√
σY /ρs). The inputs to the constitutive model are identified using the numerical simu-

lations presented in Section 3. Figure 8a presents the normalized maximum deflection of the top and
bottom faces, δmax/L , and the crushing strain in the center of the plate at the final deformed state as a
function of the dimensionless impulse. For the folded sandwich plate under study, the excessive crushing
of the steel core clearly compromises the performance of the sandwich plate such that the crushing strain
is almost 75%. Figure 8b compares the final deformed state predicted by the three-dimensional finite
element simulations with that based on the constitutive model for two different levels of impulse. It is
clear from Figure 8 that the continuum constitutive model captures the overall deflection of the sandwich
plate, as well as the average crushing strain of the folded plate core with remarkable fidelity.

An additional set of calculations is carried out to highlight the effect of rate-dependent behavior of
the core under crushing on the overall response of the folded sandwich plate. The calculations are
performed by employing the constitutive model without accounting for the strain rate influence when
representing the core behavior under crushing (for example, a quasistatic response is used to represent
the core response under crushing). Although there are some differences in the details of the response,
such as the history of energy dissipation in the sandwich plate constituent, the finalized configurations
and the overall performance of the folded sandwich plate can be predicted accurately using this model.
The behavior of folded sandwich plates is different from that of the square honeycomb sandwich plates
in which case ignoring the dependence of the crushing response on the deformation rate significantly
underestimates their structural performance under a high intensity pulse [Xue et al. 2005]. As discussed
in Section 3.2, the plastic energy dissipation associated with core crushing is not significantly altered
by varying the strain rates for folded plate cores. It is also noteworthy that in most applications, the
core shearing strain rate in metal sandwich plates is considerably lower than 1000 s−1. In this range,
the rate-dependent behavior of a metal core subject to out-of-plane shear is not significant and can be
neglected in analyzing the structural performance of sandwich plates.

6. Concluding remarks

Metal sandwich plates have been considered recently for designing high-performance structures, specif-
ically for enhancing the resistance of structures under shock loading. The structural performance of
metal sandwich plates under dynamic loading, which involves both material and geometric nonlinearity,
is governed by complex localized phenomena, including dynamic buckling and microinertial resistance
associated with core crushing. In the present study, mechanical behavior of folded plate and pyramidal
truss metal cores under both quasistatic and dynamic loadings are discussed. This study complements
previous studies on the mechanical behavior of square honeycomb cores [Xue et al. 2005; Xue and
Hutchinson 2006], pyramidal truss cores [Lee et al. 2006] and polymeric foam-filled cores [Vaziri et al.
2006], and has direct implications in designing high-performance metal sandwich plates. This study
also further emphasizes the importance of ‘core topology’ as one of the major design criteria for metal
sandwich plates, as also illustrated in studies on failure of metal sandwich plates [Vaziri et al. 2007].
In the second part of this study, a recently-developed constitutive model for the elastic-plastic behavior
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of orthotropic materials with nonuniform hardening or softening under stressing in different directions
[Xue et al. 2005] is employed to study the structural response of large scale folded metal sandwich plates
under both quasistatic and dynamic loadings. Insights into the structural performance of these structures,
specifically the role of core material behavior, are gained by using the capabilities of the proposed consti-
tutive model such as selecting the input curves which represent the rate-dependent behavior of the core
material under each basic stressing history.
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NEW APPROACH TO INVESTIGATION OF RESONANT VIBRATIONS OF
NONCIRCULAR SHELLS BASED ON THE THEORY OF COUPLED

WAVEGUIDES

VICTOR V. KRYLOV AND VASIL B. GEORGIEV

In the present paper a new simple method of analytical description of resonant vibrations of finite noncir-
cular cylindrical shells is developed. The method is based on the theory of coupled waveguides formed
by quasiflat areas of the same noncircular shells having an infinite length (depth). The physical reason
for guided wave propagation along quasiflat areas of such shells is the difference between flexural wave
velocities in their quasiflat and curved areas, respectively. Using asymptotic expressions for flexural
wave velocities in circular shells with different radii of curvature, approximate dispersion equations are
derived for waves propagating in such waveguides and their corresponding coupling coefficients. After
that, considering shells of finite length, the transition is made from the coupled guided modes to the
coupled resonant vibrations of the shell. The obtained resonant frequencies and spatial distributions of
the resulting vibration modes are in good agreement with the results of finite element calculations.

1. Introduction

Noncircular cylindrical shells are relatively simple structures that are widely used for their own sake
as well as for describing physical processes in more complex structures, especially in aeronautical and
oceanic engineering applications; see [Armenakas and Koumousis 1983; Kumar and Singh 1993; Suzuki
et al. 1996; Ganapathi and Haboussi 2003]. Some recent applications of elliptical or oval-type noncircular
shells include modeling structure-borne vehicle interior noise in simplified reduced-scale vehicle models,
where they form flexible parts of the model structures [Krylov et al. 2003; 2004]. Finite element calcula-
tions of resonant vibrations of such noncircular cylindrical shells, as seen in Figure 1, show that normal
vibration modes of such structures can be represented as symmetric and antisymmetric combinations
of vibrations of their quasiflat parts taken separately [Georgiev et al. 2004]. The same conclusions
follow also from analytical or semianalytical solutions currently available for noncircular shells; see, for
example, [Kumar and Singh 1993].

Note that obtaining analytical solutions for noncircular cylindrical shells is a very complex task that
normally involves solving a system of governing differential equations with variable coefficients that
describe the effects of variable curvature. This can be done, for example, using power series expansion
of the solution [Suzuki et al. 1996] or by means of its representation in terms of special functions, such
as Bezier polynomials [Kumar and Singh 1993].

In the present paper we propose to describe resonant vibrations of noncircular cylindrical shells an-
alytically in a simpler way using the so-called coupled-wave theory approach utilizing the concept of
coupled-waveguide propagation in shells of the same noncircular shape, but having an infinite length

Keywords: resonant vibrations, noncircular cylindrical shells, coupled waveguides.
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Figure 1. Three-dimensional view (left) and profile (right) of noncircular cylindrical
shell used for experimental modeling of structure-borne vehicle interior noise
[Krylov et al. 2003; 2004].

(depth). Note that the concept of coupled waveguides has been previously applied to studying Rayleigh
wave propagation on the surfaces of elastic bodies having complex cross-sectional shapes [Krylov 1987].
This method simplifies the analysis of noncircular shells by the fact that the effects of variable curvature
can be taken into account indirectly, via the local curvature-dependent velocity of flexural waves freely
propagating at arbitrary angle in the circular shell of the same radius of curvature. The problem is
then reduced to the wave propagation problem in an inhomogeneous medium that contains two or more
coupled waveguides for flexural waves formed by quasiflat areas of the shell.

The physical reason for waveguide propagation along quasiflat areas of noncircular cylindrical shells
is the difference between flexural wave velocities in their quasiflat and curved parts. In particular, for
waveguide propagation to be possible it is necessary that the velocity of flexural waves in the quasiflat
area is lower than their velocity in the adjacent curved areas. This is always the case for flexural wave
propagation in near-axial directions of circular cylindrical shells.

In the following sections we first employ the approximate expressions for flexural wave velocities
(wavenumbers) in circular shells with different radii of curvature to derive the dispersion equations for
flexural waves propagating in the waveguides composed of infinitely long flat plates (strips) bounded by
fragments of two circular shells. We then discuss the coupling between two neighboring waveguides and
the coupled waveguide modes. After that we will consider shells of finite length making the transition
from coupled guided modes to coupled resonant vibrations of quasiflat parts of the shells. It will be
demonstrated that resonant frequencies and spatial distributions of the normal vibration modes are in
good agreement with the results of finite element calculations [Georgiev et al. 2004].

The proposed coupled-wave theory approach can be useful for a quick prediction of resonant vibration
modes in oval-type shells containing two coupled waveguides and in more complex shell structures that
can be associated with combinations of several coupled waveguides. The advantage of this approach
lies in the fact that it is much easier to estimate resonant frequencies and modal shapes of complex
noncircular shells on the basis of understanding the behavior of a single quasiflat waveguide considered
as their basic structural component.
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Figure 2. Waveguide propagation of flexural waves in an infinitely long flat plate (strip)
bounded by two circular cylindrical shells.

2. Waveguide propagation in a plate bounded by two circular cylindrical shells

Let us consider waveguide propagation of flexural waves in an infinitely long flat plate (strip) of thickness
h and width a bounded by fragments of two cylindrical shells having equal radii R as shown in Figure 2.
We assume that the shells are of the same thickness as the flat plate. Such a structure can be considered
as a three-layered anisotropic medium for flexural waves, the middle layer (a flat isotropic strip) being
characterised by a lower phase velocity of flexural waves in comparison with flexural wave velocities
in the near-axial direction in the adjacent cylindrical shells. It is well known that the layers formed by
adjacent cylindrical shells are anisotropic in respect of flexural wave propagation. We remind the reader
that we assume initially that the aforementioned structure is infinite in the z-direction, that is, L = ∞.

Waveguide propagation in such a three-layered medium can be described by the general dispersion
equation well-known from acoustics and optics [Brekhovskikh and Godin 1990] that is slightly modified
for the case of shell-induced anisotropic side layers [Schmidt and Coldren 1975; Krylov 1987]:

a
2

[
kpl

2
− γ 2]1/2

= m
π

2
+ tan−1

[
γ 2

− ksh
2(ϕ)

kpl
2
− γ 2

]1/2

. (1)

Here γ is as of yet unknown wavenumber of a guided flexural wave propagating in our three-layered
system, kpl = (ω2ρsh/D)1/4 is the wavenumber of flexural waves in a flat plate, where ρs is the mass
density of the plate material and D is plate flexural rigidity, ksh(ϕ) is the angle-dependent wavenumber
of flexural waves in a circular cylindrical shell, and m = 0, 1, 2, . . . Note that

γ = kpl cosϕ, (2)

where ϕ is the angle of propagation of two plane waves comprising a guided mode; see Figure 2. The
guided wave fields propagating in the flat plate area and penetrating into the adjacent shells are described
by, respectively,

wpl =cos
[
(k2

pl−γ
2)1/2x

]
exp(iγ z−iωt), wsh =C exp

[
−
(
γ 2

−k2
sh(ϕ(γ ))

)1/2
|xsh|

]
exp(iγ z−iωt). (3)

Here xsh is the surface curvilinear coordinate that extends the coordinate x from the plate to the shell
area, and C is the constant determined from the continuity condition at the plate-shell boundary.

To find γ from the dispersion equation (1) one has to use appropriate analytical expressions for the
wavenumber of flexural waves in the shell ksh(ϕ) propagating at arbitrary angle ϕ with respect to the
axial direction of the shell. It is well known that propagation of flexural waves in shells is governed by



1764 VICTOR V. KRYLOV AND VASIL B. GEORGIEV

bending and membrane effects, which makes the expressions for flexural wavenumbers rather complex
[Junger and Feit 1972; Fahy 1985; Leissa 1973]. Their functional appearance depends on the character-
istic parameters of the shell, in particular on its ring frequency ωr = c′

l/R, where c′

l is the velocity
of a quasilongitudinal wave in a thin flat plate (plate wave velocity), and R is the mean radius of the
shell’s curvature [Germogenova 1973; Tyutekin 2004]. In what follows we will use the relationships
following from Kirchhoff–Love theory of thin elastic shells made of isotropic materials; see, for example,
[Fahy 1985; Leissa 1973; Tyutekin 2004].

Let us first consider the case of wave propagation in a circular shell at frequencies ω that are essentially
higher than the ring frequency ωr , that is, consider the nondimensional parameter �= ω/ωr � 1.

Our starting point in this derivation is the simplified dispersion equation for flexural type wave prop-
agation in a circular cylindrical shell; see [Fahy 1985, Equation (4.167)]. We can rewrite it in a more
compact form using a slightly different notation as

cos4 ϕ+ R4ksh
4β2

=�2. (4)

Here ksh = ksh(ϕ) is the wavenumber of flexural waves in the shell propagating at arbitrary angle ϕ with
respect to the axial direction of the shell, R is the mean radius of the shell, and β = h/

√
12R, where h

is the shell thickness. The first term on the left hand side of Equation (4) is associated with membrane
strain energy, while the second term is associated with strain energy of bending. Equation (4) is accurate
for thin shells (β � 10−1) with ksh R sinϕ > 2.

Using the condition �� 1 one easily derives the approximate expression for the wavenumber of a
flexural wave propagating in such a shell

ksh(ϕ)= kpl

[
1 −

1
4�2 cos4 ϕ

]
, (5)

where kpl = (�1/2/Rβ1/2)= 121/4ω1/2/(c′

l)
1/2h1/2

= (ω2ρsh/D)1/4 is the wavenumber of flexural waves
in a flat plate of the same thickness h (see also above).

Keeping in mind that cosϕ = 1 − ϕ2/2 for small ϕ and substituting Equations (2) and (5) into
Equation (1), one can derive the following simplified equation for ϕ:

a
2

kplϕ = m
π

2
+ tan−1

[ 1
2�2ϕ2 − 1

]1/2
.

Considering for simplicity the propagation of only the lowest order mode m = 0, this equation can be
reduced to a biquadratic one. Assuming that akpl � �, the approximate solution of this equation is
ϕ2

= 21/2/�kpla, which describes a weak waveguide effect. Using Equation (2) and this solution, one
can obtain the following expression for γ

γ = kpl

[
1 −

1
21/2�kpla

]
. (6)

As it could be expected for waveguide propagation in a three-layered system, the velocity of guided wave
c = ω/γ in the case under consideration is higher than the velocity in the slow region (flat plate), but
lower than the velocity in the adjacent fast regions (fragments of circular shell).

Let us now turn to waveguide propagation at frequencies lower than the ring frequency. In this case
the expressions for ksh(ϕ) are generally too complex to be described analytically [Junger and Feit 1972;
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Fahy 1985]. For illustration purposes we limit ourselves, as above, to the case of small wave propagation
angles ϕ, for which ksh(ϕ) is known to be extremely small. To simplify things even further, we assume
that ksh(ϕ)= 0 for all ϕ in the range of interest. In this case the dispersion equation (1) becomes

a
2

[
kpl

2
− γ 2]1/2

= m
π

2
+ tan−1

[ γ 2

kpl
2
− γ 2

]1/2
. (7)

Again using the fact that cosϕ = 1 −ϕ2/2 for small ϕ and substituting Equation (2) into Equation (7),
one can derive the following simplified equation for ϕ

a
2

kplϕ = m
π

2
+ tan−1

[
1 −ϕ2

ϕ2

]1/2

.

For small ϕ the last term in the right hand side of this equation is approximately equal to π/2, allowing
us to reduce it to

a
2

kplϕ = (m + 1)
π

2
,

from which it follows that ϕ = (m + 1)π/akpl . Substituting this solution into Equation (2), one can
derive the following approximate expression for the wavenumbers of guided flexural waves propagating
in the above system at frequencies below the ring frequency

γ = kpl

[
1 −

(m + 1)2π2

2a2kpl
2

]
. (8)

In this case the waveguide effect is rather strong, and the energy of a guided wave is almost entirely
concentrated in the flat plate area.

3. Resonant vibrations of a flat plate bounded by two circular shells

In this section we consider the plate/shell system of finite length L and assume for simplicity that at
z = 0, L the system is subject to simply supported boundary conditions. Then the distribution of the
resulting elastic field along the z-axis formed by incident and reflected guided waves can be expressed
in the form sin(γ z). Using the condition sin(γ L)= 0, we see that γ L = πn, where n ∈ N.

Let us first analyze resonant vibrations for the case of frequencies higher than the ring frequency
ωr . Then using Equation (6) subject to the condition γ L = πn and expressing kpl = ω/cpl , with
cpl = ω1/2(D/ρsh)1/4, one can derive a simple equation for resonant frequencies ω0n . Solving this
equation by the perturbation method, one obtains the following expression for the resonant frequencies
ω0n , where we consider only modes with m = 0,

ω0n =
π2n2

L2

( D
ρsh

)1/2
[

1 +
21/2c′

lρs
1/2h1/2L3

π3n3 D1/2 Ra

]
.

Note that this equation describes the increase in resonant frequencies of the plate with waveguiding
properties in comparison with the case of one-dimensional wave propagation in a flat plate of the same
length L but with infinitely large value of the width a. We recall that the distribution of the guided wave
field in the transverse direction is described by Equation (3).
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Similarly for the case of frequencies lower than the ring one, one can obtain the equation for the
system’s resonant frequencies

ωmn =

( D
ρsh

)1/2
[
π2(m + 1)2

a2 +
π2n2

L2

]
. (9)

It is remarkable that Equation (9) coincides with the well-known expression for resonant frequencies of
simply supported plates having the dimensions L and a (note that in the present paper we assume that
m = 0, 1, 2, 3, . . ., whereas in the plate theory usually m = 1, 2, 3, . . .). This coincidence reflects the fact
that at frequencies lower than the ring frequency the waveguide effect provided by two adjacent circular
shells is very strong and almost the entirety of vibration energy is concentrated in the flat plate area. One
should keep in mind, however, that Equation (9) is valid for n � m, which corresponds to low values of
the propagation angle ϕ.

Note that, although in the above derivations we have used simply supported boundary conditions at
z = 0, L , the approach we have developed remains valid for any other types of boundary conditions
at the edges, such as, for example, free or clamped boundary conditions. In these cases, however, one
has to take into account the presence of nonpropagating field components in the z-direction, which are
important only near the edges, and the corresponding phase changes for the reflection coefficients of
propagating waves.

4. Effect of coupling between the neighboring strip/shell waveguides

Let us now return to the full cylindrical noncircular shell shown in Figure 1 and consider it as a system of
two coupled identical parallel strip/shell waveguides separated by the distance d = a +πR between their
central lines measured along the surface. If we assume that un = un(z) is a slowly varying amplitude
factor which characterises the field in the n-th waveguide, where n = 1, 2 in the case considered, then for
a shell with a gap on one side, as shown in Figure 1, the coupling takes place on the opposite side only.
In such a case the amplitude factors un should satisfy the system of two simultaneous coupled equations
[Louisell 1960; Schmidt and Coldren 1975; Krylov 1987]:

∂u1

∂z
− iγ u1 + iκu2 = 0,

∂u2

∂z
− iγ u2 + iκu1 = 0. (10)

Here γ represents the wavenumber of any chosen guided mode in each waveguide taken separately
(uncoupled waveguides), and κ is the wave coupling coefficient for this particular mode, which depends
on the strength of mutual penetration of the vibration fields from the neighboring waveguides. In this
case κ can be written as [Schmidt and Coldren 1975; Krylov 1987]

κ =

(
kpl

2
− γ 2

)(
γ 2

− ksh
2(γ )

)
γ
[
1 +

(
γ 2 − ksh

2(γ )
)1/2a/2)

](
kpl

2
− ksh

2(γ )
) exp

[
−
(
γ 2

− ksh
2(γ )

)1/2
(d − a)

]
. (11)

It is seen from Equation (11) that the coupling coefficient κ is determined primarily by the exponential
factor that describes the decay of the field outside the waveguides.

Making an ansatz un = An exp(ikz) with An = const, for the solution of the simultaneous coupled equa-
tions (10), one obtains two types of relationships between A1 and A2 that correspond to the wavenumber
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mismatch 1γ = k −γ . 1γ = κ corresponds to the antisymmetric mode of the coupled system A1 = −A2,
while 1γ = −κ corresponds to the symmetric mode of the coupled system A1 = A2.

If the gap on the left hand side of the shell shown in Figure 1 is bridged, then both waveguides
interact with each other on two sides and the resulting coupling coefficient increases by a factor of two.
The values of the mismatch 1γ here can be obtained from the above expressions replacing κ by 2κ .

Considering propagation of antisymmetric and symmetric modes in the coupled system of finite length
L , one can easily derive the expressions for resonant frequencies of our finite noncircular shell. Obviously,
the coupling is stronger at frequencies higher than the ring frequency and weaker at frequencies below
it, where there is a little energy escape from the flat plate area; see also Equation (11).

For the case of higher frequencies one can use Equation (6) for γ and derive the following expression
for resonant frequencies of symmetric and antisymmetric modes, denoted by + and −, respectively

ω0n =

(πn
L

± κ
)2( D

ρsh

)1/2
[

1 +
21/2c′

l
ρs

1/2h1/2L3

π3n3 D1/2 Ra

]
.

For the case of frequencies lower than the ring frequency, Equation (8) must be used, giving the expres-
sion for resonant frequencies of symmetric and antisymmetric modes, denoted by + and −, respectively,

ωmn =

( D
ρsh

)1/2
[
π2(m + 1)2

a2 +

(πn
L

± κ
)2
]
. (12)

Note that in the latter case the values of κ are extremely small and can be ignored in Equation (12),
since the energy of vibrations is almost entirely confined in the flat plate area. Nevertheless, the sym-
metric and antisymmetric coupled modes do exist even at negligibly small coupling, though their reso-
nant frequencies are almost indistinguishable. This agrees well with the results of recent experiments
[Krylov et al. 2003; 2004] and with the corresponding finite element calculations [Georgiev et al. 2004].

In particular, according to the finite element calculations, the resonant frequencies of symmetric and
antisymmetric modes of the noncircular shells under consideration are practically the same. Moreover,
they are close to the resonant frequencies of the simply-supported plates with same geometrical dimen-
sions as the flat areas of the shells (Table 1), which agrees with the above theory, Equations (9) and (12),
for the case of weak coupling. Furthermore, the numerical routine clearly identifies the lowest-order
symmetric and antisymmetric modes in the calculated distributions of vibrations over the shell cross-
section; see Figure 3. In the case of higher-order vibration modes, one can also clearly see the similarity
of the modal patterns of higher-order modes with the corresponding modes of the simply supported
plates; see Figure 4.

Although in the present paper we analyzed a noncircular shell composed of only two coupled plate
areas, the results of the analysis can be easily extended to an arbitrary number of coupled components,
in particular to structures with 3, 4 or more quasiflat surfaces. For example, in the case of a noncircular
cylindrical shell shaped like a rounded rectangle as shown in Figure 5, one should consider the same
quasiflat single waveguides that have been analyzed in the previous sections and then take into account
wave coupling in the system of four equal waveguides. Moreover, one can analyze the case of coupled
shell systems characterised by spatially changing signs of shell curvature, for example, periodically
corrugated thin-walled structures. In this case the waveguide propagation will take place in the quasiflat
shell areas around zero curvature, and all other calculations will be the same as above. The obvious
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Figure 3. Numerically calculated distributions of the vibration fields for lowest order
symmetric (left) and antisymmetric (right) modes of the noncircular cylindrical shell
made of steel and having two quasiflat surfaces; see also Figure 1. Shell dimensions:
radius R = 125 mm, total length a + 2R = 550 mm, width L = 300 mm, and shell
thickness h = 1.2 mm; natural frequency is 67.039 Hz.

Simply supported plate Noncircular shell

Plate mode Analytical FE FE

(1,1) 59.04 59.18 67.04

(1,2) 140.54 140.89 146.22

(2,1) 154.68 155.10 157.67

(2,2) 236.18 236.62 239.15

(1,3) 276.36 277.12 264.51

(3,1) 314.08 314.99 315.33

(2,3) 372.00 372.62 364.40

(3,2) 395.58 396.29 394.69

Table 1. The first eight numerically calculated natural frequencies of noncircular cylin-
drical shell and of simply-supported rectangular plates of same dimensions as the shell’s
flat areas. Shell dimensions are as in Figures 3 and 4. Frequencies in Hz.
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(e) (f)

Figure 4. Numerically calculated higher-order structural modes of noncircular cylindri-
cal shell (left) and of corresponding simply-supported rectangular plates (right); dimen-
sions are as in Figure 3. (a) antisymmetric mode at 364.4 Hz, (b) 372.2 Hz, (c) symmetric
mode at 521.45 Hz, (d) 531.95 Hz, (e) antisymmetric mode at 691.68 Hz, (f) 721.99 Hz.
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Figure 5. Noncircular cylindrical shell with shape of rounded rectangle that can be con-
sidered as a system of four coupled strip/shell waveguides.

advantage of the developed coupled-wave theory approach lies in the fact that it is much easier to estimate
resonant frequencies and modal shapes of complex noncircular shells on the basis of understanding the
behavior of a single quasiflat waveguide considered as their basic structural component.

5. Conclusions

In the present paper we have demonstrated that resonant vibrations of cylindrical noncircular shells can
be easily described analytically using the coupled-wave theory approach utilizing the concept of coupled-
waveguide propagation in shells of the same noncircular shape, but having an infinite length. The physical
reason for waveguide propagation along quasiflat parts of such shells is the difference between flexural
wave velocities in their flat and curved areas.

Using simple approximations for wavenumbers of flexural waves propagating in circular shells with
different radii of curvature, the approximate expressions for resonant frequencies have been derived for
both uncoupled and coupled finite shell systems. In the case of very weak coupling, which is typical
for vibrations at frequencies lower than the ring frequencies of adjacent circular shells, the values of
the resultant resonant frequencies are almost entirely determined by resonant properties of the flat plate
areas. This agrees well with the experiments and with the results of finite element calculations.

The developed coupled-wave theory approach to the description of resonant flexural vibrations of
finite noncircular cylindrical shells can be used for quick estimations of resonant frequencies and normal
modes in such shells. It also can be applied to analyzing resonant vibrations in more complex noncircular
shells containing arbitrary numbers of quasiflat surfaces.
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SERRATION EFFECTS ON INTERFACIAL CRACKS

ASSIMINA A. PELEGRI AND BAOXIANG X. SHAN

To investigate the effect of serrations in an interfacial crack between dissimilar materials, we introduce
into the Finite Element (FE) framework a unit cell (UC) at microscale. By assigning material-specific
properties to these unit cells, we can model various serration profiles and distributions and calculate
their effect on the mixed-mode stress intensity factor (SIF), including its magnitude and phase angle.
The simulation demonstrates that serration profoundly changes the local behavior of an interfacial crack.
The serrations decrease the SIF in mode I, increase it in mode II, and, when the serration’s height-to-
width ratio increases, the mode mixity SIF increases as well. We find that sparse serration confines
variation in the SIFs to the local peaks and that dense serrations cause widespread undulations in the
SIF’s magnitude and phase angle.

1. Introduction

Materials scientists are increasingly interested in fractures at the interface between two dissimilar ma-
terials, because they are fundamental for understanding thin-film coatings [Hutchinson and Suo 1992;
Diao and Kato 1994; Mishnaevsky and Gross 2005], electronic packaging, adhesion [Straffelini 2001;
Packham 2003], and composites and biomaterials [Wang and Agrawal 2000; Lucksanasombool et al.
2003]. Experiments cumulatively show that the waviness at the interface profoundly effects interfacial
crack propagation. Liechti [2007] has made atomic force microscope (AFM) images of cracks at a
glass/epoxy interface. Shown in Figure 1, they clearly demonstrate that the interfacial crack is not
smooth and flat, but rather features dense sharp hackles and serrations. Hackles and serrations appear
also in fractographic images of composites, such as Carbon/Fibredux-97 [Partridge and Singh 1995] and
T300H/914C [Gilchrist and Svensson 1995; Gilchrist et al. 1996], especially in the mode II dominant
conditions.

Previously, serrations and hackles were modeled by first identifying a scalar material parameter with
the interfacial roughness and then investigating its effect on interfacial fracture and strength [Cao and
Evans 1989; Ramulu et al. 2001; Lucksanasombool et al. 2003; Packham 2003]. Because the method
is simple, it fails to capture micromechanical and microgeometric details at the interface and around the
crack’s tip. The FEM [Larson and Miles 1998; Schuller et al. 1999; Diao and Kandori 2006] and BEM
[Young 2001] models adopt a more detailed view of the micromechanics. They represent the interfacial
roughness by a discrete triangular arrangement of surface integral elements with specific period and
amplitude. However, these models can accommodate only limited serration profiles and distributions.

Therefore, in the FEM framework, we introduce a specific unit cell (UC) so that we can more flexibly
adjust the serration profile and distribution and hence investigate their effect on the magnitude and phase
angle of the stress intensity factor.

Keywords: bimaterial, composites, interfacial crack, materials, mechanics, mixed mode, stress intensity factors, unit cells.
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Figure 1. AFM images of a glass/epoxy interface crack.

2. Modeling

2.1. DCB sandwich specimen. In experiments, Lee and Qu [2003] investigated the effect of serration
on interfacial adhesion using a double cantilever beam (DCB). We will use a similar setup to test the
performance of our UC-based FE model. The specimen is shown in Figure 2, borrowed from [Lee and
Qu 2003]: a leadframe sandwiches an epoxy molding component (EMC). Ours differs by setting the
leadframe thickness to 1.7 mm, because we want to increase the initial phase angle shift. The global
loads are opposite 200 N forces applied to the circle centers so as to open the crack further. To simulate
the experimental setup, we set the structural boundary conditions as follows: the circle centers are free
to move vertically, but are horizontally fixed. All edges are stress-free.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2. Geometry of DCB sandwich specimen.



SERRATION EFFECTS ON INTERFACIAL CRACKS 1775

 
 

Zoom-in 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 

 

Figure 3. FEM elements of specimen.

The leadframe is a copper alloy, with Young’s modulus E = 127 GPa and Poisson ratio ν = 0.34. The
EMC has Young’s modulus E = 3 GPa and Poisson ratio ν = 0.3.

2.2. FE model and unit cell. After we specify the DCB dimensions, we input them into CASCA, a 2-D
mesh generator in the FE software package FRANC2DL [Swenson and James 1997]. We divided the
specimen into several subregions to guarantee a fine mesh around the interface, especially at the crack
tip and the potential crack trajectory. We allow the software to initially mesh the subregions, but, in the
interface ahead of the crack tip, we fix the mesh manually, using our proposed unit cells. In addition
to the surface boundary conditions, the interface is initially set to be perfectly binding before it cracks.
After separation, the delaminated surfaces are free from any stress. The initial FE model of the sandwich
specimen is shown in Figure 3, and the zoomed-in insert illustrates the meshing elements with specialized
unit cells.

The FEM model was designed to explore the effect of serration on phase angle shift and specifically
how different shapes and distributions affect the shift. We propose a general unit cell (UC) to avoid
constructing a different FEM model each case. The unit cell, shown in Figure 4, has circular points
numbered from 1–5 counterclockwise. For a unit cell whose height is six times its width, we list the
slope angle for each marked point in Table 1.

Point Height Angle

1 h/6 45.0◦

2 h/3 63.4◦

3 2h/3 76.0◦

4 h 80.5◦

5 h 90.0◦

Table 1. The height and angle of each point in UC.
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Figure 4. Unit cell for interfacial serration in FEM simulation.

Using the proposed unit cell, a number of serration patterns can be easily drawn and implemented in
FEM. Each can be evolved from an initial FEM model by changing the expected cell from material 1
(EMC here) from material 2 (copper alloy here). Figure 5 demonstrates how the initial smooth and flat
interface evolves into one with a pattern of small, sparse serrations.

After setting the profiles at the interface, we start the FE analysis for the crack tip at its initial position.
Then, step by step, we simulate the progress of a growing crack by intentionally controlling the crack
propagation direction and length in FRANC2DL. To ensure continued accuracy as the crack grows, finer
analysis elements near the crack tip are generated automatically both inside and outside of the serration,
as shown as Figure 6. We constrain the element size near the crack tip to be less than one quarter of the
thin leadframe thickness, as this strikes a balance between good resolution and reasonable computation
time [La Saponara et al. 2002].

2.3. Computation of stress intensity factors and mode mixity. In our FEM, we calculate the mode
I and II stress intensity factors using the modified crack closure integral (MCCI) method [Rybicki and
Kanninen 1977; Narayana and Dattaguru 1996; Sethuraman and Maiti 1988]. The method, first proposed
by Rybicki and Kanninen [1977], was based on Irwin’s virtual crack closure method. The principle of
MCCI is that the energy to create a new crack surface is equal to the work required to close the crack

 

b) 

Crack tip InterfaceSerration 

a) 

Crack tip Interface 

 

 

 

Figure 5. Evolution of FEM model: (a) initial FEM model without serration; (b) FEM
model with sparse, small peaks.
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(a)  (b)  

 

 

Figure 6. Element refinement at the crack tip for the SIF computation: (a) finer elements
around the crack tip at the serration’s bottom corner; (b) finer elements around the crack
tip at the serration’s peak.

to its original length. The MCCI can calculate the strain energy release rates and stress intensity factors
without assuming isotropy or homogeneity around a crack, and it calculates both the mode I and II stress
intensity values in a single analysis. Hence this method is ideally suited for modeling interfacial cracks
in bimaterials.

In MCCI, the strain energy release rates of modes I and II are [Kim and Paulino 2002]

G I = lim
δa→0

2
δa

x1=δa∫
x1=0

1
2
σ22(r = x1, θ = 0, a) · u2(r = δa − x1, θ = π, a + δa)dx1,

G I I = lim
δa→0

2
δa

x1=δa∫
x1=0

1
2
σ12(r = x1, θ = 0, a) · u1(r = δa − x1, θ = π, a + δa)dx1,

where σ22 and σ12 are normal and shear stresses ahead of the crack tip, u1 and u2 are the relative
displacements with respect to the crack tip, a is the length of initial crack, and δa is a virtual crack
extension.

Raju [1987] expressed the two strain energy release rates in terms of the nodal forces and displacements
by using six-node quarter-point triangular elements around the crack tip (see Figure 6), finding

G I =
1

21a

[
F2,i

(
t11u2,i−2 + t12u2,i−1

)
+ F2,i+1

(
t21u2,i−2 + t22u2,i−1

)
+ FT

2,i+2
(
t31ū2,i−2 + t32ū2,i−1

)
+ F B

2,i+2
(
t31û2,i−2 + t32û2,i−1

)]
,

G I I =
1

21a

[
F1,i

(
t11u1,i−2 + t12u1,i−1

)
+ F1,i+1

(
t21u1,i−2 + t22u1,i−1

)
+ FT

1,i+2
(
t31ū1,i−2 + t32ū1,i−1

)
+ F B

1,i+2
(
t31û1,i−2 + t32û1,i−1

)]
,

where the first subscript in the nodal force F and displacement u refer to the Cartesian coordinate and
the second subscript refers to the nodal point. The parameters tkl (k = 1, 2, 3; l = 1, 2) are given in [Kim
and Paulino 2002]. 1a is the characteristic length of an element. The superscripts T and B indicate the
regions above and below the x1 axis, and FT and F B indicate the forces at top and bottom surfaces. The
displacements ū and û represent the relative displacement of the top and bottom parts from the crack tip.



1778 ASSIMINA A. PELEGRI AND BAOXIANG X. SHAN

The stress intensity factors can then be computed from the relations [Kim and Paulino 2002]:

K I =

√
G I Ē and K I I =

√
G I I Ē,

where the effective Young’s modulus Ē for an interfacial crack is defined [Suo and Hutchinson 1989] as

Ē = 2 cosh2(πε)

/(
1
E1

+
1
E2

)
, for plane stress,

Ē = 2 cosh2(πε)

/(
1 − ν2

1

E1
+

1 − ν2
2

E2

)
, for plane strain,

and the material mismatch index ε is related to the second Dundurs’ material parameter β by

ε =
1

2π
ln
(

1 −β

1 +β

)
.

Another important parameter is mode mixity ψ , defined as [Wang and Suo 1990]

ψ = tan−1
(

K I I

K I

)
.

2.4. Serration profile and distribution. We selected a series of serration patterns to investigate the effect
of shape and distribution on stress intensity factors and mode-mixity. We classify serrations by the peak
density, that is, sparse or dense, and by peak shape, that is, small, sharp, or rectangular (see Figure 7).
By controlling for density or shape, we can, through our simulations, see the effect of varying the other
characteristic.

a) 

b) 

c) 

d) 

e) 

 

 
 

 

Figure 7. Serration patterns: (a) sparse small peaks; (b) dense small peaks; (c) sparse
sharp peaks; (d) dense sharp peaks; (e) sparse rectangular peaks.
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3. Results and discussion

For each pattern, we use FEM to find the stress intensity factor (SIF) and mode mixity. We calculated
the SIF’s using the virtual crack extension method [Matos et al. 1989] and summarize the results in
Figures 8 through 14. We focus on how SIF magnitudes and phase angle vary along the crack, and how
this variation depends on the type of serration.

Figure 8 illustrates how stress intensity factors K and mode mixity ψ vary in the presence of small
sparse peaks (peak angle 45.0◦) and, for comparison, in the absence of any serration. Between peaks,
introducing the serrated edge slightly modifies K and ψ . However, directly above the peaks, they change
substantially due to local effects. A sparse small serration evidently has only a localized effect on K and
ψ .

Figure 9 illustrates the same, but with denser peaks (peak angle still 45.0◦). Introducing this serration
causes a dramatic undulation of K1 and ψ . However, K2 substantially decreases, meaning that sliding is
restrained at the interface.

In Figure 10, we consider sparse, but somewhat sharper peaks (peak angle 63.4◦). This causes slight
change of K and ψ between the peaks, but, directly at the peaks, K and ψ change more than they did
for smaller peaks.

In Figure 11, we make the previous peaks more dense. In comparison with Figure 9, we see an even
greater undulation of K and ψ .

Next, in Figure 12 and Figure 13, we consider sharp, sparse peaks with peak angles 76.0◦ and 80.5◦.
As expected, sharpening the peaks continues to magnify the change in K and ψ in their vicinity, while
the values elsewhere remain relatively fixed.

Table 2 summarizes the effects of sparse serration as the peaks vary from small to sharp, that is, as
the angle increases from 45.0◦–80.5◦. Although sparse serration has only a local effect near the peaks,
the effect increases as the angle increases.

Figure 14 illustrates the effect of sparse rectangular peaks. The rectangular peaks effect substantially
the nearby interfacial fracture, and there is also a transition from global mode I to local mode II.

Angle (◦) 45.0 63.4 76.0 80.5
Norm K1 1.63 1.66 1.42 1.31
Norm K2 0.01 −1.00 − 1.22 −1.33
ψ(◦) 0.2 −18.7 −25.8 29.4

Table 2. Comparison of sparse serration from small to sharp.
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Figure 8. K and ψ versus crack location for sparse small serrations (45.0◦).
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Figure 10. K and ψ vs crack location for sparse medium serrations (63.4◦).
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Figure 12. K and ψ vs crack location for sparse sharp serrations (76.0◦).
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Figure 13. K and ψ vs crack location for sparse sharp serrations (80.5◦).
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Figure 14. K and ψ vs crack location for sparse rectangular serrations (90.0◦).

4. Conclusions

From our simulation and analysis, we conclude the following. (i) Sparse serration affects interfacial
fracture only locally, near the serration’s peaks. By sharpening the peaks, we demonstrate the effect of
geometry: the disruption increases with peak sharpness. (ii) By making the peaks more dense, we study
the effect of distribution: dense serration causes an undulation of the stress intensity factor and mode
mixity along the interface. (iii) Altogether different geometry, namely rectangular peaks, can cause a
transition from a global opening load (mode I) to a local shearing load (mode II).
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A MODEL FOR CHEMICALLY-INDUCED MECHANICAL LOADING ON MEMS

FABIEN AMIOT

The development of full displacement field measurements as an alternative to the optical lever technique
to measure the mechanical response for microelectro-mechanical systems components in their environ-
ment calls for a modeling of chemically-induced mechanical fields (stress, strain, and displacements).
As these phenomena usually arise from species adsorption, adsorbate modification or surface reconstruc-
tion, they are surface-related by nature and thus require some dedicated mechanical modeling. The
accompanying mechanical modeling proposed herein is intended to represent the chemical part of the
system free energy and its dependence on the surface amount. It is solved in the cantilever case thanks
to an asymptotic analysis, and an approached closed-form solution is obtained for the interfacial stress
field. Finally, some conclusions regarding the transducer efficiency of cantilevers are drawn from the
energy balance in the accompanying model, highlighting the role of surface functionalization parameters
in micromechanical sensors engineering.

1. Introduction

The increasing interest in microelectro-mechanical systems (MEMS) has raised the issue of several spe-
cific mechanical phenomena. Decreasing the size of mechanical objects down to the 1–100 micrometer
range significantly enhances the surface-driven aspect of the mechanical behavior, so that these objects
are used in a wide range of sensing applications [Lavrik et al. 2004]. In particular, the use of func-
tionalized microcantilevers as environmental sensors has become very popular during the last decade.
However, the basic understanding of the involved phenomena remains controversial because of numer-
ous experimental parameters to control, and because of the lack of reliable spatially resolved mechanical
information. For example, the basic understanding of the mechanisms involved in the mechanical effect
induced by DNA hybridization at a cantilever surface remains an open issue [Fritz et al. 2000; Wu
et al. 2001; Hansen et al. 2001; McKendry et al. 2002; Hagan et al. 2002], as well as the modeling of
coupled phenomena such as electrocapillarity [Marichev 2005]. To overcome the latter difficulty, several
authors [Amiot et al. 2003; 2006; Helm et al. 2005; Mertens et al. 2005; Amiot and Roger 2006] have
proposed using full displacement field measurements instead of the optical lever technique to measure the
microcantilever deformation. This has several advantages, depending on the way the displacement field
is used; namely, averaging the displacement field across the cantilever allows one to increase the signal-
to-noise ratio, if one is interested in a uniformly coated cantilever, and to achieve the selective readout
of cantilevers functionalized in a heterogeneous manner. Moreover, the use of full-field measurements
leads to a significantly increased amount of information, which has to be compared to suitable mechanical
models of surface phenomena. In particular, the widely used Stoney’s equation [Stoney 1909] (which is

Keywords: cantilever sensors, MEMS, surface strains, surface coupling, variational formulation.
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obtained by assuming that the cantilever is subjected to a uniform mechanical effect) has to be enriched
to describe the experimentally obtained displacement fields.

The goal of this paper is to propose such a modeling, taking into account the finite size of the function-
alized area to obtain a full displacement field instead of a mean curvature. The first section is devoted to
deriving such a mechanical modeling using thermodynamics arguments. Focusing on cantilever sensors,
the chemical environment effect is represented by a mechanical layer, referred to as “the membrane”
(bonded to the cantilever surface), whose thickness tends to zero. In Section 2, the solution for the
interfacial shear-stress field is obtained by using the asymptotic expansion method [Lions 1973; Klarbring
1991; Geymonat and Krasucki 1997]. A general closed form is proposed for the derived shear-stress field,
which depends on only three physical parameters. Last, a parametric study is carried out to provide some
trends and perspectives to improve the efficiency of environmental sensors.

2. Mechanical modeling for chemically-actuated cantilevers

The accompanying mechanical modeling intended to represent the chemical part of the system free energy
and its dependence on the surface amount is described in the first section.

2.1. Definition of the accompanying mechanical modeling. Let us consider a representative interface
element whose size is:

• small enough to satisfy the definiteness of partial derivatives involved in continuum mechanics;

• large enough to provide a representative description of the surface mechanical behavior.

These requirements are referred to as scale separation conditions in the following. For polycrystalline
thin films, a representative element should then include at least 100 grains. Three phases are classically
distinguished inside this interfacial element:

• a liquid phase, whose volume is V at pressure p. Several other state variables, denoted by the set
{nαL}, represent the amount of species α in the liquid phase, and thus describe its composition;

• the interphase, whose surface is Si and composition is described by the set {nαS};

• the solid phase, whose surface is Si , described by its stress field σ .

This system is assumed to be closed, in equilibrium with an external thermostat. The system is described
by its Gibbs’ free enthalpy G. If the scale separation conditions are met, then the state variables set
{T, p, {nαL/V }, {nαS/Si }, σ } describes the local interfacial state. In particular, the initial state corresponds
to the sets {

nαL,0
}

and
{
nαS,0

}
.

As one deals with a closed system, the conservation conditions lead to

dnαL = −βα, dnαS = βα,

where βα is the processed quantity for species α by the reaction

αliquid
βα

−−−−−−−→ αinterphase.



A MODEL FOR CHEMICALLY-INDUCED MECHANICAL LOADING ON MEMS 1789

The system free enthalpy G reads

G = GL + GS + Gm = Gc + Gm. (1)

where GL is the liquid phase contribution, GS is the interphase one, and Gm arises from the solid substrate.
Both of the first two terms are formally merged into Gc, which represents the chemical part in G. Each
free enthalpy contribution is expressed as a function of the state variables:

• The liquid phase is assumed to be an ideal solution, so that, considering a unit volume, GL reads

GL

(
p, T,

{
nαL
V

})
=

∑
α

nαL
V

[
µαL ,0(p, T )+ RT log

(
nαL
V

)]
, (2)

where µαL ,0(p, T ) is the reference chemical potential at temperature T and pressure p for species
α, R the molar gas constant.

• For the sake of generality, a general form for an elementary interphase portion is considered:

GS

(
p, T,

{
nαS
Si

})
= g

(
T,
{

nαS
Si

})
+

∑
α

[
nαS
Si
µαS,0(p, T )

]
,

where the function g
(
T,
{
nαS/Si

})
has to be chosen to represent the evolution of the adsorbate’s free

enthalpy as a function of the surface concentration. For instance, a noninteracting adsorbate would
lead to choosing an expression gni for g similar to the one used in Equation (2):

gni

(
T,
{

nαS
Si

})
= RT

∑
α

nαS
Si

log
(

nαS
Si

)
. (3)

Setting Si = S0 + d S, the chemical part of the overall free enthalpy reads

Gc(Si )=

∑
α

[nαL,0 −βα

V

[
µαL ,0(p, T )+ RT log

(nαL,0 −βα

V

)]
+

nαS,0 +βα

S0 + d S
µαS,0(p, T )

]
+ g

(
T,
{nαS,0 +βα

S0 + d S

})
.

The chemical contribution to the free enthalpy depends on the available surface amount. Considering
small area variations,

Gc(Si )' Gc(S0)+
1
S0

∑
α

−

(nαS,0 +βα)µαS,0(p, T )+
∂g

∂
(

nαS
Si

)
 d S

S0

+

(nαS,0 +βα)µαS,0(p, T )+
∂g

∂
nαS
Si

+
1

2S0

∂2g

∂
(

nαS
Si

)2

(d S
S0

)2

+ o
(

d S
S0

)3

. (4)

Finally, both Gc and Gm depend on the available surface area. To include this shared dependence in
the mechanical modeling of cantilevers, it is assumed that there is a virtual layer bonded to the surface
under scrutiny, so that this surface and the virtual layer are constrained to deform together.
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Moreover, it is considered that the virtual layer is subjected to a free strain εL. This local free strain
value is identified by minimizing the free enthalpy, assuming that no mechanical constraint acts on
the virtual layer, that is by minimizing the chemical term Gc with respect to the surface variation d S.
Assuming that expansion (4) holds, εL satisfies

2 × εL ×

∑
α

(nαS,0 +βα)µαS,0(p, T )+
∂g

∂
(

nαS
Si

) +
1

2S0

∂2g

∂
(

nαS
Si

)2


−

∑
α

(nαS,0 +βα)µαS,0(p, T )+
∂g

∂
(

nαS
Si

)
= 0. (5)

If one prescribes, by any external means, the virtual layer strain to be εL + δε, its free enthalpy variation
reads

1Gc =

(nαS,0 +βα)µαS,0(p, T )+
∂g

∂
(

nαS
Si

) +
1

2S0

∂2g

∂
(

nαS
Si

)2

 (δε)2 . (6)

By analogy with the strain energy of a membrane, one is able to represent chemical effects by a bonded
virtual membrane, whose thickness is ev, whose Young’s modulus Ev reads

Ev =
2

evS0

(nαS,0 +βα)µαS,0(p, T )+
∂g

∂
(

nαS
Si

) +
1

2S0

∂2g

∂
(

nαS
Si

)2

 , (7)

and whose free-strain satisfies (5). Equations (5) and (7) thus define, for a given membrane thickness
ev, an energetically equivalent mechanical modeling for the chemical effects. In addition to this energy
equivalence, to account for the two-dimensional nature of the phenomena under scrutiny, it is assumed
that the virtual membrane thickness is small compared with that of the considered substrate. Conse-
quently, the chemical effects are described by a virtual membrane whose thickness is small compared
with the others, and which is constrained to deform together with the substrate surface, thus defining an
accompanying mechanical modeling.

2.2. Initial problem. The system is modeled as described in Figure 1. The parameters related to the
beam are denoted with the subscript 1, whereas those related to the thin layer (the membrane) are denoted
with the subscript 2. The behavior of both the phases is assumed to be linear elastic. The beam obeys an
Euler–Bernoulli kinematics and has Young’s modulus E1, width b, length L , and thickness e1. This beam
is then subjected to an axial free strain εL1(x). A thin membrane (having Young’s modulus E2, width b,
length l < L , and thickness e2) is constrained to deform together with beam 1 along the interface 0 when
subjected to a free strain field εL2(x) with −

l
2 < x < l

2 (one sets x = 0 at the center of the membrane
area). Denoting by σ1 the Cauchy stress tensor in cantilever 1, the interactions between the two beams
are then represented by the scalar field τ(x) (shear-stress)

σ1y = τ(x)x,
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Figure 1. Schematic view of the accompanying mechanical model.

where x denotes the unit vector in the cantilever’s direction and y the outgoing normal to its upper surface.
The equilibrium conditions read

d N1

dx
+ τb = 0,

d M1

dx
− τb

e1

2
= 0,

(8)

for cantilever 1 and
d N2

dx
− τb = 0,

for membrane 2, where Ni is the normal force in phase i and Mi the bending moment. It should be noted
that the proposed modeling is expected to somehow fail to represent the mechanical effect induced by
adsorbates subjected to strong in-plane interactions such as electrostatic interactions, since this would
require to take the adsorbate’s bending stiffness into account. The tension and bending problems are
assumed to be decoupled for the cantilever 1, so that the constitutive law reads

M1 = E1 I1
d2w

dx2 , (9)

where E1 I1 is the bending stiffness for cantilever 1 in the middle of the cross-section (homogeneous
cantilever), and w(x) is the out-of-plane displacement field of the assembly. At this point, it should be
underlined that using a beam or membrane theory corresponds to specific forms for the Cauchy stress
tensor and displacement (strain) fields inside the phases. According to Saint-Venant’s principle, the
computed fields will then be correctly predicted “far enough” from the loading application points, that is,
in the described case, “far enough” from the interface. As a consequence, to describe the displacement at
the interface, it is required to take into account the “local” contribution of the displacement field (that is,
close to the interface) in addition to the long-range displacement field provided by beam or membrane
theories. A closed-form solution to this local contribution is obtained using Kolossov–Muskhelishvili
potentials [Muskhelishvili 1953] and expanding the shear-stress field in a Legendre polynomial basis

τ(x)=

∞∑
k=0

τk Pk

(
2x
l

)
,

where Pk(x) is Legendre polynomial of order k, and {τk} the projection of τ(x) onto the Legendre basis.
The calculation of the in-plane displacement field v(x) as the sum of the contributions vk(x) induced by
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the elementary shear-stress field Pk (2x/ l) is detailed in Appendix A, assuming the cantilever’s material
behavior to be isotropic. For the sake of simplicity, let us consider uniform free strain fields

εLi (x)= εLi , i ∈ {1, 2}.

The plane displacement on the interface for both the cantilever 1 and the membrane 2 reads

u1(x)− u1

(
−

l
2

)
= εL1 ×

(
x +

l
2

)
+

∫ x

−
l
2

N1(ζ )

be1 E1
dζ −

e1

2

∫ x

−
l
2

d2w

dζ 2 (ζ )dζ +

∞∑
k=0

τkvk(x),

u2(x)− u2

(
−

l
2

)
= εL2 ×

(
x +

l
2

)
+

∫ x

−
l
2

N2(ζ )

be2 E2
dζ +

e2

2

∫ x

−
l
2

d2w

dζ 2 (ζ )dζ .

The kinematic compatibility condition at the interface reads

u1(x)− u1

(
−

l
2

)
= u2(x)− u2

(
−

l
2

)
, (10)

and has to be satisfied for all x such that −
l
2 < x < l

2 . Differentiating Equation (10) three times yields

−

(
1

e1 E1
+

1
e2 E2

+
be1(e1 + e2)

4I1 E1

)
τ ′(x)+

∞∑
k=0

τkv
′′′

k (x)= 0, (11)

so that, from Equation (11), it is proved that neglecting the local contribution to the interface plane
displacement leads one to prescribe τ ′(x)= 0. Consequently, the equilibrium of the membrane is sat-
isfied if and only if the shear stress field vanishes. This result underlines the fact that it is necessary
to describe the mechanical fields close to the interface in a much more detailed manner than classical
phenomenological methods (see for instance [Cammarata 1994]).

3. Variational formulation and asymptotic analysis

The aim of this section is to provide a suitable formulation of the problem to be solved to get the shear-
stress field representing the environmental effect on the cantilever.

3.1. Complementary energy calculation for the initial problem. The shear-stress field is found as the
minimizer of the complementary energy of the overall structure. By assuming that there is no mechanical
action on the membrane except the interaction with the beam, the set V of statically admissible shear-
stress fields reads

V =

{
φ ∈ L2

([
−

l
2
,

l
2

])
,

∫ l
2

−
l
2

φ(ζ )dζ = 0

}
.

Denoting by ξ the ratio between the thicknesses of the membrane and the beam,

ξ =
e2

e1
,
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one defines the family of initial problems Pξ as finding the shear-stress field τs(x) minimizing the com-
plementary energy Iξ :

Pξ :

{
τs(x) ∈ V,

Iξ (τs)≤ Iξ (φ), for all φ ∈ V,
(12)

with
Iξ (φ)=1σ1(φ)+1σ2,ξ (φ),

where 1σ1(φ) and 1σ2,ξ (φ) are the complementary energies for the cantilever and membrane. These
are given by

1σ1(φ)=
1
2

∫
�1

σ1,xx(φ)ε1,xx(φ)dV −

∫
0

φ(ζ )

(
u2(ζ, z)− u2

(
−

l
2
, z
))

d S + Edτ (φ),

1σ2,ξ (φ)=
1
2

∫
�2,ξ

σ2,xx(φ)ε2,xx(φ)dV −

∫
0

φ(ζ )

(
u1(ζ, z)− u1

(
−

l
2
, z
))

d S,

where εi,xx is the linearized xx strain component in phase i and Edτ (φ) is the strain energy in the
localized deformation mode. It should be underlined that Iξ (φ) (through the 1σ2,ξ term) is defined over
a domain that depends on ξ . Iξ (φ) is rewritten as

Iξ (φ)= aξ (φ, φ)− L(φ),

where the quadratic and linear forms aξ and L read

aξ (φ, φ)= 3Edτ (φ)+

(
ξ−1 1

2E2be1
+

1
2E1be1

+
2

E1be1

)∫ l
2

−
l
2

N 2
1 (φ)dx

+

(
ξ−1 1

e1 E2
+

1
e1 E1

+
be2

1(1 + ξ)

E1 I1

)∫ l
2

−
l
2

φ

∫ x

−
l
2

N1(φ)dζdx,

L(φ)= b(εL2 − εL1)

∫ l
2

−
l
2

φ

(
x +

l
2

)
dx .

The coercivity condition on the quadratic form aξ is lost when ξ → 0. Consequently,

• from a practical point of view, the initial problem cannot be accurately solved by standard (that is,
three-dimensional) finite element formulations;

• from a theoretical point of view, formulation (12) falls out of the framework of the Lax–Milgram
theorem, meaning that existence and uniqueness of its solution cannot be directly ensured.

Formulation (12) thus needs to be modified to get a reliable solution for the shear-stress field.

3.2. Scaled problem. To transform Pξ into a new problem defined on a fixed domain [Klarbring 1991;
Geymonat and Krasucki 1997] (that is, on independent of ξ ), one maps the domain

�2,ξ = {x0 + ξ yy, y ∈ [0, e1], x0 ∈ 0}

onto
�2 = {x0 + ỹy, ỹ ∈ [0, e1], x0 ∈ 0} .
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The displacement fields in both phases, as well as the interfacial shear-stress field, remain unscaled. It is
then straightforward to check that if τs is a solution for Equation (12), then τs,ξ is a solution for problem
P̂:

P̂ :

{
τs,ξ (x) ∈ V

Îξ (τs,ξ )≤ Îξ (φ), for all φ ∈ V,
(13)

where Îξ reads
Îξ (φ)= âξ (φ, φ)− L(φ),

with the new quadratic form

âξ (φ, φ)=

(
ξ

1
E2be1

+
1

E1be1
+

4e2
1

E1 I1

)
1
2

aN (φ, φ)

+

(
ξ−1

e1 E2
+

1
e1 E1

+
(1 + ξ)be2

1

E1 I1

)
1
2

ad(φ, φ)+
3b
2

×
1
2

aτ (φ, φ),

where

aN (τ, φ)=

∫ l
2

−
l
2

N1(τ )N1(φ)dx,

1
2

ad(τ, φ)=
1
2

{∫ l
2

−
l
2

τ

∫ x

−
l
2

N1(φ)dζdx +

∫ l
2

−
l
2

φ

∫ x

−
l
2

N1(τ )dζdx

}
,

1
2

aτ (τ, φ)=
1
2

{∫ l
2

−
l
2

φ(x)v(τ )(x)dx +

∫ l
2

−
l
2

τ(x)v(φ)(x)dx

}
.

According to Equation (7), it is assumed that the product ξE2 tends to a finite value K2 when ξ tends to
zero:

E2 = K2ξ
−1,

so that this new quadratic form âξ satisfies the Lax–Milgram conditions, and solving problem P̂ consists
in finding the solution τs,ξ (x) ∈ V for the linear system(
ξ 2 1

K2be1
+

1
E1be1

+
4e2

1

E1 I1

)
aN (τs,ξ , φ+

(
1

e1K2
+

1
e1 E1

+
(1 + ξ)be2

1

E1 I1

)
ad(τs,ξ , φ)

+
3b
2

aτ (τs,ξ , φ)− L(φ)= 0, for all φ ∈ V. (14)

The solution τs,ξ is then sought as a formal asymptotic expansion [Lions 1973]

τs,ξ =
0τ + ξ ×

1τ + ξ 2
×

2τ + . . . . (15)

Putting (15) into the stationarity conditions of (14) leads to a separate linear system for each ξ order.
The leading term 0τ ∈ V is found to satisfy

a0(
0τ, φ)− L(φ)= 0, for all φ ∈ V, (16)
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Figure 2. Convergence of the computed shear-stress field with the space dimension N .

with

a0(τ, φ)=

(
1

E1be1
+

4e2
1

E1 I1

)
aN (τ, φ)+

(
1

e1K2
+

1
e1 E1

+
be2

1

E1 I1

)
ad(τ, φ)+

3b
2

aτ (τ, φ)

A finite dimension space V is chosen, described by the orthogonal basis of Legendre polynomials

Pn, n ∈ {1, . . . N },

so that,

0τ(x)=

N∑
k=1

0τk Pk

(
2x
l

)
. (17)

System (16) then yields a square linear system, which is solved to provide the shear-stress field 0τ(x)
along the interface 0 as its expansion (17).

4. Data reduction and parametric study

Even though describing the shear stress field by its expansion in Legendre polynomials is natural from the
mathematical point of view (see Appendix A), this is of little practical interest. After demonstrating the
convergence of the computed shear-stress field with the space dimension N , a closed-form solution for
the interfacial stress field is provided, and from the above results some practical conclusions concerning
the transducer efficiency are derived.

4.1. Convergence and data reduction. By using the variational formulation obtained above, the (normal-
ized) shear-stress field is calculated as a function of three physical parameters, namely, the geometrical
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parameter s = l/e1; the modulus ratio r = E1/K2; and the Poisson’s ratio ν. Figure 2 shows the shear-
stress field computed under plane strain conditions when N = {10, 18, 616} and the parameters s = 0.1,
r = 1 and ν = 0.3 are chosen. The reference solution is obtained with about 400–500 terms. All the
even terms (that is, Legendre polynomials of even orders) vanish, since the solution is an odd function of
the position. The shear-stress field is linear with the position at the center of the interval and drastically
increases (in norm) close to the edges, but remains bounded. This reference shear-stress field, expressed
as a series of Legendre’s polynomials, is denoted τre f in the following.

To make these results useful, the shear stress field is modeled by using a closed-form solution τ(2x/ l):

1
E1(εL2 − εL1)

τ

(
2x
l

)
= Tt tan

(
C
πx
l

)
+ Tl

2x
l
, (18)

where the constants C , Tt and Tl have to be identified from the computed shear-stress fields τre f (2x/ l).
The reference shear-stress field has thus been computed in the following parameter ranges: 0.1 ≤ ν ≤ 0.5,
10−3

≤ r ≤ 103, and 0 ≤ s ≤ 1. The local displacement contributions vk have been obtained assuming the
membrane’s length to be small compared to the cantilever’s thickness (see Appendix A). As the “local”
contribution is significant over a depth which scales as l under the interphase, the upper bound for the s
range is chosen to comply with the validity domain for the in-plane displacement field calculation, that
is, s ≤ 1. The range for ν and r is supposed to cover most practical cases. An approached closed-form
solution τ(2x/ l) for the shear-stress field is obtained by minimizing

χ2
=

∫
(τ ( 2x

l )− τre f (
2x
l ))

2dx∫
τre f (

2x
l )

2dx

over the set {C, Tt , Tl}. The identified values are recast as

C = (−1.47 × 10−2ν2
− 3.71 × 10−3ν+ 0.9957)+ 10−4

× (29.4ν2
+ 3.87ν+ 4.92)t0.3217−6.23×10−2ν,

Tt = (1.72 × 10−1ν2
− 4.73 × 10−3ν+ 5.5 × 10−2)

+10−3
× (−45.3ν2

+ 4.09ν− 7.01)t0.313−5.47×10−2ν−6.38×10−2ν2
,

Tl = (−8.93 × 10−1ν2
− 3.36 × 10−2ν− 3.61 × 10−1)

+10−2
× (11.9ν2

+ 0.182ν+ 1.41)t (4.52−1.71ν)×10−1
,

with

t = s(75 + 2r).

The maximum relative deviation |χ | between the reference solution τre f and the proposed closed form
solution τ is found to be less than 7% over the entire parameter range, thereby proving the close agreement
between the reference and closed-form solutions. For practical stress estimations, it is worth noting that
all stresses, including the interfacial shear-stress, scale as the longitudinal stress for the 1D inclusion
problem |εL2 − εL1|E1 . From closed-form solution (18), the curvature field is obtained by using the
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second of Equation (8) and (9):

1
E1(εL2 − εL1)

d2w

dx2 = −
e1b

2E1 I1

{
Tt l
Cπ

ln

∣∣∣∣∣cos
(Cπx

l

)
cos

(Cπ
2

) ∣∣∣∣∣+ Tl

(
l
4

−
x2

l

)}
, (19)

which is integrated using polylogarithm functions to provide the out-of plane displacement field. Consid-
ering a single functionalized area, this integration obviously yields the fact that the longer the distance
between the membrane and the cantilever’s edge, the greater the end-point displacement. It is worth
noting that, similarly to the well-known shear-lag problem [Volkersen 1938; Cox 1952; Lemaitre et al.
1992], the above described stress-field doesn’t vanish near the membrane edges, since the whole interface
is subjected to shear-stress. On the other hand, this stress field exhibits a rather different form than the
one obtained with the shear-lag problem: the former diverges as tan(x) while the latter behaves as exp(x).
This is thought to be the consequence of rather different interface conditions:

• the kinematic compatibility is ensured through a thin adhesion layer (typically a glue layer between
two plies of a composite material) for the shear-lag problems;

• no adhesion layer is considered here, but the kinematic compatibility at the interface is ensured
considering the local elastic displacement field to enrich the beam kinematic description.

4.2. Transducer efficiency. Moving back to the thermodynamic grounds of the modeling, and focusing
on the sensing applications, the total energy in the accompanying model Etot is decomposed as the
following:

Etot = E1,flex + E1,tens + E1,surf + E2, (20)

where

• E1,flex is the strain energy located in the bending mode of the cantilever, so that it represents the
useful part of the energy when the detection scheme relies on the cantilever bending;

• E1,tens is the strain energy located in the tension mode of the cantilever;

• E1,surf is the strain energy transferred to the “local” (surface) deformation mode of the cantilever;

• E2 is the strain energy of the membrane, and thus represents, according to the equivalence principle
which lead to the Equations (5), (6) and (7), the chemical energy stored in the system.

The sensing problem can then be expressed as converting the stored chemical energy E2 into some
bending strain energy E1,flex. The transducer efficiency η is thus defined as

η =
E1,flex

Etot
. (21)

η is then the ratio of the energy used to produce the signal in most sensing applications [Lavrik et al. 2004]
to the available energy. The ratio η is virtually independent of ν, and its change with the parameters r and
s is shown in Figure 3 when ν= 0.3. Let us first consider that any typical length for the functionalized area
is attainable for any considered cantilever’s material using suitable functionalization techniques. This
statement implies that any point in the (r, s) plane described in Figure 3 is achievable. The change of η
with the parameter r is intuitive, namely, for a given K2, decreasing r = E1/K2 is a way of improving the
sensor efficiency, as was utilized with the development of polymeric cantilevers [Johansson et al. 2005].
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Figure 3. Overall transducer efficiency η as a function of the parameters r and s (log
scales) when ν = 0.3.

It should be underlined that if this trend is verified, the transducer efficiency does not vary significantly
with r when r ≤ 1, thus setting a limit to the transducer efficiency improvement one could achieve by
reducing the cantilever’s material stiffness. This optimal efficiency is then about 0.4, obtained when
r → 0 and s → 1. The drastic efficiency loss when r � 1 is the result of the large amount of chemically
“stored” (or blocked) energy in this range. The latter is monitored through the ratio %, defined as

% =
E2

Etot
. (22)

Figure 4 shows the ratio % of the stored chemical energy (that is, the final strain energy in the membrane
E2) over the total system energy as a function of the parameters r and s when ν = 0.3. For instance, this
ratio is found to be around 0.85 for r = 103 and s = 1, meaning that only 15% of the available chemical
energy is used to produce a mechanical effect, and only part of this “mechanical” energy is used to bend
the cantilever, the rest being mainly spent in the local deformation mode. This argument should be used
carefully, especially if one is interested in noninvasive sensing applications. If the monitored chemical
system is supposed to interact with some low concentration reagents, there is a balance between the
transducer efficiency and the amount of energy taken from the chemical system to bend the cantilever
to ensure the measurement’s noninvasiveness, that is to ensure the energy used to bend the cantilever is
small enough compared to the stored chemical energy.

The change of η with the size parameter s, described in Figure 3, is less intuitive. It should be noted
that the cantilever’s length (or the ratio of the membrane’s length to the cantilever’s) is not involved at
this stage. The possibility of converting more chemical energy into a mechanical one by extending the
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Figure 4. Ratio % of the blocked chemical energy over the total system energy as a
function of the parameters r and s (log scales) for ν = 0.3.

functionalized area is thus not considered here. For a given value of the membrane’s size l, decreasing
the cantilever’s thickness e1 increases the transducer efficiency. This results from the fact the surface
deformation mode extends over a depth l under the surface (see Appendix A). The described coupling
efficiency change is only related to the fact that the thinner the cantilever (that is, . the higher the s
parameter), the more efficiently the strain energy located in the “local” (that is, surface) deformation
mode (which is not monitored so far) is converted into strain energy located into the cantilever bending
mode (which is usually monitored using optical or piezoresistive read-out). This scaling effect is thus
distinct from the lowering of the bending stiffness obtained by decreasing the cantilever’s thickness. This
raises comments regarding both the engineering and the basic understanding of the involved phenomena:

• In the previous discussion it was assumed that it is possible to move independently along both the
axis of Figure 3 and Figure 4. From a practical point of view, this is false since chemical patterning
techniques are substrate-dependent. Moreover, there is no experimental evidence that the K2 value
is not substrate dependent. Consequently, all the regions in those figures are not attainable, and
tailoring a cantilever based sensor requires balancing transducer efficiency and sensor invasiveness
in the available parameters.

• The widely used alkanethiols adsorption on gold is known to follow a two-step adsorption process,
namely a random adsorption process followed by a reorganization step [Damos et al. 2005]. The
typical length describing the thiol-modified surface is then supposed to grow during the adsorption
process. The transducer efficiency η dependence on the membrane’s size may then play a key role
in the inception of the observed mechanical effects, and the observed gap between the kinetics of
the optical and the mechanical effects induced by this adsorption process [Godin et al. 2003].
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Finally, both of these comments raise the need for the simultaneous experimental description of the
functionalization pattern and the observed mechanical effect.

5. Conclusion

A thermodynamics-based modeling of chemically-induced mechanical loadings was described. The ef-
fect of the environment is described by an accompanying mechanical modeling representing the chemical
part of the system free energy and its dependence on the surface amount. A dedicated variational formu-
lation was proposed to solve this model for the surface stress, which is finally described by an approached
closed-form expression depending on three parameters. The curvature field is also expressed as a closed-
form solution, allowing for future comparisons with experimentally obtained fields. Finally, a parametric
study was carried out, highlighting the need for both the engineering and basic understanding point of
view to control the functionalization pattern.

Appendix A: Inplane displacement field calculation

The aim of this appendix is to compute the in-plane displacement field of the surface induced by a
heterogeneous shear-stress field applied to the surface of a homogeneous half-space. To comply with
the cantilever case (that is, a one-dimensional model), the calculation is restricted to the (x, y) plane,
by considering the elastic half-plane y < 0. For the sake of simplicity, its behavior is described by its
Young’s modulus E and its Poisson’s ratio ν. This half-plane is loaded along the line y = 0,−1< x < 1
by an elementary shear-stress field

σxy(x, 0)=

{
Pk(x), if − 1 ≤ x ≤ 1,

0, if 1< |x |,

where Pk is Legendre polynomial of order k. Moving to the complex plane and setting z = x + iy, the
derivatives 8 and Y of the Kolossov–Muskhelishvili potentials [Muskhelishvili 1953] ϕ and 9 read

8k(z)=
1

2π

∫ 1

−1

Pk(r)
r − z

dr , Yk(z)= −
1
π

{∫ 1

−1

Pk(r)
r − z

dr +
z
2

∫ 1

−1

Pk(r)
(r − z)2

dr
}
.

Using the properties of Legendre functions of first Pk(z) and second kinds Qk(z) (see for instance [Grad-
stein and Ryzhik 1980]), and extending the definition of Qk(z) to the y = 0,−1 < x < 1 segment by
continuity from the y < 0 side, one gets

8k(z)= −
1
π

Qk(z),

Yk(z)= −
1
π

{
−2Qk(z)+

z
2

(
−

1
1 − z

−
(−1)k

1 + z
−2

k−2l−1≥0∑
l=0

(2k − 4l − 1)Qk−2l−1(z)

)}
.

From [Muskhelishvili 1953], the complex displacement field reads

2µU = κϕ− zϕ′ −9,

with
µ= E/(2 + 2ν),
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and κ is defined by

κ =

{
3 − 4ν, for plane strain,
3−ν
1+ν

, for plane stress.

The plane component of the strain fields is obtained using

2µv′

k(z)= <

[
2µ

dU
dz

]
= <

[
(κ − 1)8k(z)− z8′

k(z)− Yk(z)
]
.

The strain field is found to extend to a depth of the order of l, so that this local solution should be
used for systems where l is less than the substrate thickness (l ≤ e1). The in-plane displacement field of
the interface vk is then obtained by setting z ∈ [−1, 1] and assuming vk(−1)= 0:

2πµv1 = − (1 + κ)

{
Q2 − Q0

3
−

P0

2

}
,

2πµv2 = − (1 + κ)

{
Q3 − Q1

5
+

P0

6

}
,

2πµv3 = − (1 + κ)

{
Q4 − Q2

7

}
+ P1 + (13 + κ)

P0

12
,

2πµv4 = − (1 + κ)

{
Q5 − Q3

9
+

P0

20

}
,

2πµv2p+1 = − (1 + κ)

{
Q2p+2 − Q2p

4p + 3

}
−

Q2 − Q0

3
+

p∑
k=1

θk,p P2(p−k)+1 + θ̃p P0, if p > 1,

2πµv2p = − (1 + κ)

{
Q2p+1 − Q2p−1

4p + 1

}
+

p∑
k=1

λk,p P2(p−k), if p > 2,

where

θ1,p =
d1,p

4p − 3
,

θp,p = −
dp−1,p

5
+

1
p + 1

+ bp,p −

p−1∑
l=0

4(p − l)+ 1
2(p − l)(2(p − l)+ 1)

,

θk,p =
dk,p

4(p − k)+ 1
−

dk−1,p

4(p − k)+ 5
, if 1< k < p,

θ̃p =
1 + κ

(2p + 1)(2p + 2)
+

1
2

+
1

p + 1
+ bp,p −

p−1∑
l=0

4(p − l)+ 1
2(p − l)(2(p − l)+ 1)

,

λ1,p =
c1,p

4p − 5
,

λp,p = −
1 + κ

2p(2p + 1)
−

cp−1,p

3
,

λk,p =
ck,p

4(p − k)− 1
−

ck−1,p

4(p − k)+ 3
, if 1< k < p,
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with the constants

ar,p =

r−1∑
k=0

{
(4(p − k)− 3) (4(p − r)− 1)
(2(r − k)− 1) (2p − r − k − 1)

−
(4(p − k)− 1) (4(p − r)− 1)

(2k + 1)(2p − k)

}
,

br,p =

r−1∑
k=0

{
(4(p − k)− 1) (4(p − r)+ 1)
(2(r − k)− 1) (2p − r − k)

−
(4(p − k)+ 1) (4(p − r)+ 1)

(2k + 1)(2p + 1 − k)

}
,

cr,p =
4(p − r)+ 1

2p − r
+ ar,p −

4(p − r)− 1
2(p − r)

−

r∑
k=1

(4(p − k)+ 3) (4(p − r)− 1)
2 (2(p − k)+ 1) (p − k + 1)

,

dr,p =
4(p − r)+ 1
2p + 1 − r

+ br,p −
4(p − r)+ 1
2(p − r)+ 1

−

r−1∑
k=0

(4(p − k)+ 1) (4(p − r)+ 1)
2 (2(p − k)+ 1) (p − k)

.
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INVARIANTS OF C1/2 IN TERMS OF THE INVARIANTS OF C

ANDREW N. NORRIS

The three invariants of C1/2 are key to expressing this tensor and its inverse as a polynomial in C . Simple
and symmetric expressions are presented connecting the two sets of invariants {I1, I2, I3} and {i1, i2, i3}

of C and C1/2, respectively. The first result is a bivariate function relating I1, I2 to i1, i2. The functional
form of i1 is the same as that of i2 when the roles of the C-invariants are reversed. The second result
expresses the invariants using a single function call. The two sets of expressions emphasize symmetries
in the relations among these four invariants.

1. Introduction

We consider relations among the basic tensors of three dimensional continuum mechanics, all defined by
the deformation F,

F = RU = V R, C = Ft F, B = F Ft.

U and V are symmetric and positive definite, and therefore

U = C1/2, V = B1/2.

Here we will only consider properties of U and C, but the results apply to V and B.
Although the square root of a second order positive definite symmetric tensor is unique and unambigu-

ous it is not, however, a simple algebraic construct. One way to circumvent this problem is to express U
as a polynomial in C using the Cayley–Hamilton equation,

U3
− i1U2

+ i2U − i3 I = 0. (1)

Here i1, i2, i3 are the invariants of U ,

i1 = tr U, i2 =
1
2
(tr U)2 −

1
2

tr U2, i3 = det U,

Multiply Equation (1) by (U + i1 I), and note that the result contains terms proportional to I , U , U2, and
U4. Replacing the latter two by C and C2 gives [Ting 1985]

U = (i1i2 − i3)
−1(i1i3 I + (i2

1 − i2)C − C2). (2)

Note that i1i2 − i3 = det(i1 I − U) > 0 [Carroll 2004]. The inverse U−1 may be obtained by multiplying
each side of Equation (2) with C−1 and using the Cayley–Hamilton equation for C to eliminate the
single remaining C−1 term. The orthogonal rotation tensor follows as R = FU−1, from which one can
determine kinematic quantities such as the rotation angle and the axis of rotation [Guan-Suo 1998].

Keywords: invariants, finite elasticity, stretch tensors, polar decomposition.
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Equation (2) for U in terms of C avoids the tensor square root difficulty but introduces another: how
to express {i1, i2, i3} in terms of C, or more specifically, in terms of its invariants

I1 = tr C, I2 =
1
2
(tr C)2 −

1
2

tr C2, I3 = det C.

While the relation i3 =
√

I3 is simple, formulas for i1 and i2 are not. But as Equation (2) and related
identities illustrate, the functional relations between the two sets of invariants are important for obtaining
semiexplicit expressions for stretch and rotation tensors, and for their derivatives [Hoger and Carlson
1984b; Steigmann 2002; Carroll 2004].

The first such relations are due to Hoger and Carlson [1984a], who derived expressions for {i1, i2} by
solving a quartic equation. Sawyers [1986] subsequently showed that one can obtain alternative relations
using the standard solutions [Goddard and Ledniczky 1997] for the cubic equation of the eigenvalue of
C . Let λ1, λ2, λ3 be the (necessarily positive) eigenvalues of U , then the eigenvalues of C are λ2

1, λ
2
2, λ

2
3,

and

i1 = λ1 + λ2 + λ3, i2 = λ1λ2 + λ2λ3 + λ3λ1, i3 = λ1λ2λ3, (3a)

I1 = λ2
1 + λ2

2 + λ2
3, I2 = λ2

1λ
2
2 + λ2

2λ
2
3 + λ2

3λ
2
1, I3 = λ2

1λ
2
2λ

2
3. (3b)

Sawyers’ approach is to essentially compute the eigenvalues of C , take their square roots and from these
determine the invariants of U by Equation (3a). Jog [2006] generalized this scheme to tensors of order
n > 3. This method does not provide direct relations between the invariants. Although the formulas
of Hoger and Carlson [1984a] and of Sawyers [1986] are explicit, they are not totally satisfactory. In
each case the functional forms are complicated. As we will see, there is no way to avoid this complexity
since we are dealing with roots of cubic and quartic equations. But that is not the basic issue, rather it
is a lack of any underlying symmetry or balance in the solutions of Hoger and Carlson [1984a] and of
Sawyers [1986]. This makes it difficult to comprehend the formulas, and to place them in context. It is
all the more unsettling by virtue of the fact that the formulas are associated with algebraic systems of
deformation tensors, systems that are elegant and generally quite transparent.

The object of this paper is to express {i1, i2, i3} in terms of {I1, I2, I3} in two forms that each display
the underlying symmetry of the relations. Both forms employ a single function, but have slightly different
properties. We begin in section Section 2 with a summary of the principal results, followed by a review
of the previously known solutions in Section 3. The new formulas for the invariants of C1/2 are derived
in Section 4, with some closing comments in Section 5.

2. Principal results

Theorem 1. The invariants of C1/2 are

i1 = I 1/6
3 f

( I1

I 1/3
3

,
I2

I 2/3
3

)
, i2 = I 1/3

3 f
( I2

I 2/3
3

,
I1

I 1/3
3

)
, i3 = I 1/2

3 , (4)
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where f is a function of two variables,

f (x, y)= g(x, y)+
√

x − g2(x, y)+ 2/g(x, y), (5a)

g(x, y)=

(
1
3

(
x +

√
x2 − 3y

[
(ζ +

√
ζ 2 − 1)1/3 + (ζ −

√
ζ 2 − 1)1/3

]))1/2

, (5b)

ζ =
27 + 2x3

− 9xy
2(x2 − 3y)3/2

. (5c)

The function g can be expressed in the alternate form

g(x, y)=

√
1
3

(
x + 2

√
x2 − 3y cos (

1
3

arccos ζ(x, y))
)
.

It is clear from Theorem 1 that the following reduced quantities are the important variables:

j1 =
i1

i1/3
3

, j2 =
i2

i2/3
3

, (6a)

J1 =
I1

I 1/3
3

, J2 =
I2

I 2/3
3

, (6b)

in terms of which the theorem states

j1 = f (J1, J2), j2 = f (J2, J1).

Alternatively, the sum and difference of reduced invariants may be considered as the key parameters,
which is evident from:

Lemma 1. The following relation holds between the invariants of C and C1/2:

J1 − J2

j1 − j2
= j1 + j2 + 2.

An immediate consequence is that we need only determine j1 + j2 or j1 − j2 since the other follows
directly from Lemma 1. For instance, we could calculate j1 + j2 = f (J1, J2) + f (J2, J1), but this
requires evaluation of f twice, and it does not reveal the underlying symmetry of the arguments. The
second result is a simpler relation between the invariants, one that uses a single call to the function f :

Theorem 2. The reduced invariants of C1/2 and C are connected by

j1 =
s
2

+
J1 − J2

2s + 4
, (7a)

j2 =
s
2

−
J1 − J2

2s + 4
, (7b)

where s = s(J1, J2) is

s = (2 + J1 + J2)
1/3 f

( 6 + J1 + J2

(2 + J1 + J2)2/3
,

9 + 5J1 + 5J2 + J1 J2

(2 + J1 + J2)4/3

)
. (7c)
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Thus j1 + j2 = s(J1, J2), and s is a symmetric function of its arguments s(x, y) = s(y, x). Also, s
provides an alternative expression for the function f :

f (x, y)=
1
2

s(x, y)+
x − y

2s(x, y)+ 4
.

This form for f employs the function itself, but evaluated at different arguments. This is a property of
the nonlinear nature of the function.

3. The methods of Hoger and Carlson and of Sawyers

Starting from the identities Equation (3) it may be easily verified that [Hoger and Carlson 1984a]

i2
1 − 2i2 = I1, (8a)

i2
2 − 2i1i3 = I2, (8b)

i2
3 = I3. (8c)

Equation (8c) implies i3 = I 1/2
3 . It remains to find i1 and i2.

Hoger and Carlson [1984a] eliminated i2 between Equation (8a) and (8b) to obtain a quartic equation
in ii which they then solved. The same solution for ii is obtained more directly by starting with the
ansatz

ii = λ+ ρ, (9)

where λ is any one of the triplet {λ1, λ2, λ3}. For instance, if λ = λ1 then ρ = λ2 + λ3 and i2 =

λ1(λ2 + λ3)+ λ2λ3 is
i2 = ρλ+ i3/λ. (10)

This holds no matter which value λ takes. Substituting from Equation (9) into Equation (8a) implies

ρ2
= I1 − λ2

+ 2i3/λ. (11)

The right member is necessarily positive, and using i3 = I 1/2
3 we can therefore express ρ > 0 in terms of

I1, I3 and λ.
In summary,

i1 =λ+

√
I1 − λ2 + 2

√
I3/λ, (12a)

i2 =

√
I3/λ+

√
I1λ2 − λ4 + 2

√
I3λ, (12b)

i3 =

√
I3, (12c)

where λ is any positive root of the characteristic equation of C,

λ6
− I1λ

4
+ I2λ

2
− I3 = 0. (13)

For instance,

λ=

(
1
3

(
I1 +

[
ξ +

√
ξ 2 − (I 2

1 − 3I2)3
]1/3

+
[
ξ −

√
ξ 2 − (I 2

1 − 3I2)3
]1/3))1/2

,
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and

ξ =
1
2
(2I 3

1 − 9I1 I2 + 27I3).

Note that we assumed that λ in Equations (9) and (10) is a root of (13), but this is actually a requirement,
as can be seen from Equations (8) using (9)–(11). Equations (9) and (10) represent a standard method
of reducing a quartic to a cubic equation.

Equation (12a) is essentially the same as the first relation of Hoger and Carlson [1984a, Equation (5.5)],
although they did not identify the root of the cubic explicitly. It should be noted that the second relation
in their Equation (5.5) never applies, because it can be shown that the equality cannot occur. Hoger and
Carlson [1984a] recommended using Equation (8b) to obtain i2. The relation (12b) is quite different and
is suggestive of the symmetry underlying the solutions for i1 and i2 that is evident in Theorem 1. We
discuss this further in the next section from a different perspective.

It is interesting to compare this with the explicit positive solution of Equation (13) provided by Guan-
Suo [1998], based on [Sawyers 1986]. Starting with the characteristic equation for U ,

λ3
− i1λ

2
+ i2λ− i3 = 0, (14)

combined with Equation (8b) and Equation (8c), this becomes a quadratic equation for i2. The solution
is [Guan-Suo 1998, p. 199]

i2 = λ−1(√I3 +

√
2
√

I3λ3 + I2λ2 − I3
)
.

This appears to be different than Equation (12b), but they are equivalent when one takes into account
that λ satisfies (13).

In short, Hoger and Carlson [1984a] and Sawyers [1986] derived Equation (12a) and (12b), respec-
tively. They did not however note the symmetry between the formulas, which is one of the central themes
in this paper: that a single function determines both i1 and i2. In the next section we complete the proof
of Theorem 1.

4. An alternative approach

The three conditions in Equation (8) can be combined into a single polynomial identity,

(1 − i2z2)2 + (i1z − i3z3)2 = 1 + I1z2
+ I2z4

+ I3z6, for all z ∈ C.

Using the reduced variables of Equation (6), this becomes

(1 − j2z2)2 + ( j1z − z3)2 = 1 + J1z2
+ J2z4

+ z6, for all z ∈ C.

Comparing coefficients implies the pair of coupled equations

j2
1 − 2 j2 = J1, (15a)

j2
2 − 2 j1 = J2. (15b)

Thus, solutions must be of the form

j1 = f (J1, J2), j2 = f (J2, J1),
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for some function f (x, y) which satisfies

f 2(x, y)− 2 f (y, x)− x = 0. (16)

This is the fundamental equation for f (x, y). It implies the dual relation

f 2(y, x)− 2 f (x, y)− y = 0. (17)

Eliminating f (y, x) leads to a quartic in f = f (x, y):

( f 2
− x)2 − 8 f − 4y = 0. (18)

This is equivalent to the quartic of [Hoger and Carlson 1984a] but expressed in the reduced variables.
We have already derived a solution of the quartic in the previous section by using the ansatz of Equation
(9) based on a root of the cubic (13). (12a) therefore defines the function f , which can be read off by
converting to the reduced variables j1, j2, J1, J2. It may be easily verified that the function of (5) results.

But what about the relation (12b) for i2? It does not seem to convert into the expression claimed in
Theorem 1, that is, j2 = f (J2, J1). Rather, using (12b) and j2 = f (J2, J1) to define f we obtain a
different expression for f :

f (y, x)=
1

g(x, y)
+

√
x − g2(x, y)+ 2/g(x, y) g(x, y). (19)

This is, in fact, consistent with the definition of f in Theorem 1 because g(x, y) satisfies the normalized
version of (14),

g3(x, y)− f (x, y)g2(x, y)+ f (y, x)g(x, y)− 1 = 0. (20)

Using this and the expression for f (x, y) in Equation (5), gives (19). This completes the proof of
Theorem 1.

It is interesting to note from Equation (20) that 1/g(y, x) satisfies the same equations as g(x, y), that
is,

g−3(y, x)− f (x, y)g−2(y, x)+ f (y, x)g−1(y, x)− 1 = 0.

But this does not mean that g(y, x) equals 1/g(x, y), since they can (and do) correspond to different
roots of the cubic.

The identity in Lemma 1 follows from the coupled equations (15), and the details of the proof of
Theorem 2 are in the Appendix.

5. Conclusion

Although the expressions for i1 and i2 involve the roots of the characteristic cubic equation of C, it
seems that the governing quartic Equation (18) is more fundamental. This is the equation that defines
the functions f and s of Theorems 1 and 2. In fact s is defined by f , which is in some ways the central
function involved. It is interesting that the quartic equation first considered by Hoger and Carlson [1984a]
reappears in this manner.

Which of the expressions for i1 and i2 are actually best in practice? While the expressions in Equation
(7) are perhaps the most aesthetically pleasing in form, (4) is probably simpler to implement. The final
choice is of course left to the reader.
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Appendix A. Proof of Theorem 2

For simplicity of notation, let f and f ′ denote f (x, y) and f (y, x), respectively. Then the coupled
Equation (16) and (17) are

f 2
− 2 f ′

= x,

f ′2
− 2 f = y.

Adding and subtracting yields, respectively,

( f + f ′
− 1)2 = 1 + x + y + 2 f f ′,

( f − f ′)( f + f ′
+ 2)= x − y,

which in turn imply

f + f ′
= s,

f − f ′
=

x − y
s + 2

,

where s = 1 +
√

1 + x + y + 2 f f ′. The function s = s(x, y) is clearly a symmetric function of x and y,
that is, it is unchanged if the arguments are switched.

Solving the linear equations for f and f ′ gives

f =
s
2

+
x − y
2s + 4

,

f ′
=

s
2

−
x − y
2s + 4

.

Although these formulas clearly split f into parts that are symmetric and asymmetric in the two argu-
ments, they are not explicit since the function s involves the product f f ′. Taking the product of the two
expressions leads to an equation for f f ′. It is simpler to consider the equation for s, which after some
manipulation may be reduced to the quartic:

[s2
− (6 + x + y)]2

− 8(2 + x + y)s − 4[(5 + x)(5 + y)− 16] = 0.

Let s = (2 + x + y)1/3 u; then u satisfies (u2
− X)2 − 8u − 4Y = 0, where

X =
6 + x + y

(2 + x + y)2/3
, Y =

9 + 5x + 5y + xy
(2 + x + y)4/3

.

The quartic equation for u is the same as the quartic Equation (18) satisfied by f , but with X and Y
instead of x and y. Thus,

u = f (X, Y ),

which completes the proof of Theorem 2.
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A VARIATIONAL ASYMPTOTIC MICROMECHANICS MODEL FOR
PREDICTING CONDUCTIVITIES OF COMPOSITE MATERIALS

TIAN TANG AND WENBIN YU

The focus of this paper is to extend the variational asymptotic method for unit cell homogenization (VA-
MUCH) to predict the effective thermal conductivity and local temperature field distribution of heteroge-
neous materials. Starting from a variational statement of the conduction problem of the heterogeneous
continuum, we formulate the micromechanics model as a constrained minimization problem using the
variational asymptotic method. To handle realistic microstructures in applications, we implement this
new model using the finite element method. For validation, a few examples are used to demonstrate the
application and accuracy of this theory and companion code. Since heat conduction is mathematically
analogous to electrostatics, magnetostatics, and diffusion, the present model can also be used to predict
effective dielectric, magnetic, and diffusion properties of heterogeneous materials.

1. Introduction

Along with increased knowledge and manufacturing techniques for materials, more and more materials
are made with engineered microstructures to achieve better performance. To successfully design and
fabricate these materials, we need efficient high-fidelity analysis tools to predict their effective proper-
ties. Many composites are applied in temperature sensitive environments such as electronic packaging
and thermal protection systems. Accurate prediction of thermal properties such as the specific heat,
coefficients of thermal expansion, and thermal conductivity becomes important for such applications. In
this paper, we focus on developing a model to predict effective thermal conductivity and associated local
temperature and heat flux distribution within the heterogeneous materials.

The effective thermal conductivity of composites is strongly affected by many parameters including the
properties, volume fractions, distributions, and orientations of constituents. Numerous models have been
proposed to predict the effective thermal conductivity [Progelhof et al. 1976]. These models include sim-
ple rules of mixtures, self consistent scheme [Hashin 1968], generalized self consistent scheme [Lee et al.
2006], finite element method [Ramani and Vaidyanathan 1995; Islam and Pramila 1999; Xu and Yagi
2004; Kumlutas and Tavman 2006], effective unit cell approach [Ganapathy et al. 2005] and variational
bounds [Hashin and Shtrikman 1962]. Very recently, a new framework for micromechanics modeling,
namely variational asymptotic method for unit cell homogenization (VAMUCH) [Yu and Tang 2007a],
has been introduced using two essential assumptions in the context of micromechanics for composites
with an identifiable unit cell.

Keywords: homogenization, heterogeneous, conductivity, variational asymptotic.
This study is supported by the National Science Foundation under Grant DMI-0522908.
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Assumption 1. The exact field variable has volume average over the unit cell. For example, if φ is the
exact temperature within the unit cell, there exist ψ such that

ψ =
1
�

∫
�

φ d�≡ 〈φ〉, (1)

where � denotes the domain occupied by the unit cell and its volume, and symbol ≡ denotes a definition.

Assumption 2. The effective material properties obtained from the micromechanical analysis of the unit
cell are independent of the geometry, boundary conditions, and loading conditions of the macroscopic
structure, which means that effective properties are assumed to be the intrinsic properties of the material
when viewed macroscopically.

Note that these assumptions are not restrictive. The mathematical meaning of the first assumption is that
the exact solutions of the field are integrable over the domain of the unit cell, which is true almost all the
time. The second assumption implies that we will neglect the size effects of the material properties in
the macroscopic analysis, which is an assumption often made in the conventional continuum mechanics.
Of course, the micromechanical analysis of the unit cell is only needed and appropriate if η = h/ l � 1,
with h as the characteristic size of the unit cell and l as the macroscopic size of the macroscopic material.

This new approach to micromechanical modeling has been successfully applied to predict thermo-
mechanical properties including elastic properties, coefficients of thermal expansion, and specific heats
[Yu and Tang 2007a; 2007b]. In this work, we will use this approach to construct micromechanics models
for effective thermal conductivity and the corresponding local fields such as temperature and heat flux
within a unit cell.

2. Theoretical formulation

VAMUCH formulation uses three coordinates systems: two Cartesian coordinates x = (x1, x2, x3) and
y = (y1, y2, y3), and an integer-valued coordinate n = (n1, n2, n3) (see Figure 1). We use xi as the
global coordinates to describe the macroscopic structure and yi parallel to xi as the local coordinates
to describe the unit cell (Here and throughout the paper, Latin indices assume 1, 2, and 3 and repeated
indices are summed over their range except where explicitly indicated). We choose the origin of the
local coordinates yi to be the geometric center of unit cell. For example, if the unit cell is a cube with
edge lengths di , then yi ∈ [−

di
2 ,

di
2 ]. To uniquely locate a unit cell in the heterogeneous material we also

introduce integer coordinates ni . The integer coordinates are related to the global coordinates in such a
way that ni = xi/di (no summation over i). It is emphasized that although only a square array is sketched
in Figure 1, the present theory has not such limitations.

As implied by Assumption 2, we can obtain the same effective properties from an imaginary, un-
bounded, and unloaded heterogeneous material with the same microstrucutre as the real, loaded, and
bounded one. Hence we could derive the micromechanics model from an imaginary, unloaded, heteroge-
neous material which completely occupies the three-dimensional space R and composes infinitely many
repeating unit cells. The solution to the steady-state conduction problem, which is sufficient for us to
find the effective thermal conductivity, can be obtained by the stationary value problem of summation of
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Figure 1. Coordinate systems for heterogenous materials (only a two-dimensional
square array unit cell is drawn for clarity).

the “energy” integral over all the unit cells [Hashin 1968; Berdichevsky 1977], which is:

5=

∞∑
n=−∞

1
2

∫
�

Ki j φ,i φ, j d�, (2)

where Ki j are components of the second-order thermal conductivity tensor, and

φ,i (n; y)=
∂φ(n; y)
∂ yi

, (3)

with (),i ≡
∂( )
∂ yi

. Here φ is a function of the integer coordinates and the local coordinates for each unit cell.
In view of the fact that the infinitely many unit cells form a continuous heterogeneous material, we need
to enforce the continuity of the temperature field φ on the interface between adjacent unit cells, which
is (n1, n2, n3):

φ(n1, n2, n3; d1/2, y2, y3)= φ(n1 + 1, n2, n3; −d1/2, y2, y3),

φ(n1, n2, n3; y1, d2/2, y3)= φ(n1, n2 + 1, n3; y1,−d2/2, y3),

φ(n1, n2, n3; y1, y2, d3/2)= φ(n1, n2, n3 + 1; y1, y2,−d3/2). (4)

The exact solution of the steady heat conduction problem will minimize the summation of the “energy”
integral in Equation (2) under the constraints in Equations (1), and (4). To avoid the difficulty associated
with discrete integer arguments, we can reformulate the problem, including Equations (2), (3), and (4),
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in terms of continuous functions using the idea of the quasicontinuum [Kunin 1982]. The corresponding
formulas are:

5=
1
2

∫
R
〈Ki j φ,i φ, j 〉dR, φ,i (x; y)=

∂φ(x; y)
∂ yi

, (5)

and

φ(x1, x2, x3; d1/2, y2, y3)= φ(x1 + d1, x2, x3; −d1/2, y2, y3),

φ(x1, x2, x3; y1, d2/2, y3)= φ(x1, x2 + d2, x3; y1,−d2/2, y3),

φ(x1, x2, x3; y1, y2, d3/2)= φ(x1, x2, x3 + d3; y1, y2,−d3/2). (6)

Using the technique of Lagrange multipliers, we can pose the thermal conduction problem as a stationary
value problem for the following functional:

J =

∫
R

{
〈

1
2 Ki j φ,i φ, j 〉 + λ(〈φ〉 −ψ)

+

∫
S1

γ1 [φ(x1, x2, x3; d1/2, y2, y3)−φ(x1 + d1, x2, x3; −d1/2, y2, y3)] dS1

+

∫
S2

γ2 [φ(x1, x2, x3; y1, d2/2, y3)−φ(x1, x2 + d2, x3; y1,−d2/2, y3)] dS2

+

∫
S3

γ3 [φ(x1, x2, x3; y1, y2, d3/2)−φ(x1, x2, x3 + d3; y1, y2,−d3/2)] dS3

}
dR, (7)

where λ and γi are Lagrange multipliers introduced to enforce the constraints in Equations (1) and (6),
respectively, and Si are the surfaces with ni = 1. The main objective of micromechanics is to find the
real temperature field φ in terms of ψ , which is a very difficult problem because we have to solve this
stationary problem for each point in the global system xi as in Equation (7). It will be desirable if we
can formulate the variational statement posed over a single unit cell only. In view of Equation (1), it is
natural to express the exact solution φ as a sum of the volume average ψ plus the difference, such that

φ(x; y)= ψ(x)+w(x; y), (8)

where 〈w〉 = 0 according to Equation (1). The very reason that the heterogenous material can be homog-
enized leads us to believe that w should be asymptotically smaller than ψ , that is, w ∼ η ψ . Substituting
Equation (8) into Equation (7) and making use of Equation (5), we can obtain the leading terms of the
functional according to the variational asymptotic method [Berdichevsky 1977] as:

J1 =

∫
R

{
〈

1
2 Ki j w,i w, j 〉 + λ〈w〉 +

∫
S1

γ1
[
w(x; d1/2, y2, y3)−w(x; −d1/2, y2, y3)−ψ;1d1

]
dS1

+

∫
S2

γ2
[
w(x; y1, d2/2, y3)−w(x; y1,−d2/2, y3)−ψ;2d2

]
dS2

+

∫
S3

γ3
[
w(x; y1, y2, d3/2)−w(x; y1, y2,−d3/2)−ψ;3d3

]
dS3

}
dR, (9)
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where ();i ≡
∂( )
∂xi

. Although it is possible to carry out the variation of J1 and find the Euler–Lagrange
equations and associated boundary conditions for w, which results in inhomogeneous boundary condi-
tions, it is more convenient to use a change of variables to reformulate the same problem so that the
boundary conditions are homogeneous. Considering the last three terms in Equation (9), we use the
following change of variables to express w as:

w(x; y)= yiψ;i + ζ(x; y), (10)

with ζ normally termed as fluctuation functions. We are free to choose the origin of the local coordinate
system to be the center of the unit cell, which implies the following constraints on ζ :

〈ζ 〉 = 0. (11)

Substituting Equation (10) into Equation (9), we obtain a stationary value problem defined on the unit
cell for ζ , such that

J� =
1
2〈Ki j

(
ψ;i + ζ,i

) (
ψ; j + ζ, j

)
〉 + λ〈ζ 〉 +

∫
S1

γ1(ζ
+1

− ζ−1)dS1 +

∫
S2

γ2(ζ
+2

− ζ−2)dS2

+

∫
S3

γ3(ζ
+3

− ζ−3)dS3, (12)

with ζ+i
= ζ |yi =di/2, and ζ−i

= ζ |yi =−di/2, for i = 1, 2, 3 where ψ;i will be shown later to be the com-
ponents of the global temperature gradient vector for the effective material with homogenized material
properties. The functional J� in Equation (12) forms the backbone of the present theory. This stationary
problem can be solved analytically for very simple cases such as binary composites, however, for general
cases we need to use numerical techniques such as the finite element method to seek numerical solutions.

3. An illustrative example

To illustrate the solution procedure of the stationary problem of the functional in Equation (12), we will
consider a periodic binary composite made of anisotropic layers with material axes that are the same as
the global coordinates xi , so that the material is uniform in the x1 − x2 plane and periodic along the x3

direction. A typical unit cell can be identified as shown in Figure 2, with the dimension along y3 given
by h and dimensions along y1 and y2 arbitrary. Let φ1 and φ2 denote the volume fraction of the first and
second layer, respectively, and we have φ1 +φ2 = 1.

Because of the uniformity of the structure in the x1 − x2 plane, we know that the solution to ζ will
be independent of y1 and y2, and is a function of y3 only. Taking advantage of the this fact, we can
specialize the functional in Equation (12) for this particular case in a matrix form as:

J ∗

� =

∫
S3

{∫ (φ1−
1
2 )h

−
h
2

[
1
2
9(1)T K (1)9(1)

+ λζ (1)
]

dy3 +

∫ h
2

(φ1−
1
2 )h

[
1
2
9(2)T K (2)9(2)

+ λζ (2)
]

dy3

+ γ3

[
ζ (2)(

h
2
)− ζ (1)(−

h
2
)

]}
dS, (13)
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Figure 2. Sketch of a binary composite.

with 9(α)
= bψ;1 ψ;2 ψ;3 + ζ

(α)
,3 c

T for α = 1, 2, and ζ (α) as the fluctuation functions of the temperature
for each layer. The thermal conductivity matrix K (α) is a fully populated symmetric matrix for a general
anisotropic material, such that

K (α)
=

K (α)
11 K (α)

12 K (α)
13

K (α)
12 K (α)

22 K (α)
23

K (α)
13 K (α)

23 K (α)
33

 .
The corresponding differential statement of the variational statement in Equation (13) can be obtained
following normal procedures of the calculus of variations, as follows:

K (α)
33 ζ

(α)
,33 = λ, (14)

∫ (φ1−
1
2 )h

−
h
2

ζ (1) dy3 +

∫ h
2

( 1
2 −φ2)h

ζ (2) dy3 = 0,

ζ (1)(−
h
2
)= ζ (2)(

h
2
),

ζ (1)(φ1h − h/2)= ζ (2)(φ1h − h/2),

K (1)
13 ψ;1 + K (1)

23 ψ;2 + K (1)
33

[
ψ;3 + ζ

(1)
,3

]
|y3=−

h
2

= K (2)
13 ψ;1 + K (2)

23 ψ;2 + K (2)
33

[
ψ;3 + ζ

(2)
,3

]
|y3=

h
2
,

K (1)
13 ψ;1 + K (1)

23 ψ;2+K (1)
33

[
ψ;3+ζ

(1)
,3

]
|
y3=(φ1−

1
2 )h

= K (2)
13 ψ;1 + K (2)

23 ψ;2+K (2)
33

[
ψ;3 + ζ

(2)
,3

]
|
y3=(φ1−

1
2 )h
.

Clearly this differential statement contains two second-order ordinary differential equations in Equation
(14) and five constraints for solving ζ (α) and λ. The solution to λ is found to be zero and ζ (α) are linear
functions of y3. Having solved the fluctuation functions, ζ (α), the density of the “energy” integral of this
effective material can be trivially obtained as:

5� =
1
2


ψ;1

ψ;2

ψ;3


T K ∗

11 K ∗

12 K ∗

13
K ∗

12 K ∗

22 K ∗

23
K ∗

13 K ∗

23 K ∗

33


ψ;1

ψ;2

ψ;3

 ,
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with the effective thermal conductivity coefficients K ∗

i j as

K ∗

11 = 〈K11〉 −
(K (1)

13 − K (2)
13 )

2φ1φ2

K (2)
33 φ1 + K (1)

33 φ2
,

K ∗

22 = 〈K22〉 −
(K (1)

23 − K (2)
23 )

2φ1φ2

K (2)
33 φ1 + K (1)

33 φ2
,

K ∗

33 =
K (1)

33 K (2)
33

φ2K (1)
33 +φ1K (2)

33

,

K ∗

12 = 〈K12〉 −
(K (1)

13 − K (2)
13 )(K

(1)
23 − K (2)

23 )φ1φ2

φ2K (1)
33 +φ1K (2)

33

,

K ∗

13 =
K (1)

13 K (2)
33 φ1 + K (2)

13 K (1)
33 φ2

φ2K (1)
33 +φ1K (2)

33

,

K ∗

23 =
K (1)

23 K (2)
33 φ1 + K (2)

23 K (1)
33 φ2

φ2K (1)
33 +φ1K (2)

33

.

It is interesting to note that K ∗

33 is the same as the rule of mixtures based on Reuss’ hypothesis for this
special case. If K (1)

13 = K (2)
13 and K (1)

23 = K (2)
23 , then K ∗

11, K ∗

22, and K ∗

12 are the same as the rule of mixtures
based on Voigt’s hypothesis, and K ∗

13 and K ∗

23 are the same as the constituent properties.

4. Finite element implementation

For more general cases, we need to rely on numerical solutions. Here, we will implement the variational
statement in Equation (12) using the well-established finite element method. It is possible to formulate
the finite element method solution based on Equation (12), however, it is not the most convenient and
efficient way because Lagrange multipliers will increase the number of unknowns. To this end, we can
reformulate the variational statement in Equation (12) as the stationary value of the following functional

5� =
1

2�

∫
�

Ki j
(
ψ;i + ζ,i

) (
ψ; j + ζ, j

)
d�, (15)

under the following three constraints

ζ+i
= ζ−i , for i = 1, 2, 3. (16)

The constraint in Equation (11) does not affect the minimum value of 5� but helps uniquely determine
ζ . In practice, we can constrain the fluctuation function at an arbitrary node to be zero and later use this
constraint to recover the unique fluctuation function. It is fine to use the penalty function method to
introduce the constraints in Equation (16). However, this method introduces additional approximation
and the robustness of the solution depends on the choice of large penalty numbers. Here, we choose to
make the nodes on the positive boundary surface, yi = di/2, slave to the nodes on the opposite negative
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boundary surface, yi = −di/2. By assembling all the independent active degrees of freedom, we can
implicitly and exactly incorporate the constraints in Equation (16). In this way, we also reduce the total
number of unknowns in the linear system which will be formulated as follows.

Introduce the following matrix notations

8= bψ;1 ψ;2 ψ;3c
T , (17)

81 =


∂ζ
∂ y1
∂ζ
∂ y2
∂ζ
∂ y3

=


∂
∂ y1
∂
∂ y2
∂
∂ y3

 ζ ≡ 0hζ, (18)

where 0h is an operator matrix. If we discretize ζ using the finite elements as

ζ(xi ; yi )= G(yi )ξ(xi ), (19)

where G representing the shape functions and ξ a column matrix of the nodal values of the fluctuation
function. Substituting Equations (17), (18), and (19) into Equation (15), we obtain a discretized version
of the functional,

5� =
1

2�
(ξ T Fξ + 2ξ T Kh88+8T K888), (20)

where

F =

∫
�

(0hG)T K (0hG)d�, Kh8 =

∫
�

(0hG)T K d�, K88 =

∫
�

K d�,

with K as the 3 × 3 matrix of Ki j . Minimizing 5� in Equation (20), we obtain the following linear
system

Fξ = −Kh88. (21)

It is clear from Equation (21) that the fluctuation function, ξ , is linearly proportional to 8, which means
the solution can be written symbolically as

ξ = ξ08 (22)

Substituting Equation (22) into (20), we can calculate the density of the “energy” integral of the unit cell
as

5� =
1

2�
8T (ξ T

0 Kh8 + K88

)
8≡

1
2
8T K ∗8. (23)

It can be seen that K ∗ in Equation (23) is the effective thermal conductivity matrix, and 8 is the global
temperature gradient.

If the local fields within the unit cell are of interest, we can recover those fields, including local
temperature and heat flux, in terms of the macroscopic behavior, including the global temperature ψ and
the corresponding gradient ψ;i , and the fluctuation function ζ . First, we need to uniquely determine the
fluctuation function. Otherwise, we could not uniquely determine the local temperature field. Because
we have fixed an arbitrary node and made nodes on the positive boundary surfaces, yi = +di/2, slave
to the corresponding negative boundary surfaces, yi = −di/2, in forming the linear system in Equation
(21), we need to construct a new array ξ̃0 from ξ0 by assigning the values for slave nodes according
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to the corresponding active nodes, and assigning zero to the fixed node. Clearly, ξ̃0 corresponds to the
stationary value of 5� in Equation (15) under constraints in (16). However, ξ̃0 may not satisfy (11). The
real solution, denoted as ξ̄0, can be found trivially by adding a constant to each node so that Equation
(11) is satisfied.

After having determined the fluctuation functions uniquely, we can recover the local temperature using
Equations (8) and (10) as φ=ψ+ yiψ;i + Ḡ ξ̄08, where Ḡ is different from G due to the recovery of slave
nodes and the constrained node. The local temperature gradient field can be recovered using Equations
(3) and (18):

bφ,1 φ,2 φ,3c
T

=8+0hḠ ξ̄08.

Finally, the local heat flux field can be recovered straightforwardly using the three-dimensional Fourier
law for the constituent materials, qi = −Ki jφ, j . We have implemented this formulation in the com-
puter program VAMUCH. In the next section, we will use a few numerical examples to demonstrate the
application and accuracy of this theory and code.

5. Numerical examples

VAMUCH provides a unified analysis for general one-, two-, or three-dimensional unit cells. First, the
same code VAMUCH can be used to homogenize binary composites (modeled using one-dimensional
unit cells), fiber reinforced composites (modeled using two-dimensional unit cells), and particle rein-
forced composites (modeled using three-dimensional unit cells). Second, VAMUCH can reproduce the
results for lower-dimensional unit cells using higher-dimensional unit cells. That is, VAMUCH predicts
the same results for binary composites using one-, two-, or three-dimensional unit cells, and for fiber
reinforced composites using two- or three-dimensional unit cells.

In this section, several examples will be used to demonstrate the accuracy of VAMUCH for predict-
ing the effective thermal conductivity and calculating the local heat flux field within a unit cell due
to temperature gradients. To facilitate comparison with existing models in the literature, we only con-
sider composites with isotropic constituents although the present method and code can handle general
anisotropic constituents.

5.1. Effective thermal conductivity of fiber reinforced composites. The first example is a carbon fiber
reinforced aluminum matrix composite. Both constituents are isotropic with thermal conductivity K =

129 W/(m · K) for the carbon fiber, and K = 237 W/(m · K) for aluminum matrix. The fiber is of circular
shape and arranged in a square array. The prediction of VAMUCH for the effective thermal conductivity
along the fiber direction exactly obeys the rule of mixtures, which has been generally accepted as the
exact solution for the longitudinal thermal conductivity for fiber reinforced composites with isotropic
constituents [Hashin 1968].

However, the effective thermal conductivity coefficients in the transverse directions (K ∗

22 and K ∗

33)
do not in general obey the rule of mixtures. To validate the present theory, we compare the VAMUCH
prediction with other models in the literature [Springer and Tsai 1967; Behrens 1968; Donea 1972;
Hashin 1983; Hatta and Taya 1986]. As shown in Figure 3, VAMUCH results are perfectly located
between the variational bounds of [Donea 1972], while the Springer–Tsai model [Springer and Tsai
1967] and the lower bound of [Hashin 1983] underpredict the results. We have also found out that
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Figure 3. Effective transverse thermal conductivity of the carbon/Al composite.

VAMUCH results are the same as those obtained by Behrens [1968], Hatta and Taya [1986], and the
upper bound of [Hashin 1983], and these results are not shown in the plot for clarity.

The second example is a boron fiber reinforced aluminum composite with isotropic constituents and
thermal conductivity K = 27.4 W/(m · K) for the boron fiber, and K = 237 W/(m · K) for the aluminum
matrix. The fiber is also circular and arranged in a square array. The effective thermal conductivities
computed by different models are plotted in Figure 4. We found out that the results of the Hashin upper
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bound [Hashin 1983] are the same as those of [Behrens 1968] and [Hatta and Taya 1986]. Hence only
the Hashin upper bound is plotted in the figure. It can be observed that the predictions of the Hashin
upper bound are slightly higher than those of VAMUCH when the fiber volume fraction is higher than
40%. We also observe that the difference between the Hashin upper and lower bounds [Hashin 1983] is
significant for this case which means they are not very useful for composites with constituents having
relatively high contrast ratio in thermal conductivity properties. VAMUCH results are also nicely located
in the much narrower bounds of [Donea 1972], while the prediction of Springer and Tsai [1967] is not
accurate for this case because it is significantly lower than the lower bound of [Donea 1972].

In the two examples just described, the thermal conductivity of the matrix is higher than that of the
fiber. Now, let us consider a glass/polypropylene composite with thermal conductivity K = 1.05 W/(m ·K)
for the glass fiber, and K = 0.2 W/(m · K) for the polypropylene matrix. We plot the change of effective
transverse thermal conductivity of composites with respect to volume fraction of fibers in Figure 5. Again,
we find out that VAMUCH results lie between the variational bounds of [Donea 1972]. And the results
of the Hashin lower bound [Behrens 1968; Hashin 1983; Hatta and Taya 1986] are identical but slightly
lower than VAMUCH results when the volume fraction of fibers is higher than 40%. Similarly, as in the
previous case, we can observe that Donea [1972] provides much narrower bounds than Hashin [1983]
for this case.

We also use ANSYS, a commercial finite element method package, to calculate the effective ther-
mal conductivities of these three fiber reinforced composites. According to Islam and Pramila [1999],
given the direction along which we would like to evaluate the thermal conductivity, we apply isothermal
conditions to the edges perpendicular to the direction we want to evaluate the thermal conductivity and
apply adiabatic conditions to the edges parallel to this direction. The effective thermal conductivity is
obtained as the ratio between the average heat flux and average temperature gradient. We found out that
VAMUCH results are almost the same as the ANSYS results for similar discretization schemes.
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To verify whether VAMUCH can be applied to composites with very high contrast ratio and high
volume fraction, we choose a composite formed by circular fibers arranged in a square array. The volume
fraction of fibers is 65%. We fix the thermal conductivity of the matrix at 1 W/(m · K), while the thermal
conductivity of the fiber varies from 10 to 104. We plot the effective thermal conductivity computed using
different approaches with different contrast ratios in Figure 6. It can be seen that VAMUCH results fall
right on the curve of the ANSYS results and lie between the Donea variational bounds. The results of
the Hashin lower bound [Hashin 1983] are identical to those obtained from Behrens [1968], Progelhof
et al. [1976], and Hatta and Taya [1986]. It is obvious that these approaches underpredict the results. For
these contrast ratios, the Hashin upper bounds are too large to be nicely plotted in the same figure.

5.2. Effective thermal conductivity of particle reinforced composites. Due to the special arrangements
of the constituents of particle reinforced composites, three-dimensional unit cells are required to accu-
rately model the microstructures. In this section, we will use VAMUCH to analyze two typical particle
reinforced composites to validate the three-dimensional predictive capability of VAMUCH.

The first example is a SiC particle reinforced aluminum composite. The spherical SiC particles are
embedded in a triply periodic cubic array. Both constituents are isotropic with thermal conductivities
K = 120 W/(m · K) for the SiC particles, and K = 237 W/(m · K) for the aluminum matrix. The change
in effective thermal conductivity of composites with respect to volume fraction of particles are plotted
in Figure 7. VAMUCH results have an excellent agreement with the Hashin upper bound [Budiansky
1970; Cheng and Vachon 1970; Hashin 1983], although Budiansky [1970] and Cheng and Vachon [1970]
slightly underpredict the results when the volume fraction of particles are higher than 20%. It was also
found that the VAMUCH results are very close to those calculated by McPhedran and Mckenzie [1978].
All these predictions fall within the variational bounds of [Donea 1972]. It can be observed that the results
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Figure 7. Effective thermal conductivity of the SiC/Al composite.

of Lewis and Nielsen [2003] significantly underpredict the effective thermal conductivity in comparison
to other approaches.

Another example is an alumina (Al2O3) particle reinforced polyethylene composite. This composite
has the same microstructure as the previous example. Both components are also isotropic with thermal
conductivities K = 31 W/(m · K) for alumina particles, and K = 0.545 W/(m · K) for the polyethylene
matrix. The contrast ratio of the thermal conductivity of the two components is as high as 56.88. The
predictions of different approaches are shown in Figure 8. VAMUCH results agree with McPhedran and
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Mckenzie [1978] at different volume fractions and with the lower bound of Hashin [1983] very well if
the volume fraction of the particles is smaller than 25%. The prediction of Lewis and Nielsen [2003]
is also very close to that of VAMUCH if the volume fraction of particles is very small. The difference
between the variational bounds of [Donea 1972] becomes too large to be useful for high volume fraction
of particles. The prediction of Cheng and Vachon [1970] for this case cannot be considered as accurate
because it is not located between the lower and upper bounds of [Donea 1972]. We also need to point
out that for this case, the results of the Hashin upper bound are too different from the lower bound and
cannot be nicely plotted in the same figure.

We also analyzed these two examples of particle reinforced composites using ANSYS following the
approach of Kumlutas and Tavman [2006]. Again, we found out VAMUCH results are identical to
ANSYS results if similar meshes are used for both approaches.

It is noted that the Hashin bounds are known to be the best possible bounds for statistically isotropic or
transversely isotropic composites, when the only available geometrical information is the phase volume
fractions [Hashin and Shtrikman 1962]. However, such bounds can be improved if additional information,
such as shape of inclusions and geometry of microstructure are added into the formulation [Hashin 1983].
It has been shown that the Hashin lower bound or upper bound is the exact solution for composite spheres
assemblage (CSA) [Hashin 1968], which explains why one of the Hashin bounds agrees with VAMUCH
very well if the inclusion volume fraction is not very large. Donea bounds [Donea 1972] are not rigorous
variational bounds. Rather the material is considered as a composition of CSA within the largest possible
circle/sphere and matrix. The Voigt rule of mixtures is used to obtain the Donea upper bound and the
Ruess rule of mixtures is used to obtain the Donea lower bound. The effective properties of a CSA are
calculated using the theory of Hashin [1968], which is also one of the Hashin bounds. Therefore, Donea
bounds will fall outside at least one of the Hashin bounds, as is consistently shown in these examples.
The gap between the Donea bounds could be smaller than that of the Hashin bounds because more
information has been used in obtaining the Donea bounds.

5.3. Recovery of local heat flux. VAMUCH can accurately recover the local heat flux distribution within
the unit cell due to temperature gradients. We will use the ANSYS results as benchmarks to verify the
prediction of VAMUCH. First, we consider the glass/polypropylene fiber reinforced composite with a
fiber volume fraction of 0.2. Due to the difference in thermal conductivities of the two components,
the local heat flux distribution resulting from 100 K/m in the y2 direction is not uniform within a unit
cell. The distribution contours of q2 and q3 are plotted in Figure 9 (left and right, respectively). The
sudden changes of local heat flux at the interface between the fibers and the matrix are well captured by
VAMUCH. For a quantitative comparison, we also plot the local heat flux distribution q2 along y2 = 0
predicted by VAMUCH and ANSYS in Figure 10. It can be seen that there is excellent agreement
between these two sets of results.

Second, we choose a special example that is a composite having an X-shape microstructure. The local
heat flux distribution predicted by VAMUCH is shown in Figure 11. There are narrow necks at the corner
contacts between the reinforcements that exhibit significant fluctuation in the local heat flux. The local
heat flux distributions along the diagonal line predicted by VAMUCH and ANSYS are plotted in Figure
12. Excellent match between these two approaches is clear from this plot.
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Figure 9. Left: Contour plot of heat flux q2 in the glass/polypropylene composite. Right:
Contour plot of heat flux q3 in the glass/polypropylene composite.

6. Conclusion

The variational asymptotic method for unit cell homogenization (VAMUCH) has been extended to predict
the effective thermal conductivity coefficients of composites. In comparison to existing models, the
present theory has the following unique features:
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Figure 11. Contour plot of the heat flux of an X-shape composite.
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(i) It adopts the variational asymptotic method as its mathematical foundation. It invokes only essential
assumptions inherent to the concept of micromechanics.

(ii) It has an inherent variational nature and its numerical implementation is shown to be straightforward.

(iii) It handles one-, two-, and three-dimensional unit cells uniformly. The dimensionality of the problem
is determined by the periodicity of the unit cell.

The present theory is implemented in the computer program, VAMUCH. Numerous examples have
clearly demonstrated its application and accuracy as a general-purpose micromechanical analysis tool.
For the examples we have studied, although VAMUCH results are almost identical to ANSYS results,
VAMUCH has the following advantages over ANSYS for micromechanical analysis:

(i) VAMUCH can obtain different material properties in different directions simultaneously, which is
more efficient than those approaches requiring multiple runs under different temperature conditions.

(ii) VAMUCH can model general anisotropic heterogeneous materials with constituents having full
anisotropy (with six material constants for thermal conductivity), while ANSYS and other finite el-
ement method packages can only handle constituents up to orthotropic material (with three material
constants for thermal conductivity). The current finite element method approaches for predicting
thermal conductivity [Islam and Pramila 1999; Kumlutas and Tavman 2006] are restricted to be at
most macroscopically orthotropic, which is an unnecessary restriction.

(iii) VAMUCH calculates effective properties and local fields directly with the same accuracy as the
fluctuation functions. No postprocessing calculations which introduces more approximations, such
as averaging temperature gradient and heat flux, are needed.

As a byproduct of validating VAMUCH, we also provided a brief assessment of existing models for
predicting effective thermal conductivity.

Due to the mathematical analogy of heat conduction, electrostatics, magnetostatics, and diffusion, the
present theory and the companion code can also be used to predict effective dielectric, magnetic, and
diffusion properties of heterogeneous materials.
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FRACTURE MECHANICS ANALYSIS OF THREE-DIMENSIONAL ION CUT
TECHNOLOGY

XI-QIAO FENG, MEI XU, XUYUE WANG AND BIN GU

The recently established ion cut technology enables accurate fabrication of silicon-on-insulator (SOI)
wafers and has found some other significant applications. We study fracture mechanics of the technology
when directly cutting a wafer into a desired surface morphology. First, we describe integral transform-
based methods for calculating the stress intensity factors of subsurface cracks embedded in a semiinfinite
solid. Because the crack and the free surface interact, the crack tip fields are generally of I-II mixed mode.
We derive solutions for plane-strain or axisymmetrical configurations. We then analyze the suggested
three-dimensional ion cut method using the fracture criterion for kinking propagation of a mixed-mode
crack. To illustrate the approach, we consider circular hole and straight groove surface patterns.

1. Introduction

Silicon-on-insulator (SOI) wafers have been used extensively as the starting materials for ultralarge-
scale integration (ULSI) device structures. A typical SOI system consists of a thin layer of single-crystal
silicon supported by an underlying insulator (for example, SiO2 and sapphire). SOI wafer structures
have important advantages over bulk or epitaxial starting wafers for a wide range of ULSI applications
[Colinge 1991; Haisma and Spierings 2002]. SOI wafers potentially offer fast circuit performance and
packing density, immunity from latch-up, low power consumption, high resistance to ionizing radiation,
and simplified processing compared to bulk or epitaxial silicon. Hence, they appear ideal for making
leading edge integrated circuits with high speed and transistor count but also low voltage and power
operation, leading to better performance in battery operated systems, such as portable logic or micro-
processor ICs. Two conventional and commercially-available methods for making SOI wavers are the
separation-by-implanted oxygen (SIMOX) method and the bonded silicon-on-insulator (BSOI) method
[Colinge 1991]. However, neither is suited to industrial-scale production.

In 1995, Bruel [1995; 1996], Aspar et al. [1996], and Aspar et al. [1999] at LETI developed a novel
technique, Smart-Cut™, a registered trademark of SOITEC, for fabricating high-quality SOI systems.
This process skillfully combines hydrogen implantation and wafer bonding, and involves four main
steps: (1) Through hydrogen ion implantation, a wafer A capped with a dielectric layer (for example,
SiO2) is imparted a thin layer of sufficiently dense hydrogen ions. (2) The wafer A is then bonded with
a handle wafer B. (3) The bonded wafer is then split and annealed through two stages of heating, first
at medium-temperature (400–600◦ C), and then at high-temperature (about 1100◦ C). In the first heating

Keywords: crack, fracture, stress intensity factor, integral transform method, ion cut technology.
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stage, numerous microcracks appear at the depth of the maximum hydrogen ion concentration. The wafer
A then splits into two parts, yielding an SOI structure and the remainder of wafer A. (4) The SOI layer
is polished using a chemical-mechanical method to produce a high-quality surface.

The basic principle behind the Smart-Cut technology applies for fabricating single-crystal silicon or
semiconductor films transferred onto different types of substrates (for example, glass and metals) [Bruel
1995; Bruel 1996; Aspar et al. 1996; Aspar et al. 1999; Tong and Bower 1998]. This technique has
several significant advantages over traditional SOI synthesis methods such as SIMOX and BSOI. First,
the Smart-Cut process helps ensure the wafers are accurate in thickness to less than 4 nm, compared to
(20–30 nm) for conventional methods. Second, the SOI systems have high crystalline quality from using
medium implantation doses of the smallest ion (H+) and the final fine polishing. Third, ULSI devices
based on the Smart-Cut wafers exhibit electrical characteristics comparable to or better than those made
on bulk silicon wafers. Fourth, the Smart-Cut process can be performed using the standard equipment
of microelectronics facilities, an important consideration for large-scale industrial production.

Since it was first published by Bruel [1995], the Smart-Cut technology has attracted considerable
attention and found various applications. Using the technique, Tong and Bower [1998] transformed Si,
Ge, and SiC films on substrates of a high melting temperature glass. Aspar et al. [1999] and Jalaguier et al.
[1998] obtained some new structures with thin films of Si, GaAs or InP on silicon substrates by combining
the Smart-Cut process with metal bonding. Di Cioccio et al. [1997] used the Smart-Cut technology to
make silicon carbide-on-insulator structures. By implanting erbium into the top layer of a Smart-Cut
SOI wafer, Gad et al. [2003] fabricated single-mode SOI waveguides with good optical quality. Recently,
Feng and Huang [2004] studied the fundamental physics and mechanics of the Smart-Cut technology.

The previous Smart-Cut process synthesizes smooth SOI wafers that are highly uniform in thickness.
Some wafer patterns, such as grooves and holes, still need to be prepared using more complicated
manufacturing procedures. In this paper, we suggest extending the Smart-Cut technique to produce
three-dimensional patterns. Hydrogen ions are not implanted into the whole wafer, but instead directed
to localized regions by a specialized metal mask. In the heating stages, microcracks will still form to
remove the unwanted material, leaving the designed surface pattern.

In the present paper, we analyze theoretically the three-dimensional ion cut method using linear elastic
fracture mechanics. In Section 2, we present integral transform methods for finding the stress intensity
factors (SIFs) for subsurface cracks in a semiinfinite space. We discuss two typical classes of crack
configurations, plane strain and axisymmetrical problems. In Section 3, we apply the above integral
transform methods to generate the feasibility conditions for pattern cutting by hydrogen ion implantation.

2. Integral transform methods for subsurface cracks

Engineers are generally interested in near-surface or subsurface cracks because they appear in a variety
of engineered structures [Spence and Sharp 1985; Hutchinson and Suo 1992]. Subsurface cracks may
form for various reasons, for example, thermal or residual stresses due to welding or other processes,
contact fatigue stresses, preexisting defects beneath subsurfaces, or relatively weak interfaces in layered
or laminated structures. Srivastava and Singh [1969] analyzed the effect of a penny-shaped crack on the
stress field in a semiinfinite solid. Other researchers have studied the fracture mechanisms of subsurface
cracks under different loading conditions, for example, contact, wear, and indentation [Komvopoulos
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1996; Ma and Hwang 1996; Goshima and Soda 1997; Dyskin et al. 2000; Zhang et al. 2002; 2005;
Feng and Xu 2006]. Fleming and Suh [1977] studied how surface traction helped propagate a horizontal
subsurface crack. Cao [2002] presented a finite element model to determine subsurface median cracking
in a trilayer sandwich subjected to contact loading. Bunger and Detournay [2005] and Zhang et al.
[2002; 2005] studied the asymptotic behaviors of penny-shaped hydraulic cracks. Dyskin et al. [2000]
employed the beam and dipole asymptotic approaches to analyze the interaction of a crack with parallel
free boundaries. Despite the extensive interest, however, the community has not produced efficient
methods for deriving the SIFs of subsurface cracks due to the crack-free surface interaction [Ma et al.
2005]. Therefore, with the aim of extending the ion cut method to surface pattern formation, we present
in this section a method for calculating the SIFs of subsurface cracks using singular integral equation
methods based on integral transforms. For illustration, we consider several typical subsurface crack
configurations, although the presented methods may work for other configurations as well.

2.1. Axisymmetrical problems. Consider a circular crack beneath and parallel to the free surface of a
semiinfinite body and subjected to an internal pressure p, as shown in Figure 1. Denote the crack radius
as c, and its distance from the free surface as h. Refer to a cylindrical coordinate system (r, θ, z). For
axisymmetrical problems, the stress equilibrium equations read

∂σrr

∂r
+
∂σr z

∂z
+
σrr − σθθ

r
= 0,

∂σr z

∂r
+
∂σzz

∂z
+
σr z

r
= 0, (2–1)

and the strain-displacement relations are

εrr =
∂u
∂r
, εθθ =

u
r
, εr z =

1
2

(
∂u
∂z

+
∂w

∂r

)
, εzz =

∂w

∂z
, (2–2)

where σi j denote the stresses, εi j denote the strains, u = ur and w = uz are the nonzero displacements.
Since the constitutive relation of single crystalline silicon is of weak anisotropy, the material is assumed
throughout the paper to be linearly elastic and isotropic, with Young’s modulus E and Poisson’s ratio ν.
Using Equation (2–2) and Hooke’s law, the equilibrium equations in Equation (2–1) can be reexpressed
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Figure 1. A circular subsurface crack beneath the free surface of a semiinfinite body.
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in terms of the displacement components u and w as
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(2–3)

where κ = 3 − 4ν.
To solve Equation (2–3), introduce in the radial variable the Hankel transforms ũ and w̃ of the dis-

placements u and w by

u(r, z)=

∞∫
0

ũ(z, ρ)ρ J1(rρ)dρ, w(r, z)=

∞∫
0

w̃(z, ρ)ρ J0(rρ)dρ, (2–4)

where J0 and J1 are Bessel functions.
Substituting Equation (2–4) into the partial differential equations in Equation (2–3) yields the ordinary

differential equations

(κ + 1)ũρ2
− 2

∂w̃

∂z
ρ+ (κ − 1)

∂2ũ
∂z2 = 0,

(κ − 1)w̃ρ2
− 2

∂ ũ
∂z
ρ− (κ + 1)

∂2w̃

∂z2 = 0.

(2–5)

The general solution of Equation (2–5) can be written as


ũ1(z, ρ)= (A1 + z A2)e−ρz

+ (A3 + z A4)eρz, (z ≥ 0),

w̃1(z, ρ)=

[
A1 +

(κ
ρ

+ z
)

A2

]
e−ρz

+

[
−A3 +

(κ
ρ

− z
)

A4

]
eρz, (z ≥ 0),


ũ2(z, ρ)= (A5 + z A6)eρz, (z ≤ 0),

w̃2(z, ρ)=

[
−A5 +

(κ
ρ

− z
)

A6

]
eρz, (z ≤ 0),

(2–6)

where the subscripts 1 and 2 of ũ and w̃ label the regions z ≥ 0 and z < 0, respectively, and Aα (α =

1, . . . , 6) are integral constants to be determined from the specific boundary conditions and the continuity
conditions. We could obtain expressions for the stress and strain fields by substituting the above solutions
into Equation (2–2) and using Hooke’s law. We omit these for short. However, the stresses on the crack
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surfaces are

σr z(r, 0−)= µ

∞∫
0

[
2ρ2 J1(rρ)A5 + ρ J1(rρ)(1 − κ)A6

]
dρ,

σzz(r, 0−)= −

∞∫
0

ρ J0(rρ)
[
2µρA5 + (λ+ 2µ)(1 − κ)A6

]
dρ,

(2–7)

where λ and µ are the Lame’s constants of elasticity.
Now, define two dislocation density functions g1(r) and g2(r) associated with the crack opening

displacements by

g1(r)=
∂

∂r
(w1 −w2)

∣∣
z=0, g2(r)=

1
r
∂

∂r
(ru1 − ru2)

∣∣
z=0. (2–8)

We noted that the displacement w has its maximum at the center of the crack, and u is continuous at the
crack tip. Therefore, g1 and g2 must satisfy the following auxiliary conditions:

g1(r)
∣∣
r=0 = 0,

c∫
0

rg2(r)dr = 0. (2–9)

For the crack configuration in Figure 1, the free surface of the semiinfinite body is traction-free and
the crack is subjected to an internal pressure p. Thus, the boundary conditions are

σr z(r, h)= 0, σzz(r, h)= 0, (0< r <∞)

σr z(r, 0+)= σr z(r, 0−)= 0, σzz(r, 0+)= σzz(r, 0−)= −p, (r < c).
(2–10)

In addition, the continuity conditions of stresses and displacements at z = 0 require that

σr z(r, 0+)= σr z(r, 0−),

σzz(r, 0+)= σzz(r, 0−),

u(r, 0+)= u(r, 0−),

w(r, 0+)= w(r, 0−),

(2–11)

for r ≥ c. Using Equations (2–6)–(2–11), the parameters A5 and A6 become

A5 =
111 X +112Y

1
, A6 =

121 X +122Y
1

, (2–12)
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where

1= 8ρ3(κ − 1)(1 − κ2)(λ+µ)(λ+ 2µ)e2ρh,

111 = 4ρ2(κ − 1)(λ+ 2µ)
[
(e2ρh

− 1)(κ − 1)2(λ+µ)+ 4µρh(1 − κ)+ 8µρ2h2
]
,

112 = 4ρ2(1 + κ)
[
(e2ρh

− 1)(κ − 1)2(λ+µ)(λ+ 2µ)− 4λµρh(1 − κ)−8µ2ρh(1 − κ)− 8µ2ρ2h2
]
,

121 = 8ρ3(κ − 1)(λ+ 2µ)
[
(e2ρh

− 1)(κ − 1)(λ+µ)− 4µρh
]
,

122 = 8ρ3µ(1 + κ)
[
(e2ρh

− 1)(κ − 1)(λ+µ)+ 4µρh
]
,

and

X =

∞∫
0

rg1(r)J1(ρr)dr , Y =

∞∫
0

rg2(r)J0(ρr)dr . (2–13)

Substituting Equation (2–12) into (2–7) and using the following relation of Bessel functions

∞∫
0

ρ J0(ρr)J1(ρs)dρ = −
1
π

[
1

s − r
+

1
s + r

+
2M(s, r)− 2s

s2 − r2

]
, (2–14)

we obtain the singular integral equations

µ

2π(1 − ν)

c∫
0

[
1

s − r
+

1
s + r

+
M1(s, r)− 1

s − r
+

M1(s, r)− 1
s + r

]
g1(s)ds

+

c∫
0

D11(s, r)g1(s)ds +

c∫
0

D12(s, r)g2(s)ds

= σzz(r, 0−)= −p, for 0< r < c,

µ

2π(1 − ν)

c∫
0

[
1

s − r
−

1
s + r

+
M2(s, r)− 1

s − r
−

M2(s, r)− 1
s + r

]
g2(s)ds

+

c∫
0

D21(s, r)g1(s)ds +

c∫
0

D22(s, r)g2(s)ds

= σr z(r, 0−)= 0, for 0< r < c, (2–15)

where

M(s, r)=


r
s

E(r/s), for r < s,

r2

s2 E(r/s)−
r2

− s2

s2 K (r/s), for r > s,
(2–16)
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D11(r, s)= −s

∞∫
0

(
−2µρ111 + (λ+ 2µ)(κ − 1)121

1
+

µ

2(1 − ν)

)
ρ J0(ρr)J1(ρs)dρ,

D12(r, s)= −s

∞∫
0

−2µρ112 + (λ+ 2µ)(κ − 1)122

1
ρ J0(ρr)J1(ρs)dρ,

D21(r, s)= −µs

∞∫
0

2ρ111 + (1 − κ)121

1
ρ J1(ρr)J1(ρs)dρ,

D22(r, s)= s

∞∫
0

[
µ

2ρ112 + (1 − κ)122

1
+

µ

2(1 − ν)

]
ρ J1(ρr)J0(ρs)dρ,

(2–17)

with K (x) and E(x) being the elliptical integrals of the first and the second kind.
We next adopt dimensionless variables t = (2s−c)/c and x = (2r −c)/c, and Equation (2–15) becomes

µ

2π(1 − ν)

1∫
−1

[
1

t − x
+

1
t + x + 2

+
M1(t, x)− 1

t − x
+

M1(t, x)− 1
t + x + 2

]
g1(t)dt

+

1∫
−1

D11(t, x)g1(t)
c
2

dt +

1∫
−1

D12(t, x)g2(t)
c
2

dt = −p, for − 1< t < 1,

µ

2π(1 − ν)

1∫
−1

[
1

t − x
−

1
t + x + 2

+
M2(t, x)− 1

t − x
−

M2(t, x)− 1
t + x + 2

]
g2(t)dt

+

1∫
−1

D21(t, x)g1(t)
c
2

dt +

1∫
−1

D22(t, x)g2(t)
c
2

dt = 0, for − 1< t < 1. (2–18)

Let us assume

H1(t)= g1(t)
√

1 − t2, H2(t)= g2(t)
√

1 − t2. (2–19)

To solve the singular integral equations in Equation (2–9), expand the functions H1(t) and H2(t) in series

H1(t)=

∞∑
n=0

AnTn(t), H2(t)=

∞∑
n=0

BnTn(t), (2–20)
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where Tn(t) is the Chebyshev polynomial of the first kind. Then, after truncating the series after N terms,
Equations (2–18) and (2–9) become

µ

2(1 − ν)

N∑
α=1

[
1

tα − xm
+

1
tα + xm + 2

+
M1(tα, xm)− 1

tα − xm

+
M1(tβ, xm)− 1

tβ + xm + 2
+
πc
2

D11(tβ, xm)

]
H1(tl)

N
+

N∑
β=1

πc
2

D12(tβ, x j )H2(tβ)= −p,

µ

2(1 − ν)

N∑
α=1

[
1

tα − x j
−

1
tα + x j + 2

+
M2(tα, x j )− 1

tα − x j

−
M2(tα, x j )− 1

tα + x j + 2
+
πc
2

D22(tα, x j )

]
H2(tα)

N
+

N∑
β=1

πc
2

D21(tβ, xm)
H1(tβ)

N
= 0,

H1(tN )= 0,

N∑
β=1

1 + tβ
2

H1(tβ)= 0,
(2–21)

where tα and xm are defined by

tα = cos
2α− 1

2N
(l = 1, . . . , N ),

xm = cos
mπ
N

(m = 1, . . . , N − 1). (2–22)

The system (2–21) comprises 2N linear algebraic equations in 2N unknowns H1(tα) and H2(tα). They
can be solved numerically. By increasing N , the result tends to the exact solution; in our experience,
some 50 terms yield a highly accurate solution. In this way, the stresses, strains, and displacements in
the crack system can all be determined.

Finally, using the definitions of the mode-I and mode-II SIFs, we find

KI = lim
r→c+

√
2π(r − c)σzz(r, 0)= −

µc
√
π

2
√

2(1 − ν)
H1(1),

KII = lim
r→c+

√
2π(r − c)σr z(r, 0)= −

µc
√
π

2
√

2(1 − ν)
H2(1).

(2–23)

In Figure 2, we illustrate. For the circular subsurface crack subjected to an internal pressure p (Figure
1), we plot both the mode-I and mode-II SIFs KI and KII as a function of c/h, the ratio between the
crack radius and its distance from the upper surface. The reference value K0 = 2p

√
c/π is the mode-I

SIF of a circular crack embedded in an infinite body (that is, c/h → 0) and subjected to internal pressure
p. For a fixed crack size c, both the absolute values of KI and KII vary against increasing relative depth,
h/c. For a crack near the free surface of a semiinfinite body, KII is relatively high because the crack
interacts with the surface. For a deeply embedded crack (that is, c/h → 0), KI tends to K0, and KII is
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Figure 2. SIFs of a circular subsurface crack under internal pressure.

negligible. Also, for a very large ratio c/h, the aperture’s square root tip behavior is confined to a very
small region. For more detailed discussion of the asymptote’s changing nature, the reader may refer to
[Dyskin et al. 2000]. Additionally, we note that the values of KII in Figure 2 differ by a factor of about 2
from those of [Bunger and Detournay 2005], while the respective values of KI agree, approximately. We
attribute the discrepancy to Bunger and Detournay [2005]’s assumption of a linear distribution of radial
stress, which is not exact near the crack front at the plate boundary.

2.2. Plane strain problems. To illustrate plane strain problems, we consider a semiinfinite body con-
taining a straight planar crack in parallel with the upper surface and subjected to an internal pressure p.
Establish a Cartesian coordinate system (o − xyz), as shown in Figure 3. The crack has length 2c in the
x-direction and is infinite in the z-direction. The stress equilibrium equations are satisfied automatically
when the stress components are expressed from the Airy stress function F as

σxx =
∂2 F
∂y2 , σyy =

∂2 F
∂x2 , σxy = −

∂2 F
∂x∂y

. (2–24)

Substituting Equation (2–24) into the isotropic elastic constitutive relations and the result into the strain
compatibility condition, we find that F must satisfy the biharmonic equation

∇
2
∇

2 F(x, y)= 0. (2–25)

 

c xo

y

ph

Figure 3. A subsurface Griffith crack beneath the free surface of a semiinfinite body.
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For Section 2.1’s axisymmetrical case, we used the Hankel transform. For plane strain problems, we
use the Fourier transform instead. After Fourier transforming in x , Equation (2–25) becomes an ordinary
differential equation

d4

dy4 F̃ − 2ξ 2 d2

dy2 F̃ + ξ 4 F̃ = 0. (2–26)

It has the general solution

F̃1 = A1e|ξ |y
+ A2 ye|ξ |y

+ A3e−|ξ |y
+ A4 ye−|ξ |y, for y ≥ 0, (2–27)

F̃2 = A5e|ξ |y
+ A6 ye|ξ |y, for y < 0, (2–28)

where Aα (α = 1, . . . , 6) are integral constants as before.
Analogously to Equation (2–8), we define two dislocation density functions gi=1,2(x),

gi (x)=
∂

∂x

[
ui (x, 0+)− ui (x, 0−)

]
, (2–29)

where ui (x, y), i = 1, 2 denote the displacement components in the x- and y-directions, respectively.
The gi (x) satisfy the auxiliary conditions

c∫
−c

gi (x)dx = 0. (2–30)

As we did in Equation (2–18), we then derive the following singular integral equations for the crack
configuration in Figure 3:

µ

2π(1 − ν)

[
−c

+1∫
−1

D11(t, r)g1(t)dt +

+1∫
−1

g1(t)
t − r

dt − 2c

+1∫
−1

D12(t, r)g2(t)dt

]
= −p,

µ

2π(1 − ν)

[
−c

+1∫
−1

D22(t, r)g2(t)dt +

+1∫
−1

g2(t)
t − r

dt + 2c

+1∫
−1

D21(t, r)g1(t)dt

]
= 0,

(2–31)

where t = x/c is the dimensionless coordinate in the x-direction, and

D11(t, r)=

+∞∫
0

(1 + 2ξh + 2ξ 2h2)e−2ξh sin ξ [(t − r)c]dξ,

D12(t, r)= D21(t, r)=

+∞∫
0

ξ 2h2e−2ξh cos ξ [(t − r)c]dξ,

D22(t, r)=

+∞∫
0

(1 − 2ξh + 2ξ 2h2)e−2ξh sin ξ [(t − r)c]dξ .

(2–32)
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Now define Hi=1,2 by Hi (t) = gi (t)
√

1 − t2. By expanding Hi (t) as a truncated series of first kind
Chebyshev polynomials, as in Equation (2–20), we obtain the system of linear equations

µ

2(1 − ν)

[
−c

N∑
l=1

D11(tl, xm)
H1(tl)

N
+

N∑
l=1

H1(tl)
N (ti , x j )

− 2c
N∑

i=1

D12(ti , x j )
H2(ti )

N

]
= −p,

µ

2(1 − ν)

[
−c

N∑
i=1

D22(ti , x j )
H2(ti )

N
+

N∑
i=1

H2(ti )
N (ti − x j )

+ 2c
N∑

l=1

D21(tl, xm)
H1(tl)

N

]
= 0,

N∑
l=1

Hi (tl)= 0, (2–33)

These we solve easily using numerical matrix methods, and hence determine the fields of stresses, strains
and displacements.

Finally, the SIFs are

KI = lim
x→c+

√
2π(x − c)σy(x, 0) = lim

r→1+

√
πc(r − 1)

+1∫
−1

g(s)
s − r

ds = α
√
πcH1(1) (2–34)

KII = lim
x→c+

√
2π(x − c)τxy(x, 0)= lim

r→1+

√
πc(r − 1)

+1∫
−1

f (s)
s − r

ds = α
√
πcH2(1). (2–35)

We plot the calculated KI and KII in Figure 4, where K0 = p
√
πc is the SIF of a Griffith crack in an

infinite solid and subjected to an internal pressure p. Both the absolute values of KI and KII increase
with c/h. For a deeply embedded crack (that is, c/h → 0), KI and KII tend to K0 and zero.

Another important plane strain problem consists of a semiinfinite body containing a periodic array of
interacting Griffith cracks in parallel with the upper surface and subjected to a uniform internal pressure
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Figure 4. SIFs of a subsurface Griffith crack, (a) KI and (b) KII.
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 y
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Figure 5. A periodic array of plane-strain subsurface Griffith cracks.

p, as shown in Figure 5. All cracks have length 2c, and the spacing between neighboring cracks is 2l.
The singular integral transform method described above extends readily to this problem. Omitting the
detailed derivation, this problem reduces to solving the singular integral equations

µ

2(1 − ν)

{
−

1
π

+c∫
−c

[
D0

11 +

a0∑
n=1

(D−

11 + D+

11)

]
g1(t)dt +

1
2l

+c∫
−c

cotan
(
π

t − x
2l

)
g1(t)dt

−
2
π

+c∫
−c

[
D0

12 +

a0∑
n=1

(D−

12 + D+

12)

]
g2(t)dt

}
= −p,

µ

2(1 − ν)

{
−

1
π

+c∫
−c

[
D0

22 +

a0∑
n=1

(
D−

22 + D+

22

)]
g2(t)dt +

1
2l

+c∫
−c

cotan
(
π

t − x
2l

)
g2(t)dt

+
2
π

+c∫
−c

[
D0

21 +

a0∑
n=1

(
D−

21 + D+

21

)]
g1(t)dt

}
= 0, (2–36)

where

D0
11(t, x)= D11(t, x), D0

12(t, x)= D12(t, x), D0
22(t, x)= D22(t, x),

D±

11(t, x)=

+∞∫
0

(1 + 2ξh + 2ξ 2h2)e−2ξh sin ξ(t − x ± 2nl)dξ,

D±

12(t, x)= D±

21 + (t, x)=

+∞∫
0

ξ 2h2e−2ξh cos ξ(t − x ± 2nl)dξ,

D±

22(t, x)=

+∞∫
0

(1 − 2ξh + 2ξ 2h2)e−2ξh sin ξ(t − x ± 2nl)dξ.

(2–37)

We show the calculated mode-I and mode-II SIFs KI and KII in Figure 6. For a small crack spacing
in the range 1< l/c < 2, crack interaction significantly influences the SIF solutions. For a larger spacing
l/c > 3, the interaction effect is negligible, and the SIFs tend to the solutions for a single crack, shown in
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Figure 6. SIFs of a periodic array of subsurface cracks, (a) KI and (b) KII.

Figure 3. In addition, the crack interaction may shield the SIFs under some combinations of geometric
parameters (for example, in the range 1.2< l/c < 1.6 with h/c = 0.5, as shown in Figure 6), though the
interaction effect usually enhances the SIFs [Feng and Yu 2002].

3. Analysis of three-dimensional ion cut

As mentioned in the introduction, the Smart-Cut technology allows production of various SOI wafers with
highly uniform thickness. However, metal wires and distributed device elements in integrated circuits
require imposing patterns, for example, straight grooves and circular holes, on wafer surfaces. Here,
we suggest using the ion cut method to carve three-dimensional surface directly. See Figure 7 for a
schema of the basic procedure. The wafer is covered with a specialized metal mask and exposed to
an appropriate dose of hydrogen ions at room-temperature [Feng and Huang 2004]. The mask’s holes
conform to the required wafer surface pattern, and it is thick enough so that hydrogen ions cannot pass

 (a) Hydrogen ions

Metal mask

WaferDamaged layer

(b)
External pressure

Internal pressure

(c)

 (a) Hydrogen ions

Metal mask

WaferDamaged layer

(b)
External pressure

Internal pressure

(c)

 (a) Hydrogen ions

Metal mask

WaferDamaged layer

(b)
External pressure

Internal pressure

(c)

Figure 7. Schematics of the three-dimensional ion cut method: (a) hydrogen ion implan-
tation, (b) thermal annealing and wafer splitting, and (c) the final wafer with a designed
surface pattern.
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through it, ensuring that hydrogen ions are implanted only in the holes. The masked wafer is next exposed
to thermal annealing including two stages of heating, a medium-temperature stage (400–600◦ C) and a
high-temperature stage (about 1100◦ C). Pressure applied to the mask controls the crack propagation
path. During the first stage of annealing, a thin damaged layer appears at the depth of the maximum
hydrogen ion concentration. The cracks propagate by kinks, which form as microcrack coalesce within
the damaged layer. This removes the unwanted material and creates the desired surface morphology.
The subsequent high-temperature thermal treatment removes the remaining hydrogen ions and radiation
defects.

Repeating the integral transform methods of Section 2, we next analyze the kink propagation of subsur-
face cracks and subsequent creation of several representative surface patterns, including shallow circular
holes and straight grooves.

3.1. Ion cut of a circular hole. To determine how kinks propagate in a mixed-mode crack, we adopt
the following fracture criterion, based on the maximum circumferential tensile stress [Lawn 1993]:

1
2

[
KI(1 + cosα)− 3KII sinα

]
cos

α

2
= K I c, (3–1)

where K I c is the fracture toughness of the material, and α is the kinking angle measured from the crack
direction. In the stress fields of a mixed-mode crack, the angle α is determined from

KI sinα+ KII(3 cosα− 1)= 0. (3–2)

For the configuration in Figure 1, where the upper surface of the system is traction free and the crack
is subjected to an internal pressure, the mode-II SIF KII is generally much smaller than that of KI.
Substituting the calculated values for KI and KII values ( in Figure 2) into Equation (3–2), we conclude
that the kinking angle α is generally smaller than 25◦ if the upper surface of the body is traction free.
Therefore, external surface pressure is necessary to produce a hole with a greater α value. Such pressure,
applied through the metal mask, can be modeled either as a linear force q distributed along a circle
(Figure 8a) or as a distributed surface force. We present only the first case here due to its particular
significance, but the second case proceeds similarly.

According to the superposition principle, the crack problem in Figure 8(a) decomposes into sum of
the two subproblems of Figures 8(b) and 8(c). In the first, the semiinfinite body has no crack but is
subjected to the distributed force q along a circle on the upper surface. The corresponding stress fields
can be derived from the well-known Boussinesq solution as

σ̄zz(r, 0)= −
3ql0h3

π

π∫
0

dθ(
l2
0 + r2

0 − 2l0r cos θ + h2
)5/2 ,

τ̄zr (r, 0)= −
3ql0h2

π

π∫
0

(l0 cos θ − r)dθ(
l2
0 + r2 − 2l0r cos θ + h2

)5/2 ,

(3–3)

where c is the crack radius, l0 the radius where the linear force q is applied, and h is the distance of the
crack from the upper surface. Other axisymmetric problems of a semiinfinite body subjected to surface
forces can be solved easily by integrating the stress fields in Equation (3–3). In the second subproblem
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(Figure 8c), the upper surface of the body is traction free but the crack surfaces are subjected to the
tractions

σzz(r, 0)= −σ̄zz(r, 0)− p =
3ql0h3

π

π∫
0

dθ(
l2
0 + r2

0 − 2l0r cos θ + h2
)5/2 − p,

τzr (r, 0)= τ̄zr (r, 0)=
3ql0h2

π

π∫
0

(l0 cos θ − r)dθ(
l2
0 + r2 − 2l0r cos θ + h2

)5/2 .

(3–4)

The two cracks in Figures 8(a) and 8(c) share SIF values, but we can solve latter problem more easily
using the integral transform method in Section 2.1. Omitting the detailed derivation, we obtain a system
of linear equations, similar to Equation (2–20):

µ

2(1 − ν)

N∑
l=1

[
1

tl − xm
+

1
tl + xm + 2

+
M1(tl, xm)− 1

tl − xm
+

M1(tl, xm)− 1
tl + xm + 2

+
πc
2

D11(tl, xm)

]
H1(tl)

N

+

N∑
i=1

πc
2

D12(ti , x j )H2(ti )=
3ql0h3

π

π∫
0

dθ(
l2
0 + c2x2

m − 2l0cxm cos θ + h2
)5/2 − p,

µ

2(1 − ν)

N∑
i=1

[
1

ti − x j
−

1
ti + x j + 2

+
M2(ti , x j )− 1

ti − x j
−

M2(ti , x j )− 1
ti + x j + 2

+
πc
2

D22(ti , x j )

]
H2(ti )

N

+

N∑
l=1

πc
2

D21(tl, xm)
H1(tl)

N
=

3ql0h2

π

π∫
0

(l0 cos θ − cx j )dθ(
l2
0 + c2x2

j − 2l0cx j cos θ + h2
)5/2 ,

H1(tN )= 0,

N∑
l=1

1 + tl
2

H1(tl)= 0. (3–5)

Using the calculated stress fields, we calculate the SIFs KI and KII using Equation (2–23), and plot the
results in Figure 9 as linear functions of the loading ratio, q/2cp. The ratio of SIFs KII/KI increases with
the increase in the externally applied force q . In Figure 10, we show the kinking angle α as a function of
q/2cp. One may control the propagating kink angle, and hence the shape of the hole, by adjusting the
force q. A large kinking angle requires a sufficiently large q; however, since the mode-I SIF decreases
linearly with q, the crack will close and cease to propagate if q is too large. We note that the internal
pressure p depends mainly upon the dose of implanted hydrogen ions and the temperature [Feng and
Huang 2004]. Therefore, in order to cut a circular hole, an appropriate force q should be chosen from
Figure 10 to conform to the required hole depth. Finally, we note that the hole’s diameter and depth is
limited by the ion implantation machine to the order of microns. The hydrogen ion penetration depth
varies approximately linearly with the implantation energy and does not depend on the implantation dose
[Feng and Huang 2004].
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3.2. Ion cut of a long straight groove. To cut a long, straight surface groove on a wafer, hydrogen ions
are implanted into a long square zone left uncovered by a metal mask. We assume that the groove is much
longer than its width, c, so the ion cut process simplifies to a plane strain problem. The corresponding
crack model can also represented by Figure 8, but without the same plane strain assumption. We again
employ superposition. In this case, the tractions on the crack faces in Figure 8(c) become

σ̄yy(x, 0)=
2qh3

π

{
1[

h2 + (l0 + x)2
]2 +

1[
h2 + (l0 − x)2

]2
}

− p,

τ̄xy(x, 0)=
2qh2

π

{
l0 + x[

h2 + (l0 + x)2
]2 +

x − l0[
h2 + (l0 − x)2

]2
}
,

(3–6)

where q is the magnitude of the distributed force per unit length along the z-axis direction. In deriving
Equation (3–6), we again used the Boussinesq solution under the plane strain condition [Timoshenko
and Goodier 1970].

Substituting Equation (3–6) into the boundary conditions along the crack faces, we obtain the follow-
ing singular integral equation system, similar to Equation (2–31):

µ

2π(1 − ν)

[
−c

+1∫
−1

D11(s, r)g1(s)ds +

+1∫
−1

g1(s)
s − r

ds − 2c

+1∫
−1

D12(s, r)g2(s)ds

]

=
2qh3

π

{
1

[h2 + (l0 + cr)2]2 +
1

[h2 + (l0 − cr)2]2

}
− p,

µ

2π(1 − ν)

[
−c

1∫
−1

D22(s, r)g2(s)ds +

1∫
−1

g2(s)
s − r

ds + 2c

1∫
−1

D21(s, r)g1(s)ds

]

=
2qh2

π

{
l0 + cr

[h2 + (l0 + cr)2]2 +
cr − l0

[h2 + (l0 − cr)2]2

}
,

+1∫
−1

g1,2(r)dr = 0, (3–7)

which we solved easily using the method in Section 2.2. We plot the results for SIFs KI and KII and the
kinking angle α in Figures 11 and 12. As for the circular hole, we find that both the SIF ratio KII/KI and
the kinking angle α increase with the externally applied force q. Therefore, one can direct propagating
kinks by varying the force q . If KI ≤ 0, the crack will close, not propagate. This limits the kinking angle
α to 70◦, that is, the shape of the cut groove.

3.3. Ion cut of an array of periodic grooves. Finally, we analyze the ion cut method for an array of
periodic long straight grooves. We model the ion cut process using the crack configuration in Figure
13. Here q is the distributed force per unit area. We solve by superposition, as shown analogously in
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Figure 8. Accordingly, the crack SIFs in Figure 13 are those of a semiinfinite space, where the upper

 

q

2l0

p

2c

x

z

p

2c

p

2c

q

2l0

q
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surface of the body is traction free and the tractions on the crack surfaces are given by

σ̄yy(x, 0)=
2qh3

π

{
∞∑

n=0

−2(n+1)l+a∫
−2nl−a

dx2

[(x − x2)2 + h2]2 +

∞∑
n=0

2(n+1)l−a∫
2nl+a

dx2

[(x − x2)2 + h2]2

}
− p,

τ̄xy(x, 0)= −
2qh2

π

{
∞∑

n=0

−2(n+1)l+a∫
−2nl−a

(x − x2)dx2

[(x − x2)2 + h2]2 +

∞∑
n=0

2(n+1)l−a∫
2nl+a

(x − x2)dx2

[(x − x2)2 + h2]2

}
,

(3–8)

where we use again the plane-strain Boussinesq solution. The integral transform method leads to a
singular integral equation system for the crack configuration in Figure 13:

−α

(
−c

N0∑
q=1

{
D0

11(sq , rm)+

a0∑
n=1

[D−

11(sq , rm)+ D+

11(sq , rm)]

}
H1(sq)

N0

+
πc
2l

N0∑
q=1

[
cot
(
π

sq − rm

2l
c
)

−
1

π
sq−rm

2l c

]
H1(sq)

N0
+

N0∑
q=1

H1(sq)

(sq − rm)N0

−2c
N0∑

i=1

{
D0

12(si , rm)+

a0∑
n=1

[
D−

12(si , rm)+ D+

12(si , rm)
]}H2(si )

N0

)

=
2qh3

π

{
∞∑

n=0

−2(n+1)l+c∫
−2nl−c

dx2[
(crm − x2)2 + h2

]2 +

∞∑
n=0

2(n+1)l−c∫
2nl+c

dx2[
(crm − x2)2 + h2

]2
}

− p,
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Figure 14. Kinking angle of a periodic array of subsurface cracks, where l0 = 1.1c.
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α

(
−c

N0∑
i=1

{
D0

22(si , r j )+

a0∑
n=1

[
D−

22(si , r j )+ D+

22(si , r j )
]}H2(si )

N0

+
πc
2l

N0∑
i=1

[
cot
(
π

si − r j

2l
c
)

−
1

π
si −r j

2l c

]
H2(si )

N0
+

N0∑
i=1

H2(si )

(si − r j )N0

+2c
N0∑

q=1

{
D0

21(sq , r j )+

a0∑
n=1

[
D−

21(sq , r j )+ D+

21(sq , r j )
]}H1(sq)

N0

)

=
2qh2

π

{
∞∑

n=0

−2(n+1)l+c∫
−2nl−c

(cr j − x2)dx2[
(cr j − x2)2 + h2

]2 +

∞∑
n=0

2(n+1)l−c∫
2nl+c

(cr j − x2)dx2[
(cr j − x2)2 + h2

]2
}
,

N∑
l=1

H1(tl)= 0,

N∑
i=1

H2(ti )= 0.

Thus we determine the stress fields and the SIFs KI and KII. For brevity, we plot in Figure 14 only
the kinking angle α as a function of the loading ratio q/p. This function can be implicitly solved for q,
so that, for a desired value of α and internal pressure p (determined by the dose of implanted hydrogen
ions), we know the correct force q to apply.

4. Conclusions

We suggest using the ion cut technology to cut directly the surface patterns onto wafers bound for inte-
grated circuits. In the present work, we analyzed the three-dimensional ion cut method using fracture
mechanics theory and demonstrated that patterns can be transferred from a mask to an Si or SOI substrate.
We presented a convenient method based on integral transforms for calculating the SIFs of subsurface
cracks. The Hankel and Fourier integral transforms lent themselves to the axisymmetric and planar-
symmetric crack configurations, respectively. Cracks near a surface are generally of mixed-mode because
of the nonsymmetric geometry. We gave selected, important solutions for the SIFs of subsurface cracks,
but the method can solve many other crack configurations. This method is comparatively easier than
the finite element method, and yields the mode-I and II SIFs with higher accuracy. We analyzed the
conditions for successfully using the three-dimensional ion cut method. An externally applied force is
then required to cut the desired surface morphology. One may vary the kinking direction of subsurface
cracks by specifying the ratio of the applied surface force and the internal pressure induced by the
implanted hydrogen.
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