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The paper reviews recent research and developments on simulated indentation tests at micron and nano-
meter levels. For indentation at the maximum depth of several microns or hundreds of nanometer, classi-
cal continuum plasticity framework incorporating Taylor dislocation model via strain gradient plasticity
embedded in the constitutive equation may be adopted to take care of the size effect. As higher-order
stress components and higher-order continuity requirements can be made redundant, only C? finite ele-
ments incorporating strain gradient plasticity have to be formulated. This results in the significant ease
and convenience in finite element implementation requiring minimal additional computational effort and
resources. Alternatively, when the indentation depth is lower at nanometer level, either a large scale
molecular dynamics model or a hybrid finite element and molecular dynamics simulation has to be
adopted. The article includes certain results from the former approach on nanoindentation based on
combination of both Morse potential and embedded-atom model potential.

1. Introduction

Numerous experiments including indentation tests [Stelmashenko et al. 1993], twisting of copper wires
of micron diameters [Fleck and Hutchinson 1993], fracture toughness tests [Elssner et al. 1994] and
microbend tests [Haque and Saif 2003] have demonstrated a strong size effect when the material and
deformation length scales are of the same order at micron and submicron levels. Classical continuum
mechanics ceases to be valid at this range of deformation. Based on the Taylor [1934] dislocation model
(see also [Toupin 1962]), Fleck et al. [1994] proposed the phenomenological theory of strain gradient
plasticity. Gao et al. [1999] and Huang et al. [2000] presented a multiscale framework for constructing the
mesoscale constitutive laws taking into account the microscale plasticity based on Taylor’s work harden-
ing relation. Higher-order stress components, additional governing equations and boundary conditions
are required in the formulation, requiring significantly greater formulation and computational efforts.
Huang et al. [2004] proposed the conventional mechanism-based strain gradient (CMSG) plasticity theory
without involving the higher-order stress components. The approach is appealing as only C° continuity is
required in the finite element formulation. The concept was adopted by Swaddiwudhipong et al. [2005;
2006a; 2006b] to establish solid, axisymmetric and plane finite elements to simulate Berkovich and
conical indentation tests at micron and submicron levels and fracture behavior of elastoplastic materials
with strain hardening. In this study, both C° solid and axisymmetric finite elements are adopted to
demonstrate the necessity of incorporating strain gradient plasticity in the simulation of Berkovich and
conical indentation tests at submicron level respectively. The effect of friction at contact surfaces is
Keywords: C 0 finite element, indentation test, molecular dynamics simulation, size effect, strain gradient plasticity.
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also considered in the present numerical model. The results obtained from finite element analyses with
and without the strain gradient plasticity including both friction and smooth surfaces are presented and
compared.

Molecular dynamics (MD) model is effective in the simulation of behavior of nanostrucures, offering
the insights into the microscopic properties of materials. MD simulation has recently been used to
investigate various aspects of nanomechanics of materials including wear, fracture and characterization
of materials at nanometer level. It has been shown that MD simulations can provide a qualitative analysis
of discrete plasticity events that are consistent with experimental observations of nanoindentation in
single crystals. The approach has become a favorite tool for investigating the physical properties of nano
materials at an atomic level [Fang et al. 2001; 2006]. In this study, nanoindentation experiments are
simulated using MD simulation adopting embedded-atom model (EAM) potential for target materials
and Morse potential for both diamond indenter and interaction between target and indenter materials.
The paper covers the mechanisms of nanoindentation on single crystalline substrate using MD simulation.
The large scale model is developed for substrate materials in the present MD simulation. Compared with
results reported earlier in the literature, the values presented in this article should be less affected by
boundary influence.

2. Strain gradient plasticity

The flow stress with Taylor hardening model and the material length scale [ for typical values of M =3.06
and 7 = 1.90 can be expressed as

o =0 f2(e) + 1P, 1= fb(M:‘”)2 - 18b(°;—“)2,
y Yy

where oy, is the yield stress, f(e”) represents the stress and plastic strain relation in uniaxial tension, n”
implies the effective plastic strain gradient, r is the Nye [1953] factor, M is the Taylor factor, b indicates
the magnitude of Burgers vector, u represents the shear modulus and « is an empirical constant, the value

of which varies from 0.2-0.5 depending on the material structures. Based on models of geometrically
necessary dislocations associated with the in-plane bending, the torsion of a rod and the spherical or
axisymmetric void growth, Gao et al. [1999] expressed the effective plastic strain gradient as

p_1 p P
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where ’75 L= 85(’ it ef i~ 85’ «» With the comma (,) in subscripts indicating the differentiation with
respect to the index which follows. 85- is the plastic strain tensor 85 =/ 85 dt, where the dot in super-
scripts implies time derivative. Huang et al. [2004] showed that the constitutive relation for materials

with strain gradient plasticity can be expressed as

3¢ 0. \™
. _ . . ./ _ _e / _
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where o, is the von Mises effective stress and m is the rate-sensitive exponent. Equation (2-1) degenerates
to the constitutive relation for materials with power law hardening when m is large, say m > 20 as
shown earlier in [Huang et al. 2004]. It is interesting to note that higher-order stress components are not
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explicitly present in the constitutive relation (2-1) though strain gradient plasticity has been incorporated.
This approach facilitates the adoption of conventional continuum mechanic algorithms which are readily
available to be employed with minor alterations. Hence, the order of continuity requirement for the finite
element model can be reduced from C' to C° level. This provides a substantial simplification in the
formulation and implementation of this powerful numerical tool, resulting in minimal additional compu-
tational resources and effort. Though higher-order stress theory is normally required in mechanism-based
strain gradient (MSG) plasticity, it was shown in [Shi et al. 2001; Huang et al. 2004] that the results based
on CMSG plasticity are practically identical to those on MSG in most part of the domain except in the thin
layers near the boundary. As the CMSG framework is much less demanding than the higher-order stress
theory, the former serves as an efficient alternative approach producing results without any significant
loss of accuracy.

3. Effective strain gradient

The strain gradient tensor of third-order n and the displacement vector u are expressed as

T]ZVVM, u:Zuiéi,
i

where e; is the unit vector in the i-th direction. The expressions for effective strain gradient plasticity in
Cartesian coordinate system are standard and hence not given herein. The components for axisymmetric
case were derived in [Swaddiwudhipong et al. 2006b]:
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where subscript r, 6 and z denote orthogonal cylindrical coordinates.

4. C° elements with strain gradient plasticity

The coordinates of C” solid elements are usually expressed as

n n n
x=Y Nighr)xi, y=) Nighr)y, z=Y Nighnrz,
i=1 i=1

i=1
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and the displacements of C” solid elements are usually expressed as

n n n
w=Yy Ni(g hru, v="> Ni(g,h,r)vi, w=Y " Ni(g hr)w,
i=1 i=1

i=1

and the Jacobian matrix which is essential for the transformation of coordinates is obtained from
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In each element, n is the number of nodes; x;, y;, z; and u;, v;, w; are the nodal coordinates and nodal
displacement components in the x, y and z directions respectively while g, & and r are the corresponding
natural coordinates.

The derivative of the strain vector with respect to x is given by

%u  9*v  *w  9*u 9*v  9%v Rw 9w  *u
{8},x_

T
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while the coordinate transformation of the derivatives of finite element displacement functions of the
actual and master elements is stipulated by

d(Nix, Niy, Niz) (I 0(Nig, Nin, Niy) 4
a(x,y,2) a(g, h,r)

Details of the derivation were presented earlier in [Swaddiwudhipong et al. 2005]. Similar derivations
of strain gradient measures and coordinate transformation for axisymmetric and plane elements are pre-
sented in [Swaddiwudhipong et al. 2006b; 2006a], respectively. The concept is implemented as a user
subroutine in a commercial finite element package, ABAQUS [ABAQUS 2002].

5. Molecular dynamics simulation

In this study, the standard MD technology as described in details in [Rapaport 2004] is used to simulate
the motion of the atoms of the materials. Equations of motions are integrated using Verlet method. In
MD simulations, the force acting on an individual atom is obtained by summing up the forces contributed
by the surrounding atoms. The interatomic forces are calculated from the potential energy function U :

f,’ = —VU(I'],I’Q,...,I'N).

The main problem for modeling the material in MD simulations is to find a suitable potential function
U(ry, 1, ..., ry). The pair potential is relatively simple and computational inexpensive, but it is less
accurate compared to the embedded-atom model (EAM) potential. The EAM potential is based upon
the recognition that the cohesive energy of a metal is governed not only by the pairwise potential of
the nearest neighbor atoms, but also by the embedding energy related to the electron sea in which the
atoms are embedded. The total energy E;,; which can be written as a unique function of the electron
density r;; is mainly the energy to embed the atoms into the electron sea of the neighboring atoms,
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and supplemented by a short-range doubly screened pair interaction, which accounts for the core-core
repulsions. Consequently, the total atomic potential energy of a system [Pei et al. 2006] is given by

Eior = % Z D;;(rij) + Z Fi(0i),
L] 1
where ®;; is the pair-interaction energy between the i-th and the j-th atoms, F; represents the embedding
energy of atom i, and p; indicates the host electron density at site i induced by all other atoms in the
system. In this paper, the EAM potential is used for the atomic interaction among the nickel (Ni) atoms
of the target substrate materials. The Morse potential is, however, adopted for the interaction between
the atoms of nickel substrate and those of diamond indenter. The Morse type pair potential is given by

o (rij) = D(e*2ﬁ(rfjfro) _ 26*}3(?”‘*70)) ’

where ¢ (r;;) is the pair potential energy function, D is the cohesion energy, B represents the elastic mod-
ulus, and r;; and rq are the instantaneous and equilibrium distances between atoms i and j, respectively.
The Morse potential is also employed for the interaction among the atoms of the diamond indenter. The
latter is usually assumed as a rigid body since the diamond is substantially harder than the nickel substrate.
This implies that the interactive forces among the indenter atoms have no bearing on the accuracy of the
simulated force results.

6. Numerical examples

6A. Simulation of indentation at micron level via finite elements with strain gradient plasticity. Both
conventional finite elements and those incorporating mechanism-based strain gradient plasticity are em-
ployed by Pethica et al. [1983] to simulate the Berkovich indentation on electropolished nickel. The
following material properties adopted earlier in [Bhattacharya and Nix 1988] to simulate this test are
employed in the study. The Young’s modulus of elasticity £ = 207 GPa, the yield strength ¥ = 350 MPa,
n =0.03 in the power law, and the Poisson’s ratio v = 0.33. The friction coefficient of 0.15 which is typical
for contact surfaces of metallic materials and diamond indenter is adopted in the analyses. The intrinsic
material length scale of 5 micron for nickel as stipulated in [Wang et al. 2003] is used in the analyses.
These finite element analyses include both friction and smooth contact surfaces. The typical computing
time required for each simulation carried out in this study using Sun Blade 2000 Workstation 2@900 MHz
with 1 GB RAM are about 6 and 30 hours for conical and Berkovich indentation tests respectively.

Figure 1 compares the solutions obtained from finite element analyses with and without the strain gra-
dient effects are compared with the experimental data reported in [Pethica et al. 1983]. The comparison
demonstrates clearly the hardening effects of materials subject to indentation at micron and submicron
levels. Numerical results obtained from the finite element model incorporating CMSG plasticity theory
agree rather well with indentation test results. In contrast, conventional finite element solutions deviate
significantly from the test results conducted at submicron level. The numerical results obtained from the
proposed axisymmetric and solid finite elements are by and large identical.

6B. Molecular dynamics simulation for nanoindentation. In this study, the simulations of the nanoin-
dentation on a fcc crystalline nickel substrate by a covalently bonded hemisphere diamond tip has been
carried out. The positions and velocities of both the tip and the substrate atoms were obtained as functions
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Figure 1. Comparison of indentation test results at micron level.

of time using the MD method. It is assumed that the heat generated in the system during the indentation
process was dissipated by the thermal baths of the tip and of the substrate at a high rate that is much
faster than the indentation speed. Therefore, in the simulations the nano scale tip and substrate were
controlled at the same temperatures during the indentations, that is, the indentations are considered as
isothermal processes.

The configuration of the simulated tip and substrate is shown in Figure 2. The substrate material is
nickel having fcc lattice with a lattice constant of 3.52 A. The substrate sizes are 35.2nm x 35.2 nm x
35.2 nm containing 4,000,000 atoms. A hemisphere (radius = 10.5 nm) diamond indenter is used. The

Figure 2. Large scale MD simulation model containing more than 4 million atoms.
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latter contains 289,235 carbon atoms. The typical CPU time required for each MD simulation carried
out in the present study is about 200 hours based on IBM p575 supercomputer. The boundary conditions
of the substrate include:

(1) The two layers of atoms at the bottom of the substrate are fixed in space while the top surface of
the substrate is free.

(2) Periodic boundary conditions are applied at the four side surfaces of the substrate. The indentation
is on the (001)-surface of the fcc lattice.

The load-displacement curve obtained from the MD simulated indentation test on nickel as depicted
in Figure 3 shows as expected that the indentation depth increases with loading. The load-displacement
response, which depicts the force required to push the indenter tip a certain distance into the substrate,
demonstrates characteristic discontinuities. Examining the load-displacement curve in detail, we find the
first significant drop occurs at the indentation depth of about 1 nm. This drop, representing a transition
from elastic to plastic deformation, is attributed to the nucleation of a dislocation. It can be further
observed that the initial loading region of the load-displacement curve can be assumed to be linear and
the reduced Young’s modulus of elasticity can be determined through the relationship ' =2E,r,h, where
F is the loading force, E, is the reduced Young’s modulus, r, is the radius of contact area, and # is the
penetration depth. The atomic configuration at about 1.3 nm indentation depth, the associated Von Mises
stress contours in the nanoindentation process are illustrated in Figure 4, left, while the dislocations in
the substrate materials are shown in Figure 4, right. The results demonstrate that plastic deformation
takes place near the contact area and the dislocations of substrate materials occur beneath the contact

o000
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0 1 2 J 4 ] a]
Indentation distance (nm)

Figure 3. Variation of indentation force against indentation distance.
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Figure 4. Left: Stress (von Mises) distribution in the substrate during nanoindentation
simulation. Right: Dislocations in nickel substrate during indentation.

surface. These phenomena are consistent with the MD simulated results of copper as reported in [Saraev
and Miller 2005].

7. Conclusions

A C° finite element approach for materials with strain gradient plasticity is proposed in the simulation of
indentation tests at the micron and hundreds of nanometers levels. As only the constitutive condition is
affected, higher-order stress and hence higher-order continuity requirements are no longer necessary. The
elements were adopted to simulate the Berkovich indentation on electropolished nickel. Comparison of
finite element results with other existing analytical solutions demonstrates that when the material length
scale and the nonuniform plastic deformation are of the same order at micron or submicron level, the
effects of strain gradient plasticity have to be considered. A large scale study using molecular dynamics
method to simulate nanoindentation of nickel substrate was also carried out. The load-displacement
response, stress variation and the plastic dislocations in the nickel substrate are presented. The paper
provides appropriate numerical tools for the simulations of indentation tests at both micron and a few
nanometer levels.
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