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DISSIPATION ENERGY AS A STIMULUS FOR CORTICAL BONE ADAPTATION

NATARAJAN CHENNIMALAI KUMAR, IWONA JASIUK AND JONATHAN DANTZIG

We present a finite element study of a poroelastic rectangular beam subjected to oscillatory bending
loads. This geometric model is chosen for simplicity, as an idealized representation of cortical bone. We
then propose the use of the dissipation energy of the poroelastic flow as a mechanical stimulus for bone
adaptation, and show that it can predict the effect of frequency of the applied load. Surface adaptation
in the model depends on the weighted average of the mechanical stimulus in a “zone of influence” near
each surface point, in order to incorporate the non-locality in the mechanotransduction of osteocytes
present in the lacunae. We show that the dissipation energy stimulus and the resulting increase in second
moment of inertia of the cross section increase linearly with frequency in the low frequency range (less
than 10 Hz) and saturate at the higher frequency range (greater than 10 Hz). Similar non-linear adaptation
frequency response also has been observed in numerous experiments. Our framework is readily extended
to the modeling of cortical bone using actual bone geometries.

1. Introduction

Bone is a mechanically sensitive biological tissue, which adapts its size, shape, mass and density based
on its mechanical environment [Cowin 2001]. It has been long recognized that a dynamic stimulus is re-
quired for bone adaptation [Rubin and Lanyon 1984; Turner 1998; Lanyon and Rubin 1984]. Researchers
have shown that the adaptation depends on a combination of different mechanical stimuli such as the
magnitude [Rubin and Lanyon 1984; Burr et al. 2002; Lanyon et al. 1982] and frequency of applied load
[Burr et al. 2002; Lanyon et al. 1982; Hsieh and Turner 2001; Warden and Turner 2004], number of cycles
[Rubin and Lanyon 1984; Turner 1998], and bouts of the applied loading [Robling et al. 2000; Robling
et al. 2001; 2002]. The adaptation response is initiated when the applied strain exceeds a threshold value,
and increases with the magnitude of applied strain [Rubin and Lanyon 1984; Lanyon et al. 1982]. Turner
et al. [1994] observed significant cortical bone adaptation when the loading frequency exceeded 0.5 Hz.
At low frequencies (between 0.5 and 10 Hz), it has been observed that adaptation in rat ulnae follows an
approximately linear dose-response relationship with frequency [Hsieh and Turner 2001]. Warden and
Turner [2004] found no significant increase in the adaptation response when the frequency of loading
was increased beyond 10 Hz. Rubin and coworkers investigated the effect of very low magnitude high
frequency (greater than 30 Hz) loading on sheep standing on a vibrating plate 20 minutes per day for a
year. Trabecular bone volume increased more than 30%, but no significant changes were found in the
cortical bone [Rubin et al. 2001; 2002]. Qin et al. [2001; 2000; 1999] showed that cortical bone responds
to applied pressure gradients in the intermedullary fluid through periosteal bone formation, without any
applied mechanical loading.
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Several groups have examined the relationship between mechanical loading on bone and the associated
fluid flow inside the various internal porosities. Knothe Tate and Knothe observed the fluid flow in and
out of cortical bone in sheep forearms under applied load [Knothe Tate and Knothe 2000]. Knothe Tate
et al. showed similar load-induced fluid flow in rat tibia subjected to bending, and also indicated the role
of the fluid flow in mechanotransduction [Knothe Tate et al. 2000]. Numerous mechanisms have been
proposed to explain the effect of fluid flow on the osteocytes e.g., via shear stress on the cell surface
[Reich et al. 1990], drag force on the transverse fibrils that tether the osteocyte to the canalicular walls
[Weinbaum et al. 1994], strain generated electric potentials [Pollack et al. 1984; Salzstein and Pollack
1987], or biochemical diffusive gradients [Robling et al. 2008].

Weinbaum and co-workers developed an analytical model that describes the hierarchical nature of
the lacunocanalicular porosity in the cortical bone, using the results from Zhang and Cowin [Zhang and
Cowin 1994] at the macroscale, coupled to mechanical model at the cellular length-scale [Zhang and
Cowin 1994; You et al. 2001; Han et al. 2004]. These works demonstrated that the fluid-induced shear
stress and drag force on the osteocyte process tethering fibers can amplify local strains by more than 50
times compared to the tissue level strains [Han et al. 2004]. They also showed that the strain amplification
factor varies non-linearly with respect to the loading frequency, in a similar way as the adaptation re-
sponse observed in the experiments mentioned earlier. Fritton and Weinbaum’s extensive review [2009]
provides a more complete description of fluid flow induced mechanotransduction in cortical bone.

In [Chennimalai Kumar et al. 2010] we developed a framework for modeling cortical bone adapta-
tion which included: elastic finite element (FE) analysis of loading applied to geometrically accurate
models of bone, extraction of a mechanical stimulus from the FE results to be used in an adaptation
law, and simulation of adaptation by direct modification of the FE model. The adaptation procedure is
implemented in a generic way so that it can be used to simulate the effect of the different mechanical
loading parameters such as magnitude, frequency, number of bouts of loading, time between bouts, and
other factors. We showed that an elastic material model and a simple growth law using strain energy
density as the mechanical stimulus could predict the effect of load magnitude and the number of bouts of
loading on adaptation of rat ulnae [Chennimalai Kumar et al. 2010]. In this paper, we extend that work to
incorporate poroelastic analysis. Previous works have included poroelasticity in the adaptation equation,
using the fluid shear stress and octahedral strain to compute the tissue phenotype for fracture [Lacroix and
Prendergast 2002; Prendergast et al. 1997]. We propose a new mechanical stimulus based on the viscous
dissipation energy due to the fluid flow as the stimulus for adaptation. We show that this stimulus can
simulate the dependence of adaptation on loading frequency similar to the adaptation response observed
experimentally. We consider the idealized bone geometry in the shape of a rectangular beam (following
[Zhang and Cowin 1994]). This allows us to focus on the frequency trends by conducting a parametric
study with relatively small computational resources.

The paper is organized as follows: We begin with a brief description of the theory of poroelasticity
as it applies to bone, and identify a problem with an analytical solution to test our formulation. We then
develop a measure of the mechanical stimulus to be used in an adaptation law. The results of simulations
performed for a range of frequencies are presented, and these results are then interpreted in the context
of mechanotransduction.



DISSIPATION ENERGY AS A STIMULUS FOR CORTICAL BONE ADAPTATION 305

2. Theory of poroelasticity

Cortical bone is a porous structure with different porosities at different length scales [Cowin 1999], the
most important being:

Vascular porosity: which is comprised of the cylindrical pathways of blood flow in the Haversian
and Volkmann canals that form the osteonal structure of the cortical bone. The fluid permeability
at this scale is of the order of 10−12 m2 [Zhang et al. 1998a]. This porosity plays an important role
in adaptation by delivering nutrients to the cells that form or resorb bone. Since the blood flow is
from the vascular system, the pressure of the fluid in the vascular porosity is of the order of the
physiological blood pressure.

Lacunocanalicular porosity: consisting of the porous regions of the lacunae surrounding the center
of the osteon and the interconnecting canaliculi. The stimuli-sensing osteocyte cells reside within
the pores of the lacunae and their processes are housed in the canaliculi. Zhang et al. [1998b]
estimated permeability at this scale of porosity to be 10−18

− 10−21 m2.

Collagen-apatite porosity: is seen at the nanostructural scale. This porosity contains water which is
considered to be part of bone’s collagen-apatite nanostructure. The flow of water through the pores
between the organic collagen and the apatite mineral can be neglected [Cowin 2001].

It has been shown in a number of experimental and analytical works that the mechanical loading acting
on bone induces the flow of fluid in and out of these different porosities [Knothe Tate 2001]. Weinbaum
and co-workers showed the importance of the lacunocanalicular porosity for mechanotransduction in
bone, where they hypothesize that osteocytes are deformed through the viscous shear stress due to the
fluid flow inside the canaliculi [Weinbaum et al. 1994; You et al. 2001; Han et al. 2004]. These studies
motivate the use of a poroelastic material model for the cortical bone with lacunocanalicular porosity.

We provide here a short overview of the theory of poroelasticity to establish the context for the poro-
elastic analyses presented in this paper, and refer the interested reader to more comprehensive treatments
in the literature, such as [Biot 1941; Biot and Willis 1957; Coussy 1995; Detournay and Cheng 1993].
A poroelastic medium is made up of a solid matrix and pores. We consider saturated media, in which
all of the pores are filled with fluid. There are four field variables: stress tensor σ , strain tensor ε, pore
pressure p, and the variation in fluid content ζ . The medium is characterized by its porosity n p, the
bulk modulus of the solid Ks , shear modulus of the solid G, Poisson’s ratio for the solid ν, and the bulk
modulus of the fluid K f . The constitutive equations for an isotropic linear poroelastic material are

2Gεi j = σi j −

(
ν

ν+1

)
σkkδi j +α

(1−2ν
1+ν

)
pδi j , 2Gζ = α

(1−2ν
1+ν

)(
σkk +

3p
B

)
,

where we have introduced two additional parameters: the Willis coefficient α, and Skempton’s coefficient
B. The Willis coefficient can be thought of as the ratio of fluid volume gained (or lost) in a poroelastic
element due to volume change when loaded under drained condition (p = 0). It can be shown that
α = 1− K/Ks , where K is the drained bulk modulus. Similarly, Skempton’s coefficient B is obtained
from the undrained condition (ζ = 0) as p =−Bσkk/3.

The fluid flow rate is computed from the pressure using Darcy’s law,

qi =−κ
∂p
∂xi

(1)
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Figure 1. Schematic of the four-point bending setup of the rectangular poroelastic beam:
isometric view (top left) and orthographic view with boundary conditions.

where the subscript i represents the coordinate direction, and qi is the fluid mass flow rate and κ is the
hydraulic permeability (κ = k/µ, where k is the isotropic intrinsic permeability with units of m2 and µ
is the dynamic viscosity of the fluid). The fluid mass flow rate qi is related to the fluid flow velocity vfl

i
as qi = n pv

fl
i , where ρfl is the density of the fluid.

Inserting the constitutive equations and Darcy’s law into the mass and momentum balance equations
leads to the following equation for the pore pressure:

c∇2
(
σkk +

3
B

p
)
=
∂

∂t

(
σkk +

3
B

p
)

(2)

where c is the hydraulic diffusivity, defined as

c =
2G B2κ(1− ν)(1+ νu)

2

9(1− νu)(νu − ν)
(3)

where νu is the undrained Poisson’s ratio. Scaling the length in all directions by a characteristic length
d (that is, X∗ = x/d), and scaling time using the frequency ω(T ∗ = ωt), Equation (2) becomes

c∇∗
2
(
σkk +

3
B

p
)
= Fo ∂

∂T ∗
(
σkk +

3
B

p
)
, (4)

where Fo = ωd2/c is the Fourier number, which represents the ratio of the timescale for hydraulic
diffusion (d2/c) to the timescale of the applied load (1/ω). For small Fourier number (Fo� 1), the
transient term on the right hand side can be neglected in comparison to the left hand side, and the pressure
solution will be essentially quasi-static. For large values of Fourier number (Fo� 1), the Laplacian on
the left hand side of the equation can be neglected and the pore pressure follows the stress solution.
When Fo is of order one, the two sides balance. This observation will help us explain the results of our
simulations.
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The objective of this paper is to establish a frequency-dependent mechanical stimulus. To this end, we
use as a test problem the bending of a poroelastic rectangular beam, similar to that considered in [Zhang
and Cowin 1994]. Since our eventual goal is to analyze geometrically accurate bone models, we solve
this problem using the finite element (FE) method, as implemented in the commercial software ABAQUS
[2008]. We consider a beam of length L , width b, and thickness d , subjected to a cyclic 4-point bending
load of the form P = P0/2(1− cosωt). The geometry and boundary conditions (BC) are illustrated in
Figure 1. In order to simulate the BCs of a 4-point beam bending, we set u y = 0 at both ends of the
beam, and constrain one point, such that ux = 0 and uz = 0 as well to avoid rigid body motion. The
bending loads are at a distance l from each end of the beam, as shown. The periosteal (outer) surface
of a long bone is highly impermeable and the endosteal (inner) surface is highly permeable [Steck et al.
2003]. To simulate these properties in our model, we apply a zero pressure BC on the bottom surface,
and zero flow BC on the top surface. We note that the latter BC is actually implemented via Darcy’s law
(1) as ∇ p · n= 0, where n is the normal vector.

3. Development of the stimulus for the growth law

The general form of the growth law used to model the bone adaptation is

db
dT
= A(φ−φref) (5)

where b is a material characteristic (such as density, mass or shape), T is the growth timescale,A is a
proportionality constant which we refer to as “gain”, φ is a mechanical stimulus, and φref is the reference
stimulus that must be exceeded to trigger bone growth. Different types of growth stimuli have been
proposed in the literature, such as strain energy density [Weinans et al. 1992; Huiskes et al. 2000], strain
[Cowin and Hegedus 1976], daily stress [Carter et al. 1989; Carter et al. 1996], and others. In [Chenni-
malai Kumar et al. 2010] we used the strain energy density as the mechanical stimulus to numerically
model the bone growth response in a rat ulna using the growth algorithm shown in Figure 2. We describe
the approach here briefly.

Mechanical
Loading

FEM model

Adaptation

Compute

Smoothing
Procedure

dbi

dT
= A (φ − φref)φ

bT+∆T
i = bT

i +
dbi

dT
∆T

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
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Figure 2. Flowchart describing the implementation of the adaptation procedure.
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Figure 3. Schematic of the spherical zone of influence on a typical bone cross section.
The shading is intended to show the decreasing influence of stimulus with distance from
the surface node.

The FE model of the bone is created from micro-CT images, and a set of nodes on the outermost
surface are identified as movable. An elastic analysis is carried out to compute the stresses and strains in
the bone under an applied load. The strain energy densities in each finite element, including all surface
nodes, are determined, and the displacement of a surface node is calculated based on the growth law

dbi

dT
=

{
A(φi −φref) if φi ≥ φref,

0 if φi < φref.
(6)

where bi is the displacement of the surface node i and φi is the local strain energy density at node
i . Resorption was not observed in the experiments that were simulated [Robling et al. 2002], so we
precluded resorption in our model. Note that the growth-timescale T is much longer than the timescale
of loading (t in the poroelastic field equations). Once the rates of change of the position of the surface
nodes are computed, the new positions of the nodes are computed using a forward Euler scheme for (6),
followed by application of a smoothing filter. See [Chennimalai Kumar et al. 2010] for details. The new
FE model is then constructed and the procedure is repeated. We were able to find significant agreement
between the model and experiments using the strain energy density stimulus, for an elastic material
model and quasi-static loading. However, the strain energy density cannot simulate the effect of loading
frequency. Our goal in this work is to develop a stimulus similar to the strain energy density that is
dependent on frequency.

We would like to have a stimulus that captures the fluid flow in the bone, and reduces it to a convenient
scalar quantity. To that end, we choose the dissipation due to the viscous fluid flow [Coussy 1995], defined
as

φ =−n pv
fl
· ∇ p = 1

2

(
n pv

fl)
· κ−1
·
(
n pv

fl) (7)

where vfl is the fluid velocity vector, ∇ p is the pressure gradient, and κ is the hydraulic permeability
tensor. We choose this form because it has been shown in a number of experiments, and hypothesized
in analytical models, that the shear stress exerted by the fluid flow on the osteocyte cells is a possible
candidate for mechanotransduction. Note that in the work that follows, we will take κ to be isotropic.
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Osteocytes are interconnected through the processes inside the canalicular space. We hypothesize
that they can communicate with each other through these processes and exchange information on the
current state of the stimulus at each location. To simulate this non-local behavior, we propose the use
of a spatially averaged stimulus over a “zone of influence” (ZOI), shown schematically in Figure 3. For
the sake of simplicity, we choose a spherical zone of influence of radius r . The stimulus that triggers the
growth response at a surface node i is then defined as

φi =

∫
V

(∫ T

0

1
2 n pv

fl
· κ−1
· n pv

fl dt
)

f (|x|) dV∫
V f (|x|) dV

(8)

where f (|x|) is a function that weights the dissipation potential at an inner node by its distance |x| from
the surface node i , and V is the volume of the zone of influence. Mullender et al. [1994] introduced
a similar zone of influence in a study of internal remodeling, in which they used the strain energy in
the neighborhood of each point, weighted by an exponential function, as the stimulus for remodeling.
In the results presented below, we chose the form, f (|x|)= exp(−5|x|/d), where d is the thickness of
the beam. The factor five was selected to ensure that any spurious high velocities at the inner surface,
resulting from the boundary condition, do not affect the response. Numerical experiments showed that
the results were not very sensitive to this factor, as long as it was larger than five.

4. Simulation details

The various material parameters used in the rectangular beam simulations, tabulated in Table 1, were
chosen to be similar to properties of rat bone. The material properties given in the table are similar to
those used in [Zhang and Cowin 1994]. The permeability of the lacunocanalicular porosity is reported to
be in the range of 10−18 to 10−21 m2 [Weinbaum et al. 1994; Salzstein and Pollack 1987]. Permeability
will be shown to be a very important parameter in this problem, which directly affects the timescale of
fluid diffusion in the poroelastic medium. The value of permeability we chose results in a significant
range of Fourier numbers (from 12 to 380) for the physiological range of frequencies (1 Hz to 30 Hz).
The hydraulic diffusivity corresponding to the permeability given in Table 1 is c = 0.5606 mm2/s. One
can then estimate the characteristic time for hydraulic diffusion in a 1 mm thick beam to be of the order
of one second.

Property Value Units
Young’s modulus of bone E 12.0 GPa
Fluid bulk modulus K f 2.3 GPa
Solid bulk modulus Ks 17.0 GPa
Porosity n p 0.05 –
Drained Poisson’s ratio ν 0.3 –
Intrinsic permeability k 3× 10−20 m2

Table 1. Values of different poroelastic parameters used in the analysis.



310 NATARAJAN CHENNIMALAI KUMAR, IWONA JASIUK AND JONATHAN DANTZIG

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Figure 4. Finite element mesh of the rectangular beam. Note the biased mesh across
the cross-section.

The FE mesh for our analyses, shown in Figure 4, consists of 18,821 nodes and 4000 triquadratic
hexahedral elements. The elements are graded along the y-axis in order to accurately enforce the zero-
flow boundary condition. A grid convergence study showed that this grid resulted in velocities of the order
10−4 mm/s on the top surface, which when compared to velocities in the bulk (of the order of 1 mm/s)
were judged to be sufficiently small. The poroelastic solver in ABAQUS [2008] uses an unconditionally
stable backward Euler integration scheme to solve (2). The accuracy of the solution still depends on the
size of the timestep. We performed a convergence study to establish the timestep size as well, and we
found that accurate results were obtained for 1t < 0.5h2/c, where h is the characteristic length of the
smallest element. For the grid and properties used in the simulations reported below, this criterion gives
1t = 5× 10−4 s. The applied load P0 was chosen as 100 N.

5. Results

Figure 5 shows the time evolution of pore pressure and the fluid velocity at different points in the rectan-
gular cross section for several different frequencies. In each case, there is an initial transient in both the
pore pressure and fluid velocity that dies out after about 0.5 sec, which is of the order of the timescale
of hydraulic diffusion noted earlier. After this time, pore pressure and velocity at each point follow a
sinusoidal profile with the same frequency as the applied load. This is important, because it allows us
to extrapolate the pore pressure and velocity solutions at the end of the initial transient to the entire
duration of the experiments, which may be several minutes [Warden and Turner 2004], thus reducing the
computational cost significantly. The velocities are maximal at the bottom surface, falling to zero at the
top. Note that both the pore pressure at the upper surface, and the velocity at the lower surface, are out
of phase with their respective values at the neutral axis.

Figure 6 shows the pore pressure and velocity profiles through the thickness for frequencies at 1 Hz,
5 Hz and 30 Hz, at different times within a single load cycle after the initial transient. We denote the



DISSIPATION ENERGY AS A STIMULUS FOR CORTICAL BONE ADAPTATION 311

Figure 5. Plots of pore pressure (left column) and fluid flow velocity (right column)
solutions as a function of time for three frequencies: 5 Hz, 10 Hz, and 20 Hz.
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Figure 6. Plots of pore pressure (left column) and fluid flow velocity (right column)
solutions across the cross-section at different points of time in a loading cycle (shown
here as the phase angle) for three frequencies: 1 Hz, 5 Hz and 30 Hz.



DISSIPATION ENERGY AS A STIMULUS FOR CORTICAL BONE ADAPTATION 313

Figure 7. Plot of pore pressure solution across the cross-section for different frequencies
at the end of a loading cycle.

various times within the cycle in degrees, where zero corresponds to the maximum in the load cycle.
At 1 Hz (Figure 6, top left), the slope of the pore pressure distribution reaches zero midway between
the bottom surface and the neutral axis, indicating zero flow velocity there. Figure 6, top right, which
shows the corresponding fluid velocity, indicates that the velocity on the bottom surface is of a higher
magnitude and has a smooth variation throughout the profile. The zero velocity solution is observed at
the same location throughout the loading period.

At 5 Hz (Figure 6, middle), the pore pressure remains very close to zero at the neutral axis throughout
the load cycle. The location of the zero-slope in the pressure solution (zero velocity by Darcy’s law)
varies with time of loading, and the velocity is nearly uniform over much of the beam cross-section
above the neutral axis for parts of the load cycle. These effects are more pronounced at 30 Hz (Figure 6,
bottom). There is very large variation in pore pressure near the bottom surface, which then falls to almost
zero at the neutral axis. The velocity is also very large near the bottom surface, and then nearly uniform
(and much smaller) over most of the remainder of the cross-section. Note that the computed velocities
and pore pressures are considerably larger than those reported in [Rémond et al. 2008; Nguyen et al.
2010]. This is due to the application of a much larger load in our analysis. These quantities should be
proportional to the magnitude of the applied load, because the problem is linear. We will address this
issue in a future paper, in which we apply the current analysis to the deformation of a rat ulna.

The results of our calculations are summarized in Figures 7 and 8, which compare the pore pressure and
fluid velocity through the thickness for different frequencies. As the frequency increases, the variation
in pore pressure increases near the bottom surface, and becomes close to linear between y =−0.3 mm
to y = 0.3 mm of the thickness. It should also be noted that the magnitude of pore pressure near the
top surface (where the pressure gradient is zero) increases for frequencies from 1 to 10 Hz, but starts
decreasing for frequencies greater than 10 Hz. Figure 8 shows that for frequencies less than 10 Hz, the
flow is significant to about 50% of the thickness, i.e., up to the neutral axis, whereas at higher frequencies,
even though the velocity at the bottom surface increases, the flow velocity becomes very small before
reaching 25% of the thickness.
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Figure 8. Plot of the fluid velocity pressure solution across the cross-section for different
frequencies at the end of a loading cycle.

The dissipation energy, given by the time integral of the dissipation potential (7), was then computed
from the solutions extrapolated to 100 s using the results at the end of the initial transient. Figure 9 shows
that the dissipation energy in the beam follows a similar trend as the fluid velocity. The dissipation energy
at the bottom surface increases with frequency. Since the bottom surface is farthest from the top surface,
where significant adaptation occurs, we hypothesize that the effect of the dissipation energy at the bottom
surface will be very small on the adaptation at the top. To implement this hypothesis in our analysis, we
choose the exponential weighting function described earlier, and also shown in Figure 9.
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Figure 9. Plot of dissipation energy (time integral of dissipation potential) as a function
of the y-coordinate for different frequencies. The influence function is also superim-
posed on the plot. We chose exp(−5‖x‖/d) as the influence function for our simulations.
We have zoomed in on the plot to show the variation in the dissipation energy inside the
beam, and so the very high values near y =−0.5 mm are cut off.
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Figure 10. Left: plot of dissipation energy stimulus at a surface node as a function of
loading frequency. Right: plot of percentage increase in the moment of inertia of the
rectangular cross section due to adaptation as a function of frequency.

Figure 10, left, shows the adaptation stimulus (8) at a top surface node at the midspan of the beam as
a function of the frequency of loading. We can see clearly that the adaptation stimulus increases rapidly
at low frequencies, then saturates at about 10 Hz. We then used the growth law (6) to simulate growth
of the rectangular beam for two growth timesteps, using a sensitivity φref = 1000 N/mm2 and a gain
A = 0.01 mm3/N/timestep. We express the results as the percentage change in the moment of inertia
of the rectangular cross section due to the adaptation. Figure 10, right, shows that the growth depends
on frequency in a manner similar to the stimulus. This behavior is typical of that observed in numerous
experiments; see [Burr et al. 2002; Lanyon et al. 1982; Hsieh and Turner 2001], and especially [Warden
and Turner 2004].

6. Discussion

We have proposed the dissipation energy of the poroelastic flow induced by mechanical loading as the
stimulus to trigger adaptation in cortical bone. We implemented this model using a rectangular beam
because: (a) the geometry is simple and so the pressure and velocity solutions can be understood in
greater detail; (b) and the problem has an analytical solution, which makes it easier to understand the
role of the various physical parameters.

We found that at low frequencies, the flow first increases with loading frequency, but that as the
frequency increases beyond 10 Hz, the amount of fluid that penetrates through the thickness of the beam
decreases. This means that at the higher frequencies, there is less flow seen by the osteocytes in the
lacunae, and hence they experience smaller shear and drag forces. The dissipation energy represents
the work done by these forces, and thus at higher frequencies, the dissipation energy stimulus saturates,
and hence one can expect the adaptation to saturate as well. Weinbaum and co-workers [Zhang and
Cowin 1994; You et al. 2001; Han et al. 2004] analyzed the shear and drag forces on the osteocyte cell
membrane due to the poroelastic flow at the cellular level, and showed that the amplification of the strains
on the osteocyte cell membrane has a similar frequency response to our results for dissipation energy
stimulus and increase in moment of inertia (Figure 10). The proposed dissipation energy stimulus that
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we have put forth in this paper is thus qualitatively consistent with the strain amplification hypothesis
and experimental observations.

We have also proposed the use of a “zone of influence” in order to simulate the effect of the distributed
network of osteocytes and their communication. Osteocytes have been identified as the mechanosensory
cells in the cortical bone. It has not yet been proven experimentally whether the osteocytes communicate
with each other, and if so, what their mode of communication is. A series of experiments by Turner
and coworkers on the expression of the sclerostin protein in response to in vivo mechanical loading
suggest that there is such osteocyte communication, and also suggest the existence of a zone of influence.
Robling et al. [2008] found that the expression of sclerostin protein, which is found almost exclusively in
the osteocyte cells, is reduced considerably by in vivo mechanical loading, and further that the reduction
in the sclerostin expression is much greater in the regions experiencing higher strains. The most pertinent
observation for our work is that the expression of sclerostin is reduced on a group of osteocyte cells near
the regions where higher bone growth is observed. This is a possible indication of the existence of a
zone of influence within a real bone. Further experimental investigation of the expression of sclerostin
at the scale of the osteocyte network could be used to inform the model as to the shape of the zone of
influence.

7. Conclusions

We have performed poroelastic analyses on a simplified geometric model using the commercial FE soft-
ware ABAQUS. We investigated the variations in pore pressure and fluid velocity with time and location
in the beam, and their dependence on frequency. Based on these results, we propose the use of the
dissipation energy as a mechanical stimulus for adaptation that can accommodate the effect of frequency.
We also included the effect of non-locality of mechanotransduction of osteocytes present in the lacunae
in the cortical bone through the use of a zone of influence. The dissipation energy stimulus evaluated
in this manner is shown to increase linearly with frequency in the low frequency range, and saturate at
the higher frequency range. The implementation of the poroelastic material model and the dissipation
energy stimulus can be seamlessly integrated into our framework to simulate adaptation response on
cortical bone. We are in the process of extending the poroelastic material model and the dissipation
energy stimulus to the actual rat ulna FE model, and to quantitatively validate the numerical model with
experimental observations.
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