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PARTICLES FOR FLUIDS:
SPH VERSUS VORTEX METHODS

ANDREA COLAGROSSI, GIORGIO GRAZIANI AND MARIO PULVIRENTI

We review the basic ideas underlying two popular particle methods for fluids:
smoothed-particle hydrodynamics and the vortex method. We discuss conver-
gence problems, numerical schemes, and examples of practical simulations.

1. Introduction

The Lagrangian form of the Navier–Stokes equations can be approximated with
particle methods by replacing derivative operators through integral operators which
are discretized on the particle locations. These particles carry the physical proper-
ties of a fluid dynamic system. Their trajectories, as well as the evolution of the
transported quantities, are evaluated through the solution of ordinary differential
equations. Particle methods such as vortex methods (VMs) and smoothed-particle
hydrodynamics (SPH) present interesting features which allow the simulation of
engineering problems involving complex interface dynamics such as vortex sheets
and free-surface deformations (for a more general discussion of particle methods
see, for example, [Koumoutsakos 2005]). SPH is a particle method introduced by
Lucy [1977] and further developed by Monaghan (see, for example, [Monaghan
1992]) to study self-gravitating fluids. The basic idea of the method is to consider
the fluid as an ensemble of (smooth) particles whose evolution simulates that of
the fluid under consideration. Each particle has a form factor (a symmetric, regular,
nonnegative function centered on the particle position) which simulates the mass
distribution around the center of each particle. Moreover the particles move in the
force field generated by the whole particle system.

For many years SPH was used for astronomical problems; later, it was applied
to several physics and engineering problems, ranging from solid mechanics to mul-
tiphase flows. Monaghan [1994] first applied it for simulating free-surface inviscid
flows. Compared to the Eulerian finite difference method, SPH can handle breaking
and fragmentation phenomena in a more natural way, due to its Lagrangian nature.
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Thanks to this valuable feature, interest in SPH has grown quickly in the last decade
and several researchers have devoted their efforts to improving this method.

Clearly the basic requirement for this particle method is its convergence to the
right solution of the fluid dynamic equations when the number of particles diverges.
In this paper we want to discuss this issue in connection with Vlasov dynamics,
which is strictly related to problem at hand.

Another well-known method discussed in the present paper is the vortex method
(VM), which works for two-dimensional incompressible flows. This is also a par-
ticle approximation of the incompressible Euler and Navier–Stokes equations in
the vorticity formalism. It is conceptually related to the SPH method because both
approximate the fluid equations in a suitable mean-field limit. Here we want to
discuss these methods exploiting this aspect.

As we shall discuss in some detail in the sequel, SPH and the VM seem to
be effective in approaching practical problems. In this work numerical solutions
of viscous flows obtained with both methods are discussed showing the benefits
and drawbacks of the two solvers. In particular, using the same spatial resolution,
the VM provides numerical solutions with higher accuracy and lower CPU costs
than does SPH. However, it is important to underline that the latter method can be
applied much more easily on a wider range of engineering problems (free-surface,
multiphase, interfaces, compressible flows, etc.), while for the VM even extension
from two to three-dimensional framework is not straightforward. Therefore, the
choice between the two particle methods is still strongly problem dependent. An-
other important point regards the parallelization of the different algorithms. Since
the SPH model is based on short-range interactions, it is quite easy to parallelize in
a very efficient way (see, for example, [Marrone et al. 2012]). This is not the case
for the VM, where the evaluation of velocity fields requires more effort to paral-
lelize (see, for example, [Barnes and Hut 1986; Antonuccio-Delogu et al. 1996]).

The plan of the paper is as follows. In Section 2 we introduce SPH and the VM
as regards their general structure and the convergence problems. In Section 3 we
discuss some numerical schemes suited for practical implementations of the two
methods. Finally, Section 4 is devoted to examples of practical simulations.

2. Convergence of particle methods

2.1. Euler equation. In the present subsection we introduce the basic equations
we want to investigate. Let us start with the isentropic Euler equation for a pressure
law p = (1/(α+ 2))ρα+2, where p is the pressure and ρ is the density:

∂ρ

∂t
+∇ · (ρu)= 0, ∂u

∂t
+ (u · ∇u)+ ρα∇ρ = 0,

ρ(x, 0)= ρ0(x), u(x, 0)= u0(x).
(2-1)
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Here u = u(x, t) denotes the velocity field, x ∈ Rd , d = 2, 3, the dimension of the
physical space, and t ∈ R the time.

The incompressible Euler equation reads

∂u
∂t
+ (u · ∇u)+ ρ−1

0 ∇ p = 0, ∇ · u = 0, u(x, 0)= u0(x). (2-2)

Here we are considering the fluid invading the whole space. However most of the
applications we are interested in the fluids are confined in domains with boundaries,
in which also viscous effects are not negligible. We discuss these important aspects
later on.

2.2. The Vlasov equation. When dealing with large weakly interacting particle
systems in stellar dynamics or in the physics of plasmas, we often use the following
evolution equation for f (x, v, t), the fraction of particles in the cell of the phase
space around (x, v) of size dxdv (or the probability density of finding a given
particle in (x, v)):

(∂t + v · ∇x + F · ∇v) f (x, v, t)= 0. (2-3)

Here x ∈ Rd denotes the position and v ∈ Rd the velocity of a test particle, while
t ∈ R denotes the time, with d = 2, 3 the dimension of the physical space.

Note that (2-3) is the usual Liouville equation for a single particle in a force
field F = F(x, t), so that (2-3) is solved by the formula

f (x, v, t)= f0(9
−t(x, v)), (2-4)

or, equivalently,∫
dx dv f (x, v, t)g(x, v)=

∫
dx dv f0(x, v)g(9 t(x, v)), (2-5)

where f0 is the initial datum for (2-3), 9 t(x, v)= (x(t), v(t)) is the flow solution
to the ordinary differential system

ẋ(t)= v(t), v̇(t)= F(x(t), t), (2-6)

with initial datum 90(x, v)= (x, v), and g is any bounded continuous function.
Equation (2-3) differs from the Liouville equation because F is not known a

priori, but depends on the solution itself, via the self-consistent formula

F(x, t)=
∫

dx K (x − y)ρ(y, t) dy, (2-7)

where
ρ(x, t)=

∫
dv f (x, v, t)

is the spatial density and K : Rd
→ Rd is a given kernel. In other words (2-3) is a
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nonlinear equation because the vector field F depends on the solution f .
Clearly the interesting case is when the force kernel K arises from a potential,

namely
K (x)=−∇ϕ(x). (2-8)

If ϕ is assumed to be smooth, it is possible to show that there exists a unique
solution to the initial value problem associated with (2-3).

Following [Dobrušin 1979] (see also [Braun and Hepp 1977; Neunzert 1984]),
we can establish the following result:

Theorem 1. Consider the N-particle evolution
ẋi (t)= vi (t),

v̇i (t)=−
1
N

∑
1≤ j≤N

j 6=i
∇ϕ(xi (t)− x j (t)),

xi (0)= xi , vi (0)= vi ,

(2-9)

where i = 1, . . . , N. Introduce an empirical measure defined on the one-particle
phase space by

µN (dx, dv; t)= 1
N

N∑
i=1

δ(x − xi (t))δ(v− vi (t)) dx dv. (2-10)

Then if

lim
N→∞

∫
dµN (x, v; 0)g(x, v)=

∫
f0(x, v)g(x, v) dx dv, (2-11)

for all functions g continuous and bounded, then, for all t > 0,

lim
N→∞

∫
dµN (x, v; t)g(x, v)=

∫
f (x, v, t)g(x, v) dx dv, (2-12)

where f (t) solves (2-3) with initial datum f0.

We do not present the proof of this theorem, but some comments are in order.
Let M be the space of the Borel probability measure on Rd . We first observe
that there exists a unique measure-valued solution t → ν(t) ∈ M to (2-3), in the
following weak form (which does not require any smoothness of ν), for any smooth
test function g:

d
dt
〈ν, g〉 = 〈ν, v · ∇x g〉+ 〈ν, F · ∇vg〉, (2-13)

where

〈ν, g〉 =
∫

dx
∫

dv g(x, v) ν(dx, dv),

and F = K ∗ ν is the self-consistent force.
Using integration by parts, it is easy to show that (2-13) holds whenever f (t) is

a classical solution to (2-3) and ν(dx, dv, t)= f (t) dx dv.
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Moreover a trivial computation also shows that µN is a weak solution to (2-13).
Therefore Theorem 1 says precisely that the solution to the Vlasov equation at any
fixed time t > 0, is continuous with respect to the initial data, for the topology
induced by the weak convergence of the measures, expressed by condition (2-11).

There is a fruitful connection between Vlasov dynamics and the solutions of the
problems given by (2-1) and (2-2), which we shall discuss in the next sections.

2.3. The SPH model. Let us start to consider the Euler problem (2-1) for the par-
ticular case α = 0: 

ρt +∇ · (ρu)= 0,
ut + (u · ∇u)+∇ρ = 0,
ρ(x, 0)= ρ0(x), u(x, 0)= u0(x).

(2-14)

In Lagrangian form it reads
8̈t(x)=−∇ρ(8t(x), t),∫
ρ(x, t)g(x)=

∫
ρ0(x)g(8t(x)),

80(x)= x, 8̇0(x)= u0(x),

(2-15)

where g is a bounded continuous function and 8t : R
d
×R+→ Rd is the solution

flow.
The Eulerian velocity is recovered via the formula

u(8t(x), t)= 8̇t(x).

Recall that a solution to the Lagrangian problem (2-15) (also in Eulerian form,
(2-14)) exists only locally in time; see, for example, [Majda 1984].

Next we regularize the problem by setting
8̈t(x)=−∇(δε ∗ ρ)(8t(x), t),∫
ρ(x, t)g(x)=

∫
ρ0(x)g(8t(x)),

80(x)= x, 8̇0(x)= u0(x),

(2-16)

where the form factor δε is a positive, smooth approximation of the δ function.
Here ε is a small positive parameter such that

δε→ δ

in the sense of the weak convergence of the measures (2-11), as ε→ 0.
We note that, as we shall see in a moment, problem (2-16) has a global solution

(even for initial densities ρ0 which are measures).
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The connection with the Vlasov equation discussed in the last section is clear.
Indeed consider the solution flow (2-6) to the Vlasov equation with

F = K ∗ ρ, K =−∇δε,

and with initial datum

f0(x, v) dx dv = ρ0(x)δ(v− u0(x)) dx dv. (2-17)

Then, setting
(8t(x), 8̇t(x))=9 t(x, u0(x)),

the time evolved measure f (x, v, t) dx dv satisfies∫
f (x, v, t)g(x, v) dx dv =

∫
f0(x, v)g(9 t(x, v)) dx dv (2-18)

=

∫
dx dv ρ0(x)δ(v− u(x))g(9 t(x, v)) (2-19)

=

∫
dx dv ρ0(x)g(8t(x), 8̇t(x)), (2-20)

which implies (2-16). In fact, if g depends only on x , we get the second formula of
(2-16), while the first one follows by the obvious remark that 9̈t(x, u(x))= 8̈t(x).
In other words, the solution to the problem (2-16) is a particular solution to the
Vlasov equation for the special initial datum (2-17). Note that although such a
solution, due to the smoothness of δε, does exist for any arbitrary time t , it not
necessarily take the form

f (x, v) dx dv = ρ(x, t)δ(v− u(x, t)), (2-21)

where the velocity and the density fields u(x, t) and ρ(x, t) satisfies the equivalent
of (2-14) with the corresponding regularized pressure field. Actually, by using
the well-known equivalence between the Lagrangian and the (regularized) Euler-
ian pictures, this is guaranteed only locally in time, namely in the existence time
interval of a smooth solution to the regularized Euler equations.

The SPH model in the present context is the N-particle system satisfying
ẋi (t)= vi (t),

v̇i (t)=−
1
N

∑
1≤ j≤N

j 6=i
∇δε(xi (t)−x j (t)),

xi (0)= xi , vi (0)= u0(xi ),

(2-22)

for i = 1, . . . , N , and

µN (dx, t)=
N∑

i=1

δ(x − xi (t)) dx . (2-23)
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By Theorem 1, we have

µN (dx, t)→ ρ(x, t)

weakly, as N →∞ for a fixed ε, where ρ solves (2-16).
We now analyze the general case including α 6= 0. The Lagrangian form is

8̈t(x)=−ρα∇ρ(8t(x), t),∫
ρ(x, t)g(x)=

∫
ρ0(x)g(8t(x)),

80(x)= x, 8̇0(x)= u0(x),

(2-24)

while its regularized version is
8̈t(x)=−(δε ∗ ρ)α∇(δε ∗ ρ)(8t(x), t),∫
ρ(x, t)g(x)=

∫
ρ0(x)g(8t(x)),

80(x)= x, 8̇0(x)= u0(x).

(2-25)

The SPH method can be suitably modified to give

ẋi (t)= vi (t),

v̇i (t)=−
1
N

∑
1≤ j≤N

j 6=i

(
1
N

∑
1≤k≤N

k 6=i

δε(xi (t)− xk(t))
)α
∇δε(xi (t)− x j (t)),

xi (0)= xi , vi (0)= u0(xi ),

(2-26)

where i = 1, . . . , N .
It is possible to adapt the techniques we have discussed so far for the case α =

0 to the present case. All the convergence results we have discussed so far are
described in detail in [Mas-Gallic and Raviart 1987; Oelschläger 1991; Di Lisio
1995; Di Lisio et al. 1997; 1998; Ben Moussa and Vila 2000; Ben Moussa 2006].

Actually the SPH models we have introduced approximate problem (2-25) which,
in Eulerian form, reads

∂ρ/∂t +∇ · (ρu)= 0,
∂u/∂t + (u · ∇u)+ (ρ ∗ δε)α∇(ρ ∗ δε)= 0,
ρ(x, 0)= ρ0(x), u(x, 0)= u0(x).

(2-27)

The last step is to show that the solution of (2-27) converges to that of (2-1)
when the parameter ε vanishes. This is It is rather technical, but it can be done;
see [Di Lisio et al. 1997] for details.

2.4. The vortex model. Let us consider the Euler equation (2-2) in the plane. De-
fine the vorticity ω = ω(x, t) = ∂x1u2 − ∂x2u2 (which is a scalar quantity in the
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present context). Then we obtain

(∂t + u · ∇)ω(x, t)= 0. (2-28)

Here x = (x1, x2) ∈ R2, t ∈ R+, and u = u(x, t) ∈ R2 is the velocity field. Due to
the incompressibility condition ∇ · u = 0, we can reconstruct the velocity field u
from the vorticity profile ω. The result is

u =∇⊥ψ, ψ =−1−1ω.

Explicitly:

u = K ∗ω, K (x)=∇⊥g(x)=− 1
2π

x⊥

|x |2
, (2-29)

where
g(x)=− 1

2π
log|x | (2-30)

is the fundamental solution for the Poisson equation in the plane.
There is an evident similarity between (2-28) and the Vlasov equation (2-3)

which suggests the following particle model:

ẋi (t)=
1
N

∑
1≤ j≤N

j 6=i

K (xi (t)− x j (t)), xi (0)= xi , i = 1, . . . , N . (2-31)

A preliminary difficulty in dealing with (2-31) is the singularity of K (x) for x
close to 0. Regularizing the divergence at the origin via a smooth kernel Kε, we
substitute (2-31) by

ẋi (t)=
1
N

∑
1≤ j≤N

j 6=i

Kε(xi (t)− x j (t)), xi (0)= xi , i = 1, . . . , N . (2-32)

Theorem 1 allows us to show that the empirical measure

µN (dx; t)=
N∑

i=1

δ(x − xi (t)) dx (2-33)

is close to ωε which solves

(∂t + uε · ∇)ωε(x, t)= 0, (2-34)

where
uε = Kε ∗ωε.

As before the last step is to show that ωε→ ω where ω solves (2-28).
In the present context we are considering ω as a probability measure, however

the generalization to arbitrary signed measure is straightforward.
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All these steps can be performed, as discussed in [Marchioro and Pulvirenti
1982; 1984; 1994].

The literature on the vortex model is huge and it would be hopeless to cover it
exhaustively. We mention only that the vortex system has been largely investigated
from the point of view of the general theory of the Hamiltonian dynamical system,
see, for instance, [Newton 2001].

When the fluid is confined in domain with a boundary, say �, the VM can be
easily extended to describe this situation. It is enough to replace K with K�, where

K�(x)=∇⊥g�(x), (2-35)

with g� being the fundamental solution of the Poisson equation in the domain �,
with the boundary conditions constantly zero.

Note that the usual impermeability condition for the incompressible Euler flow,
namely

u(x, t) · n = 0 on ∂�,

where n is the normal to the surface ∂�, is automatically satisfied (see, for example,
[Marchioro and Pulvirenti 1994]).

Moreover, when the viscous effects are not negligible, we have to consider the
Navier–Stokes equation, which, in terms of vorticity, reads

(∂t + u · ∇)ω(x, t)= ν∇2ω for all x ∈�. (2-36)

Here ν > 0 denotes the kinematic viscosity coefficient.
When �= R2 the viscosity effect can be included in the VMs just by adding N

independent Brownian motions to (2-31). This idea goes back to Chorin [1973]. A
mathematical analysis of this approach can be found in [Marchioro and Pulvirenti
1982; 1984].

However the vorticity formalism for the Navier–Stokes equation, while conve-
nient as regards the possibility of a particle approximation in terms of stochastic
particle systems or in terms of other methods (see the numerical scheme imple-
mented later on), exhibits subtle difficulties in describing the boundary conditions.
Indeed the no-slip condition u = 0 on the boundary is not easily read as a simple
condition on the behavior of the vorticity field ω on the boundary. As we said we
have automatically u(x, t) · n = 0, but we have also to ensure that the tangential
component of the velocity must vanish.

Again going back to Chorin [1973], this problem can be overcome by assuming
the Neumann boundary condition for the Laplace operator appearing on the right-
hand side of (2-36). This preserves the total amount of vorticity. Next we can
restore the correct boundary conditions by putting a (singular) source of vorticity
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on the boundary, computed in such a way that the tangential component of the
velocity on the boundary vanishes.

A rigorous mathematical analysis of this procedure can be found in [Benfatto
and Pulvirenti 1984; Boldrighini and Buttà 2011].

From a practical view point a numerical scheme can be implemented by the use
of the so-called Chorin–Marsden product formula, which consists in the following
procedure. First we evolve the flow by the Euler equation, for a very small time h.
Then we restore the correct boundary conditions by adding a vortex sheet to com-
pensate for the tangential part of the velocity produced by the first step. Finally
we evolve the system by the heat flow with Neumann boundary conditions for a
small time h. The convergence of this method has been proved in [Benfatto and
Pulvirenti 1986] in the case of the half-plane.

This class of ideas has been used for the numerical simulations presented in the
sequel.

3. Description of numerical schemes
for SPH and VMs

In the present section the numerical schemes for SPH and the VM are described.
Different formulations are available in the literature; here two are briefly recalled in
the context of a viscous Newtonian fluid. Further details can be found in [Graziani
et al. 1995; Federico et al. 2012].

3.1. Smoothed-particle hydrodynamics formulation. In this section a SPH scheme
is briefly described. The fluid is assumed to be barotropic and weakly compressible
and the reference equations are the Navier–Stokes equations. The flow domain �
is bounded by the surface ∂�b of the solid body and by the lateral walls, where a
simple free-slip condition is enforced. The lateral walls are far enough from the
body to avoid significant effects on it. No-slip boundary conditions are enforced
on the body surface.

As discussed in [Molteni et al. 2007; Antuono et al. 2010] different state equa-
tions, p = f (ρ), can be used in the SPH scheme to model weakly compressible
fluids. However, as shown below, only with the choice α = 0 it is possible to link
(2-22) with the equation used in the classical SPH models. Indeed, (2-26) does
not preserve the momentum conservation of the particle system, leading to a less
robust and less stable numerical scheme. Therefore, here, a simple quadratic state
equation (that is, α = 0 according to Section 2.1) is used to match the pressure and
density field:

p = Aρ2
+ B =

c2
0

2ρ0
(ρ2
− ρ2

0)+ p0. (3-1)

Here, c0, ρ0, and p0 are the speed of sound, the density, and the pressure with
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the fluid at rest, respectively. It is important to underline that the constant B =
(p0 − c2

0ρ0/2) is used for the purpose of numerical stability to avoid the region
where the so-called tensile instability can develop [Swegle et al. 1995]. The speed
of sound, c0, is set in order to guarantee density variation smaller than 0.01ρ0, or,
in other words, the Mach number, Ma, of the simulation is less than 0.1. Indeed,
as shown in [Majda 1984], in the limit for Ma going to zero the solution of the
isentropic Euler equation (2-1) converges to the incompressible one (2-2).

Given a set of particles each characterized by its own mass mi , the particle
densities can be expressed through the distribution (2-23). In contrast with the
method as presented in Section 2, we find it convenient to choose different masses
mi in place of identical mi = 1/N ; therefore (2-23) becomes

ρi =
∑

j

δε(xi − x j )mj , (3-2)

where δε = δε(x j − xi ) is the kernel function. In this work a renormalized Gaussian
kernel (see, for example, [Molteni and Colagrossi 2009]) has been used. δε has a
compact support of radius 3ε, where ε is the smoothing length.

Deriving in time (3-2) we get the continuity equation in the SPH formalism:

ρ̇i =
∑

j

(ui − uj ) · ∇iδε(xi − x j )mj . (3-3)

The symbol ∇i indicates differentiation with respect to the position of the i-th
particle; for the sake of simplicity in what follows ∇iδε(xi − x j ) will be indicated
just with ∇iδε . From the numerical point of view, the evaluation of the density
through time integration of (3-3) is preferable with respect to the direct use of
(3-2) and becomes crucial when dealing with free-surface flows (see, for example,
[Colagrossi et al. 2009]).

In this section we make use of useful new relations, consequences of the energy
conservation. Indeed, for an isentropic fluid the sum of the kinetic energy Ek and
the internal energy Ei of the particles system is conserved:

Ėk + Ėi =
∑

i

mi ui u̇i +
∑

i

mi
pi

ρ2
i
ρ̇i = 0. (3-4)

By substituting (3-3) in (3-4) and using the kernel property

∇iδε =−∇jδε

the acceleration of the i-th particle is given by

u̇i =−
∑

j

(
pi

ρ2
i
+

pj

ρ2
j

)
∇iδεmj . (3-5)
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When we use this equation for ρ̇i and u̇i , the SPH scheme reads
ρ̇i (t)=−

∑
j

(uj − ui ) · ∇iδεmj ,

u̇i (t)=−
∑

j

(
pi

ρ2
i
+

pj

ρ2
j

)
∇iδεmj +

ν

ρ0

∑
j

πi j∇iδεmj ,

ẋi (t)= ui (t),

(3-6)

where ρi , pi , ui , and mi are, respectively, the density, pressure, velocity, and mass
of the i-th particle, while ν denotes the fluid kinematic viscosity.

Thanks to the use of (3-4) the exact momentum conservation in (3-6) is guaran-
teed regardless of the state equation adopted. Furthermore, setting ν = 0, mj = 1/N ,
and p = ρ2/2 in (3-6), then (2-22), discussed in Section 2.3, is recovered.

The viscous forces are modeled through the viscous formula of [Monaghan and
Gingold 1983], which preserves both linear and angular momenta:

πi j = 2(n+ 2)
(uj − ui ) · (x j − xi )

‖x j − xi‖
2 ,

where n is the spatial dimension of the problem at hand. For ε→ 0 the system
(3-6) converges to the Navier–Stokes equations (see, for example, [Colagrossi et al.
2011]).

The fluid particles are initially positioned using the algorithm described in [Cola-
grossi et al. 2012]. Thanks to this procedure, at the initial instant all particles have
approximately the same volume, namely V0, which is equal to the fluid domain
volume divided by the number of fluid particles. Consistently, the particle mean
spacing is denoted by 1x = V 1/n

0 . The average number of particles in the kernel
support is set by choosing the ratio ε/1x . In the present work ε/1x is set equal
to 1.33, which in two dimensions corresponds to about 50 interacting particles.

Along with the volume distribution, the initial pressure and the velocity fields
are prescribed as well. The initial density distribution ρi (t0) is evaluated by means
of the state equation and the particle masses are computed through the equation
mi = V0ρi (t0). The mass of the i-th particle remains constant during the time
evolution ensuring the total mass conservation of the particle system.

3.1.1. Enforcement of the solid-boundary condition through a ghost-fluid method.
In the present work the ghost-fluid technique is used to enforce proper boundary
conditions on the body surface. Specifically, the solid domain is modeled through
a set of “imaginary particles” (hereinafter denoted as ghost particles and labeled
with the subscript s) and all the fluid fields (that is, velocity and pressure) are
extended on these fictitious particles through proper mirroring techniques. Dif-
ferent mirroring techniques are adopted to enforce different boundary conditions
(for example, Dirichlet or Neumann conditions). To this end, the solid surface is
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discretized in equispaced body nodes and a layer of ghost particles is disposed
in the solid region. The ghost particle positions have been obtained by using the
technique described in [Marrone et al. 2011]. The pressure and velocity energy
assigned to the fixed ghost particles, namely (us, ps), are computed by using the
values obtained at specific interpolation nodes internal to the fluid and uniquely
associated with the fixed ghost particles. Hereinafter, the interpolated values are
indicated through (u∗, p∗).

The pressure field ps is mirrored on the fixed ghost particles to enforce the
Neumann condition

∂p
∂n
= ρ ( f · n− u̇b · n), (3-7)

where f is a generic body force and ub is the velocity of the solid boundary (for
details see [Marrone et al. 2011]). This leads to

ps = p∗+
∂p
∂n
· (x∗− xs). (3-8)

The velocity field is the object of a specific treatment. The ghost velocity us de-
pends on both u∗ and ub, the latter being the velocity of the nearest body node.
De Leffe et al. [2011] found that different mirroring techniques have to be used to
evaluate 〈∇ · u〉 and 〈∇2u〉 and to avoid inconsistencies and loss of accuracy. The
specific mirroring techniques treat differently the components of u∗ in the normal
and tangential directions to the solid surface. The velocity-divergence operator is
convergent and consistent if the normal component of u∗ is mirrored in the frame
of reference of the solid profile (see [Colagrossi and Landrini 2003]), leaving the
tangential component unaltered. Conversely, to evaluate 〈∇2u〉, the velocity field
has to be mirrored to approximate no-slip conditions along the solid bodies. A com-
mon way is to reverse the tangential component with a linear extrapolation, leaving
the normal one unaltered. The consistency of this second mirroring procedure has
been discussed in [Macià et al. 2011].

Using the momentum exchange between fluid and ghost particles it is possible
to evaluate the global loads acting on the solid bodies:

Ffluid-solid =
∑

i∈fluid

∑
j∈solid

(
−mi

(
pj

ρ2
j
+

pi

ρ2
i

)
+ ν

mi

ρ0
πi j

)
∇iδεmj , (3-9)

in which the first term on the right-hand side represents the pressure component
and the second acts as the viscous component of the stress tensor.

3.2. Viscous VM with operator splitting technique. In order to analyze the vortex
shedding from the body, the mathematical model can be equivalently recast in
terms of the vorticity transport equation. This approach allows for removing the
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pressure from the unknown variables and for the implicit enforcement of the far-
field boundary conditions.

In the case of a two-dimensional flow, the governing equation is written as

Dω
Dt
= (∂t + u · ∇)ω(x, t)= ν∇2ω for all x ∈�, (3-10)

where D/Dt denotes the material derivative.
Let us now briefly describe some detail of the numerical procedure for the so-

lution of the governing equations. The governing equation for the vorticity field
(3-10) accounts for the simultaneous advection and diffusion of this quantity. Ac-
cording to the well-known operator splitting approach [Chorin 1973], these two
steps are separately accounted for in the computational procedure. The approxi-
mate solution of the governing equation is obtained by the sequential solution of
the diffusive “Stokes” step followed by an inviscid “Euler” step for the vorticity
advection. The Stokes step represents the pure diffusion of the vorticity:

∂ω

∂t
= ν∇2ω, (3-11)

in the absence of motion combined with a vorticity generation on the solid boundary
to restore the no-slip boundary condition. Indeed, the presence of a body within
the flow field, requires to model the vorticity generation process on the solid walls
which allows for the vortex shedding effects. Therefore, vorticity is generated on
the body boundary to enforce the no-slip condition.

In the Euler step an inviscid fluid is considered where the vorticity of each
particle is conserved along its Lagrangian motion:

Dω
Dt
= 0. (3-12)

After the splitting of the governing equation, it is clear that an appropriate pro-
cedure both for the diffusion and for the advection of the vorticity must be devised.
The natural choice for the numerical solution scheme appears now as a viscous
VM which is based on the original papers [Chorin 1973; 1978] together with a
deterministic diffusion algorithm [Benson et al. 1989] (see [Graziani et al. 1995]
for more details about the adopted computational procedure).

3.2.1. Particle discretization of the vorticity field. The VM discretizes the vortic-
ity field ω(x, t) and replaces it with a set of Nvor point vortices with circulation
0(x j , t) (which we write as 0j (t) below):

ω(x, t)=
Nvor∑
j=1

0j (t)δε(x − x j ), (3-13)
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where the spatial distribution has been regularized as already mentioned in the
second section. The evolution of the vorticity field is now computed through the
advection and the diffusion of the point vortices. The adoption of the vorticity as
the dependent variable avoids the discretization of the irrotational regions while
allowing for reserving the computational resources to the vortical zones. This is
a major difference with respect to other commonly used computational schemes
which require the discretization of the whole solution domain (as for the SPH
method described above). At the same time, the adoption of an integral represen-
tation for the velocity field yields the exact enforcement of the far-field boundary
conditions.

One of the drawbacks of the purely Lagrangian VMs stems from the exces-
sive clustering or rarefaction of the vortex particles which requires a, somewhat
nonphysical, redistribution procedure. In our case the adopted diffusion scheme
avoids this possibility because a computational grid is used, only for this step, and
each particle gives its diffusive contribution to the circulation of the new particles
located on regular mesh nodes. At the end of the Stokes step the former set of
vortex particles is replaced by that defined in the nodes of the computational mesh.

Therefore, the present hybrid Eulerian–Lagrangian computational scheme al-
lows for the convenient evaluation of the particles’ advection as well as for the
efficient redistribution of the vorticity during diffusion.

We briefly recall the essential details of the four involved substeps: integral
representation of the velocity field, vorticity generation, diffusion, and advection.

(1) Integral representation of the velocity field. By starting from the Helmholtz
decomposition of the velocity field and considering the incompressibility constraint
and the impermeability condition on ∂�, the velocity field can be expressed by

u(x?)= u∞+
∫
∂�

uτ (x)K (x, x?) dl +
∫
�

ω(x)K (x, x?) d S, (3-14)

where the operator K has been defined in Section 2. Equation (3-14) is a way to
represent the domain-dependent Green’s function.

The unknown tangential velocity component uτ appearing in (3-14) must be
evaluated by solving an integral equation obtained by locating x? on the body
surface and discretizing it on ∂�:

uiτ

2
= u∞τ +

∑
k

ukτ

∫
∂�k

∂G
∂n
(xk, xi ) dlk + τi ·

∑
j

0j K (x j , xi ) d S j

for all xi ∈ ∂�. (3-15)

The last term in (3-15) is the tangential velocity on the body surface induced by
the vortices. In order to evaluate it, the multipole expansion for the kernel K is
adopted with reduced computational cost (see [Van Dommelen and Rundensteiner
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1989]). The numerical solution of (3-15) requires a specific algorithm; details can
be found in, for example, [Graziani and Landrini 1999].

At this point the enforcement of the no-slip boundary condition can be taken
into account through the next step.

(2) Vorticity generation on the solid body profile. In order to satisfy the no-slip
boundary condition, the adopted operator splitting approach must be complemented,
in the presence of a solid body, with the vorticity generation step. In fact, the flow
adherence condition is violated by the velocity field evaluated in the previous step;
therefore a vortex sheet is required on the body contour whose circulation density,
γ , produces the required velocity jump in the tangential velocity:

γ (x?)= ubτ (x
?)− (uτ (x?)+ u∞τ ), x? ∈ ∂�, (3-16)

where uτ is perturbation tangent velocity to the body wall evaluated through the
integral equation in the first step and ubτ is the tangential component of the body
velocity. Here, x? represents a generic point on ∂�. This source of vorticity will
be diffused within the flow field during the following step.

(3) Vorticity diffusion. The viscous effects are accounted for in the Stokes step,
where the fluid velocity is neglected and the diffusion of the field vortices as well
as of the wall vorticity is evaluated by solving (3-11).

The point vortex approximation can be conveniently inserted into the integral
representation for the vorticity field deriving from (3-11). This equation is formally
identical to the heat transfer equation and the same fundamental solution can be
assumed.

The point vortex approximation (3-13) allows for a very simple and efficient
evaluation of the diffusion after one time step 1td = t − t0:

ω(x?, t)=
Nvor∑
j=1

0j (t0)
4πν1td

exp
(
−
|x j − x?|2

4ν1td

)
, x? ∈ regular meshes. (3-17)

Each vortex particle, which is freely moving during the advection step and occu-
pies the position x j , gives its diffusive contribution to the nodes x? of the properly
defined grid according to the exact Lamb–Oseen solution. Therefore, after the
diffusion step has been completed, the new set of particles located in the nodal
positions replaces the former and an automatic and physical redistribution of the
vortices occurs (the artificial viscosity due to other interpolation schemes is here
absent). A piecewise constant distribution is assumed to translate vorticity into
circulation in order to obtain the new vortex particles.

A few words can be spent on the diffusion of the vortex sheet on the body contour.
In particular, according to the Chorin–Marsden decomposition [Chorin 1978], the
vorticity derivative normal to the wall is assumed to vanish in order to satisfy the
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no-slip condition after the diffusion. Hence the vorticity of the particles close to
the body is reflected back into the field in order to satisfy the Neumann condition.
The application of the reflection procedure, which is an expression of the image
method, is exact only for flat boundaries and gives acceptably approximated results
when small curvature values are involved (otherwise the complete expression of
the integral representation for the solution must be considered and solved). The
vorticity reflection must be enforced only for the particles which are closest to the
wall, because beyond a given distance the effect of the body is not felt, and each
vortex behaves as in free space. For this reason a boundary fitted grid is assumed
around the body in order to evaluate the diffusion of the closest particles while a
Cartesian grid is chosen for the diffusion of the remaining ones.

(4) Advection step. The inviscid evolution of the vortical particles is described
by the Euler equation (3-12) which states the material behavior of the transported
quantity. Therefore, each vortex carries around its circulation without diffusion. In
order to evaluate the advection step, the velocity field must be computed to obtain
the new position of the vortical particles. The velocity field evaluation turns out
to be the most expensive part of the whole numerical solution. In order to satisfy
(3-12), each vortex is displaced by the fluid velocity according to

ẋ j (t)= uj (t), j = 1, . . . , Nvor, (3-18)

where x j (t) and uj (t) are the unknown position and velocity of each particle at time
t , respectively. The no-flow boundary condition on the solid walls is associated
with (3-18).

The velocity field uj (t) of the new set of vortices obtained by the diffusion step
is evaluated using (3-14). In the framework of the adopted VM, the latter can be
evaluated as

ui = u∞+
∑

1≤ j≤Nvor
j 6=i

0j Kε(xi , x j ), xi ∈�∪ ∂�, (3-19)

where the Kε is a regularized version of the kernel K (see, for example, [Graziani
et al. 1995]). We underline that in (3-19) the summation includes also the vortices
on boundary ∂� needed to enforce the boundary conditions (u− ub) · n = 0 and
(u−ub) · τ = 0. The sum of the incoming flow u∞ and of the perturbation velocity
yields the total velocity which allows for the vortex displacement to be evaluated.
The operation count for the computation of the velocity of each particle is evidently
given by N 2

vor if (3-19) is directly used. In order to achieve a faster solution, the
flow domain is recursively subdivided and a multipole expansion for the kernel K
is adopted with a computational cost of order Nvor log(Nvor), which is compara-
ble with the performance of other efficient numerical techniques (for details see
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[Van Dommelen and Rundensteiner 1989]). This step is the most expensive part
of the numerical procedure. The same approach has been used for the solution of
free surface flows in [Graziani and Landrini 1999].

The numerical integration of (3-18) is performed by means of a fourth-order
Runge–Kutta algorithm.

The adopted computational scheme has been shown to converge to the solution
of the Navier–Stokes equations with a splitting error proportional to the time step
1t , which is therefore the relevant quantity for the overall accuracy. The numerical
solution is then organized as a repeated sequence of advection, generation, and
diffusion steps, each one of which can be solved in the most appropriate way. To
be more specific, due to the possibly different advection and diffusion time scales,
a suitable value of the time increment could be chosen for each step in order to
obtain the required accuracy (for example, the time step for the diffusion could be
an integral multiple of that for the advection).

3.2.2. Evaluation of the hydrodynamic loads. In order to analyze the interaction
between the flow field and the body motion, the hydrodynamic force must be eval-
uated. A possible approach is based on the integration of the wall stress vector
which can be written for a two-dimensional incompressible flow as

F =
∫
∂�

(−pn+µωτ) dl, (3-20)

where n is the outer normal to the body and τ is the anticlockwise tangent.
The pressure field, which is now required in order to evaluate the hydrodynamic

force, must be computed as it is described below. By writing the Navier–Stokes
equations on the body boundary and by taking the tangential projection, the deriv-
ative of the pressure can be expressed as

1
ρ

∂p
∂s
=−τ · u̇+ ν ∂ω

∂n
. (3-21)

Due to the no-slip condition the fluid acceleration u̇ on the wall must coincide
with that of the body. The pressure on the body is then obtained by integrating
(3-21) and the arbitrary integration constant does not affect the force. On occur-
rence, the hydrostatic contribution could be added either to the pressure or directly
to the resultant force.

Alternatively the hydrodynamic load can be evaluated through the vorticity mo-
ments as described in [Graziani and Bassanini 2002].

As it is usual with VMs (see, for example, [Kinney and Cielak 1977]), the last
term in (3-21), that is, that related to the vorticity flux from the body, is expressed
in terms of the circulation density γ generated on the wall during the actual step



PARTICLES FOR FLUIDS: SPH VERSUS VORTEX METHODS 63

according to

ν
∂ω

∂n
(s)=−

γ (s)
1t

. (3-22)

To resume, the pressure on the wall is obtained by integrating (3-21), then the force
is yielded by an integration according to (3-20).

4. Numerical results:
flow past a fixed circular cylinder

The classical evolution of the flow past a circular cylinder is here considered. Two
Reynolds numbers Re= 140 and Re= 1000 are simulated both with SPH as well
as with the VM described in the previous sections.

Conversely to the VM, for the SPH model the definition of a proper algorithm
for the inflow and outflow particles is required (see, for example, [Federico et al.
2012]). Using such algorithm the new inflow particles which enter in the fluid
domain are added at the end of the particles’ array.

For the VM, since the fluid is treated as incompressible, the flow can be started
impulsively without any numerical problems. This is not possible with SPH due
to the weakly compressible model adopted. In this case the cylinder is smoothly
accelerated with a prescribed time law. The problem is further complicated for SPH
by the treatment of the acoustic shock waves, generated during the acceleration
stage. The pressure fields at the inflow/outflow boundaries are corrected so as to let
the acoustic wave cross them as described in [Lastiwka et al. 2009]. At Re= 140 it
is well known that the wake is not symmetric and alternate sign vorticity is released,
producing the characteristic Kármán vortex sheet. The top portion of Figure 1
shows the streakline obtained experimentally using an electrolytic precipitation of
a colloidal smoke [van Dyke 1982]. Thanks to the pure Lagrangian nature of SPH
it is very easy to extract the streakline from the wake. Indeed it is sufficient to
plot only the upper part of the particles’ array which represents the particles that
remain for a longer time in the fluid domain before leaving it through the outflow
boundary (see the bottom portion of Figure 1).

The SPH simulation has been performed with a spatial resolution of D/1x =
140, with D being the cylinder diameter and 1x the particles’ size. The total num-
ber of particles required is 4.4 million. In Figure 1 only the first 700,000 particles
stored in the array have been plotted with black dots. This kind of visualization
is not trivial to obtain with the VM described in the previous section since the
diffusion process on the regular mesh destroys the Lagrangian particle path. On
the other hand, we show later that the VM allows a prediction of the vorticity field
with a larger accuracy with respect to the SPH method. It is important to underline
that a small perturbation on the vertical motion of the cylinder has been forced in
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Figure 1. Streakline at Re= 140. Top: experimental photograph
by Sadatoshi Taneda [van Dyke 1982]. Bottom: SPH simulation.

the vortex model to break the symmetry of the numerical solution and to yield the
vortex shedding. This operation is not necessary with the SPH solver for which the
symmetric solution is automatically lost after a time which depends on the spatial
resolution adopted. The more particles are used, the more time is needed to start
the vortex shedding.

Figure 2 shows a comparison between SPH and VM on the drag and lift coef-
ficients. The two different solvers are in fairly good agreement. For the VM the
cylinder surface is discretized with 300 panels, therefore the spatial resolution is
similar to the SPH one. At the end of the simulation 180,000 vortices are present in
the fluid domain. The VM simulation takes one hour on an eight-core CPU (Xeon
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Figure 2. Comparison of the drag and lift forces as predicted by
SPH (solid line) and VM (dashed line) for a circular cylinder at
Re= 140.

E5410 2.33GHz), compared with the four days required for SPH. For this kind of
flow SPH has very high CPU costs. However, it must be underlined that the SPH
model can easily simulate complex two and three-dimensional violent free-surface
flows (see, for example, [Marrone et al. 2011]), which is not the case for the VM.

Finally the case of Re = 1000 is considered. Incidentally, we note that two-
dimensional simulations at this Re value represent a mere numerical test since
in reality the flow is fully three-dimensional. Figure 3 shows the vorticity field
evaluated by SPH and VM. The SPH vorticity field is quite noisy; besides this the
vorticity field of the two solvers are very similar in terms of intensity and shape of
the vortical structures.

To solve the flow at this Reynolds number, the spatial resolution has been in-
creased to D/1x = 200 for SPH and similarly in the VM the cylinder surface has
been discretized with 600 panels. The total number of particles adopted for SPH
is five million and the simulation takes 26 hours solving a wake 12 diameters long.
For the VM the number of vortices at the end of the simulation is 3.3 million, and
the simulation takes five days solving a wake 52 diameters long, much longer than
the SPH one. The whole wake calculated by the VM is reported in Figure 4 for
two different time instants.
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Figure 3. Vorticity field at Re= 1000 (two-dimensional simula-
tion) as predicted by SPH (top) and VM (bottom).

Figure 4. Wake field at Re= 1000 (two-dimensional simulation)
evaluated by the VM at times tU/D = 51.1 and tU/D = 92.3.
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Figure 5. Comparison of the drag and lift forces as predicted by
SPH (solid line) and VM (dashed line) for a circular cylinder at
Re= 1000 (two-dimensional simulation).

The use of different fluid domain lengths adopted for the two solvers reflects on
the global loads acting on the cylinder depicted in Figure 5. However, the compar-
ison on the loads remains quite fair when the periodic regime has been reached.

5. Conclusions

In this work the use of particle methods for solving fluid dynamic problems is
discussed. Models are analyzed theoretically in the context of weakly compressible
and incompressible inviscid fluid dynamics. The convergence of the regularized
solutions is discussed by using Vlasov dynamics. Numerical formulations for both
smoothed-particle hydrodynamics and the vortex model are described for solving
viscous weakly compressible and incompressible flows. Application to the flow
around a circular cylinder is discussed for both methods considering Reynolds
numbers 140 and 1000. The numerical results obtained with the two solvers are
compared and the benefits and drawbacks of the different formulations are high-
lighted.
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