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SUBFUNCTIONS OF SEVERAL VARIABLES

E. F . B E C K E N B A C H AND L. K. J A C K S O N

1. Introduction. Convex functions have been generalized in the following

two directions: to subharmonic functions [ 5 ] of two (or more) independent

variables, by replacing the dominating family \F(x)\ of linear functions, or

solutions of the differential equation

d2F
= 0,

dx2

w i t h a family of h a r m o n i c f u n c t i o n s \F(x9 y ) ! , or s o l u t i o n s of t h e p a r t i a l dif-

f e r e n t i a l e q u a t i o n

, x d2F d2F
(1) Δ F Ξ - + = 0;

dx2 dy2

and to subfunctions [ 1 ] of one variable, by replacing the dominating family of

linear functions with a more general family of functions of one variable having

certain geometric features in common with the family of linear functions.

We shall here combine the foregoing considerations, generalizing subhar-

monic functions by replacing the dominating family of harmonic functions with

a more general family of functions of two (or more) independent variables.

Bonsall [ 2] has recently considered some properties of subfunctions of two

independent variables relative to the family of solutions of the second-order

elliptic partial differential equation

dF dF
ΔF + a (x, y ) — + b (x, y ) + c (x, γ ) F = 0.

dx dy
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Tautz [6] has considered a more general situation; but he restricted the domin-

ating family of functions to being linear, and its members to having no positive

maxima or negative minima at interior points of the domain of definition.

After developing some properties of subfunctions from a few postulates for

our dominating family of functions ( § 2 ) , we shall introduce further postulates

as we need them in studying a Dirichlet problem relative to the dominating fami-

ly of functions ( § § 3 - 5 ) . Applications to elliptic partial differential equations

will be made in a subsequent publication.

2. Generalized subharmonic functions. Let D be a plane domain (nonnull

connected open set), and let \γ\ be a family of closed contours y bounding

subdomains Γ of D such that

a) Γ ^ Γ + y C D ,

b) Γ is closed,

c) { γ \ includes all circles K which lie together with their interiors K in Z),

and have radii less than a fixed p > 0.

Let {F(x, y)\ be a family of functions whose domains of definition lie in

D and which satisfy the following postulates:

POSTULATE 1. For any member y of { y} and any continuous boundary-

value function f{x, y) on y, there is a unique F{x, y; f; γ) C { F(x, y)\ such

that

a) F{x,y;f;γ) = f(x,y) on y,

b) F(x, y; f; γ) is continuous in Γ .

POSTULATE 2. For each constant M >_ 0, if

Fι(x,y),F2(x,y)C\F(x>y)\,

and

( 2 ) Fx{x, y) < F2(x,y) + M ony,

then
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Fx(x9y) < F2(x, y) + M in Γ;

further, if the strict inequality holds at a point of y then the strict inequality

holds throughout Γ.

REMARK. We note that the second part of Postulate 2 might have been

restricted to the case M = 0 without actual loss of generality. For if the strict

inequality in (2) holds at a point of y then also

^l (*> y) < F{x, y; F2 + M; γ) on y,

with the strict inequality holding at a point of y. It follows from the second part

of Postulate 2, restricted to the case M = 0, that

F{(x9y) < F(x, y ; F2 + M; y ) < F2(x,y) + M in Γ

or

Fx(x,y) < F2{x9 y) + M in Γ ,

ίoτM> 0 .

D E F I N I T I O N 1 . A f u n c t i o n g(x, y) i s a continuous sub-\ F (x9 y)} function

in D, or briefly a subfunction, provided

a) g(x, y) is continuous in D,

b) the inequality

g(x9 y) < F{xy y) on y

implies the inequality

g(x> y) < F(x, y) in Γ .

NOTATION. In the sequel we shall restrict use of the symbols Z), y, Γ, Γ,

A:, K, K, f(x,y), F(x, y), F{x, y; f; y), and g(x, y) to the foregoing desig-

nations.

THEOREM 1. // g(x9 y) is a subfunction in D9 then either

(3) g(x, y) s F(x9 y; g; γ) in Γ ,

or
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g(x, y) < F{x9 y; g; γ) throughout Γ.

Proof. Suppose that for a point {x0, y0) of Γ we have

(4) g(x0, y Q ) = F(xQ, y Q ; g; y ) .

Let K ζl{γ\ be a circle with center at (x0, y0) and lying together with its

interior K in Γ Then we have

g(x9 y) = F(x, y; g; K) < F(x, y; g; γ) on K ,

and therefore

(5) g(x, y) < F(x, y; g; K) < F(x, y; g; γ) in K.

In particular, by (4), we have

g ( χ

o > y o ϊ < F(<xo> r 0

; s ; κ ) ^ F ( V γ o ; s ; y ) - g ( \ 9 y 0 ) ,

so that

and therefore, by ( 5 ) and Postulate 2,

g(%, y) = F{x, y; g; K) = F {x, y; g; γ) on K.

Since Γ is a connected open set, for any point (x, y) of Γ there is a finite

chain of circles in {y}, each lying in Γ, each with its center on the circum-

ference of the preceding one, and such that the chain begins with K and ends

with a circle through (x, y). Continued repetition of the foregoing analysis

shows that (4 ) implies (3) .

COROLLARY. If g(x9 y) is a sub function in D, andy for a fixed γ, Γ is

interior to the domain of definition of F(x9 y; g; y), then either

g(x, y) = F{x, y; g; y ) ,

or every neighborhood of each point of γ contains points exterior to Γ for which

g(x, y)> F(x, y; g; y ) .

REMARK. For a subfunction g(x) of one variable, relative to a family

\F(x)\ of functions defined on an interval a < x < b, the corollary can be
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strengthened as follows [ l ] : If a < xϊ < x2 < 6, and

then either

g(x) H F(x)

or

gix) > Fix)

for a < x < xi and for x2 < x < b. But, as independently observed in con-

versation by R. H. Bing and M. H. Heins, the stronger result does not generally

hold for subfunctions of more than one variable. Thus the function

(z = x + iy)

is subharmonic in | z | < 1. For large M > 0, the set of points where

V(z) < - M

has exactly two components, one containing the point z = 0, the other con-

taining z = 1/2. Let ^ ( z ) be defined by

- I I on the component containing z = 0,

IPU) =
max [ F ( z ) , - 2M] elsewhere in | z \ < 1 .

Now W(z) is continuous and subharmonic in \z\ < 1, coincides with the har-

monic function - I I on small circles with center at the origin, but is strictly

dominated by -M in the neighborhood of z = 1/2.

THEOREM 2. // gn(%, y) is a subfunction in D for n - 1, 2, , and

gn(χ, y)-^>gQ(χ> y)

uniformly on each closed and bounded subset of D, then gQ(x9 y) is a sub-

function in D.

Proof. Clearly, gΛ%> y) is continuous in D. For any γζl \γ\ and any

e > 0, there is an N = N( e) such that for n > N we have
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| g π U r ) - go(
χ> y)\ < £ i n Γ .

Then for n > N and (x, y) £ Γ, we have

go(*> y) < Enίχ> y) + 6

< F U , y; gn; y) + e < F(x, y; gQ; γ) + 2e.

Therefore, since e > 0 is arbitrary, we have

go(
χ> y) < F<<x> y\ ^ 0

; y^ i n Γ

The following result is a generalization of Littlewood's theorem [4, pp. 152-

157] concerning subharmonic functions.

THEOREM 3. A function g(x, y), continuous in D, is a subfunction in D if

and only if corresponding to each (#o$yo)£ D there exists a sequence of circles

κn = κn(xQ9 yo)C*{γ\ with centers at (xQ, yQ ) and radii ρn(xQ, yQ) —>0,

such that

g(*0,y0)< ^ ( v y o i « " t J

Proof. We shall prove only the sufficiency of the condition, since the neces-

sity is obvious by definition.

Suppose that the condition holds but that g(x, y) is not a subfunction; then

there is a y C \y\ and an F (x, y) £ { F (x, y)} such that

g(x, y) < F(x, y) on γ

but

g(x, y) > F(x, y)

at some point of Γ. Then the set of points of Γ on which

max g(x, y) - JF(x, y) = M > 0
U,y)eΓ

is attained is a closed nonnull interior set E in Γ.

Let (x , y ) be a point of E such that

dist [ U n , y ) , γ] = min dist [ U , y), y ] .
(χ,y)€E
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By hypothesis, we have

but, by our selection of (#0> y ), for sufficiently large n there is an arc of

κn on which

g(x, y) - F(x, y) < M.

Thus on κn we have

F(χ, y; g; κn) = gU, y) < F(x, y) + Λf,

with the strict inequality holding at some point, so that, by Postulate 2, at each

point inside κn we have

F(x, y; g; K J < F(x, y) + M

in particular, we have

e(*0> r0) < ^ ( v V « ; ι c n ) < F ( V ^ o ) + M = ^ V ^ ^

a contradiction.

REMARK. A method similar to that used in proving Theorem 3 can be used

to show that Postulate 2, restricted to the case γ - K, implies the result stated

in Postulate 2 for general γ d\γ\. Thus Postulate 2 might have been restricted

to the case γ = K without actual loss of generality.

T H E O R E M 4. // g t ( * , y ) , g2(χ, y ) , ••• , gn(χy y) a r e subfunctions in D,

then gQ(x, y), defined by

gQ(x, y) = max [g^x, y), g2(x, y),•••, gn(x, y)],

is a subfunction in D,

Proof. Since the functions gλx9 y) (/' = 1, 2, , n) are continuous, it

follows that gQ(x, y) also is continuous. Let γ C \γ\, and let (XQ9 yQ ) C Γ.

Then for some /, with 1 < / < n, we have
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THEOREM 5. If g(x, y) is a subfunction in D, then, for any fixed γ C { y},

the function g(x, y; y), defined by

g(x,y) /orU,y)CD-Γ,

g(x9 y; γ) =

F(x, y; g; y) for (x, y) C Γ,

is a subfunction in D.

Proof. It follows from Theorem 3 that we need to test the behavior of

g{x, y; γ) only relative to small circles K C ί y} with centers at points (x , y )

of the given y But then we immediately have the desired inequality

V

DEFINITION 2. Superfunctions are defined by reversing the inequalities in

the definition (Definition 1) of subfunctions relative to the family \F(x, y)}.

It is easy to show that results analogous to Theorems 1-5, with suitable

alterations, hold for superfunctions: in addition to writing "superfunction"

for "subfunction," we reverse the inequality in the last line of Theorem 1 and

in the last line of Theorem 3, and replace "max" by "min" in Theorem 4.

3. A Dirichlet problem. We now introduce some additional symbols,

NOTATION. Let Ω be a bounded connected open subset of D with boundary

ω such that

Ω = Ω + ω C D.

To distinguish points of Ω from points of ω, we shall often designate points

of Ω by capital letters A, B, and points of ω by α, β; and we shall write f(Λ)

for f(x, y), where (x, y) are the coordinates of A, and so on

Let h(d) be a bounded, but not necessarily continuous, function defined on

ω, and define h* (α) and A*(θί) by

A*(α) = liminf h{β),
β-+CL

A * ( α ) = l i m s u p h(β).
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DEFINITION 3. By a solution of the Dirichlet problem for Ω relative to

\F{x, y)\ and relative to the given bounded boundary-value function h (α) on

ω, we shall mean a function H(x, y) which is continuous in Ω, satisfies

( 6 ) h*(a) < lim inf Π(A) < lim sup H(A)< A*(α),
A —*OL A —*CL

and is such that for each γ £ { γ} with Γ C Ω we have

(7) H(x,y) ^ F(x,y;H;γ) in Γ.

DEFINITION 4. We shall say that a function H{x, y) which is continuous

in Ω, and which satisfies ( 7 ) for each γ £ !y} with Γ C Ω, is an \F{x, y)\-

function in Ω, though of course in the given family \F(x, y)\ there might be

no member whose domain of definition contains Ω the given domains of defi-

nition might for instance be small circles. Clearly, the only functions which are

both subfunctions and superfunctions are the \F(x, y)}-functions.

DEFINITION 5. The function φ {x, y) is an under-function provided

a ) φ{x, y) is continuous in Ω,

b) φ{Λ) is a subfunction in Ω,

c) φ((λ) satisfies

φ(a) < Λ*(α) on ω.

DEFINITION 6. The function φ(x, y) is an over-function provided

a) φ(x, y) is continuous in Ω,

b) ψ(A) is a superfunction in Ω,

c) φ(θi) satisfies

ψ(α) > Λ*(α) on ω.

THEOREM 6 If φ(x, y) is an under-function and ψ(x, y) is an over-func-

tion, then

φ(χ, y) < ψ(χ, y) in Ω.

Proof. The result can be established by a method similar to that used in

proving Theorem 3.
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THEOREM 7. // φγ(x, y ) , φ2(x,y\ *φn(x,y) ore under-functions,

then φ(x, y ) , defined by

φ(x, y) = max [φχ(x9 y ) , φ2(x, y),•••, Φn(*> y ) l f

is arc under-function.

T H E O R E M 8. // ψι(χ,y)9 Ψ2(χ, y), ••• , Φn(
χ> y ) a r e over-functions,

then φ(x, y ) , defined by

φ(x, y) = min [ψ^x, y ) , ψ2(x, y ) , ••• , Ψn(x> ϊ)h

is an over-function.

Proof. Property b) of Definition 5 holds for φ(x, y) by Theorem 4; the

other properties of Definition 5 hold for φ(x, y) since they hold for each

φ\x, y). Thus Theorem 7 is valid; and Theorem 8 can be proved similarly.

THEOREM 9. // φ(x, y) is an under-function, and γ C {yi, Γ C Ω, then

φ(x, y; y), defined by

φ{x, y) for (x, y) in Ω - Γ,

φ(x9 y; γ) = '

F(x9 y; φ,γ) for (x, y) in Γ ,

is an under-function.

THEOREM 10. // φ(x, y) is an over-function, then φ(x, y; γ) is an over-

function.

Proof. Theorem 9 follows immediately from Definition 5 and Theorem 5,

and Theorem 10 holds similarly.

POSTULATE 3. For any κζi\γ\, and for any collection \fv{x, y)\ of

functions fy{x, y) which are continuous and uniformly bounded on K, the func-

tions F(x, y; fv; K) are equicontinuous in K.

We shall use the following well-known and easily established result in con-

nection with Postulate 3.

LEMMA 1. For any collection { Uv(x, y)\ of functions Uv{x, y) which are

uniformly bounded and equicontinuous on a set E? the functions S(x9 y) and

l{x9 y ) , defined by
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S(x, y) s sup \Uv{x, y ) ] ,
υve\uv\

Kx,y)* inf [Uv(x,y)]f

vve\υv\

are continuous on E.

POSTULATE 4. For any bounded connected open subset Ω of D with bounda-

ry ω such that Ω C /), and for any bounded function h(d) defined on ω, there

exists an under-function φ(x, y ) , and there exis ts an over-function ψ{x, y )

DEFINITION 7. By H*(x, y) and H*(x, y) we shal l denote the functions

defined by

H*{xy y) = s u p [φ(x, y ) ] ,
Φ e\φ\

H*(x,y)^ inf [ψ(x,y)]9

ψe{ψ\

where { φ \ and { φ \ denote the familities of under- and over-functions, respective-

ly

The existence of the functions #*(%, y) and H {x, y) follows from Postulate

4 and Theorem 6.

THEOREM 11. The function H*(x, y) is a subfunction in Ω.

Proof. We shall show first that for each K C { γ i, with K C Ω, the function

H*(x, y) is continuous in K, so that H*(x, y) is continuous in Ω.

L e t φ o ( x 9 y ) a n d ψ Q ( x , y ) b e f i x e d m e m b e r s o f \ φ ( x , y ) } a n d \ φ ( x , y ) } ,

r e s p e c t i v e l y ; a n d for e a c h φ(x, y) C \φ{x, y ) \ de f ine

Φ(x, y) = max [φ(x, y ) , φQ(x, y ) ] .

Using Theorem 4, we readily verify that Φ(x, y) satisfies the conditions of

Definition 5, so that Φ(xsy) is an under-function; also, by Theorem 9, Φ(x,y; K)

is an under-function.

Since Φ(x, y; K) is an under-function, and

φ(x, y) < Φ{x, y) < Φ(x, y; K ) ,

we have
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( 8 ) H*(x, y ) = sup Φ(x,y;κ);
Φ e l Φ !

further, using Theorem 6, for {x, y) in K we obtain

(9) φQ(χ, y) < φ(χ, y; κ) = F(x, y; Φ; K ) < 0 Q ( * , y ) .

It now follows from (8), (9), Postulate 3, and Lemma 1 that H*{x, y) is con-

tinuous in K, so that H*(x, y) is continuous in Ω.

Now, for any circle κζl\γ\ with center (xQ, y ) and K C Ω, and for any

<£ £ { φ 1, by the definition of H*{x, y) we have

</>(%, y) < H*(x, y) on K;

therefore, since φ(x, y) is a subfunction in Ω, we have

^ V ^ o ^ F ^ o ' y o

; ^ K ) 1 F(xQ,yo;H*;κ),

whence, again by the definition of //*(#, y), it follows that

Accordingly, by Theorem 3, H*(x, y) is a subfunction in Ω.

THEOREM 12. The function H*(x9 y) is a super function in Ω

Proof. Let there be given any € > 0 and any γ G \γ\ with Γ C Ω. Then,

by the definition of H*(x, y), for any (xQ, yQ ) G Γ there is a φQ G { φ \ such

that

therefore, by continuity, there is a circle κ Q G ί y } , with center (xQ, y ) and

KQ C Ω, such that

(10) tf0Uy) > ff*(*,y) - e inK0.

Since the circular d i scs Ko form an open covering of Γ, by the Heine-Borel

Theorem there exis ts a finite subcovering; let φχ{x, y ) , Φ2(x, y ) , ••• , φn(x,y)

be the associated under-functions, and let φ(x, y) be defined by
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φ ( x , y ) == m a x [ φ ^ x , y ) , Φ2(x, y ) , ••• , Φn(%, y ) l

Then, by Theorem 7, φ (x9 y) is an under-function; and, by (10), we have

φ{xy y) > #*(%, y) - 6 in Γ .

By Postulate 2, then, we obtain

(11) F(x, y; φ; γ) > F(x, y; ff*-e; y) > F(*, y; #*; y) - 6 in Γ.

Since for (#, y) £ Γ and any φ ζi\φ\ we also have

(12) #*(*, y) > ^(Λ, y; y) = F(Λ;, y; ^ y),

it follows from (11) and (12) that

#*(*, y) > F(Λ, y; //*; y) - e inf.

Thus since e > 0 is arbitrary, we have

H*(x, y) > F(x,y;H*; γ) in Γ.

so that H*(x, y) is a superfunction in Ω

Since Theorems 11 and 12 hold also for the function H (x, y), and since

the only functions which are both subfunctions and superfunctions in Ω are

{ F(x, y) !-functions in Ω (see Definition 4), we have the following result:

THEOREM 13. The functions //*(%, y ) and H*(x, y) are\F(x,y)\-functions

in Ω .

We now turn our attention to the behavior of the functions H*(x, y) and

H (A;, y ) at the boundary ω of Ω.

4. Regular boundary points; barrier functions. We make the following defi-

nition.

DEFINITION 8. The point α 0 C ω is a regular boundary point of Ω relative

to \ F(x, y)\ provided that for every bounded function h(d) on ω the functions

H*(x, y) and H (x, y) satisfy ( 6 ) at Ct0 :

( 1 3 a ) M α 0 ) < lim inf H*{A) < lim sup H*{A) < A * ( α 0 ) ,
Λ A
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(13b) λ * ( α o ) < liminf H*(A) < Urn sup H*(A) < Λ * ( α 0 ) .
A-+aQ A-*aQ

THEOREM 14. If all points of ω are regular boundary points o/Ω, and h(θi)

is continuous on ω, then the Dirichlet problem for Ω, relative to { F(x9 y)\ and

h(<l), has a unique solution.

Proof. From (13) and the continuity of h((λ) on ω, we see that H*(x9 y)

and H (x9 y) are continuous in Ω and satisfy

#*( α) = H*( a) = h ( α ) on ω.

Accordingly, by Definitions 5 and 6 and Theorems 11 and 12, H*{x9 γ) is both

an under-function and an over-function; similarly, H (x9 y) is both an under-

function and an over-function. Therefore, by Theorem 6, we have

H*(χ> γ) = H*(χ, y) in Ω.

For the same reason, any other solution of the Dirichlet problem must coincide

with H*(x9 y) and H*(x9 y) in Ω.

We shall now give local sufficient conditions in terms of barrier functions

(see [ 3, pp. 326-328]) in order that a point (X G ω be a regular point of Ω; in

the next section we shall study conditions under which barrier functions exist.

DEFINITION 9. For a point α 0 = (χQ9 y0 ) C ω, a circle K with center

at CX0 and with K C D9 and constants e > 0, M9 and /V, a function

s{x9 y) = s (x9 y; κ; e, M, N)

is a barrier subfunction provided:

a) s (x9 y) is continuous in Ω n K9

b) s {x9 y) is a subfunction in Ω n K,

c) s ( α 0 ) > N - 6,

d) s (#, y) < N + 2e o n ω n K ,

e) s (x9 y) < M o n Ω n κ .

DEFINITION 10. With the notation of Definition 9, a function
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S(x,y) a S{x,y;κ; e,M,N)

is a barrier sup erf unction provided

a) S(x, y) is continuous in Ω n K,

b) S(x, y) is a superfunction in Ω n K,

c) S ( α 0 ) < N + e

d) S(x, y) > N - 2e on ω n K,

e) S(x, y ) > M o n Ω n / c .

THEOREM 15. // for the point α 0 G ω, and for each set of constants

€ > 0, M, and N9 there exists a sequence of circles κn = κn(d0) with center at

α 0 and radii pn(&o) —»0 for which barrier subfunctίons s(x, y; κn; e, M, N)

and barrier super functions S(x, y; κn; £, M, N) exist, then α 0 is a regular

boundary point o/Ω relative to \ F (x, y)}.

Proof. F o r a given bounded function h(&) defined on ω, it follows from

Theorem 6 and Definit ion 7 t h a t

H*(x, y) < H*(x, y) in Ω ,

so that

l iminf H*(A) < l iminf H (A)
A-,a0 - A~*o

and

lim sup H*(A) < lim sup H*(A).

Accordingly, in order to verify (12) and thus prove the theorem, we need only

show that

(14) M α 0 ) < lim inf H*(A)

and

(15) lim sup H*(A) < A*(α 0 ) .

~* o
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For a given e > 0 there is a circle K satisfying the hypotheses of the theo-

rem and for which

A*( α 0 ) - e < A*( α) < λ*( α ) < A*( α 0 ) + e on ω n K.

For a fixed δ > 0 and for any under-function φ{x, γ), let

M= min_ ίφ(x,y)-δ],
(χ,y) e Ω ΠK

/V = A*(α 0 ) - 3e,

and

s U , y) = s{χ, y; K; e, M, N).

Consider the function Φ(Λ;, y), defined by

max [ φ (x9 y), s (x, y) ] in Ω n K,

^ (%, y) in Ω - K

we shall show that Φ(#, y) is an under-function Since we have

s (x9 y) < M < φ(x, γ) o n Ω n / c ,

it follows readily that

Φ(x, y) = φ(x, y) on Ω n K,

and accordingly that Φ(x, y) is continuous in Ω. Further, Φ(x, y) is a sub-

function in Ω - K, since Φ(x, y) = φ(x9 y) there; Φ(x, y) is a subfunction

in Ω n £ by Theorem 4 and Definitions 5 and 9; and for a point 0C C Ω n K we

have s ( α ) < < £ ( α ) - δ , so that there is a circle about CX in which Φ(x, y) =

φ(x, y); thus, by Theorem 3, Φ{x, y) is a subfunction in Ώ; also, by Defi-

nition 9 and the choice of K and N9 we have

s ( α ) < /V + 2e = A*( α 0 ) - e < A*( α) on ω n K,

and therefore, since

φ(θi) < A*(α) on ω,

we have
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Φ ( α ) < A*(θί) on ω

By Definition 5 we have thus shown that Φ(x, y) is an under-function.

By the choice of N and the definitions of s(x, y) and Φ(x, y), we have

h*(a0) - 4 e = N - e < s(a0) < Φ ( α 0 ) ,

so that by continuity there is a neighborhood of Cί0 in whose intersection with

Ω n K we have

λ * ( α 0 ) ~ 5e < Φ U , y)

and consequently

(*, y ) .

Since £ > 0 is arbitrary, (14) now follows; and (15) can be established simi-

larly,

5. The existence of barrier functions. Relative to the, Laplace partial dif-

ferential equation (1), a criterion of Poincare [ 3, p. 329] for α 0 to be a regular

boundary point of Ω is that there should exist a circle K with

(16) Ω n K = α 0 .

We shall now adjoin postulates concerning the family { F(x, y)\ under which

(16) is a sufficient condition for the existence of barrier sub- and superfunc-

tions at CC0, and therefore, by Theorem 15, for (Xo to be a regular boundary point

of Ω relative to { F (x, y)}.

POSTULATE 5. For any circle κ£\γ\, and any real number M, there

exist continuous functions fχ(x9 y), f2i
χ> y)> defined on K, such that

Fix, y; fχ\ K) < M, F{x9 y; f2; K) > M in K.

POSTULATE 6. For any circle K ζL\γ\, and any real numbers e > 0 and

iV, there exists a continuous function f(x, y) defined on K such that

\F(xo,y0;f;κ)-N\ < e,

where (x , yQ ) is the center of K.

POSTULATE 7. For any circle κC\γ\; if the functions fj(x9 γ) (/ = 0, 1, ),
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defined on κ9 are continuous and uniformly bounded on K, and

lim fix, y) = fAx, y)
/-oo /

for all but at most a finite number of points of K, then

lim F(x, y; /.; K) = F{x, y; f K)
j —» OO '

for all points of K

POSTULATE 8. For any circle κ£{γ\, if the functions f.(x, y) (/ =

1, 2, ), defined on /c, are continuous on K and equicontinuous at a point

(xQ, yQ) £ K, then the functions F(x,y;f.;κ) (/ = 1, 2, ), defined in

K9 are equicontinuous at (xQ, yQ )•

THEOREM 16. If for the point α 0 C ω there exists α circle κ9 with K C Z),

such that

Ω n K = α 0 ,

ί/iew 0Co is α regular boundary point of O relative to \ F(x, y) 1.

Proof. Since the conclusions of Theorems 15 and 16 are identical, in order

to prove Theorem 16 we need only to show that its hypothesis implies that of

Theorem 15. Explicitly, we shall give the construction of a barrier subfunction

for a suitable circle K^CCQ) with center at Cί0 and inside an arbitrary circle

κ0 with center at Cί0, as prescribed in Theorem 15; the existence of barrier

superfunctions can be treated similarly.

Let the circle κo C D be drawn with center at Cί0 = (#o> Jo) a n ( ^ intersect-

ing K. By Postulate 6 there is a continuous function f(x^ y) defined on κ0 such

that

( 1 7 ) I ^ U o ^ o / x o ) - ^ < β.

By continuity, there is a circle Kγ C KQ, with center at Cίo> such that

F{x, γ;f;κ0) < N + 2e in Kι

Now we define
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R = min _ F (x, y; f; κ0 )
(χ,y)6Ki

a n d

Λ/+ = m i n (M, N, R ) .

By Postulate 5, there exists a continuous function /(#> y) defined on κι such

that

(19) F U y / ^ j ) < Λf* in K t .

Let B be the intersection of the line of centers of K and /<i with the arc of

Kγ lying outside K9 and let B(, B"$ β2'> $2 ' be points of κ\ near β arranged in

the order B'2 B[ B B"B" around κ r

We define the function /2(#> y) on κL as follows:

/2 (** r ) = ft(χ, y) - i o n a r c β i ' β 5 " 5

f2(x,y) = F (x, y; /; κ 0 ) o n l o n § a r c β 2 #2" 5

/ ( ^ > y) = / ' ( β ) o n a r c B i B 2 ' ;

the functions l'(θ) and l"(θ) are linear functions of the central angle of K^,

such that /2 (Λ;̂  y ) is continuous on Ki

For (x, y) on Kj_ , we set

/3 (Λ, y ) = min [/2(tf, y ) , ^ ( ^ s y; /; /co)l

By ( 1 7 ) and Postulate 7, we can take the arc Bζ B B2" small enough that

(20) IFixo.yo fjK^-Nl < e.

Further, since

fs(x, y) < F(x, y; f; κ0) on κlf

by (18) and Postulate 2 we have

(21) F U , y /. Ki) < Λ/ + 2 e in ^
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Let Q C Kι be a point on the open line-segment (Xo B, and sufficiently

close to B that

(22) F(Q',f3'>«ι)

Let K' and K" be the two circles through Q and CX0, and tangent to κχ Let p be

the length of the common chord (Xo Q of K' and K " , or the length of the common

chord of K' and K, whichever is less, and choose the constant C so that

(23)

where

Cp > M*,

A Γ = m a x _ \F(x9y; ft; κι)\+ m a x _ \ F(x, y ; f3; κ ι ) \ .
(χ,y)eκι (χ,y)eκι

We now define continuous functions hή(xs y) and h^(x^ y) on K' and K' ',

respectively, as follows:

h[{x, y) = F(x, y; f3; K ι ) - C[{x-x0)
2

(24)

h['(x, y) = F(x, y; f3; K,) - C[{x -x0)
2 + (y-yo)

2V/2

and, for n = 2, 3, ,

»ί(*.y)

o n

on K ,

Ajί (Λ, y ) =

(25)

(«, y; Λπ-i K

h'Ax, y)

on K n/ί ,

on K ΠΛ .

Let

G= max_ I F ( Λ , y; Aί κ θ I + max_ | F (%, y; h[' κ / 7) |

then by Postulate 5 there is a continuous function f^{x9 y) defined on κι such
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that

F(x,y;f4; κx) < -G i n X l β

It follows from Postulate 2 and the definitions of the hή(x9 y) and h"(x9 y)

that for each positive integer n we have

F ( χ > J\ A ; * i ) < F ( x , y ; h ή ; K ' ) < F ( x , y ; f 3 ; κ t ) in K\

and

F(x9 y; f4; κ t ) < F (x9 y; h"', K " ) < F ( ^ y; / 3 ; κ i ) in X' ' .

Hence, by Postulate 3 and Lemma 1, the functions u'(x9 y) and u"(x9 y)9

defined by

u'(x,y)= sup F(x, y; h'n\ K ')

and

M " U , y ) = sup F(% s y; Aί' ic")

are continuous in K' and K", respectively; indeed, by Postulate 8 and by Lem-

ma 1 applied to the sets (K'~ tt0- Q) and (K"~ OLO-Q)9 the functions

u'(x$ γ) and u"(x$ γ) are continuous in K' and A , respectively, except

possibly at the points α 0 and Q. As for the behavior of these functions at CC0,

since by our construction we have

(26) F(x9 y; h(; K') < u'(x9 γ) < F(x, y; f3; κt ) in K\

and

(27) F (x,y ,h[' , κ") < u"{x,y) < F (x, y; f3; κ t ) inK",

and since the functions at the extremes of these inequalities have equal values

at (Xo and are continuous at Cί0, it follows that u'(x9 γ) and u"(x> y) are con-

tinuous also at CX0

As in the last part of the proof of Theorem 11, u'{x9 y) and u"(x> y) can

easily be shown to be subfunctions in K' and K", respectively.

Now we define the function u(x9 y) in K'u K" as follows:
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(28) u(χ, y) =

u'{x, y) mK'-K"

u (x9 y) l n λ - Λ

max u'{x9 y), u'\%s y) ] in K'r\K".

Since u'{x9 γ) and u"(x$ y) coincide on κ 'nΛ", on κ"nK', and at Cί0, and

both are continuous at 0Co, it follows that u{xs y) is continuous in K' u K"

except possibly at Q.

Clearly u(x, y) is a subfunction in K'- K" and in K"—K' By Theorem

4, u(x, y) is a subfunction in K'nK". Since in addition the hypothesis of Theo-

rem 3 holds for each point of κέ'nK" and for each point of κ"nK', it follows

that u(x^ y) is a subfunction throughout A 'u K"

To conclude the proof, we shall show that the function

[ F(x, y; Λ; K, ) for {x, y)C Ωn[X 1 - ( f u Γ ) ] ,

(29) s(x,y)= \

I max [Fix, y; A; κι), uix, y)] for ( * , y ) C Ωn ( K ' u £ " ) ] f

satisfies all the conditions of Definition 9 for being a barrier subfunction for

κ t = κιid0) as prescribed in Theorem 15.

Since, by (23), (24), (25), and the definitions of u'ix$ y), u"ix$ y), and

u{x$ γ), we have

(30) uix,y) < Fix,y; /\; Ki)

on the part of κ ' u /<" which l ies in Ω; s ince uiχ9 y ) is continuous on κ ' u K "

except possibly at Q; and s ince, by ( 2 2 ) , ( 2 6 ) , and ( 2 7 ) , there is a neighbor-

hood of Q in which ( 3 0 ) holds, it follows that s ixf y) is continuous in Ω n A P

That six9y) is a subfunction follows from exactly the same kind of argu-

ment as the one used in discussing uix$ y).

By ( 2 0 ) , ( 2 4 ) , ( 2 5 ) , ( 2 6 ) , and ( 2 7 ) , we have

M(*o» Jo) = ^ ( * o * 7 o ; /a; * i ) > N - e ,

whence, by ( 2 9 ) , we have also

s ( * o * 7o) > /V - e .

It follows from (19) that

Fix, y; fι; Ki) <N + 2e inKι
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and from (21), (26), (27), and (28) that

u(x$ γ) < /V + 2e in £ 'u K'\

whence, by (29),

s(x$ γ) <^ N + 2e onOnK.

Finally, by (19), (23), (24), (25), and the definitions of u'(x9y\ u"{x,y),

u{xί γ), and s (x9 γ), we have

s (x9 γ) < M on Ω n κ t .

Thus s (x9 γ) satisfies all the conditions of Definition 9, and is a barrier

subfunction 5 {x$ y; κx; 6, M, N) as desired.

REFERENCES

1. E. F. Beckenbach, Generalized convex functions, Bull. Amer. Math. Soc. 43
(1937), 363-371.

2. F. F. Bonsall, On generalized subharmonic functions, Proc. Cambridge Philos.
Soc. 46(1950), 387-395.

3. 0. D. Kellogg, Potential theory, Springer, Berlin, 1929.

4. J. E. Littlewood, Theory of functions, Oxford University Press, Oxford, 1944.

5. F. Riesz, Jjber subharmonische Funktionen und ihre Rolle in der Funktionen-
theorie und in der Potentialtheorie, Ada. Sci. Math. Szeged 2 (1925), 87-100.

6. Georg Tautz, Zur Theorie der elliptischen Differentialgleichungen, /., Math. Ann.
117(1939-41), 694-726-

UNIVERSITY OF CALIFORNIA, LOS ANGELES





PACIFIC JOURNAL OF MATHEMATICS

EDITORS

R. M. ROBINSON R. p. OILWORTH

University of California California Institute of Technology
Γ3erkeley 4, California Pasadena 4, California

E. HEWITT E. F. BECKENBACH

University of Washington University of California
Seattle 5, Washington Los Angeles 24, California

ASSOCIATE EDITORS

H. BUSEMANN P. R. HALMOS B0RGE JESSEN J. J. STOKER

HERBERT FKDKRER HEINZ HOPF PAUL LEVY E. G. STRAUS

MARSHALL HALL R. D. JAMES GEORGE POLY A KOSAKU YOSIDA

SPONSORS

UNIVERSITY OF BRITISH COLUMBIA UNIVERSITY OF SOUTHERN CALIFORNIA

CALIFORNIA INSTITUTE OF TECHNOLOGY. STANFORD RESEARCH INSTITUTE

UNIVERSITY OF CALIFORNIA, BERKELEY STANFORD UNIVERSITY

UNIVERSITY OF CALIFORNIA, DAVIS WASHINGTON STATE COLLEGE

UNIVERSITY OF CALIFORNIA, LOS ANGELES UNIVERSITY OF WASHINGTON

UNIVERSITY OF CALIFORNIA, SANTA BARBARA * * *

UNIVERSITY OF NEVADA AMERICAN MATHEMATICAL SOCIETY

OREGON STATE COLLEGE NATIONAL BUREAU OF STANDARDS,

UNIVERSITY OF OREGON INSTITUTE FOR NUMERICAL ANALYSIS

Mathematical papers intended for publication in the Pacific Journal of Mathematics
should be typewritten (double spaced), and the author should keep a complete copy.
Manuscripts may be sent to any of the editors except Robinson, whose term expires
with the completion of the present volume; they might also be sent to M.M. Schiffer,
Stanford University, Stanford, California, who is succeeding Robinson. All other com-
munications to the editors should be addressed to the managing editor, E. F.
Beckenbach, at the address given above.

Authors are entitled to receive 100 free reprints of their published papers and may
obtain additional copies at cost.

The Pacific Journal of Mathematics i s published quarterly, in March, June, September,
and December. The price per volume (4 numbers) is $8.00; single i ssues, $2.50. Special
price to individual faculty members of supporting institutions and to individual members
of the American Mathematical Society: $4.00 per volume; single i s sues , $1.25.

Subscriptions, orders for back numbers, and changes of address should be sent to the
publishers, University of California Press, Berkeley 4, California.

Printed at Ann Arbor, Michigan. Entered as second c lass matter at the Post Office,
Berkeley, California.

UNIVERSITY OF CALIFORNIA PRESS BERKELEY AND LOS ANGELES

COPYRIGHT 1953 BY PACIFIC JOURNAL OF MATHEMATICS



Pacific Journal of Mathematics
Vol. 3, No. 2 April, 1953

William George Bade, An operational calculus for operators with spectrum
in a strip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

E. F. Beckenbach and Lloyd Kenneth Jackson, Subfunctions of several
variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

David Blackwell, Extension of a renewal theorem . . . . . . . . . . . . . . . . . . . . . . . . 315
L. Carlitz, Some theorems on the Schur derivative . . . . . . . . . . . . . . . . . . . . . . . . 321
Paul Arnold Clement, Generalized convexity and surfaces of negative

curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
Merrill M. Flood, On the Hitchcock distribution problem . . . . . . . . . . . . . . . . . 369
Watson Bryan Fulks, On the unique determination of solutions of the heat

equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
John W. Green, Length and area of a convex curve under affine

transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
William Gustin, An isoperimetric minimax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403
Arthur Eugene Livingston, Some Hausdorff means which exhibit the Gibbs’

phenomenon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
Charles Loewner, On generation of solutions of the biharmonic equation in

the plane by conformal mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417
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