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1. Introduction. Schwarz gave the first rigorous construction of harmonic

functions with given singularities on closed Riemann surfaces, by means of his

alternating method for domains with annular intersection [16]. The method also

is directly applicable to open Riemann surfaces of finite genus, since these can

always be continued so as to form closed surfaces [7; 8 ] . For surfaces of infi-

nite genus, this continuation is no longer possible. 13ut if the surface is of para-

bolic type, Schwarz's method can still be used, a "null boundary" having no

effect on the behaviour of the alternating functions [5; 11]. In the general case,

there are two obstacles which prevent using Schwarz's method as such. First, if

the surface has a large (ideal) boundary, the alternating functions are not deter-

mined by their values on the relative boundaries. Second, Schwarz's convergence

proof fails, since the Poisson integral is inapplicable on arbitrary Riemann do-

mains. We are going to show that, by certain changes of Schwarz's original meth-

od, these difficulties can be overcome.

This paper is a detailed exposition of a reasoning outlined in preliminary

notes [9-11] . The manuscript of the paper was communicated (in French) to the

Helsinki University in December, 1949. In the meanwhile, the author published a

linear operator method [13], which also can be used to establish the results of

these notes. A presentation of the classical alternating method for arbitrary

Riemann surfaces seems, however, to have independent interest from a methodo-

logical viewpoint; such a presentation is the purpose of this paper.

The alternating method on Riemann surfaces, as sketched in [9-11] , was re-

ferred to also in the recent papers of Kuramochi [ 1 ] , Kuroda [z]9 Mori [ 3 ] , and

Ohtsuka [ 6 ] . A historical note on the method was given in [15] .

2. Functions with vanishing conjugate α0-periods. We start with two lemmas,

which are basic for the alternating procedure.

Let R be an arbitrary Riemann surface, and G a subdomain, compact or not.

The relative boundary aQ of G, that is, the set of boundary points of G, interior
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to R, is assumed to consist of a finite number of closed analytic Jordan curves.

On α 0 , let /be a real single-valued function, harmonic in an open set containing

α 0 .

LEMMA 1. There exists always a harmonic single-valued function u in G

with the following properties:

1°. u takes on the values f on α 0 .

2°. u is bounded in G and satisfies

( 1) min / < u < max /.
α 0 α 0

3°. u has a finite Dirichlet integral over G,

( 2 ) D ( u ) = JJ | g r a d u\2 dx dy < oc.

Here z - x + iy is a local uniformizer of R.

4°. The period along a0 of the harmonic function v, conjugate to u, vanishes,

(3) ί dv = 0.
Ja0

Proof. If G is compact, the lemma is evident. Suppose now G is noncompact.

We form an exhaustion Gι C G2 C G3 C •• of G, such that the boundary of Gn

consists of α 0 and a set an of closed analytic Jordan curves tending, for n—»oc,

to the ideal boundary of G. Let un be a harmonic function in Gn which coincides

with / on α 0 and assumes on an a constant value cn. By Schwarz's reflexion

principle, it is easy to see that un is harmonic still on aQ + an.

We fix the constant cn as follows. We observe that un depends continuously

on cn. The same is also true for the normal derivative dun/dn on α0 and, conse-

quently, for

r r dvn r dun

I dvn = / — ds = / — ds,
JaQ Ja0 o s Ja0 on

r r n r dun

(4) / /
JaQ Ja0 o s Ja0

where the meaning of vn and ds is evident. If we choose

cn = min /,

then obviously dun/dn > 0, if n denotes the interior normal of an with respect to
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Gn. Hence, the period ( 4 ) is nonpositive in this case. If we had chosen

cn = max /,
ao

we would have found by the same reasoning that the integral (4) is nonnegative.

Thus, there must exist a value cn such that

min / < cn < max /,

and such that the integral (4) vanishes. In the sequel we suppose that the con-

stant cn has been selected according to this condition. We have then in Gn the

uniform estimate

( 5 ) m i n / < un < m a x /•

In the sequence of the uniformly bounded functions un9 there is a subse-

quence which converges uniformly in every closed subdomain of G to a single-

valued function u, harmonic on G + α 0.

In order to see that u is uniquely determined, we shall prove that the se-

quence ί un \ itself, not only a subsequence, converges. Let xn be the harmonic

function in Gn with xn = 0 on α 0, x

n = I on an. The sequence j xn \ decreases

monotonically, converging to a harmonic function x on G with x = 0 on α 0. If

x = 0, u is necessarily unique, since the difference « ' - u" of two functions u

would assume, by

'd{υ' - v") = 0,

both positive and negative values, and would be dominated by a multiple of x.

Hence we can confine our attention to the case x jέ 0.

By Green's formula

where yn is the harmonic conjugate of xny we have

Jan/σ0

( 6 ) *„ = -

flence cn converges to a unique constant c. Now let z be an arbitrary (fixed)
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point of G. For sufficiently large n, z is an interior point of Gn. Let gn be the

Green's function of Gn with the logarithmic pole at z. Draw a small circle C

about z. The Green's formula

I un dhn - gn dvn = 0,

where hn is the harmonic conjugate of gn, yields, if we let C shrink to the point z,

(7) un(z) = - i [/* /rfAn + c n ( 2 τ τ - / rfUl.
2 77 |yα 0 \ ^α 0 /J

This shows the convergence of un{z) and thus uniqueness of u.

In order to prove that the function u satisfies the conditions 1° — 3°, we note

that the un converge uniformly even on the closure of Gn In fact, for 6> 0 and

for m, q sufficiently large, we have {um — iiq) < 6 on an; and on a0 this differ-

ence vanishes. By the maximum principle, the Cauchy criterion is fulfilled on

the closure of Gn. In view of the harmonic boundary values and Schwarz's reflex-

ion principle, the convergence is uniform even in a domain slightly extended be-

yond α 0 and an. From this we conclude that all derivatives of um converge in the

closure of Gn.

From the uniform convergence it follows that u takes on the value / on a0.

The condition 2° is guaranteed by (5) . In order to study the condition 3° we ob-

serve that, for p > 0,

(8) D(u) = lim Z ) Λ ( α ) = lim lim Dn ( u n + p ) ,
n —* 00 jι —• 00 p —• 00

where D refers to G and Dn to Gn. We have

(9) Dn(un+p) < Dn+p(un+p) = J un+p dvn+p.

In this expression, we have

(1°) / un + p dvn + p = cn+p / dvn+p = cn+p / dvn+p = 0 .

•Όtn + p Jan+p Ja0

Since the integral on the right in (9) extended over aQ converges because of the

-uniform convergence of the un and grad vn9 this integral is uniformly bounded.

Hence, the condition 3° is fulfilled.

The condition 4° follows again by the uniform convergence of grad vn on α 0 .
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This completes the proof of Lemma 1.

3. Functions with nonvanishing conjugate α0-periods. Suppose now that the

region G is not compact.

LEMMA 2. There exists always a single-valued harmonic function u on G

which coincides with f on α 0 , and whose conjugate function v has the period

( 1 1 ) [ d υ = l .
Ja0

Proof It suffices to consider the case / = 0 ; in order to pass to the general

case we have only to add to the constructed function a function furnished by

Lemma 1.

Let now un be a harmonic function in Gn which vanishes on α 0 and assumes

a constant value dn on an, such that the period of the conjugate function vn of

u n i s

(12) f dυn = \.
Ja0

This choice is always possible, since the value of the foregoing integral is pro-

portional to dn. Obviously un is a multiple of the harmonic measure of an.

By Green's formula

/ (un+p dvn - unp p 0 ,
ao+an

we have

(13) / u>n+p dvn = dn-
Jan

On the other hand, for the functions un+p, positive in Gn+ι, we can use Ijarnack's

principle, which can be expressed, in the present case, as follows. For all the

functions un+p9 there is a constant M < oc such that, on an, interior to Gn+ lf

(14) max un+p < M min u Λ + p .

Hence, by (13) and

/ dvn = 1,
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we have

max un+p < M I un+p dvn = M dn.
an Jan

Thus, by the maximum principle, the functions un+p are uniformly bounded in Gn

and form a compact family.

4. Oscillation of functions. In order to prove the convergence of the alter-

nating functions, we still need a lemma concerning oscillations of functions.

Let R be an arbitrary Riemann surface and Ro a compact closed point-set on

/?. Consider all single-valued harmonic functions u on R,

LEMMA 3. There exists a positive constant q < 1, independent of u, such
that for every u the oscillations of u on R and Ro,

S(u, R) - sup u - inf u
R R

(16)
S(u, Ro) = max u - min u,

satisfy the inequality

( 1 7 ) S { u , R 0 ) < q S ( u , R ) .

Proof. For the two cases S( u, R) = 0 and S{u9 R) = oc, the proposition (17)
is evident; thus, it suffices to consider bounded nonconstant functions u. We
normalize these functions, without loss of generality, by adding a constant and
multiplying by a constant such that

(18) sup u = 1, inf u = 0 .
R R

This being done, we have to prove the existence of a constant q < 1 such that

S(u, RQ) < q. If such a constant did not exist, there would be a sequence of

functions ul9 u29 u3, ••• such that

(19) lim S{un, Ro) = 1,
n

and, consequently,

( 20 ) max un —> 1, min un —* 0 .
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Among the functions un9 uniformly bounded on /?, one can select a subsequence,

say again {un}, which tends uniformly to a function u*, harmonic and single-

valued on /?. The points Pn and Qn where un assumes maximum and minimum

values, respectively, on the closed set Ro, accumulate at some points P* and

Q*oiR0,

(21) Pn-*P\ Qn-+Q*'

It is easily seen that

(22) α*(P*) . 1 and α*((?*) = 0.

In fact, if u*(P*) were < 1, let € be a positive constant, £ < 1/2( 1 - u*(P*)).
By the continuity of u*9 there would be a neighborhood K of P* such that, at
each point P of X,

»*(P) < u*(P*) + e.

On the other hand, by the definition of P Λ , for sufficiently large n,

*n(Pn) > 1 - €,

and the points Pn lie on K. Thus, at these points Pn , one would have

ttnCi ) ~ u*(Pn) > 1 - u*{P*) - 2€ = const. > 0,

in contradiction to the uniform convergence of the un to u*. This proves the first
equality (22). The second one is proved in the same manner.

Consequently, the function u* would be harmonic, single-valued, and noncon-
stant on /?, and would assume its maximum and minimum values at interior points
of./?. This violation of the maximum principle disproves our antithesis. The
lemma follows.

5. The existence theorem. After these preparations we are able to establish
existence of the harmonic functions in question on the whole surface. Let Ro be
a subdomain of R whose relative boundary, that is, the set of boundary points in-
terior to /?, consists of a finite set of closed analytic Jordan curves. The com-
plement G as R — RQ then consists of a finite number m of disjoint domains
G( ( i as 1, 2, •• , m), compact or not. Let now αt be the common part of the
boundaries of Ro and Gt .

In each G{ , let ut be a given function, vanishing on α;, harmonic, single-
valued and nonconstant in a neighborhood of α/, having otherwise arbitrary singu-
larities and, in case G( is noncompact, an arbitrary behaviour at the common
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(ideal) part of the boundaries of R and G(. Denote by ds an arc element of α;,

and by όuj dn the normal derivative of U{ in the interior direction of Gt .

THEOREM. // Ro is compact, then the condition

d u;

(23) YΛ I -ds = 0
dn

guarantees the existence of a function f on the whole surface R, satisfying the

following conditions:

1°. The function is harmonic, single-valued and nonconstant outside the pos-

sible singularities of the U(

2°. The difference f - U( is harmonic, single-valued, and bounded in the

whole region Gt , and has a finite Dirichlet integral over G(.

In case Ro is noncompact, the existence of f satisfying 1° and 2° is always

assured, independently of the condition (23) . If this is satisfied, f is bounded

in Ro and has there a finite Dirichlet integral.

Proof. Consider first the case where Ro is compact. Let R be another com-

pact region (C R), containing the closure of Ro in its interior, and bounded by a

finite number of closed analytic Jordan curves. The intersection H{ = R n G{ is

supposed to consist of one single region, bounded by α; and the intersection 6;

of Gι and the boundary of R . Denote, for the time being, ιx; by u ι 0 . In R , let /

be the harmonic function coinciding with u{0 on b( In Gj, form, by the procedure

of Lemma 1, a function hi t , harmonic and single-valued in Gt , coinciding with

/ 0 on aι, bounded by the inequalities

m m /o £ ^t i £ m a x ίo 9
ai <*i

possessing a finite Dirichlet integral over G;,

Di(hit) < oo ,

and satisfying the condition

dkix = 0,f
where k^ i s the harmonic conjugate of Λ t l . Write, in Gj ,

( 2 4 ) Mil = uio + A* i
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Let /\ be the harmonic function in R coinciding with u^ on i t . We then form

again by the procedure of Lemma 1 a harmonic function A ι2 *n &i which assumes

the values /\ on α; and has the corresponding boundedness properties. We thus

obtain successively a sequence of functions hιn and U(n in G t, and fn in R , de-

termined by the conditions

(25)

fn = uin on b.,

Aj(Λ + 1) = /„ onα^ ( n = 0, 1, 2,

io
i n

and having the properties

(26) min fn < A i ( n + t) < max /n ,

(27) ϋi(fiin) < oo,

(28) f dkin = 0 ,

where kιn is the conjugate function of A/Λ

One has to prove the convergence of the functions fn and wlfl toward a desired

common function /. We shall show first the convergence of the functions fn on the

closure R of R .

By Cauchy's criterion, this convergence is assured as soon as the difference

fn+p — fn t e n ( l s , for n> p—»oo, toward zero on the boundary b of R . In order to

use Lemma 3, we shall reduce estimation of this difference to that of its oscilla-

tion on by

(29) | / n + p - / n | <S{fn+p - / „ ; b),

this inequality being valid as soon as

(30) min \fn+p - fn\ = 0 .

R

We shall now prove the latter relation.

Let %ι be, in Hi - R n Gj, the harmonic function vanishing on αβ and assum-

ing the constant value 1 on 6t . Let y; be the conjugate function of #;. The con-

dition (30) is satisfied if
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(31) Σ, [
i Jbi

In order to establish this equation, we make use of Green's formula

ί L (fn dϊi ~ *i dgn) = 0,

where gn is the harmonic conjugate of fn. It follows, by

Σ ί dgn = 0,

that

(32) Zf fndyi=

On the other hand, the formula

( " i ( / i + i ) dJi - *i (

gives, in view of (23), (28), and, accordingly, of

the relation

(33) Σ / Mί(n+ι) rfy* = Σ A w*(ιi+ι) rfy*

By (25), (32), and (33), we have

(34) Σ ί ϊndji= Σί fn+i dVi.
Jbέ Jbt

This yields the desired equality (31).

The problem of convergence of fn has herewith been reduced to the estima-

tion of the oscillation S(fn+p — fn; b). We have first
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( 3 5 ) S ( / n + p - / „ ; b) < £ S ( / n + m - / π + m _ i ; b ) .
m = l

To estimate S ( / π + ι - fn 6), note first that

( 3 6 ) fn+ι ~ /n = Aι(n+i) - A*n on bif

(37) fn ~ fn-i = hi(n+ι) ~ A** on α;.

Since the functions Aj(n+ι) and A, π were constructed by the procedure of Lemma

1 as limits of certain harmonic functions coinciding with fn and fn-v respective-

ly, on a}, and satisfying the condition (26), the difference AJ(,J+1) — AiΠ can be

considered as defined by the procedure of Lemma 1, with the boundary values

ίn — ίn- l o n ai* Thus, this difference satisfies the corresponding condition in the

whole G;:

(38) min(/n - fn-ι) < A,-(n + l ) - hin < max(/n - / π -ι )
a a

The relations (36) - (38) yield

(39) S ( f n + x-fn; b ) < S ( f n - / n . ι ; α ) ,

where a is the boundary of Ro.

On the other hand, by Lemma 3, applied to the difference fn - / π - l f the do-

main R'y and the boundary of RQ, we have

(40) S ( / B - / „ - , ; α) < q S(fn - fn.r, b ) ,

q being a positive constant < 1. Thus,

( 4 1 ) S ( / B + 1 - / „ ; & ) < ? S ( / n - / • „ „ , ; 6 ) .

By repetition of the same reasoning starting from fn - /π_i, and so on, we obtain

the desired estimate

(42) S(fn+ι- fn; b ) < q n S 0 ,

where So signifies the constant S{fί--f0; b ) .

Applied to (35), this yields

(43) S(fn+p - /„; 4) < q" Jl- .
1 9
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The right side tends to zero, independently of p. By (29), Cauchy's criterion

is satisfied and the uniform convergence of the functions fn to a single-valued

harmonic function / in R has been proved.

The convergence of the functions AίΓί follows immediately. In fact, the rela-

tion (38), applied to the difference h^n+p) - hin, gives

| A j ( π + p ) ~ hin\ < m a x \fn+p-ι - f n - ι \ .
G i a

This implies, by the convergence of fn, that of hιn. The limit function A; is har-

monic and single-valued in G;. The corresponding limit of the functions wlΛ is
ui + hi* where we use again ιi{ instead of w ί0.

The functions / and U( + hi are identical in H( = R n Gι. In fact, the differ-

ence fn — uιn vanishes on b( and coincides with fn - fn^ι on α;, thus tending to

zero on α̂  + b( and hence on H^

Denote in the sequel by /the function thus obtained on the whole surface /?.

It remains to show that it satisfies the conditions 1° - 2° of the theorem.

Since the difference /— uι — hi is harmonic and single-valued in G;, the same

is true of the function / except at the singularities of u^ We shall show that /

does not reduce to a constant.

Let hi be the harmonic function in Gj, constructed by the procedure of Lemma

1 to coincide with A£ = /— U( on α;. Then h[~ hιn is the function in G; corres-

ponding, by this procedure, to the values Λ/— hιn on α t . By the relations

min {hi - hin) < h[ - hin < max (A, - hin ) ,
ai in-

valid in Gj, and by the convergence hιn —> A/ on α t , the functions Aίπ converge

uniformly to Af in Gt ; that is, Aj = A;. By Lemma 1, this implies that

(45) min / < A; < max / .
aι aι

If now / were constant, the same would be the case with Aj, hence also with uι =

/ - Aj, contrary to our assumptions. This proves the property 1°.

Property 2° follows from the fact just mentioned that Aj = /— uι is a harmonic

function in G; constructed by the procedure of Lemma 1. This completes the

proof of the theorem for the case where Ro is compact.

The case where Ro is noncompact reduces simply to the preceding case. We

only have to isolate the common part of the boundaries of Ro and R from R - Ro
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by a finite set α 0 of simple analytic Jordan curves which divide Ro into a com-

pact domain /?Q and a noncompact domain Go, By Lemmas 1 and 2, there exists

in Go a function u09 harmonic and single-valued, vanishing on α 0 and having a

prescribed period for the conjugate function v0. We select this period in accord-

ance with the condition

(46) ί dv0 = - T ί

All the assumptions of the first part of our theorem are thus satisfied, ίience,

there exists a function f on R which fulfills the conditions stated in the latter

part of our theorem.

6. Applications. The theorem thus proved has applications to the classifica-

tion of Riemann surfaces and to the theory of Abelian integrals as announced in

[ 10; 11 ]. Here we confine our attention to some typical corollaries.

COROLLARY 1. There are Green's functions on a Riemann surface R if and

only if the boundary has a positive harmonic measure.

Proof, Suppose there is a Green's function g on R, Let P: z — 0 be its loga-

rithmic pole, in a parameter disc K: \ z \ < 1. In G ι = R — K9 let u be the harmonic

function constructed by the procedure of Lemma 1 for values u = g on ax: | z \ = 1.

Then g - u is bounded in Gi9

\g~u\ < M < oc,

and has a nonvanishing conjugate period. This clearly implies the existence of a

nonvanishing harmonic measure ω in Gί.

Conversely, suppose ω έ 0 in Gx, Multiply ω by such a constant that the con-

jugate of the function uί thus obtained has the period 277 along ax. Take as the

domain Ro of our theorem the annulus 1/2 < | z \ < 1. In G 2 : | z \ < 1/2 write u2 =

log 1/| z | . By our theorem, there is a function g 'on R with the pole log 1/| z \ at

2 = 0 and such that g'— ux is bounded in G. The existence of a Green's function

follows.

This result [10], proved later also by Virtanen [18] and Kuroda [ 2 ] , shows

that the classification of Riemann surfaces in those with "null-boundary" and

"positive boundary" coincides with Riemann's classification on the basis of

existence or nonexistence of Green's functions.

Another application of our theorem is a criterion for the existence of single-
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valued nonconstant harmonic functions which are bounded (HB) or have a finite

Dirichlet integral (I1D). It was stated by Nevanlinna [4] and Virtanen [17] that

there are functions 1113 or ΠD on R if and only if R has a null-boundary. This

assertion has been disproved by Ahlfors and Royden. A correct criterion fol-

lows:

COROLLARY 2. There are functions HB or HD on a given Riemann surface

R if and only if some function u of class R3 or HD respectively in G satisfies

the conditions u = 0 on a, f dv — 0.

The condition of a positive harmonic measure is equal to the first condition

given above [ 8 ] . Thus, the inadequacy of Nevanlinna's statement is due to the

lack of the second condition.

A further application deals with Abelian integrals. The following problem was

stated by ίViyrberg in 1948 (October 13, at Helsinki University): Does there exist

a nonconstant harmonic function with a finite Dirichlet integral on an arbitrary

open Riemann surface R. The above theorem gives [11] :

COROLLARY 3. On an arbitrary Riemann surface of positive genus there

exist Abelian integrals of the first, second, and third kind which possess a

finite Dirichlet integral outside a neighborhood of the singularities.

The Abelian integrals, the existence of which was thus proved, have later

been investigated by Virtanen and Nevanlinna. The existence proof can also be

performed by adapting the classical reasoning of Weyl.

Another immediate consequence of the foregoing theorem is the following re-

sult, proved first by Nevanlinna [5] using integral equations. Let R be an open

Hiemann surface of parabolic type, and let A and B be two noncompact subdo-

mains such that A n B is a doubly connected region, bounded by two analytic

Jordan curves. Let a and b be two single-valued harmonic functions in A n B.

COROLLARY 4. If the difference of the conjugate functions of a and b is

single-valued, then there exists a harmonic function f on R such that f— a in A,

f—bin B, are harmonically continuable, single-valued, and bounded.

To prove this, we have only to select as the domain Ro of our theorem a re-

gion interior to A n B, separating the two boundary curves of the latter, and the

existence of / i s assured.

In several related problems, an extremal method [14] seems to be more power-

ful than the alternating methods. A comparative survey on these methods was

given in [15] .
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