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Introduction. The purpose of this paper is to present a method
of calculating the first and second variation which is suitable for spaces
which have a Euclidean connection. I then use this method to calculate
the first and second variations along a geodesic in a Finsler space in
terms of differential invariants of the Finsler metric. In the special
case of Riemannian geometry, this calculation has been carried out by
Schoenberg in [4].

Indications as to how this calculation should be made are originally
due to E. Cartan [1]. I wish to thank Prof. S. S. Chern for the pri-
vilege of seeing his calculations on this matter for Riemann spaces.

1. Algebraic Preliminaries. Let /=[0, 1] and 0<¢&, &§<C1. Let M"
be an n-dimensional C= manifold. Assume we have a one parameter
family of mappings of I into M™ which we will denote by f(&, &),
where &, is taken as the parameter along I and & parametrizes the
family of mappings. Then we may define a mapping 7: Ix[->M" by
the equation

77(51! Ez)zf(fl, Ez) .

We require that 7 shall also be a C~ mapping.

Let 7, denote the mapping induced by 7 on the tangent space to
Ix I into the tangent space to M*. Let z* denote the dual mapping
induced on the cotangent spaces. Then we define two vector fields X,
and X, over n(IxI) by

X.=7,(0/0&) and X,=7,(3/0¢).
Then if w is any form in M™ we may write
7*(w)=wd&, + wdE, ,
where w; and w, are defined by the equation.
Lemma 1.1. If (X, w) denotes the value that X takes on the co-
vector w at each point, then

ws=<X;, wd
and

wWe=<{X,, w).
lel{éce\i"\;edfebruary 12, 1954 and in revised form June 2, 1954,
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Proof. ws=<3/3&, 7" (w)>=Ly*(0/2&), wy=<(X,, w) .
The proof is analogous for w,.

Let & be any two form and let X; and X, be any two vector
fields. It is well known that 4*(V) and A4*(V*) are dually paired. Let
this pairing be denoted by

<X1/\X2.’ ‘Q/> .

Then if Q can be decomposed as w,~w,, where w, and w, are one
forms, we have that the pairing may be defined by the following ex-
pression :

<X1/\X2? wl/\w2>=<X]y wl><X29 w2>_<X1, ?IU2><X2, w1> .
THEOREM 1.1. (XA Xs, WiAW,) =WigWsq— W1 Wss -

The proof of this theorem is straightforward.
We define the symbols éw, and dw; by the following equations:

dw,=2/3eLX,, W),
dws=20[06<XX;, w) .

If f is any function of ¢ and &, we define

dorf=F
I = e

where t=1+s. Define ¢"d*f similarly.
THEOREM 1.2. (XA X, dwdy=0w,—dws .

Proof. Now, in terms of a local coordinate system (w,, -+, @),

o3[ | (0 52) & (050

since

asz
= Z Oi—

2 8513& 06,06

This and the definition of dw, and dw; prove the theorem.
2. The First Variation. Consider the integral
b
(2.1) I={ F@ - g di -, da

in a space M of 2n+1 dimensions. Then in the cotangent space to
the manifold M define the form w by the equation
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[%2]

2.2) w=3Fag ~(50. 25— )it
oq; oq

Now let C be a curve in M**!' expressed by the equations
:=q(8), 0i=qi(&), t=(b—a)e+a.

Assume further that dq,/ds.=q; for all values of ¢ . Let X, be the
image of 3/0&, under the mapping described above. Then

, D aq, @ 3
2.3 X=q 2 +5% 2 L4-a)?
(2.3) St 20 om0 ]
and
t

wde,=F(g, ¢', ) (bfl_ .
Hence
@4 I=|wda= [ Fa@, o a® 60, o G .

Now consider a one parameter family of curves f(&, &) each with
the property described above. For each curve in the family we get a
vector field which we will denote by X.(&). We may consider the
variational problem for this family of curves. The crucial fact is that
the requirement that f(&, &) is a mapping of a fized interval for each
fixed value of & enables us to treat the problem of variable end point
without the necessity of differentiating limits of integration. We
consider

I(a)=§j)<)é(a), wHe,
and

(2.5) o= 1) [ u ..

& v

If we add and subtract dws; under the integral sign we get

(2.6) 6I=[w515+§‘<awd-dw5>dsz
0

@.7) _[w]h + Slw/(a, d)dz,

where

(2.8) w' (9, d)={X,~Xs, dw,
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and
w/(d, 8)=(Xenr X, dw)>.

It may be noted that w’(ds, d)=—w’(d, ). The term [w;]} is called
the transversality term.

THEOREM 2.1. Assume [w;];=0. Then a necessary and sufficient
condition for 61=0 for all variations is that dw=0 along C.

Proof. The condition is clearly sufficient. An equivalent form of
the hypothesis is that

gl<XIAXz, dw>de,—0
0

for all vector fields X, along C. Assume dw does not equal zero along
C. Then there exists an X, such that (X;~X;, dw)> > 0 for some open
interval a<¢,<’b. Then we may choose a new vector field X, such that:

X=X, for a<&<b
X,=0 for 0<&<a—e or bre<t,<1,

where ¢ may be chosen arbitrarily small. Then
[®nx, dwyde = <Xn X, durds+e,
0 @

where ¢ depends on ¢ and lime¢=0. Hence we may choose ¢ in such

g0

a way that
SD<X1AX2, dw>de, >0 .

This contradiction proves the theorem.
Remark: This is essentially the usual argument for the deriva-
tion of Euler’s equation.

3. Application to Finsler Geometry. If we assume that our integral
is of the Finsler type then we may proceed to calculate the second
variation. For treating this special case we assume that the reader
has a familiarity with Euclidean connections and we will use the Eucli-
dean connection for a Finsler space as calculated by E. Cartan in [2]
and Chern [3].

Let M be an n-dimensional differentiable manifold and let G be the
principal bundle over M with fiber and group the n-dimensional ortho-
gonal groups, On,. Then in G, we have forms w,, w;;, where w;+
wu=0 and %, j=1, --+, n. The equations of structure are
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3.1) Aw; =W, W5+ 7 jigW A Wan
3.2) AW, ;=W AWi;+ 5,

where a=1, -.-, n—1. (Henceforth we will assume that Greek indices
run from 1 to n—1 and Latin indices run from 1 to n.) The 7, are
symmetric in all indices and zero if any index is n. Also

1 1
(3.3) Q= 2’ % Qtju;swan/\‘wsn+ LZA P~ + 9 ZZ}; Byjw ~ay, .
@&, s 0 by

Let C be any path in M*. Choose any path in G with the pro-
perty that if e, --., e, represents a righthanded frame, that is, an
element of O,,, then ¢, is in the tangent direction to C. Then arc
length along a path C is

I— S () .

This follows from equation (2.4) and the definition of w, (see [3]).

Now X,=e, and X;= >\ kie;. Therefore (w,);=<{X,, w,>=Fk,. Hence
if X, is perpendicular to the curve C, then the transversality term is
zero. From equation (3.1), we have

AW, =S WyAWyy .

Hence
(3.4 =13+ | 51000 (o)) e
where (Wa)e=W,, €,>=0.

It is clear from the last equation that the symbols ¢ and d and
our indices make the notation awkward. Hence a w, will be written
as w and a w, will be written as ¢. In this notation equation (3.4)
becomes

(3.5) I=[¢ ]+ S S utliantlls
0

since w,=0 along the path C.
From Theorem 2.1 we have the following theorem.

THEOREM 3.1. The differential equations of « ycodesic in Finsler
geometry dre
w,=0, Wen=0, a=1, «--, n—1.

We will now compute the second variation along a geodesic. We
have
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1
31*——5 Bwndé‘; ’
0

and ¢°f is the second variation. Hence we have to compute &*(w,)
along a geodesic. Now

(3.6) 0*(wy) =0d(Pn) + Pud(Wan)
sinee w,,=0 along the geodesic. We have
(3'7) 6(20an) _d(¢w1z) = <X1/\X:.Zr dwom> .

From equation (3.2) we obtain

(XA Xy, AWy ={Xin Xy, WogAWeyy +{Xin X5y Qpp> .
By Theorem 1.1 and since C is a geodesic, we have
(3.3) OWa = AP — Waghpn + {any Xin XD .
Now by equation (3.2) and the facts that

R = —Rju , R =R ;

we have
(3.9) (XA Xsy Qopy =3 PrangWatbpn + 2 Rnangbpts -
Therefore, from equations (3.6), (3.8) and (3.9), we obtain
(8.10)  P(w.)=0ddn+ 3. Puldban—PanlWap+ PrangWusban + Ryangpstn] -

Now,

ddp=dogp, and d(pubur)=Pun(dPa)+ Pa(tpsn) .
Hence
(3.11) 0*(w,) =d[0¢ + PaPar] — Pandipy

+ ['— ¢af¢6n/ww6 + PozwrzB¢w¢Bn + anzs(ﬁwq&B]/wn .

But from equation (3.1) we have
(3.12) Apy=0Wq + W5 — P Wa
since

7 sapl P Wpn— W sppn] =0

along the geodesic. Also éw,=0 along the geodesic, since w,>0 and
equals zero along the geodesic and hence w, must attain a minimum
along a geodesic.
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Hence

(3 13) 6210712 d[6¢zz + 2 ¢w¢a&n] + Z(¢wn¢wn + inzﬁqsw(f)ﬁn -+ Rnwn{iqsw(f)ﬁ)/wn .

Hence the integral form of the second variation becomes
1
52-[: [a(i)n + 2 ¢wawn](1) + SOE (¢am¢wn + annﬁ¢w¢’,8n +annﬁ(ff)w¢6)'wnd52 .

For Riemannian geometry we have P, ;=0 and 3 ¢,¢.. represents
the second fundamental form of the geodesic surface perpendicular to
the geodesic at the point.
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