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A SET FUNCTION DEFINED FOR

CONVEX PLANE DOMAINS

M. I. AlSSEN

Introduction In this note, we define a set function for bounded
plane convex domains and study its properties. In particular, we exhibit
its analogy to a classical set function from the theory of conformal
mapping. The function is of interest because it is involved in bounds
and approximations to several physical quantities, notably the torsional
rigidity.

1. Preliminary definitions Let D denote a bounded open convex
plane domain and let C denote the boundary of Zλ For each p e D and
each q e C, we denote by hpq the distance (regarded as positive) from
p to the supporting line to D at q. The function hm is single valued
for almost all q.

Consider the family of functions defined by the integrals

(1)

where dsq denotes an arc-element of C at q.

For most values of the exponent α, the integral in (1) depends upon
p as well as Zλ For the special cases a — 0,1 the integral (1) is inde-
pendent of p. For α = 0 w e obtain the length of C which we denote by

(2)

For a = 1, we obtain twice the area of D, which we denote by

( 3 ) 2A(D) = 2A = f hpqdsq .
J c

In this paper we will be primarily concerned with the value
a = — 1. For this case we employ the notation

( 4 )

If D is transformed by a similarity transformation (i.e. linear isogonal
map) into Z?* and if p is transformed into p* then
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384 M. I. AISSEN

( 5 ) BP(D) = BAD*) .

Hence the set function B(D) denned by

( 6 ) B(D) = B = inf BP(D)
VED

is invariant under a similarity transformation and thus depends on the
shape but not the size of the convex domain. It is the set function
referred to in the title.

2. Two analytic representations of Bp. Consider a polar coordinate
system with pole at p and let r and φ denote the polar coordinates of
q e C. The polar equation of C is r — r(φ). Now

( 7 ) ds\ = (r2 + r^dφ2

and by comparing two expressions for the area of an appropriate wedge
with vertex at p we obtain

( 8 ) hmds = r'dφ .

Combining (7) and (8) we obtain

( 9 ) -p = (l + Uλ

This yields

(10) Bp:

Another useful representation is for the case when the curve C is des-
cribed by parametric equations x — x(t), y = y(ί) 0 ̂  t ^ T. We
adopt the convention that the domain D lies in the #,?/-plane, that p
corresponds to x — 0, y = 0. Also, since C is convex, we may select our
parameter t so that x'(t), y\t) exist for almost all t and so that W(t) =
x(t) y\t) - x'{t) y(t) > 0 for all t.

Then if there is a tangent line at q — q(t) it has the equation (X,
Y are coordinates of a point on the tangent line).

(11) x\t){Y - y(t)} = y\t){X - x(t)} .

From the normal form of (11) we obtain

h = x{t)y\t)-x\t)y{t) = W(t)
I /y I 7" i " _L_ oi I T i I *•'" I Ύ> i / i —1— ΊI I T I I '

The arc-element dsα can be expressed by
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Hence we obtain

(12) B. = Γ ?-&££& dt .
Jo W(t)

3* Inequalities involving Bp. We first show that of all convex
domains, D, B(D) is smallest for the circle. From (9) we obtain

which implies

(13) Bp^2π .

Since (13) is true for all p, we obtain

(14) B(D) ^ 2π .

We may strengthen (14) by applying the Schwarz Inequality to the

functions V¥m and 1/V7ζ7 We obtain

(15) f h~ldsq . f hpqdsq ^ { f dsqγ .
J c J c J c

Using the definitions in (2), (3) and (4) we obtain

(lb) ^ = 2A '

for all p e D and hence

(17) S > D .

By the classical isoperimetric theorem,

(18) D ^ 4ττA

with equality holding only for the circle.

Equality occurs in (15) and hence in (16) and (17) only when Vh^

and 1/i/Λ" a r e proportional, i.e. when hpq = const, almost everywhere.

This is true only when C consists of tangents to and arcs of a fixed

circle whose center is at p. We call this class of curves circumscribable.

Among the circumscribable polygons are the general triangle, the general

rhombus, and the regular polygons. The fixed circle involved in the

description of the domains for which hpq is constant almost everywhere,

has the property that no larger circle can be contained in D (the closure
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of D). In general we define for an arbitrary domain D a maximal

inscribed circle as one of radius p(D), which is contained in D, where

p — p(D) is characterized by the following two properties :

(1) There exists in D a circle of radius p.

(2) There does not exist in D a circle of radius larger than p.

The number p(D) is unique but there may be several maximal inscribed
circles as in the case when D is a rectangle.

In those cases in which D is convex and B — U\2A>

(hpq — constant almost everywhere), we have hm — ρ(D) for the point p
at which Bp — B — Lip.

In all other cases (D is convex, B > U\2A, hm not constant almost
everywhere for any fixed p), let p be a center of a maximal inscribed
circle. Since D is convex hm }> p for all q on C, and hpq > p for a set
of positive measure on C. Hence

(19) ^>BP(D)^B(D).
P

Combining the inequalities of the section we obtain

THEOREM 1. For all convex domains Lip :> B ĵ> U\2A ̂  2ττ.
Furthermore Lip = B — D/2A ̂  2π for all circumscribablβ domains. For
all other domains L\p > B > U\2A > 2π. The circle is the only domain
for which Ljp — B = U\2A — 2π.

As a consequence of Theorem 1, we have the following

COROLLARY. There exists a constant M > 0 such that for any bounded
convex domain D

M < i
- L(D) ~

M is of course independent of D.
The proof of the corollary depends upon the following geometric lemma

which we state without proof. The proof of the lemma can be found
in [4, pp. 509-510].

LEMMA Let D be a convex bounded domain and let D be the closure

of D. Then there exist closed rectangles Rιy R2 with the following
properties

(1) R.dDc.R,
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( 2 ) Rλ and Rz are similar and similarly situated

( 3 ) A(Rt) ^ 9A(RL).

Proof of the Corollary. For an arbitrary rectangle we have L ^ 8p
and A = p(L — 4p). Hence

= >

2Λ 2.L - 4p ~ 2 "

Let Λj, i?2 be the two rectangles associated with D in the lemma. Then

> L(D)p(D)L{D) ~ 2A(D)

,)^) 1

18

Hence, using Theorem 1 again, we get 1/18 ^ Bp\L g 1 for all convex
bounded domains.

4* Behavior of Bp near the boundary. At each point of a convex
curve, there exist two one-sided tangents which are collinear (when ex-
tended) for all points with at most a countable number of exceptions.

In the present section we consider hpq to be always measured to the
right hand tangent so that certain details of proof become easier. The
values of Bp and B are not affected by this convention. By the right-
hand tangent we mean the one-sided tangent which points in the counter-
clockwise direction along the curve.

THEOREM 2. As p approaches the boundary curve C, Bp becomes
arbitrarily large. More precisely, if q be any point of C, and M a
positive number, there exists a positive number d, such that Bp > M, for
all p e D whose distance from q is less then d.

Proof. We consider a Cartesian coordinate system whose origin is
at q and whose positive ^-axis coincides with the right hand tangent at
q. Hence y > 0 for all points of D. There is a unique supporting line
of C, which has slope one and whose ^-intercept is negative. Let t be
the point of this line which belongs to C and is closest to the origin at
q. Let qf denote a variable point between q and t (such that q, q'', t
occur in counterclockwise direction). Then

(21) Bp

The integral is taken along an arc of C. We denote by Mq, the slope
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of the right hand tangent at q\ If the coordinates of q are (x, y) and
those of a point on the right-hand tangent at q' are (X, Y), the equation
of tangent line is

(22) Y-y = Mq,(X - x) .

Let p be a point of D with coordinates (λδ, μδ) where δ > 0, μ > 0, λ ^ 0,

λ2 + μ2 ^ 1.

From (22) we obtain

Also

Combining these expressions with (21) we obtain

B > ( /
P Jo μδ - y - Mq,λδ + ~Mq,x

where a is the abscissa of the point t. Since 0 ^

f l Q g > l Q g ^ .
<5 + x δ δ

Hence, given M > 0, we can find δ' > 0 such that, for all p 6 D for which
dist. (p, q) ^ δ' and which are in the closed first quadrant (of the cood-
dinate system described above) we have Bp > M.

Similarly (by considering a coordinate system with origin at q, whose
negative a -axis coincides with the left hand tangent at g, and measuring
hpq to the left hand tangent at g, etc.) we can find δff > 0 such that
for all p e D for which dist. (p, q) <̂  δ" and which are in the closed
second quadrant of this new coordinate system we have Bp > Λf.

The two closed quadrants share a boundary if q is a point of tan-
gency and an entire angle if q is not a point of tangency since D is
convex. Hence if δ = min (δ\ δ") and p e D with dist. (p, q) ^ δ we
obtain Bp > M.

COROLLARY The function Bp assumes its minimum value for some
P in D.

Proof ljBp > 0 in D and 1/BP -* 0 as p-> C. Also ljBp is con-
tinuous in D. Hence ljBp attains its maximum value in Zλ

To show the continuity of Bp and hence of 1/BP (Bp Φ 0) we proceed
as follows. Let d(pu pz) denote the distance from px to p2, and let
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d(p, C) denote mίqec d(p, q). Fix p e D. Consider all p' such that
d(p, p') ^ λd(p, C) where λ is a fixed number in 0 < λ < 1. Then

B, ~BP.\

ftp

•i

VII

I i

(1

^d(p,

1 ^

L

-λ)d*

p').

JKPJJD

(P,C)

Hence

^ ^ d(p, p') .
(1 - λ) d\p, C)

Hence as p' -> p Bv> -> 5 P .

5* The convexity of Bp. We consider a Cartesian coordinate system
with origin 0 at some interior point of D. Let θ — θq be the angle
between the positive direction of the α>axis and the outward normal at
q. If there is no tangent at q we use (for definiteness) the normal to
the right-hand tangent to C at q. The equation of the tangent line at
q is

(24) X cos θq + Y sin θq = hQq .

In (24) X, Y are coordinates of a point on the tangent line, and hCq is
the value of hpq at the origin. If the coordinates of an arbitrary point,
p e D are (x, y) then from (24) which is in the normal form, we obtain

(25) hm = hQq - x c o s θq- y s i n θq .

If we differentiate (25) we obtain

dhn

and

(27)

= - COS
dx

dy

From (4), (26) and (27) we obtain the various derivatives of Bp.
They are

(28) - 9 - ^ = f ™¥*-d8q,
ox J c hf pq

(29) θ^> = f *ΨA- dsa,
dy J c Kl

pct
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(30) d:B: = 2 f « £

(31)

and

(32)

From (30) and (31) we obtain

(33) dZp + dl
Hence Bp is a strictly subharmonic function of p e D. We now prove
that Bp is also convex in D.

THEOREM 3. The function Bp is strictly convex in D.

Proof Consider the quadratic form

(34) Q(u, v) = —* u + 2 l»> uv + 9 3

From (30), (31), and (32) we obtain

(35) Q(μ, v) = 2 f ( ^ S

A sufficient condition [1; Th. 99] that Bp be strictly convex in D is that
Q(u, v) > 0 for all (%, v) Φ (0, 0) and all p e D. Clearly from (35)
Q(u, v) ^ 0. Let us assume that for some (uQ, v0) Φ (0, 0), Q(uOf v0) — 0.
Then it would follow that

u0 cos θq + v0 sin θq = 0

for almost all g.

Hence for almost all g, ίβ would be limited to two distinct values
in the interval 0 ^ θq < 27r. These two values would differ by π. Hence
if we except a set of measure zero from the boundary of D, all of the
supporting lines of D would be parallel and D would have but two
supporting lines. This situation is possible for an infinite convex domain;
i.e. the infinite strip between two parallel lines. However it is not
possible for bounded convex domains. For let L and L* be the two
lines. A supporting line of a convex domain at a point of its boundary
must contain this point. However there are two arcs of positive length
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between L and L*. The lines L and L* cannot be supporting lines to
any point of there arcs. Hence for a bounded convex domain, the
numbers (uQ, vQ) ^ ( 0 , 0 ) cannot exist such that Q(uQ9 v0) = 0 and Bp is
strictly convex.

An important corollary of Theorem 4.3 is that there is but one
point of D, at which Bp assumes its minimum value, B(D). For if there
were two points p' and p" e D such that B(D) = Bp — Bv,r, it would
follow from the strict convexity [4, th. 98] of Bp that for all p on the
segment joining p' and p", Bp would be less than B(D). This is impos-
sible so we obtain the following.

THEOREM 4. The Equation BP(D) = B(D) has one and only one solu-
tion p — pQ in D. Furthermore Bp has no relative extrema except at pQ.

Proof, The existence and uniqueness of p0 has already been demon-
strated. As for the existence of other extrema, there can be no maxima
or saddle points because of (33) and (34). As for another relative
minimum say at a point p*, there would be points p arbitrarily close
to p* on the segment joining p* to p0 for which the value of Bp would
be less than Bp*.

A consequence of Theorem 4 is that the usual necessary conditions
for relative extrema are necessary and sufficient conditions for the unique
absolute minimum value of Bp.

Theorem 4 has the geometric interpretation that a convex surface
can only have a single horizontal supporting plane.

Theorem 4 also facilitates the determination of p0 and hence of B(D)
in the case of a domain with symmetry.

COROLLARY 1. If D possesses a line of symmetry, BP(D) assumes
its minimum upon that line.

COROLLARY 2. If D possesses two lines of symmetry, intersecting at

pQ, then B(D) = BJD).

Corollary 3. If D possesses a center of rotation (in the sense that
D is invariant under a rotation of 2πjn radian about this point, where
n > 1 is an integer) then Bp assumes its minimum at this point.

6, Steiner symmetrization and B. By Steiner symmetrization of a
plane domain D with respect to a fixed straight line I, we mean the
following : D is transformed into the domain D* which is characterized
by the properties
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(a) D* is symmetric about the line I.

(b) The intersections of any line perpendicular to I with D and D^

are of the same length.

THEOREM 5. Let D be a bounded convex domain with boundary C.
Let D be transformed by Steiner symmetrization about a line I, into the
domain D* and let C* be the boundary of D*. Then D* is convex and
B{D) ^ B(D*). Further if the line I is not parallel to an axis of sym-
metry of D then B(D) > B(D*).

Proof. Since the sum of convex functions is convex, it is clear that
D* is convex and hence B(D*) is defined. Let us consider a coordinate
system with origin at the point at which BP(D) has its minimum. Let
the line with respect to which we symmetrize D be the #-axis. Let
α ^ x ^ b be the projection of D upon the #-axis. We denote by λa and
λb the lengths of those portions of C for which x — a and x = b respec-
tively. The two portions of C which lie between the supporting lines
x — a and x — b can be represented by the two single valued continuous
functions,

y = u(x), y = v(x) a < x <b,

with u(x) > v(x).

We use (12) with x(t) = t and y(t) = u(t) or v{t) according as to
whether we consider the upper or lower branch of C. Then if we re-
member that the positive direction of x (or t) coincides with the clockwise
direction for u(x) and the counter-clockwise direction for v(x) we obtain

ί 3 6 ) B = B = h _ 4 , ΓT i+_
0 b a JL u(t)b a JαL u(t) - tu\t) tv\t) - v(t)

If we symmetrize D with respect to the #-axis we may denote the
two branches of the boundary of /)* by

(37) y = ± w{x) = ± ~(u(x) - v(x).)

Then

B* = -^ - -α- + 21 —±.J1J?-AOJ—. dt^B*.
b a Ja w(t) — twr{t)

If we introduce the abbreviations

V\ = 1 + uf{t)\ Uλ>0
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U2 = u(t) - tv!(t) > 0

v\ = ι + i/(ty, v,>o

V2 = tv\t) - v(t) > 0 .

Z = 1 - u'(t)i/(t),

we obtain

B(D) = J50(Z?) = ^ - ^ + ( ^ +

and

Hence

(38) l . ^ J - .

We shall next prove that the integrand is always non-negative. First
U\ V\ = Z3 + {α'(ί)» + v'(ί)2} and therefore

(39) ϋ\ V\^Z* ,

which implies

(40) (ϋiVi - Z) ^ 0.

Hence we obtain successively,

(41) (U.V, - U.V.γ + 2U.iV2(U1 Vl-Z)^0,

(42) (ϋ\Vt + VIU2)(U, + F3) ^ U2V.IU] +VI + 2Z),

and

Hence from (38) we finally obtain

B0(D*) g B0(D)

but B0(D*) ^ 5(I>*) and S0(Z)) = B{D) and thus

(43) B(D) ^

Equality in (38) and hence in (43) cannot occur unless it occurs almost
everywhere in (39). But this would imply that u'(t) +v'(t) = 0 almost
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everywhere and since u and v are continuous that u(t) + v(t) is constant.
But this can only happen if D has a line of symmetry parallel to the

7 Symmetrical domains. In this section we consider convex do-
mains, D, which possess the symmetries of the rectangle. Such domains
possess two axes of symmetry which are at right angles to each other.
We establish a rectangular coordinate system in which the axes of
symmetry correspond to the lines y = x and y = — x. The origin is
then the center of symmetry. Let D* be the domain obtained from D
by the affine transformation.

(44) X=μx9 Y=y.

Then D* will also be convex and have the origin as a center of
symmetry. For both D and D* we must compute B at the origin (see
Corollary 3, Theorem 4). The Boundary C of D can be expressed
parametrically in the form x = x(t)} y — y(t) 0 g t ^ Γ. We select the
parameter, so that the Wronskian, W(t) = x{t)y\t) — y{t)x\t) is always
positive. Furthermore we select the parameter so that t — 0 and t — T
correspond to the intersection of C with the line y = x in the first
quadrant. Finally we select the parameter so that symmetrical parts
of the curve correspond to equal intervals on the ί-axis (for example,
we may take t as arc length). Then the symmetry conditions can be
expressed analytically by

(45) x(T - t) = y(t), y(T - t) = x(t), O^t^T.

and

(46) a ( - | + ί) = -x(t), y(^ + t) = 0 ^ ί

THEOREM 6. In the notation of the present section we have

B{D*) =

Proof. By (12) we have

(47) B{D) = BID) - f t ^ ^ - + J ^ '
Jo x(t)y\t) - x\t)y{t)

[By Bo we mean Z?p at the origin]. Also

(48) B(D*) = [rM&p&r.dt.
Jo μW{t)
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Using (45) we obtain

( 4 ! ί ) U ~μψ(T) Jo -~~JW(t)~"

Hence

(50) B(D*) = Γ ^X'W + y'W dt
Jo μW(t)

Jr/2 μμW(t)

W(t)

From (46) and (47), we have

(51) B(D) = 2 Γ 2 ^ ( - ^ ^ ί*)- dt
Jo Ty(ί)

From (50) and (51) we obtain

(52) B(D*) =

which completes the proof of the theorem.

8. Some special domains. In this section we compute B(D) ex-
plicitly for several domains, using the methods developed in the earlier
sections. The results are summarized in table form in [4].

8.1 Circumscribable domains. Theorem 1 includes the statement
that for circumscribable domains, B = Lip — VI2A. The most important
special cases involved are the regular polygons, the general triangle,
the rhombus and, of course, the circle. We list the results for these
domains without details.

Domain D B(D)

(53) Circle 2π

(54) Regular iV-gon. 2ΛΓtan- 7 Γ .

Triangle of sides a, b, c. 2

c M s - α)(s - 6)(β - c)
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8
(56) Rhombus of angle δ.

sin δ

From either (54) or (56) we obtain for the equilateral triangle, the
value B =

8.2 The domain. | x \n + I y \n < 1. The domain | x \n + | y \n < 1 is
convex for w ^ 1 and has the origin as a center of symmetry. Hence
B — Bo (Bp at the origin). It is most convenient to denote the boundary
of D parametrically in the form

x = (cos2 t)n y = (sin2 ί)w 0 ^ ί ^ 2ττ.

Then letting ^ — 2jn and taking advantage of symmetry, we obtain from
(12) that

n

For n > 1. We can simplify using the relation Γ(z)Γ(l — z) = πjύnπz
to obtain,

(57) S = ^LziAl . _ ^ L _ , w > i.
n% - π

As special or limiting cases of (57) we have the circle (n — 2) and the
square (n ~» oo and w. ->• 1+).

8.3 Application of Theorem 6. We mention just two applications.
If we apply the affine transformation X = ax/b, Y — y to the circle
a? + tf = b\ we obtain the ellipse Z2/α2 + Γ2/62 = 1. Then by Theorem
6 we obtain for this ellipse

(58) \

I δ a

For the square we may obtain from (54) or (56) or (57) the value

(59) B = S.
If we place the square so that its sides are parallel to the coordinate

axis, the affine transformation (44) results in a rectangle. If the sides
of the rectangle are in the proportion a : δ, Theorem 6 yields
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(60) B =

If we place the square so that the diagonal coincide with the axis,
the affine transformation results in a rhombus. Thus using Theorem 6
we may obtain (56) from (59) as well as (59) from (56).

8.4 Convex circular sectors. We consider domains Dλ defined in
polar coordinates by 0 < p < 1 ~λπ < φ < λπ. For convexity we re-
strict λ to the range 0 < λ <L 1/2. The polar axis, φ = 0 is a line of
symmetry for the sector and by Corollary 1 of Theorem 4.4, Bp(Dλ)
assumes its minimum value B(Dλ) = J3 ( λ ) on this line. Let (u, 0) be the
coordinates of any point p on this line of symmetry, 0 < u < 1. If we
denote Bp(Dλ) by Bu(Dλ) we obtain

dt

u sin λπ Jϋ 1 — u cos t

(61) = 2 + - 4 arctan \J x +.%.. tan
u s in λπ ^ •*" ' v -

It is difficult to express J3 (λ) as an explicit function of λ9 but for a
particular /ί, the computation can be carried out numerically.

In the case of the semi-circle λ = 1/2 and (61) becomes

BU(D1I2) - A + A_ _ arctan/L+L
u y ι-u> v i _

If we set yz = 1 + %/l — % and express arctan 2/ as the sum of an odd

and an even function of u, we obtain arctan y = π/4 + 1/2 arctan

(2/* - l)/2y. But (2/51 - l)/22/ = u\V\ - vf and hence arctan [(y1 - l)/2y] -

arcsin u.

Finally we obtain for the semi-circle

Ώ in Λ 2 j 2 arcsin^ + πB{V) = +

The derivative of the right side has a unique zero in the interval. We
can compute this zero, uQ9 by Newton's method and then compute
Buo(Dll2). This yields S<1/2) = 8.7915.

Another special case of interest is the 'narrow' sector corresponding
to 'small' values of λ. We use Theorem 1 and first obtain expressions
for L, Aj and p.

L - 2 + 2λπ ,
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A = λπ ,

__ sin λπ
P ~ ϊ + sin /lτr "

The last expression is obtained by noting that the center of the maximum
inscribed circle lies on the axis of symmetry and that the circle itself
is tangent to the circular arc of the sector. Hence its center is at
(1 — p, 0) and p satisfies p = (1 — p) sin λπ. Theorem 1 states that
Llp> B> DJ2A, or that

2 > B > (l + λπf
sin λπ λπ

If we expand is powers of λ we obtain

2 + 4 + 7~ λπ + O(λ2) > 5<λ> > A + 4 + 2/lπ +
Λπ 3 Λπ

Hence

(64) B^ = A + 4 + O(ί).
λπ

By a more involved analysis using (61) and (64) we can obtain

sex) = _2

 + 4 + $_λπ + o(λη .
^7Γ 4

9 An analogy involving Bp. Let Z) be a simply-connected domain
in the plane, and let p e D. If we map D conformally and in a one-
to-one manner onto a circle whose center is the image of p, and for
which the derivative of the mapping function has modulus one at p,
then the radius of the circle is uniquely determined. We call this
radius the inner conformal radius of D with respect to p, and denote
it by rp(D). As p approaches the boundary of D, rv(D) approaches zero.
This suggests an analogy between ljrp and Bp. To strengthen this
analogy we consider the function 2Ajr\. For the essential properties
of rp(D) which we use, reference may be made to [3, vol. 2, chapter 4,
probs. 110, 112, 124, 125] and to [2]. We now restrict D to be a convex
bounded domain and denote by Qp = QP{D) either of the following do-
main functions.

( 1 ) BP(D), ( 2 )
r

We define Q(D) = Q as supJ)6Z, QP(D). Then we can assert the following :
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I. For fixed D, Qp becomes infinite as p approaches the boundary

of D.

II. For all D, Qp ^ 2π, with equality holding only for the circle

and p at the center of the circle.

III. QP(D) assumes the value Q(D) for precisely one p e D.

IV. p(D) Q{D)jL{D) lies between fixed positive bounds (independent

of D) for all D.

V. Steiner symmetrization cannot increase Q(D).
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