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CLASSES OF MINIMAL AND REPRESENTATIVE

DOMAINS AND THEIR KERNEL FUNCTIONS

MICHAEL MASCHLER

1. Introduction. In connection with the problem of obtaining classes
of conformally equivalent domains in the space of one or several complex
variables, S. Bergman [3] introduced two kinds of canonical domains
named minimal domains and representative domains. Since the mapp-
ing functions onto these domains were expressed in a closed form by
using the Bergman kernel function and its derivatives, it was possible to
deduce interesting properties of the kernel function which, in turn, pro-
vided more information about the canonical domains. (See S. Bergman
[1] [3], M. Schiffer [9], M. Maschler [7]).

The object of this paper is to discuss " minimal domains " and " rep-
resentative domains'' with respect to certain subclasses of analytic
functions, and to deduce solutions to some extremal problems. In addi-
tion, differential equations are obtained for the kernel function, which
are valid for various classes of domains. The methods we use apply to
the theory of functions of several complex variables as well, but first,
the case of one complex variable should be clarified.

Let D be a plane domain having a boundary of positive capacity.
We consider the class of analytic functions w — f(z) which have single-
valued, regular derivatives in D, and which possess developments of
the form

(1.1) w = (z-t) + am+ι(z - t)m+1 + am+2(z - t)m+2 + •

in the neighborhood of a point t in D. There exists one function in this
class which maps D onto a domain having the smallest area1. This lat-
ter domain will be called an m-minimal domain with the origin as center.
For m = 1 we obtain the ordinary minimal domains.

As w —f(z) may be multivalued and non-univalent, one has to extend
the theory of the kernel function to domains on a Riemann surface,
which may have "identified points", (That is, points which correspond
to a single point of a univalent domain, under a conformal mapping).
The ideas of this extension are not new and are treated here for the
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Jerusalem. (2) The Bull, of the Research council of Israel. Vol 7F (1957) p. 42. (Abstract).

1 The area is defined by j \f'(z)\2 dω, where dω is the area element.
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764 MICHAEL MASCHLER

sake of completeness. We then treat Bergman's problem of minimizing
the integral

(1.2) \\D\f(z)\2dω

where the functions f{z) are single-valued, analytic, regular in the do-
main D and satisfy, at a non-branch point t in D, the condition

(1.3) / ( v ) ( 0 = Xv, Xv are constants, v = 0, 1, 2, , m .

(See S. Bergman [2].) We prove that these minimizing functions are
transformed, under a conformal mapping which is locally univalent at t,
onto similar minimizing functions for the image domain, multiplied by
the derivative of the mapping function. (The constants (1.3) are trans-
formed linearly).

The mapping function onto an m-minimal domain can be expressed
in a closed form in terms of the kernel function and its derivatives [Sec-
tion 3]. This leads to a local condition for the kernel function, satisfied
if and only if the kernel function belongs to an m-minimal domain.

Simply-connected m-minimal domains are always images of a 1-mini-
mal simply-connected domain (i. e., a circle), under a mapping function
which is a polynomial of degree at most m, and vice versa [Section 4J.
This is no longer true, in general, for the case of multiply-connected m-
minimal domains [Section 7] however, each choice for the values of the
first m derivatives of the mapping functions at the center of a 1-mini-
mal domain, determines a mapping onto an m-minimal domain with the
same center [Section 4],

The shape of the doubly-connected 1-minimal domains is studied in
Section 5. It is shown that the 1-minimal doubly-connected domain always
has identified points, provided that no boundary component is reduced to
a single point. Therefore, these minimal domains are different from those
studied by P. Kufareff [6], which he obtained by restricting attention
only to single-valued mapping functions.

Let MD(z, t) be a minimizing function of (1.2), for functions satisfy-

ing in (1.3) the values

A) ΛQ = 1, Λλ — A2 = = Λm-1 — U , m ^ 1 .

Let M%(z, t) be a similar function for the case

(1.5) Xo = 0 , Xλ = 1, X2 = X3 = = Xm = 0 , m ^ 1 .

The function [M%(z, t)IMΌ(z, t)] satisfies (1.1) and remains invariant
under a conformal mapping which satisfies (1.1) [Section 6], This func-
tion is said to map D onto an on-representative domain with the origin
as center. In general, it is different from the m-minimal domain with
the same center, but if both domains coincide and have the same center,
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say at the origin, then the minimizing functions for the m-minimal and
m-representative domain Δ satisfy the differential equation

for ξ 6 Δ [Section 6]. The interest in this relation is that it remains
invariant under each transformation w = f(ξ) which satisfies /'(0) = 1,
/oo(0) = 0, v = 2, 3, , m. Thus, this relation holds for a general class
of conformally equivalent domains.

2. The Bergman kernel function for generalized domains. Various
extremal problems in conformal mappings yield, as solutions, a mapping
function which may be meromorphic, and/or many-valued. In order to
treat such problems, it is desirable to extend the concept of a domain and
its Bergman kernel function. Making use of known ideas (see e. g., S.
Bergman [4], p. 33, and R. Nevanlinna [8]), we proceed as follows:2

Let D be a univalent domain in the £-plane, where boundary has
a positive capacity. Let w = w(z) be a function of z, defined for z e D.
We demand that w'{z) exists, that it is a single-valued, meromorphic
function for z e D, and does not vanish identically.

Among the set of points : {w(z) \ z e D), we identify all the images
of the same point z. w(zx) and w(z2) are said to be different points if
zx Φ z2. The obtained set is called : a generalized domain.

EXAMPLES.

a. If Dλ is the unit circle | z \ < 1, and w(z) = z\ then the gen-
eralized domain Δx consists of two coverings of the unit circle with a
branch point w = 0.

b. If D2 is the ring 1 < \z | < e, and w(z) — logz, then the gen-
eralized domain Δ2 is the strip 0 < 3ΐe w < 1, where points w1 and w2,
which satisfy

(2.1) 9ΐe wx = 3ΐe w2 , ^m wx = ^m w2 (mod 2π) ,

are identified.

DEFINITION. Let Δ be a generalized domain, obtained from a (clas-
sical) domain D, according to the above procedure. We say that a function
F(w) belongs to the class ^f\Δ) if there exists a function f(z), belong-
ing to the class3 ,ίf2(D) such that

2 The proofs are simple and we omit them,
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(2.2) F(w) - f{z{w)) -f-~ , z e D,
aw

It is clear that F(w) may have a pole at a branch point of Δ.
Integration over the domain Δ is defined by the relation

(2.3) f f G(w) dω = J( I w'(z) I2 dωg ,

whenever the right-hand side exists. Here dωz denotes the area element
in the z-plane.

Let D be a univalent, positively bounded domain, without identified
points, which generates, as described above, two generalized domains Δ
and z/*, then the mappings of D onto Δ and Δ* determine a one-to-one
mapping :

(2.4) w* — w*(w) , w e Δ ,

from Δ onto Δ*. This mapping will be called a conformal mapping. All
these definitions do not depend on the particular choice of D.

Prom now on, unless otherwise stated, we shall use the term " do-
main " to mean a generalized domain. All such domains have the prop-
erty that they can be mapped conformally onto univalent domains with a
boundary of positive capacity and without identified points.

Let D be a (generalized) domain. Introducing a scalar multiplication

(2.5) (/; g) =

makes j^2(D) a Hubert space which possesses a Bergman kernel function

(2.6) KD(z,t)= "

where ψXz), v — 1, 2, is a complete orthonormal system.
The kernel function depends only on the domain D and not on the

particular choice of the complete orthonormal system. As a function of
z, for each fixed t which is not a branch point, the kernel function be-
longs to the class ^2(D). It may or may not be singular if £ is a branch
point. KD(t, t) > 0 and takes the value infinity if t is a branch point.

If a domain D can be mapped conformally onto a domain Δ, by a
mapping function w(z), z e D, then the kernel functions of D and Δ
satisfy the relation :

(2.7) KD(z, t) = KA(w(z), w{t)) w\z) w'(t), z,t e D.
3 A function f{z) is said to belong to the class £2(D) if it is single-values and regular

in the domain D and satisfies :

0 J / O ) \*dxdy <coiZ = x + iy

The integration is in the Lebesgue sense.
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(This relation is to be understood in the sense that the ratio between
the two sides approaches 1 if z, or t, or both variables, approach a sin-
gularity point of the kernel function.) We shall end this section by
stating an important theorem of S. Bergman for the generalized domains.
(See [4], p. 26) :

THEOREM 1. Let D be a (generalized) domain, and t a fixed point
in D, which is not a branch point. Consider the functions f(z), z e Dy

which belong to the class Jy^2(D) and satisfy :

(2.8) v= 0,1,2,

where Xv are fixed complex numbers and /(v)(£) is the derivative of the
order v of f(z) at the point t then there exists among them one and
only one function M£o,*i,..., xm(z, t) which minimizes the integral

\\ \f(z)\2dω. This function can be represented in a closed form by

using the kernel function and its derivatives :

(2.9)

0 Km{z,t) Kή{z,t)

Z ~V - Tf -
o -ft- oϋ -Λ- 01

•ft-00 -ft-01 # * * -ft-Oϊίl

KQ\ Kΰ Kxΰ

-ft-mb" -ft- ml * * * -ft-TOϊίϊ

Koφ, t)

•*-*-m,m

The value of the minimum is:

(2.10)

0 Xo X • X™

where Jm denotes the denominator which appears in (2.9).
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Here

(2.11) KoJ(z, t) = \^- (KD(z, ζ)\ _ U = 0, 1, ., m)
\-dζJ Jζ=t

(2.12) Ktj = Γ^-ij- (#„(*, ?))"] - . , (i, j = 0, 1, , m) .

(i — 0, means that one should not differentiate with respect to z. Simi-
larly, if j = 0.)

Proof. This theorem was proved by S. Bergman for univalent,
domains without identified points.4 ([4], pp. 26-27.) One can use the
same proof, (which is based on the method of Lagrange multipliers), pro-
vided that one shows first that the minimum problem has a solution. This
is done as follows : If D is a generalized domain, then it can be obtained
from a univalent, domain, without identified points D*, by a conformal
mapping z — z(z*), z* e D*. If £* is the inverse image of t, then

(2.13) dz

dz* Z*=ί*

Φ 0 , oo ,

because t is not a branch point, and D* is univalent. Therefore, the in-
verse function z* = z*(z) is regular at t and (dz*/dz) \z^t> ~ c Φ 0.

To each function f(z) of the class ,§r-'2(D), corresponds one function
/*(**) of the class . .^(D*) such that

(2.14) f(z) = ^

hence,

(2.15)

Thus, there is a one-to-one mapping between the family of functions con-
sidered in the theorem and the family of functions f*{z*) of the class
j^2(L>*) which satisfy :

(2.16) /*<v>(ί*) = Yv , v - 0, 1, 2, , m ,

where Yv are complex numbers satisfying the system of equations :

(2.17) \^\f*(z*(z))d^L I] = χv , ^ = 0, 1, 2, ., m.

(See (2.8) and (2.14).) This system has one and only one solution be-
cause c φ 0. Bergman's theorem ensures the existence of a unique func-

4 There always exist functions satisfying (2.8), if the boundary has a positive capacity,
(See also K, I. Virtanen fll].)
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tion which minimizes the right integral of (2.15) under the conditions
(2.16) hence it follows from (2.14), (2.15) and (2.16) that this function
multiplied by dz%\dz is the solution of the original problem, and that it
is unique.

REMARK 1. Incidentally, we have proved that if D and D* are two
igeneralized) domains, and D* is mapped conformally onto D by the
function z ~ z(z*), z* e D, then, if z* — z*(z) is the inverse mapping,

(2.18) Mj)Xύt

xi, .xm(zf t) — Λfro,ri, .,r™(2*(2), z*tt))
D* dz

(2 19) λ X 0 Λ l ... Xm(t) — λ F ϋ Y\ •• >Ym(Z*(t))

where F v, v — 0, 1, 2, , m, satisfy (2.16), (2.17) provided that t and
ί* = z*(t) are not branch points of D and D*, respectively.

REMARK 2. It is possible to solve a similar extremal problem when
t is a branch point, but the solution depends on the type of the branch
point at t. This solution will not be considered in this paper.

REMARK 3. If t is not a branch point, then the denominator of
the right-hand side of (2.9) is finite and positive.

Proof. Denote this denominator by Jm. It follows from (2.6) that
0 < Jo — KQΌ < oo, provided t is not a branch point. Substituting Xo —
Xt =...= Xm_λ = 0, Xm = 1 in (2.10), we obtain :

(2.20) λi ϋ ' - ϋ J(ί) = ^ = i , m ^ 1 .

But, by definition, and because of Theorem 1, 0 < λ !iϋ''"'ϋi(^) < ^ hence,
by induction, 0 < Jm < CXD .

3* Minimal domains with respect to almost identity mappings.
In this section we shall be concerned with "almost identity " mapping-
functions, i.e., functions of the class %?m,t(D) defined as follows:

DEFINITION. Let D be a domain containing a point t which is not
a branch point. A function f(z) is said to belong to the class g7

TOlί(-D),
if it satisfies the following conditions :

(3.1) f'(z) e £f\D) (see definition in Section 2),

(3.2) fit) - 0, fit) - 1, fit) - / w(ί) = . . . = / o»)(ί) - 0 m ^ 1.

This class has the following property :
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LEMMA. // ζ = f(z) belongs to the class ''&mJ{D) and maps D onto
a domain Δ, and if w — φ(ξ) belongs to the class &m,0(Λ), then w —
W(z) = φ(ζ(z)) belongs to the class & mΛ(D).

The proof is obvious.
The functions of the class ^mtt(D) map D onto various domains,

among which we look for that domain which has the least area5, and we
try to determine the mapping function of D onto this domain. It follows
from the Lemma that the domain having the least area is an '' m-mini-
mal domain" with center at the origin, in the following sense:

DEFINITION. A domain Δ is called an m-minimal domain having a
center at a point τ, if τ e Δ and is not a branch point of Δ, and if any
conformal mapping w* = w*(w), w e Δ, which satisfies w*(w) e <fm;τ(Δ),
maps Δ onto a domain whose area is not smaller than the area of Δ.

REMARK. It is clear that a translation w* — w + a, w e Δ, maps
an m-minimal domain with center at the point τ onto an m-minimal
domain with center at the point τ + a.

Denote by M= MD{z,t), the function MWv~>xm-i{z,t) (see (2.9)),
for the special case :

(3.3) Xo = 1, Xλ = X2 = . . - Xm.x - 0 ,

From Theorem 1 we obtain immediately :

THEOREM 2. Let D be a (generalized) domain and t a point in it,
which is not a branch point, then there exists a unique function f(z)
satisfying the condition

(3.4) f(z) 6 &ntl(D) ,

which maps D onto an m-minimal domain Δ with center at the origin.
This mapping-function is given by

(3.5) f(t) - 0 , /'(*) - Mΰ(z, t)

{see (3.3)).

COROLLARY 1. If D itself is an m-minimal domain with center at
the point t, then f(z) = z — t is the mapping-function required in Theo-
rem 2. Therefore, in this case, MD{z, t) — 1. Hence, by (2.9) and (3.3),
if D is an m-minimal domain with center at the point t, then

5 The area of a domain A is defined as HjCίω (see (2.3)). Thus, different coverings

are counted separately and, when identified points exist, only the fundamental domain is

counted.
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(3.6) Pm-ifo t) = constant Φ 0 .

Here Pm.1(z, t) denotes the domain function which is formed by crossing
out the first and last coloumns and the second and last rows in the
determinant which appears in the numerator of (2.9). K = KD9 {see
(2.11), (2.12))".

COROLLARY 2. The converse is also true. Indeed, if (3.6) is satis-
fied5, then it follows from Theorem 2 that a mapping function of D
onto an m-minimal domain Δ with center at the origin is obtained by
a translation f(z) = z — t therefore, D itself is an m-minimal domain
with center at the point t.

The area Sd of the m-minimal domain Δ can be calculated from (2.10).
Indeed, by (2.10),

(3.7) S, = Qm^Jm^ .

Here Qm_i is the determinant which is formed by crossing out the first,
second and last rows and the first, second and last columns in the
numerator of (2.10). Jm-λ was defined in Remark 3 of Section 2. (In
the case m = 1, we define Qo = 1).

THEOREM 3. A domain D containing a point t, which is not a
branch point, is an m-minimal domain with center at the point t, if
and only if the right-hand side of (3.7) is equal to the area SD of D.

Proof. By Theorem 2, D can be mapped onto an m-minimal domain
Δ having an area given by (3.7). If SΔ = SD, D itself is an m-minimal
domain. If D is an m-minimal domain then Sj = Sn.

REMARK. Observe that the right-hand side of (3.7) depends only on
the kernel function and its derivatives at the single point t.

1-minimal domains were introduced by S. Bergman and their defini-
tion was later extended to domains in the space of ^-complex variables.
Some properties of 1-minimal domains were studied by S. Bergman [3]
[4], by M. Schiffer [9] and by the present author [7]. We shall see that
many properties of 1-minimal domains can be extended to properties of
m-minimal domains, and that these new properties yield information
about the behaviour of the kernel function as well as distortion theorems
for certain classes of domains.

4. Simply-connected m-minimal domains. It is known that a simply-
connected 1-minimal domain can only be a circle, the center of which is

6 The constant on the right-hand side of (3.6) cannot be zero, because Mn(t, t) — 1 and
the denominator of the right-hand side of (2.9) is finite and positive (see Remark 3 of Sec-
tion 2).
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the center in the sense of the definition of a minimal domain. We shall
show, in this section, that the class of all simply-connected m-minimal
domains can be obtained from a circle by mapping-functions which are
polynomials of degree (at most) m. First, we consider the mapping of
any domain D (not necessarily simply-connected) onto an m-minimal do-
main.

THEOREM 4. Let D be an m-minimal domain (m Ξ> 1), having a
center at the origin. Let D* be a domain, containing the origin and
being locally univalent there, which can be mapped conformally onto D
by a transformation z — 2(2*), z* e D*, which satisfies 2(0) = 0 then

(4.1)

0

dz

dz*

d'2z

dz"

dmz

K:

κl IT*-.—

dz*
K: • m-L 1

dz
constant Φ 0,

2* e JD*. Here K*(z*, ζ*) = KD*{z*y f*) dz/dz* U.o Φ 0 t* - 0. (See
(2.11)(2.12).) Conversely: if (4.1) is satisfied, and dz/dz* Φ 0, then
z = 2(2*) maps ΰ * ow£o aw m-minimal domain.

Proof. If Z> is an m-minimal domain with center at the origin, then
MJJ(Z, 0) = constant. (See Section 3, Corollary I.)7 Choosing f*(z*) — dzldz*
and substituting it in (2.16), one observes that (2.17) is satisfied (since
Xo - 1, Xx = X2 - . . . =Xm^ = 0). Therefore, by (2.18),

(4.2)

where

MD(z, 0) - ), 0)
d z '

, v = 0, 1, . . . , m - 1

Thus the relation (4.1) has been established. The converse statement is
obtained by reversing the order of these arguments, and by using Corol-
lary 2 of Section 3.

If D is a simply-connected m-minimal domain, we can assume that
D* is the unit circle. Since the kernel function of the unit circle is

7 For the definition of Mn(z, 0), see (3.3).
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(4.3) KAz*, ζ

(see [4] p. 9), it follows that

(4.4) K0-j(z*,

(4.5)

π (1 - z*ζ*)2

j = 0,1,2, . . . ,

= 0,1,2,.

Let z — z(z*) = aλz* + (α22*2)/2! + (α3£*3)/3! + ««- in the neighbourhood of
the origin, aλ Φ 0 then, substitution of (4.4) and (4.5) in (4.1) yields,
after some trivial calculations,

i &m ^ m - Ί Γ* dZ(4.6) (Li + a2 *
2! -z*2 + (m — 1) ! dz*

Therefore, the constant C is equal to 1 and all the derivatives of z(z*)
of an order greater than m vanish at the origin. Thus we have proved :

THEOREM 5. Any polynomial of degree m having a non-zero deri-
vative at the origin maps the circle about the origin onto an m-minimal
domain whose center is the image of the center of the circle. And con-
versely, any simply-connected m-minimal domain can be obtained from
a circle by a mapping whose function is a polynomial of degree (at
most) m, the derivative of which is not zero at the origin.

Theorem 5 suggests that perhaps all m-minimal multiply-connected
domains are images of 1-minimal domains under polynomial mappings.
This however, is not true in general, as we shall see later (see Section
7). Nevertheless, each p-connected 1-minimal domain generates a class
of p-connected m-minimal domains conformally equivalent to it this class
has m + 1 complex degrees of freedom. Indeed, since any domain can
be mapped onto a 1-minimal domain such that a non-branch fixed point
corresponds to its center, we can assume that the domain D* of Theorem
4 is a 1-minimal domain having a center at the origin. A necessary and
sufficient condition for D* to be such a domain is : KD*(z*, 0) = constant ^ 0
(see (3.7) see also [7]) therefore, KU = Kfi = 0, i = 1, 2, 3, , and
(4.1) reduces to :

(4.7)

dz
dz* z

~dz*2

dmz
dz*m

, 0) , 0)

- C dz
Ίz*
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Here, K*(z, ?*) = KD*{z*, ξ7*), dz/dz\^0 Φ 0 and C = constant ^ 0 must
be equal to minus the minor of the element — (dz)ldz*\g*saQ. Thus, the
conformal mapping z — z(z*) maps the 1-minimal domain Z)* with center
at the origin onto an m-minimal domain, m ^ 1 such that the centers
correspond, if and only if z = 2(2*) satisfies (4.7).

Let us choose arbitrary constants —cL, c2, c3, , cTO, cx ^ 0, for the
elements of the first column of the determinant in (4.7) then dz/dz*,
thus defined, will indeed satisfy (dkz)jdz*k\2^0 == ck\
Since, moreover, a translation carries an m-minimal domain onto an
m-minimal domain, we have arrived at

THEOREM 6. Let D be a 1-minimal domain having a center at the
origin then, to each choice ofm + 1 constants, c0, clf c2, c3, cm, c1 Φ 0,
there exists one and only one function,

(4.8)

z = c0 + cλz* +^7C2^*2 + 4- —cmz*n + dm+1z*m+1 + dm+£*m+2 + ,
2! m !

which maps D* oπίo αw m-minimal domain with center at the point c0,
The mapping function is given by (4.7) where {dkz)jdz*h\z^Q are replaced
by ck.

COROLLARY. In general, djf j ~ m + 1, m + 2, •••, depend on the
choice of c2ycz , cm, but they do not depend on the choice of c0 and cL.
Indeed, in order to obtain djy one has to differentiate j times the left-
hand side of (4.7) and to put z* = 0. The resulting expression does
not contain either c0 or cx.

5. Doublyconnected 1-minimal domains. There is an unpublished
result of M. Schiffer stating that univalent finitely-connected domains
which do not possess identified points cannot be 1-minimal domains un-
less they are circles punctured at isolated points (the center of the circles
is not punctured).

P. Kuffareff [6] studied the normalized conformal mapping of a ring
onto a domain having a minimal area, restricting the mapping-function
to be single-valued, and he found out that the minimal domain thus ob-
tained lies on a double-sheeted Riemann surface. It seems natural to
ask whether the use of a wider class of mapping-functions, i. e. integrals
of functions of the class JS^2, yields different minimal domains. We
shall show that this is indeed the case : a 1-minimal domain which is
conformally equivalent to the ring always possesses identified points
hence, the mapping-function from the ring onto it is multi-valued in

8 This is shown by differentiating (4.7) k times and putting z* = 0.
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some cases the minimal domain is even a univalent domain (with identi-
fied points).

Let T be the ring 0 < r < | £ | < 1 in the 2-plane. It is known (see
[4], p. 10) that its kernel function is

(5.1) Kτ(z, t) = -A, p{hg (zt)} + -^
πztL ωx

Here p(v) is the Weierstrass elliptic function having the periods
2ωι — — 2 log r, 2α>3 = 2πΐ, 7̂  = fία^), where ξ(v) is the corresponding
Weierstrass zeta-f unction. Let t be a fixed real point in the ring T,
then the mapping

(5.2) u — log 2 + log t — 2 log r

will map the ring onto a domain S which is an infinite strip

(5.3) log t — log r < 9ϊe w < log t — 2 log r ,

in which the points u ± 2kπi, k — 0, 1, 2, are identified. Let ABCD
be the fundamental rectangle of S : A ΞΞ log ί — log r, J5 ΞΞΞ log £ — 2 log r,
A,B are real C = B + 2πί, D = A + 2πi. It follows from (2.7) that the
kernel function of S satisfies :

(5.4) Kδ(u, τ) - —\p(u) + ^ i l , r - 2 log t - 2 log r.

Our aim is to map T onto a 1-minimal domain in such a way that the
point t will correspond to its center. (From symmetry considerations it
follows that the generality of the mapping is not affected by the fact
that t is required to be real). In order to achieve this, we first map T
onto S and then map S onto a 1-minimal domain (τ corresponds to its
center). This last mapping is produced by the function

(5.5) w = - π\ Ks(v, τ)dv + ζ(τ) - -^-τ = ζ(u) - -Ά-u

(see Theorem 2, (2.9) m = 1).
(All other 1-minimal domains whose centers correspond to t are obtained
from this one by the mapping W = cQ + cλ(w — ζ{τ) + (rj^ω^τ, cx Φ 0
see Corollary in Section 4).

Let A be the minimal domain obtained from S by the mapping (5.5).
It follows from the quasi-periodicity of the zeta function that

(5.6) w(u ± 2kπi) - w(u) = ± k ~ ^ — , k = 0, 1, 2,
log r

hence, the points w ± km/log r are identified in A.
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It remains to find the fundamental domain of Δ which is the image
of the rectangle ABCD under the mapping (5.5). For this purpose we
first determine the image under the same mapping of the rectangle EFGH,
where E = 0, F = ωx — — log r G — — ω2 = — log r + πί H = ω3 = πί to-

gether with its reflections FEΉ'G {Ef = 2ωi9 H
f == 2ωλ + m), HGF'Έ"

(F" = ωλ + 2πί, E" = 2πi) and GHΈ'"F" {E"r = 2ω1 + 2πί). (See Figure

1.)

0

M1

E A Q A* Q* F B B λ

Figure 1. % — plane t\ = log ί - l o g r

2^=-2 iOgr

E m
E"

A E

\ H1

/ /

El 1 : 1 .

( Im w =

= jz/log v

E

Figure 2. w —plane

The image can be deduced from [5] p. 190 : there are two and only
two points, M on HG and its symmetric point M' on GH', where
— w'(u) = p(u) + yj1jω1 = 0. These points correspond to the two branch
points of the first order in the image which are on the line ^in w =
(7r)/2 log r. The image of the four rectangles lies on a two-sheeted Rie-
mann surface as shown in Figure 2. (We denote points in the w-plane
which correspond to points in the ̂ -plane by the same letter. Lines on
one sheet are traced by a dotted line.)

In order to obtain more information about the image of the rectangle
ABCD, we shall prove :
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LEMMA. The distance MH in the u-plane is smaller than the dis-
tance MG.

Proof. p(u) + Ύ]1\ω1 is real and a monotone function and it takes
all the values from -co to +co as u traces the line EHGFE. (The
function p(u) has these properties and (see [10] p. 184)

2ωλ

is real because each term is real so also is ωγ). This function vanishes
at the point M on HG therefore, it is negative at the point H. It re-
mains to show that

p(ω3 + iω,) + -^L > 0.
ω1

Indeed,

(5.7) p(u) + -1-1- = -^— Σ 1/sii

(see [10] p. 184) it is real for u = OJ3 + \ωx, hence it is sufficient to
consider the real part of each term of the series. It is easy to verify
that, for u — ω3 + \ωx, the real part of each term of the right-hand
side of (5.7) is positive hence M lies between ω2 and ωz + \ωλ.

From this lemma it follows that three possibilities can occur (taking
various values for t):
( i ) The rectangle ABCD in the u-plane contains M but does not con-

tain M\
(ii) This rectangle, which we now denote by A*JB*C*D*, contains nei-

ther M nor ikP.
(iii) This rectangle, which we now denote by A**B**C**D**, contains

M' but does not contain M.
In the first and third case, the minimal domain Δ will contain one

branch point and will thus lie on a two-sheeted Riemann surface (and it
will, of course, possess identified points). In the second case, only one
sheet is required for the minimal domain (which, however, still possesses
identified points).

The figure shows only the fundamental domain (for the cases (i) and
(ii)). The images of the lines AD, BC, A*D*, B*C* are not exact. The
center of the minimal domain lies on the real axis of the w-plane and
it is the image of the point u = 21ogί — 21ogr (see 5.4).

6. nvrepresentative domains. Attempts to generalize the Riemann
mapping theorem to the case of domains in the n complex dimensional
space lead to various other classes of canonical domains. A well known
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class is the class of the "representative domains, introduced by S. Berg-
man (see e. g. [1] [3]).

In this section we shall limit ourselves to the case of a plane domain
and generalize the concept of the representative domains so that the
mapping functions onto these new canonical domains will satisfy the re-
lations (3.2).

DEFINITION. Let M%(z, t) be equal to Mf^x^ xm{z, t) (see (2.9)),
for

(6.1) XQ = 0, Xx = 1, X2 = Xz = = Xm = 0

Let MD(z, t) be defined again by (3.3). Here t e D and is not a branch
point. The function

<6 2> fff
satisfies the relation

(6.3) f(t) = 0, f'(t) = 1, p(t) = 0 2 ^ v ^ m ,

and maps D onto a domain Δ. The domain Δ will be called an m-rep-
resentative domain with center at the origin. An m-representative
domain with a different center is obtained by a translation.

These m-representative domains are indeed canonical domains in the
sense of the following.

THEOREM 7. If a domain D in the z-plane is mapped onto a do-
main D* in the ζ-plane by a function ζ = ζ(z) which satisfies

(6.4) ζ(t) = 0, f'(ί) = 1, ?cv)(ί) = 0 2 ^ v £ m ,

and t is a non-branch point in D, then

(6 5)
MD(z, t) Mj£(z), 0) *

Thus D and D* generate the same m-representative domain.

Proof. Replacing m by m — 1 and z by ζ in (2.16) and (2.17), we
see that

(6.6) XQ = 1, Xλ = X2 — = Xm-ι = 0

(6.7) Y0 = l,Y1=Yi=... = Ym.l = 0

satisfy the equations (2.16) and (2.17) therefore
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(6.8) M»(Z, t) = ΛMf(s), 0) - ^
dz

(See Remark 1 in Section 2.) Similarly,

(6.9) Mϊ(z, t) = M%{ζ(z)} 0)4?-
dz

The relation (6.5) now follows from (6.8) and (6.9).
In general, m-minimal domains are different from m-representative

domains. (See Section 7.) It is, therefore, interesting to look for prop-
erties of domains which are simultanuously m-minimal and m-representa-
tive, with the same center.

THEOREM 8. // D is an m-minimal domain and also an m-repre-
sentative domain, with the same center t then

(6.10) Mt(z,t) = z- t z e D.

Proof. On the one hand D is an m-minimal domain, therefore the
mapping

(6.11) w = /(*) = z- t

maps it onto an m-minimal domain Δ with the origin as center hence
it is implied from (3.5) that

(6.12) MD(z,t) = 1 , z e D .

On the other hand, Δ is also an m-representative domain with a center
at the origin, hence (6.2) and (6.12) imply

(6.13) w = M$(w, 0)

therefore, by (6.9) we obtain the relation (6.10).
By reversing the arguments of the proof we obtain immediately the

converse theorem :

THEOREM 9. If a domain D is an m-minimal domain with t as
center, and its kernel function with its derivatives satisfy the relation
(6.10), then D is also an m-representative domain with the same center.

Proof. It follows from (6.12) (6.2), and (6.10) that w = z - t maps
D onto an m-representative domain with the origin as center, therefore,
D itself is an m-representative domain with t as center.

Using the transformation formulas for Mn(z, t) and M%{z, ί), under
conformal mappings, one can now obtain a differential equation for the
kernel functions of the class of all domains which are obtained from the
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domain D of the previous theorem by a mapping satisfying (6.4).

THEOREM 10. For each domain Z)* which is conformally equivalent
to the domain D of Theorem 8, and for which the mapping function
ς — ζ(z) satisfies (6.4), there exists a differential equation for KDJ£, τ).
This equation can be put in the form

(6.14) d Uζ, 0) \ -
) r , o ) .

Proof. Formulas (6.5), (6.10), (6.12) imply

(6.15) z - t = MUξ, 0)/ΛM£, 0) .

(6.8) and (6.12) imply

(6.16) % = Mm(ζ, 0) .
aς

Equation (6.14) is obtained now by differentiating (6.15) with respect to

REMARK. For the case m = 1, one has

(6 17) M*(£ 0) — — °̂  o'ΐ (?> Q) ~
- " - 0 0 - ^ 1 1

(6.18)

where K* = KD,. Inserting this in (6.14), one obtains, after some calcu-
lations the relation

(6.19)
, 0)P

' it 0) dK^ζ' 0 )

dξ

uς9 Q)
= const.

This relation and its generalization to the case of domains in the n com-
plex dimensional space was proved in [7].

7. A counter example* It is interesting to note that Theorem 5
no longer holds, in general, if we replace the circle by a 1-minimal multi-
ply-connected domain D. A counter-example is an obvious deduction from
the following theorem.
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THEOREM 11. If a 1-minίmal domain D, with the origin as center,
is mapped onto a 2-minimal domain with the origin as center, and the
mapping function is a polynomial

(7.1) w = aγz + 4α22
2, alf a2 Φ 0 ,

then D is also a 1-representative domain with the origin as center.

Proof. D is a 1-minimal domain with the origin as center therefore,
K(z, 0) == KD(z, 0) = constant, for z e D. (See Corollary 1, Section 3.)
This implies that KfQ = Kή — 0. Hence, it follows from Theorem 4 that

(7.2) -a.KoόKΰ - a2Koι(z, 0)KQ-0 = c»(a1 + a2z) .

Thus, the value of the constant c is —K^Kΰ and

(7.3) Kfl(z, 0) = Knz .

The last relation is equivalent to the relation (6.10), for m = 1, t = 0,
hence, by Theorem 9, D is also a 1-representative domain with the origin
as center.

COROLLARY. The relation (6.19) is a consequence of (7.3) for any
domain which is conformully equivalent to the domain D of Theorem 11.
As there are domains for which (6.19) does not hold, e. g., a ring, for
which (6.19) can be proved incorrect by a direct calculation (see [4] p.
10), one arrives at the conclusion that not all minimal domains are
also representative domains with the same center, and that Theorem 5
does not hold if one replaces the circle by a general 1-minimal domain.
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