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INFINITELY REPEATABLE GAMES

MELVIN KATZ

l Introduction* Blackwell [1] has introduced the concept of ap-
proachability in obtaining an analog of the von Neumann minimax
theorem for games with vector payoffs. This paper continues the study
of this concept. Games with vector payoffs are again two person deci-
sion problems with each player having r and s pure strategies respec-
tively but the element of the payoff matrix corresponding to the (i,j)
strategy pair is a point g(i, j) in Euclidean jV-space. Let CG denote
the convex hull of the rs points g(i, j). Then the problem studied in
approachability theory can be stated briefly as follows. If a game with
vector payoffs is repeated in time can player I force the average payoff
to approach a preassigned closed subset S of CG with probability ap-
proaching 1 as the number of plays becomes infinite?

Because a sequence of games is being considered the rules of play
must specify to what extent a player's decision at any stage may de-
pend on past plays. This leads to the natural question of how the
class of approachable sets depends on the type of information available
to player I. It is specifically this question that is considered in this
paper. The problem is formulated mere precisely below.
Let

be an r x s matrix each element of which is a point in Euclidean
JV-space and let

- ||e
(t lJ), fc |

denote an rsxt matrix such that 0 ^ eiiJ)yJc (for all 1 ίg i ^ r, 1 ^ j ^ s,
1 <; k ^ t) and Σ»-i e(*,j>»* = 1 (for all 1 ^ i S r, 1 ^ j <£ s). A pair
(G, ^') will determine a game as follows. By a strategy for play-
er I is meant a sequence / = {/„ : n = 0,1, 2, •} of functions where
/„, for n = 1, 2, ••, is a mapping from the set of n — tuples (a19 a2,
. . . , α j , at e {1, 2, ••-,«}, to the set P = {(p19 , pr)\l S pi9 Σ ί Pi = 1},
and /0 is a point in P. A strategy for player II is a sequence of vec-
tors h = {/̂  : n = 0,1, 2, •} where hn e Q = {(qlf . , g s) |0 ^ g, , Σ ί
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q} = 1} for n = 0, 1, 2, . The interpretation of the play of the game
(G, ^) is that player I selects a number, say i19 from {1, « ,r}
according to the mixed strategy f0 and player II selects a number, say
JΊ, from {1, * ,s} according to the strategy h0. The pair (ilyj\) is
observed by a referee who employs the distribution {e(tlJl)1, ", e{ilJl),t}
to choose a number, denoted a19 from {1, •••,£}. The number a1 is
precisely the information told to player I at the conclusion of the first
play of the game and he then chooses i2 by means of the mixed strate-
gy /i(Gi) while player II chooses j 2 with strategy hτ. The referee selects
α2 according to {eihth)n, , eihJi),t} and α2 is told to player I who now
employs a third mixed strategy f2(dlt a2) to choose i3, etc. Thus a pair
(G, <J^) together with a fixed pair of strategies (/, h) defines a vector-
valued stochastic process {Yn : n = 1, 2, •} with {g{i j } : % = 1, 2, •}
being a realization of the process for a particular play of the game.

Let CG denote the convex hull of the rs points g{i, j) and let S
denote any closed set in CG. S is said to be approachable with / * in
(G, ^") if for every h

P{lim Sn = 0} = 1
n

where Sn denotes the distance of the point Σ? YJn from S and {Y4 : i =
1, 2, •••} is the vector-valued process determined by /* and h.

In § 2 necessary and sufficient conditions are obtained for a set to
be approachable when player I obtains no information concerning IΓs
choices. In § 3 sufficient conditions for approachability are given in the
case when I knows nothing of his own past but is completely informed
of IΓs past history. For convex S the condition is both necessary and
sufficient. Section 4 contains necessary and sufficient conditions for the
approachability of convex S in the case that the rank of ^y is equal
to rs.

2. No information relevant to player II. It is clear that the
minimal class of approachable sets is obtained when the rank of ^y is
one (the case of no information) and the result of this section is that
this class is made no larger if player I receives information concering
only his own past play.

For any p e P denote by R(p) the convex hull of the s points
Σt Pi9t,j' It is a n immediate consequence of the Strong Law of Large
Numbers that R(p) is approachable with the strategy f*={fn=p:
n — 0f 1, •••} and thus approachable in the case of rank ( ^ ) = 1. The
theorem of this section is that the collection of R(p)'s is essentially the
totality to approachable sets when nothing is known concerning player
IΓs past play.



INFINITELY REPEAT ABLE GAMES

THEOREM 1. Let rank (<jr) g r and

881

/ β<i f i M e ( 4 . 1 M | \

rank -1

for i = 1, , r. Then a closed set S is approachable if and only if
there exists p e P such that R(p) c S.

Proof. The sufficiency is an immediate consequence of the Strong
Law of Large Numbers.

To prove the necessity of the condition suppose that S is approach-
able. Let /° denote a strategy for player I with which S is approach-
able. The strategy /° induces a vector-valued stochastic process {Xn =
(Xln, ...,*„,):*& = 1,2, •••} with

1 if in = k

0 otherwise

for k = 1, 2, , r w = 1, 2, . Consider the process

, Vn ΣS-M : w = 1, 2, •};

it follows from Cantoris theorem that there exists p0 e P such that
for any ε > 0

P{d(Xn,p0) >0 .

The proof will be completed by showing that R(p0) <Ξ S.
Suppose R(Po) ψ S, then there exists a positive number ε0 and q0 e Q

such that C(z0, ε0), the sphere of radius ε0 and center z0 is disjoint from
S where z0 = Σ ί - i Σ J - i Pι,o Qj,o 9u and pQ = (plt0, , pTj0), q0 = (q1%0, . ,

gs 0). Let Λ° denote the strategy for player II defined by h° = {h°n ~
qQ: ^ = 0,1, 2, •}. fe° induces a vector process {Wn = (TF"1W, , ΐ ^ s w ) :
w = 1, 2, •} where

(1 if i n - k

}θ otherwise .

Now it is a consequence of the Strong Law of Large Numbers that
for an arbitrary positive ε

p\d\(-1~±xllwUf^±xuwliy
( L v n i-i n ί-i

(Pi.otfi.o* ' > Pr,oQs,o) < si. oΛ > 0 .
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Therefore,

P{limd(-±-
— n

, C(z0, eS) = ol > 0/ )

and thus P{lim δw = 0} < 1 where δn = d(l/w Σ? *̂> s ) a n d {^ '• * =
1, 2, •••} is the vector-valued process determined by /*° and h°. Thus
-R(Po) ̂  S and the proof is complete.

It is worthwhile to note that this theorem remains true if player
IΓs class of strategies is restricted to strategies which are sequences
of pure strategies, that is, if h = {hn : n = 0,1, 2, •,} is a strategy
for II, then all components of hn are zero with a single exception which
is one. This restricted class of straregies for player II is essentially
the smallest class for which the theorem remains true.

3 Complete information about player II. If player I is informed
of the complete past history of player IΓs choice but receives no infor-
mation concerning his own past play the class of approachable sets is
greatly increased.

THEOREM 2 Let rank

rank

= s,

-j

\

for j = 1,2, , s and finally assume Σ L i %,j),fc eiu,v) k = 0 /or all u Φ i
and all v and j . Then a closed set S is approachable if for every
x 0 S, x e Cfl, ί&ere e&ΐsts p e P such that the plane through y, the
closest point in S to x, perpendicular to the line segment xy separates
x from R(p).

Proof. Let S be an arbitrary closed set satisfying the hypothesis
of the theorem. The proof consists in exhibiting a strategy /* for
player I with which S is approachable. By hypothesis if x $ S there
exists at least one p e P such that x is separated from R(p); thus
player I can associate a unique ' 'separating p" to each x, say p(x).
Further, because of the structure of ^ the sequences {an : n = 1, 2, •}
and {jn : n = 1, 2, •} may be identified and f$(j19 ,jn) will be writ-
ten for f*(alf •••, an).

The strategy /* for player I is now defined as follows :

r-(±. 1 ... Σ)
\ r r r /
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1 1\ i f -z = 1 ynr e S

. r r / n

w = 1, 2, •••

:„) if zn $ S

where zk = Σί-i/£-i,ί Λ^ a n d /ίOΊ» » i*) = (/ί,i> "»ftr)k = O> 1»
To contruct / ί( i i , , in) player 1 has as information (i1? , yn) and
thus since a unique p(x) has been associated to every x $ S it is possible
for player I to reconstruct /<f, ••-,/*_! and hence this strategy is well
defined.

Let {Yn == (FΛ ii, , Yn,N) n = 1, 2, •} be the vector process genera-
ted by / * and some arbitrary strategy h for player II. Then as men-
tioned previously h generates a stochastic process {Wn : n = 1, 2, •}.
Denote by w = (w^ w2, * - •) an arbitrary sample sequence of this
process. The proof will be completed if it is shown that P{limw

d{ljn Σ " Y*, S) = 0\w} = 1 for arbitrary w.

Now note that for fixed w the random variables Yn>lc and YmtΊ& are
stochastically independent for nψm and A; = 1, 2, •••, JV with mean
values zn>1c and ^m f c respectively. Thus, it is an immediate consequence
of the Strong Law of Large Numbers that it is sufficient to prove that
lim d(zn, S) = 0 to complete the proof of the theorem.

Suppose zn $ S and let un denote the point in S closest to zn. Then
(un — zn, zn+1) ^ (un — zn, un) and if Sn = d\zn, S) > 0 it follows that

However, zn+1 — zn = (zn+1 — zj/n and thus,

U + 1

Further, \zn+2 — zn\
2 S Aj(n + 1)\ where A is some constant, and thus

if Sn_± > 0 it follows that

(a) Sn ^ (1 — 2/n)δn-1 + Ajn2. Also since CG is bounded

(b) 0 S K ^ B and

(c) |δn — Sn^\ ^ Ό\n where B and D are constants. However, if
{8n : n = 1, 2, •} is a sequence of real numbers satisfying (a), (b), and
(c) it is quite easy to prove that lim n 8n = 0. Thus the proof is com-
plete.

THEOREM 3. Let T(q), q e Q, denote the convex hull of the r points
ΣSj=iQj9ij Let ^ satisfy the same conditions as in Theorem 2. Then
a closed cenvex set S is approachable if and only if it intersects
every T(q).

The proof of this theorem is given in [1] and will be omitted.
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4 rank ( ^ ) = rs. The theorem of this section was obtained in
[1] for the case of ^ equal to the identity matrix.

THEOREM 4. Suppose rank (^') = rs, then a closed convex set S is
approachable if and only if it intersects every T(q).

Proof. The necessity is clear. If S Π T(q0) is empty player II chooses
h° = {K Ξ= q0: n = 0, 1, •} and it is clear that P{limw d(l/n ΣΛ Yic,T(q0))
= 0} = 1 where {Yk: k = 1, 2, •} is generated by h° and any arbitrary
strategy for player I. Thus since S Π T(q0) is empty S is not approach-
able.

Conversely let S be an arbitrary closed convex subset of Co satisfy-
ing the hypothesis of the theorem. Define the r x s matrix L = \\1%J\\
as follows

hj = (δuδ1<;, δuδ24, , δ14δsj, S2i81Jf , δ2iδ s j, , 8ri81Jf , δHδs j) 6 i? r s

where 1 ^ i ^ r, 1 ^ j ^ s, and δWϋ is the Kronecker delta. Define SL =

{Σί- iΣ5-iαu^lΣϊ- iΣ5-iαuί/« e S f , O ^ α 4 J a n d Σ ί - i Σ J . i α i ί = l}f then
SL is a closed convex subset of CL and SL intersects TL(q) for all q e Q,
where Tz(g) is the convex hull of the r points Σ 5 - I 9 J ^ J Further, it
follows after some simple computations that if SL is approachable in
(L, ^ ) then S is approachable in (G, ̂ ) and in fact approachable with
the same strategy. Thus to complete the proof of the theorem one
need only show that every closed convex subset of CL is approachable
in (L, ,.>ZΓ) if it intersects TL(q) for all q e Q.

Let S be an arbitrary closed convex subset of CL and suppose
S Π TL(q) is nonempty for all q e Q. Further, suppose t = rs this
can be done with no loss of generality. Define the matrix U =
| |β ( U ) | | (1 <: i <Ξ r, 1 ^ i ^ s) where e(U) denotes the probability distribu-
tion over Ers choosing lu with probability e(lJ)tl, l12 with probability
e(U),2> # ^rs with probability e{iJ)trs. Let e"(U) denote the mean value
of the distribution e{ij) and Lf denote the matrix of mean values, i.e.,
U — ||e"α?)||. The if / and h denote respectively strategies for players
I and II in the game (L, jf), the sequence (alf a2, •••) generated by
{f,h,L,j^) may be taken to have been generated by (/, h, L', <j*°)
where ^° is the identity matrix. Finally define S' = {<yrTs\s e S},
where ^f7 τ denotes the transpose of ^ then Sf is a closed convex
subset of CL and further, S' Π Tι,(q) is nonempty for all q e Q. Thus,
by the result of [1] Rf is approachable in (Z/, ̂ ° ) . L e t / 0 denote a
strategy for player I with which S' is approachable; the proof will be
completed by showing that S is approachable with /°.

Let h denote a strategy for player II. Let {Yn : n = 1, 2, •} be
the vector-valued process generated by (/°, fe) in L' and let {Un : w =
1, 2, •••} be the process generated by (/°, h) in L. It remains to show
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that P{limn d(Un, S)}=1. First note that d(Un, S) £ d(CΓn, C^7")"1 Γ»)

+ dd.jr*)'-1 T«, S); however, d ^ T " 1 F - S ) = d(( ^Ύx Ϋn, ( FTYX S')

^ l ^ 2 1 ) " 1 l|d(Γn, SO. Thus since d(Yn, S') -> 0 with probability one need

only show that d(Un, (,yrT)~ι Yn) —> 0 with probability one to be done.

However, (Z(l7w, (.J^21)-1 Ϋn) S \\J?T\\ d(Yn, (.^τ)Un) and an immediate

application of the Stability Theorem [2, p. 387] shows that d(Yn, {^T)U^

—• 0 with probability one; this completes the proof.
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