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THE STRUCTURE OF THREADS

CHARLES R. STOREY

A thread, as defined by A. H. Clifford, is a connected topological
semigroup in which the topology is the interval topology induced by a
total order. A resume of papers on the subject can be found in the
introduction of [1] or in section three of [3].

Briefly, the main classes of threads which have been described are:
that of compact threads with an identity and a zero for which the
underlying space is a real interval [4]; that of threads defined on the
real interval [0, co) in which "zero" and "one" play their usual roles
[6]; and the class of compact threads with idempotent endpoints, [1] and
[2]. Since the separability of the real numbers is not needed for the
proofs involved, we will interpret the results of [4] and [6] as applying
also to threads in which the underlying space is not real.

The object of this paper is to investigate the structure of more
general threads. In the second, third and forth sections we study
maximal subgroups, subthreads and the minimal ideal respectively of an
arbitrary thread. Theorem 5.5 generalizes the result in [6] by describing
all threads S with a zero as an endpoint for which S2 = S. In the final
section, we are able to describe at least half of any thread satisfying
S2=S. More explicitly, if such a thread has no minimal ideal, or if it
is itself the minimal ideal, then the entire structure of the thread is
determined; while, if there is a proper minimal ideal, then the set of
elements larger or the set of elements smaller than the minimal ideal
forms a subthread which, satisfying the hypotheses of Theorem 5.5, can
be completely described.

It is a pleasure to acknowledge the careful direction by Professor
A. H. Clifford of the research leading to this paper.

1. Preliminaries. As defined in [1], a standard thread is a compact
thread in which the minimal element is a zero and the maximal element
an identity. The primary examples are the real interval [0,1] under
the natural order and multiplication and the Rees quotient of [0, 1] by
the ideal [0, i]. The structure of any standard thread can be given as
follows [7, Theorem B]: The set of idempotents is closed and thus its
complement is a union of disjoint open intervals. If (e, f) is one of
these intervals, then [β, /] is a subthread isomorphic with one of the
two examples just given. Finally, if e is an idempotent and if x ^ e ^ y,
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then xy — yx = x.
We say that a thread with a zero and an identity is a positive

thread if the zero is a least element and if there is no greatest element.
The result in [6] is that, in a positive thread, there exists a largest
idempotent e less than the identity, [0, e] is a standard thread, {t\e < t}
is isomorphic with the group of positive real numbers, and xy — yx — x
whenever x ^ e ^ y.

Given a thread S which has a zero as a least element, we construct
a new thread which we denote by &{S). Let S' be a copy of S\{0},
and let xr be the element of S' corresponding to the element x of S\{0};
put 0' = 0. Let &(S) = S' U S, and extend the order on S to ̂ p(S)
by reversing the order in S' and declaring each element of S' to be
less than every element of S. Now extend the multiplication in S to
&(S) by defining x'y — yx' = {xy)f and x'y' ~ xy. It is easy to verify
that &(S) is a thread.

We state Lemma 1 of [1] which will be repeatedly used without
reference. If α, b and c are elements in a thread, then [αc, be] c [α, b]c
and [ca, cb] c c[α, 6], The same holds for open and for half-open
intervals. The proof is a simple application of the fact that a con-
tinuous image of a connected set is connected.

If there is a homeomorphism between threads S and T which is
also an algebraic homomorphism, S and T are iseomorphic and we write
S ^ T. If the iseomorphism is also order preserving (it must either
preserve or reverse the order), then S and T are isomorphic and we
write S = T. A subthread is, of course, a connected subsemigroup.
The order dual of a thread is the thread obtained by reversing the
order while leaving the multiplication unchanged. As in [8], H(e) is
the maximal subgroup containing the idempotent e, Γ{x) is the topologi-
cal closure of the set of powers of x, and J(x) is the ideal generated
by x.

The groups of positive and non-zero real numbers will be denoted
by & and X respectively. Throughout the paper, S will always be a
thread.

2. Maximal subgroups. Let e be an idempotent in an arbitrary
thread S. We wish to investigate the maximal subgroup H(e) of S
having e as its identity. We recall that

H{e) = eSeΠ{x\eexSΠ Sx} .

Since H(e) is an algebraic group and a topological semigroup, it is
homogeneous. Thus, if H(e) contains any open interval of S, it contains
an open interval about e. Denoting the component of H(e) containing
e by G, either G — e or e is a cut point of G. But G is clearly a cancel-
lative thread, and by a theorem of Acel and Tamari (as stated on page
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81 of [1]), every such thread is isomorphic with a subthread of ^ .
Since the only subthread of <3? of which the identity is a cut point is
& itself, we see that G = e or G = &*.

Again, observe that translations of eSe, the set on which e acts as
an identity, by elements of H(e) are homeomorphisms. Thus, if any
element of H(e) is a cut point of eSe, then e is a cut point. Consequently,
if H(e) contains more than two elements, then e is a cut point of eSe.

2.1 LEMMA. If e is an idempotent in S, then either e = eSe, or e
is an endpoint of eS U Se, or e cuts eSe. In the first two cases, H(e)
contains at most two elements; while in the last, the identity component
of H(e) is isomorphic with ^ .

Proof. It will suffice for the proof to show that the following are
equivalent: the identity component of H(e) is isomorphic with &\ H(e)
contains more than two element; e cuts eSe; e Φ eSe and e cuts eS U Se.
Moreover, the first of these obviously implies the second; we have already
seen that the second implies the third; and the third clearly implies the
forth.

Suppose then that e Φ eSe and that e is a cut point of eS U Se.
Since eS n Se — eSe, this means that e cuts one of eS and Se, and that
Se Φ e Φ eS. The two cases being similar, assume that e cuts eS, and
choose a and b in eS such that a < e < b. Using the continuity of
multiplication, there exists an open interval W about e such that W c
(a, b) and Wa < e < Wb. Thus, if x is in W, e e (xa, xb) c x(a, b).
Repeating the argument, using W in place of (a, b), we obtain an open
interval V about e such that e e zW for each z in V. Now if z e V Π
eSe, then there exist x in W and s in (α, b) such that e = zx = xs.
Since z e Se while s e eS,

z — ze — z(xs) = (zx)s — es — s .

Hence V (Ί eSe c H(e). Observing that V Π eSe is a non-degenerate
interval containing e, it follows from the argument of the first para-
graph in this section that the identity component of H(e) is isomorphic
with ^ .

2.2 THEOREM. If e is an idempotent in a thread S and if e cuts
eSe, then H(e) = & or H(e) & % % Moreover, if the identity component
G is not all of S, then the boundary of G in S contains exactly one
point f, either G = (/, oo) or G = (— oo,/), and f acts as a zero for G.

Proof. Assuming that e cuts eSe, G = & by 2.1. Certainly, H(e)
is a topological group of which G is a normal subgroup. Since the
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remainder of the theorem is evident otherwise, we assume G Φ S.
We claim now that if M and N are cosets of G in H(e) and if

t e M*\M, then ίiV* and N*t contain but one point each. For, since
each coset is homeomorphic with G, each coset is open and connected,
and thus has at most two boundary points. Since t does not belong to
H(e), Nt misses H(e). Thus Nt c (NM)*\NM. But Nt is connected
and (NM)*\NM, the boundary of some coset, contains at most two points.
Hence Nt consists of a single element, and by continuity, the same
must be true of N*t. Likewise, tN* contains only one element.

Now take / in G*\G, and let C be any coset. If t e C*\C, then,
using the result of the preceding paragraph, £G* = te = t and G*t =
et = t. In particular, / acts as an identity on C*\C. But applying the
result again, /C* and C*/ contain one point each. Thus the coset C
has exactly one bDundary point. Taking C — G, we see that G has
only one boundary point / and thus G — (/, oo) or G = (—oo,/). More-
over, /G* = G*/ = / implies that G is iseomorphic (we do not know
whether / is the least or the greatest element of G*) with the thread
of non-negative real numbers. If H(e) = G, the proof is complete.

Assuming H(e) Φ G, it follows from the fact that each coset has
only one boundary point in S that there can be only one other coset
besides G. Take b e H(e)\G and observe that the function on G* which
takes g into b~τgb is a continuous automorphism which (since δ2 e G and
G is commutative) is its own inverse. But the only such automorphism
of the non-negative real numbers is the identity, and thus b~ιgb — g for
each g in G. It follows that H(e) is commutative, and from this it is
easy to verify that H(e) is iseomorphic with ^.

2.3 THEOREM. Let e be an idempotent in a thread S.

(1) If H(e) = {d, e} with d < e, then Se = eS = [d, e] and there
exists a zero for S in (d, e). Denoting the zero by z, [z, e] is a standard
thread and [d, e] = &{[z, e\).

(2 ) If H(e) & % then the complete structure of S is determined.
Namely, there exists a positive thread T such that S

Proof. Let H(e) = {d, e} with d < e, and observe that [d, e] c eSe.
Then eS U Se fg e, for otherwise e cuts eS or Se and 2.1 yields a con-
tradiction. Now since d is in iϊ(e) and d2 = β, left multiplication by cί
is a strictly decreasing function from eS onto itself. Hence

d = de ^ d(eS) = eS ,

so that [d, e] = βS. Moreover, there exists a unique element q in eS
such that dq = g. However, if s is any element of Sf then gs e eS and
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d(qs) — qs. Since q is unique, q is a left zero for S. Similarly [d, e] = Se
and there exists a right zero for S in Se. Evidently these two one
sided zeros are equal, and putting z = q, z is a zero for S. Now, [d, e]
is a subthread with an identity e and a zero z in which d2 — e. Applying
part one of Theorem 6.2 in [4], we conclude that [z, e] is a standard
thread and that [d, e] = &{[z, e]).

Turning to the proof of (2), let H(e) & ^Γ. Since S is iseomorphic
with its order dual, we may assume that e is larger than the element
u which corresponds to — 1. Each coset in H(e) has exactly one boundary
point in S and thus H(e) = (•— oo, h) U (/, oo) where h ^ / . Since we
have assumed that u < e, (/, oo) ~ &%

One sees easily that f2 — h2 — f and that fh — hf' = fc, i.e., i ϊ(/) =
{&, /}. If h=f then S i s iseomorphic with the multiplicative thread
of all real numbers which is certainly &(T) where T is the thread of non-
negative reals. Assuming h < /, we may apply the conclusion of (1).
Thus S has a zero between h and /, [z, f] is a standard thread, [h, f]
is commutative, and Sf — fS = [h,f].

Since / is an identity for [z, f] and a zero for G, each element of
G acts as an identity on [z,f]. Consequently, [z, oo) is a positive thread.

If 2/e[2,/], then uy = u(fy) = (uf)y and yu = y(fu). Now, /
commutes with w, and since ufe [h,f], uf commutes with y. Thus u
commutes with each element of [z,f] as well as with each element of
(/, oo). Armed with these facts, it is a straightforward exercise to show
that the function g defined on &([z, oo)) by g(t) — t and g(t') = ut is
an iseomorphism onto S.

2.4 COROLLARY. If x10 < x < xp for some x in a thread S and for
some positive integers k and p, then S & &{T) for some positive thread
T. Moreover, if e is the identity of S, then x e H(e) and e separates
x and x2.

Proof. Since x is evidently not an idempotent, we assume that
x < x2. The case where x2 < x is entirely similar. Taking j to be the
least positive integer such that xj+1 < x, we have 2 ^ j and x < xj.
Now x e (xj+\ x2) and (xj+\ x2) c x(x, xj) Π (as, xj)x, so x — xs = tx for
some s and t in (x, x3). It follows that s is a right identity on Sx and
that £ is a left identity on xS. But (a?, xj) c (xj+\ xj) axS f] Sx, hence
s = ts = t. Putting e — s, e e (x, xj) and (x, xj) a xS f) Sx = exS Π Sxe c
eSe, so that e is a cut point of eSe. By 2.2, iί(β) = g? or iϊ(e) ^ ^ .
But e 6 α?S Π Sx and # e eSe imply that a? e H{e), and in view of the
hypothesis on the powers of x, H(e) = 3? is impossible. The result now
follows from 2.3.

The following facts concerning the sets eS and Se will be useful later.
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2.5 LEMMA. Let e be an idempotent in a thread S.

(1) If e — eSe, then either eS = e or Se = e\ and in either case,
SeS is the minimal ideal of S. It is a closed connected set of one
sided zeros.

(2 ) Either eS c Se or Se c eS, and thus SeS = eS U Se.

Proof. Let e — eSe, and recall that eSe = eS Π Se. By way of
contradiction suppose that eS Φ e and that Se Φ e. Then either eS ^
e ^ Se or Se ̂  e ̂  eS; and in either case, e is in the interior of eS U Se.
Thus there exists an open interval V about β such that V2 a eS {J Se.
Choosing x and y in V such that x e eS, x Φ e, ye Se, and y Φ e, we
have yx e eS [j Se. But if 2/# e eS, then

e = e(yx)e = (yx)e = (ye)xe = y(exe) = ye = y ,

contrary to the choice of y; and if yx e Se9 then similarly, e = x, con-
trary to the choice of x.

Now if eS = e9 SeS = Se. Since Sβ is the image of the connected
set S under right translation by e, it is connected; and since it is the
set on which right translation by e agrees with the identity mapping,
it is closed. Moreover, for each k in SeS,

icS = (ke)S - k(eS) = ke = k .

Thus, SeS is a closed connected set of left zeros and is clearly the
minimal ideal of S. If Se — e, then SeS consists of right zeros.

In order to prove (2), consider the three cases of 2.1. If e = eSe,
then one of eS and Se is just {e} and is clearly contained in the other.
If e is an endpoint of eS U Se, then since eS and Se are connected sets
extending from e in the same direction, one evidently contains the
other. Finally, if e cuts eSe,- then the identity component of H(e) ex-
tends to one end of the thread. Since H(e) c eS Π Se, the result again
follows from the connectedness of eS and Se.

3 Subthreads

3.1 LEMMA. Let A be a subset of S which contains, with x, all
elements larger than x. If A contains no idempotents and if a < α2

for some a in A, then A is a subthread in which max {x, y} < xy for
each pair of elements x and y in A.

Proof. Let a be an element in A such that a < a2, and let x be
any element of i , If x2 < x, then, since A is evidently connected and
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since the function mapping each element onto its square is continuous,
there is an idempotent between x and a contrary to the assumption
that A contains no idempotents. Hence x < x2. If xn < x, for some
positive integer n, then there is an idempotent between x and x2 by
2.4. And again, if Γ(x) is bounded, it is a compact semigroup and thus
contains an idempotent. Hence x e A implies that x tί Γ{x) and that
Γ(x) is unbounded.

Now suppose that yz = y with y and z in A. For each positive
integer n, yzn = y, thus zn is a right identity for Sy. But both Γ(y)
and Γ\z) are unbounded, so for some n and m, y2 < zn < ym. Thus zn

is in Sy and- znzn = zn. Since A contains no idempotents, yz = y is im-
possible.

Finally, if yz < y, then, by the continuity of right multiplication
by z and the fact that z < zz, there exists a t between y and z for
which tz — t, a contradiction. Hence y < yz, and dually z < yz.

3.2 LEMMA. If e is an idempotent, if eS [j Se ̂  e, if C is a con-
nected set containing e as a least element, and if [e, x) c xC Π Cx
whenever x e C; £feew β <Ξ C2.

Proof. Appealing to 2.5 we will lose no generality by assuming
that eS c Se. Thus t e eC implies et — te — t. Moreover, if t — ex
with x in C, then e = sx for some s in C, and thus

(es)t — (es)(ex) = [(es)e]x = (es)x = e(sx) = β .

It follows that βC is a subgroup of H(e). But eC is connected and
contains e while, by 2.1, H(e) contains at most two elements. Hence
eC = e.

Now suppose that xy < e for some x and y in C. Clearly e < #
and therefore e < #£ for some t in C Now xy < e < xt implies that
e = xw for some w between y and t. But if y < w, then #?/ 6 xwC =
eC = e; and if t < w, then #£ 6 xwC — eC — e. Since this contradicts
xy < e < xt, we have e ̂  x#. Hence, e ̂  C2.

The following result, which is a generalization of Faucett's Lemma
4 in [5], will be extremely useful in the remainder of the paper.

3.3 THEOREM. If e and f are idempotents in a thread S and if
eS U Se ̂  e < / , then [e,f] is a standard thread. If, in addition, f
cuts fSf, then [e, oo) is a positive thread.

Proof. Since ef e eS and fe e Se, neither ef nor fe is larger than
e. But ef e Sf and fe e fS, and these sets are connected. Thus e e
SfΠfS, and/acts as an identity on [e,f]. Then, for each x in [e, f],
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[β, x] c [ex,fx] Π [xe, xf] c [e,f]x Π %[e,f]. Consequently, by 3.2, e <:
[e,/]2, and in particular, e acts as a zero for [β, / ] .

Now if fSϋ.Sf^f; then [ e , / ] c / S implies [e ,/] 2 c/S and the
theorem is established. If on the other hand, fS U S / | / ; then, by
2.1, / cuts fSf.

Finally, if / cuts fSf; then, since e cannot be in H(f), it follows
from 2.2 that there exists an idempotent h in [e,f) such that (h, oo) is
isomorphic with &. Since hS U Sh ^ Λ, the preceding paragraphs show
that [e, ft] is a standard thread (it may of course be simply one point
if e = h). Evidently then, [e, oo) is a positive thread of which [e,/] is
a standard subthread.

3.4 LEMMA. If [α, b] and [b, c] are subthreads, then so is [α, c].

Proof. Let x e [α, 6], let y e [6, c], and suppose that c < #?/. Then,
since xb e [α, 6], [6, c] c [ccδ, ̂ ] c x[b> c\. Now Γ(α?) and [6, c] are both
compact, and by Wallace's Theorem 1 in [11], we conclude that [6, c] =
x[b, c] contrary to c < xy. Thus xy ^ c; and similarly, one proves that
a ^ xy and that a ^yx ^ c.

3.5 THEOREM. If e and f are any two idempotents in a thread,
then the closed interval between them is a subthread.

The proof of this result will be postponed until the end of section
four. The proof will be much easier then, and we promise not to apply
the result in the meanwhile.

4. The minimal ideal*

4.1 THEOREM. If S has no minimal ideal, then a zero may be ad-
joined as an endpoint and the resulting semigroup is again a thread.

Proof. We show first that S has no bounded ideals. Indeed, if M
is a bounded ideal, then M* is a compact ideal. In particular, ikf * is a
compact topological semigroup, and as such (see Theorem 3 in [10]),
there is an idempotent e in M* such that eM*e is a group. But M*
is an ideal and thus eSe = eM*e, thus eSe is a compact connected group.
It follows from 2.1 and 2.5 that eSe = e and that SeS is the minimal
ideal of S. Hence, S has no bounded ideals.

Next observe that every ideal contains a connected ideal. For if x
is any element of an ideal /, then SxS is a connected ideal contained
in J.

Now fix y in S and let J be an ideal contained in S\y. Such an
ideal does exist, for if not, then y is in each ideal of S, the intersection
of all ideals is not empty, and S has a minimal ideal. Since we may
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take J to be connected, we lose no generality if we assume that J < y.
If x < y then again there is a connected ideal M contained in S\x.

In fact, M < x, for otherwise M Π J is a bounded ideal. Thus M* is a
connected, closed, unbounded ideal whose elements are all less than or
equal to x. Hence, for each x less than y, there exists a c not greater
than x such that (— oo, c] is an ideal. Evidently a zero can be adjoined
as a least element.

4.2 THEOREM. If S has a minimal ideal K, then either S = K and
S = &*, or there exists an idempotent e such that e = eSe. In the
second case, it follows from 2.5 that K — SeS and is a closed connected
set of one sided zeros.

Proof. Let x e K and consider the subthread xK. We claim that
xK contains an idempotent. If not, we may assume without loss of
generality that a < a2 for some a in xK. It follows from 3.1 that
a < (xK)a(xK). But K{ax)K is an ideal contained in if and must there-
fore be equal to K. Consequently (xK)a(xK) — xK so that a e (xK)a(xK).
Hence, xK (and by an analogous proof, Kx as well) contains an idempotent
for each x in K.

Let e be an idempotent in K and recall that one of eS and Se
contains the other by 2.5. Assuming eS c Se, we have eSe = eS = eK.
Notice that eSe contains no idempotents other than e. For if / e eSe,
then f=ef = fe. But also, / e K so that e e SfS = Sf \J fS, hence
e=f.

Now if x e eSe, then xK contains an idempotent. But

xK = (#e)J£ = x(eK) = α (eSe) c eSe ,

and eSte contains only one idempotent. Hence x e eSe implies e e x(eSe),
i.e. eSe is a group.

Since eSe is also connected, either e = eSe or eSe = &*. In the
latter case, eSe is both open and closed and hence eSe = S. Thus S = ^
and S = K.

We are now in a position to give the overdue proof of Theorem 3.5.
We are to show that the closed interval between two idempotents in a
thread is a subthread.

Proof of 3.5. Since we can adjoin a zero if not, we assume that
S has a minimal K; and since the assertion is vacuously true otherwise,
we assume that K consists of one sided zeros. Observe that because of
the trivial multiplication within K, any closed interval contained in K
is a subthread.

If / is an idempotent larger than each element of K, and if k = sup K,
then [k,f] is a standard thread by 3.3. Similarly, if f<K and if
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I = inf K, then [/, ί] is the order dual of a standard thread. Moreover,
the interval between any two idempotents in a standard thread is again
a standard thread.

Finally, using these facts along with Lemma 3.4, which allows us
to sew the subthreads together, the theorem follows easily.

5 Threads with a zero The principal result of this section is the
characterization in 5.5 of all threads which have a zero as an endpoint
and for which S2 = S. However, the series of lemmas leading to this
result will be used again in the following section; consequently they are
more troublesome than is apparently necessary.

It will be convenient to introduce the following partial order when-
ever S has a zero:

x < y if and only i ί 0 ^ x < y o r y < x ^ 0 .

Obviously this does define a partial order on S.

5.1 LEMMA. Let S be a thread with a zero in which each idem-
potent e is an endpoint of eSe. Then Γ(x) is compact for each x in S,
J(x) ^ x when 0 < x, and x ^ J(x) when x < 0.

Proof. We show first that 0 < x implies Γ(x) ^ x. This is clear
if x e [0, e] for some idempotent e, for [0, e] is a standard thread by
3.3. Assume that x is larger than each idempotent, and let e be the
largest idempotent. Now if x < x2, then by 3.1, max{t/, x) < xy for each
y larger than e. By continuity, x ^ xe, and thus, 0 < e < x while
x e Se. But using 2.1, this implies that e cuts eSe, contrary to hypothesis.
Hence x2 < x, and it follows from 2.4 and the assumption that each
idempotent e is an endpoint of eSe that Γ(x) <Z x. Repeating the argu-
ment with all inequalities reversed, x ^ Γ(x) when x < 0.

Next we prove that Γ(x) is compact for each x larger than 0. This
is obvious if Γ(x) c [0, x]. If Γ(x) ςt [0, x], let xj be the first power of
x which is less than 0. Since xj ^ Γ{xj), xjn e [xj, x] for each positive
integer n. By the choice of j , xι e [xJ, x] for each positive integer i
less than j as well; therefore Γ(x) c \x\ xf U [xj, x], a compact set.
Similarly, Γ(x) is compact when x is less than 0.

To establish the last statement of the lemma, let 0 < x and suppose
that x ^ sxt. Then [0, x] c s[0, x\t, while [0, x], Γ(s), and Γ(t) are
compact. By Corollary 2 in [11], [0, x] — s[0, x]t. Therefore SxS ^ x,
and using the one sided analogues of the result just used, it can be
proved that Sx ^ x and that xS ^ x. This gives J(x) ^ x, and it follow
similarly that x <g J(x) when x < 0.

5.2 LEMMA. Let S be a thread with a zero. If S2 — S, then, for
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each x larger than 0, there exist an element u and a compact set A
such that x — uA and such that x is in the interior of uV for each
open set V which contains A.

Proof. Given x larger than 0, choose y larger than x\ or if x is
maximal, put y = x. Since S2 — S, we can choose u and v in S so that
y — uv. Now if 0 < v, let

p = inf {t I 0 ^ t ^ v and x ^ u[t, v]} ,

q — sup{t\p ^ t ^ v and x = ̂ [p, £]} ,

and let A = [p, q\. And if i; < 0, define p, q, and A analogously. The
details are easy to verify in either case. Actually, this proof is just a
slight generalization of the usual proof of the intermediate value theorem
for continuous functions on the real line.

5.3 LEMMA. Let S have a zero, let S2 = S, and let J(x) <£ x for
x > 0. If T is a connected set containing 0 such that Tu is bounded
for each u in S, and if h is defined on {x | 0 ̂  x] by h(x) = sup Tx,
then h is continuous.

Proof. Since Tx c J(x) <^ x, 0 ̂  h(x) ^ cc for each x greater than
0, and consequently, h is continuous at 0.

Now let 0 < x and let a < h(x) < b. Choose c and t so that t e T,
a < £x, and h(x) < c < 6, and let u and A be as in 5.2. We have

(Γw)*A c {TuAγ = (Γa?)* ^ h(x) < c ,

and since Tu is bounded by hypothesis, {Tu)* and A are both compact.
Thus (Lemma 2 in [9]) there exists an open set V such that A a V and
TuV < c. If y e uV, then fe(#) = sup Ty ̂  c < δ; and by 5.2, uV con-
tains an open set about x.

Since α < tx, there is another open set Wabout x such that a <tW.
Thus, y e W implies

a < ty ^ sup TV = h(y) .

Taking the intersection of W and the interior of u V, we have produced
a neighborhood of α? which is mapped into (α, b). Thus /̂  is continuous.

5.4 LEMMA. Let S have a zero and let A be a set such that Γ(a)
is compact for each a in A. If [0, x) c Ax for each x greater than 0,
then rt ^ st whenever 0 ̂  r < s.

Proof. If 0 lies strictly between rt and st, then there exists c in
(r, s) for which ct = 0. But then r e [0, c) so that rt e (Ac)t = A(cί) = 0



1440 CHARLES R. STOREY

which contradicts the assumption that zero lies strictly between rt and
st. Hence rt and st are at least comparable with respect to -<.

Since r e [0, s), we can choose an a in A such that r — as. Now
if st ^ rt, then

{x I 0 ̂  x ^ st} c {x I 0 ̂  x ^ asί} c <φ | 0 ̂  a? ̂  si}

and since both Γ(a) and {# 10 ̂  # ̂  si} are compact, we have
{x \0 ^ x ^ st} = a{x \0 ^ x ^ st} (Theorem 1, [11]). Thus rt = ast ̂  si.

5.5 THEOREM. If S is a thread with a zero as a least element and
if S2 = S, then S is a standard thread, or S is a standard thread
with its identity removed, or S is a positive thread.

Proof. If there exists an idempotent f in S which cuts fSf, then
S is a positive thread by 3.3. Hence, assume that no idempotent e cuts
eSe. By 5.1, Γ(x) is compact and J(x) c [0, x] for each x in S.

If we put h(x) = sup Sx, then h is continuous by 5.3. We claim
moreover that h is the identity. For suppose h(a) Φ a. Then a Φ 0
and h(a) < a. Using the continuity of h we choose an element t and
an open interval V, containing a, such that h(V) < t < V. Since S2 — S,
we can write a =yx and thus h(0) < a ̂  h(x). Again using continuity,
choose, b so that a = h(b). Now take any c in V such that c < a, and
observe that c e Sb = S(S6). Thus c e Sp for some p in S6. But then
c ^ p ^ α so that p e F , and hence Λ(p) < t < c contrary to c e Sp.

Since fc is the identity, [0, x) c S# for each x; and an analogous
argument gives [0, x) c xS. Thus we conclude from 5.4 and its left-right
dual that the multiplication in S is monotone.

If S is compact with w as its largest element, then w is an idem-
potent and S is a standard thread. Indeed, we can write w = xy, and
it then follows from J(x) ̂  x and J(y) ̂  y that w — x —y.

If S is not compact, then let T be the semigroup obtained by
adjoining an identity to S, and extend the order of S to T by declaring
that the identity is larger than each element of S. Since S is not
compact, T is evidently connected. Finally, the continuity of multipli-
cation in T follows immediately from the continuity and monotonicity
is S along with the relation [0, x) c xS Π Sx. Thus, T is a thread, and
in fact, a standard thread.

5.6 COROLLARY. If S is a thread with no idempotents, and if S2=S,
then S is iseomorphic with the real interval (0, 1) under the natural
multiplication.

Proof. Since S has no idempotents, it follows from 4.2 that S has
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no minimal ideal; and by 4.1, a zero may be adjoined as an endpoint to
S. Then either the extended thread or its order dual satisfies the
hypotheses of 5.5. Thus, S must be the result of removing both the
zero and the identity from a standard thread which has no other idem-
potents and which has no nilpotent elements. But Faucett proved in
Theorem 2 of [5] that any such standard thread is iseomorphic with [0, 1].

6. Threads in which S2 = S. Let S be a thread satisfying S2 = S.
If S has no minimal ideal, then a zero may be adjoined as an endpoint.
After taking the order dual, if necessary, the extended thread can then
be described by 5.5. Consequently, the structure of S is determined.
If S does have a minimal ideal, and if K = S, then the structure of S
is given by 4.2.

Thus, we have left only the case where S has a proper minimal
ideal which consists either of left zeros or of right zeros. We include,
of course, the special case in which S has a zero. Throughout this
section, when we say that S has a minimal ideal K, it will be tacitly
assumed that K is proper and thus consists of zeros.

The following notation will be used when there exists a minimal
ideal K:

R = {t\k^t for each k in K) ,

L = {t 11 ί£ k for each k in K} ,

If S has a zero, we have, R = {t | 0 ^ ί} and L = {ί 11 ̂  0}.

6.1 LEMMA. If S has a minimal ideal K, if S2 = S, and if there
exists a connected proper ideal of S containing L, then R2 = R.

Proof. Let J be a connected proper ideal containing L, and let
c = sup J". If J* — S, then S\J = c; and since S2 = S, c is an idem-
potent. Thus by 3.3, R is a standard thread, and certainly R2 = R.

Now assume that J* is a proper ideal, and let B = {ί | c <̂  ί}. Since
J * is closed and connected, T = SjJ* is a non-degenerate thread with
a zero as a least element and with T2 = T. By 5.5, T is a positive
thread or T is a standard thread with or without its identity. In any
case, [0, t) c tT Π Tt for each t larger than zero in T. Since the natural
homomorphism of S onto T is strictly increasing on B and takes J *
onto 0, we conclude that [c, b) c bB n Bb for each b larger than c in S.

Taking k = sup ϋΓ, fc is the least element of R and kS U Sk ^ k.
Since 6i2 and iϋί> are connected sets, [fc, 6) c bR Π iϋ& for each b larger
than c. Now fix b larger than c and let r be any element of R such
that r ^ c. Then there exist s and t in iϋ such that r = sb = bt. Thus,

, r) c [sfc, sδ) c 8[k, b) c sδi? = rR ,
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and similarly, [k, r) c Rr. Hence, for each r in R, [k, r) c rR Π Rr.
Applying 3.2, with C = R and e — k, we have R2 c R. On the other
hand, R2 Z) R follows immediately from the facts that J is a proper ideal
containing L and that S2 = S.

6.2 LEMMA. Let S have a zero, and let S2 = S. If R c LS U SL
and i/ i/̂ ere exists a set A such that (d, 0] c dA Π Ad /or eacfe d less
than 0 awd swc/?, that Γ(a) is compact for each a in A, then the multi-
plication in S is monotone with respect to < and 0 is an endpoint of
L2, R2, LR, and RL.

Proof. First, notice that the second conclusion follows from the
first. Indeed, it suffices to show that if x and y are -<-comparable and
if u and v are •< -comparable, then so are xu and yv. But if x < y
and u < v; then, assuming that the multiplication is monotone, xu ̂  yu
and yu ^ yv, so that xu ̂  yv.

To prove monotonicity, observe that (using both order and left-right
duality) 5.4 gives dt ^ pt and td ^ tp whenever p < d ^ 0. Since
R c LS U SL, while each of LS and SL is a connected set containing
0, either R c LS or R a SL; and without loss of generality we assume
that R c LS.

Now if x > 0, choose d in L and g in S such that x — dq. Then

[0, x) = [0g, dq) c (d, 0]g c Adq = AE .

Thus, again by 5.4, rί ^ st whenever 0 ̂  r < s.
The only case left to demonstrate is tr ^ ts for 0 <J r < s. Again

choose d and g with d in L so that dq = s. Then r e [0g, dg) so that
r = pq for some p in (d, 0]. Since d < p <̂  0, we have £p ̂  td, i.e.,
either 0 ̂  tp ^ id or id ^ ίp ̂  0. In either case we can multiply on
the right by q to obtain

tr = £pg ^ £dg = is .

6.3 LEMMA. // S λ,αs a zero, if S2 = S, and i/ either L2 = L or
ίfeβ conclusions of 6.2 Λoid.

Proof. The other case being quite similar, let us assume that
L2 = L. By 5.5, the order dual of L is a positive thread or a standard
thread with or without its identity. In the first case, L has an identity
e, Γ(x) is compact for each x in [e, 0], and (d, 0] c d[e, 0] Π [β, 0]d for
each d less than 0. In the second case, Γ(x) is compact for each x in
L and (d, 0] c dL Π Ld when d < 0.

Hence, if J? c LS U SL as well, then monotonicity follows from 6.2.
However, even if R ς£ LS U SL, we may still apply 5.4 to conclude that
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dt ^ pt and td^tp for p < d g 0. Thus, if we show that R2 = R,
then monotonicity follows by dualizing the foregoing argument.

Now assume that R <£ LS U SL; we must show that R2 — R. If R
contains an idempotent e which cuts eSe, this is an immediate con-
sequence of 3.3. Assume that each idempotent e in R is an endpoint
of eSe.

If each idempotent / in L is also an endpoint of fSf, then by 5.1,
J(x) <, x whenever 0 < x. From this it follows that L U SL U LS is
an ideal, and thus a connected proper ideal containing L. If some
idempotent f in L cuts fSf, then by 3.3 and 2.5, fS U Sf is a connected
proper ideal containing L. Thus, in either case, 6.1 yields R2 — R.

6.4 LEMMA. // S has a zero, if S2 = S, if J(x) ^ x for x > 0, and
if x ^ J(x) for x < 0; then either L c L2 or RaR2.

Proof. Suppose by way of contradiction that neither L c L2 nor
RaR2. Since L d S2 = L2 [j SR I) RS, while each of the three sets on
the right is connected and contains 0, L must be contained in one of
the three. Consequently L c SR or L c RS.

If L c &R, then

Λ c S2 - SL U SR c S(SΛ) [J SR = SR = R2 U LR ,

and thus iϋ c Liϋ. Now

RaLRa L(LR) = (L2 Π L)R U (L2 n Λ)Λ c (L2 Π L)Λ U R2 .

Again, Jί c (L2 n L)^; and hence L c. SR a S(L2 Γ) L)R.
If L c JRS, we obtain similarly, L c i?(L2 (Ί L)S. But then, in either

case, L c S(L2 n L)S; and choosing d less than L2, d e SpS for some
p in L2 Π L contrary to p ^

6.5 LEMMA. Let S have a zero, let S2 = S, Zeί Sx be bounded for
each x, let J(x) ίg cc for 0 < x, Zet cc g J(x) for x < 0, ami define a
function f on S by:

1 i n f S a , if x ^ 0 .

Then f is continuous. Moreover, if f is the identity on a set B, then
f also acts as the identity on BS.

Proof. The continuity of / is immediate from 5.3 and its order
dual.

Since Sx is connected and contains 0, f(x) = x if and only if
{V I y ^ %} c Sx. Now if /(&) = 6, and if ί = bs, then
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{y \y ^ t} = {y \y ^ bs} a {y \y ^ b}s (Z Sbs = St.

Thus f{b) = b implies f(bs) = bs.

6.6 LEMMA. Let S be a thread with a zero in which J(x) ^ x for
0 < x and x ^ J(x) for x < 0. Let Γ(x) be compact for each x in S,
and let R2 = S. Then R = S.

Proof. Since J(x) ^x for 0 < x, L U LS U SL is an ideal. If
R qL LS U SL, then L U LS U SL is a proper connected ideal containing
L, and by 6.1, S — R2 = R. Hence we assume that R c LS U SL.

If J(x) is unbounded for some x larger than 0, then L is unbounded
and L c J(x). But then, R is unbounded, and at the same time R c
LS U SL c J(x) ^ x. Hence x ^ 0 implies that J(x) is bounded. If
/(#) is unbounded for some x < 0, then ϋ? is unbounded and R c /(#).
Since R2 = S, α? e J(r) for some r in iϋ. Hence i? c J(r) ^ r, a con-
tradiction. Thus, So? and xS are bounded for each x in S.

In the remainder of the proof we will prove that {d, 0] c Sd Π ώS
for each d less than 0. Actually we only prove that {d, 0] c Sd; the
other case depends on an analogous argument. Then we will be able
to apply 6.2 and conclude that 0 is an endpoint of R2, and thus S = R.

Let a e S and choose Λ in R such that a e Sh. From S2 = S it
follows that α e Sc^ for some αx in Sh. Continuing inductively, we con-
struct an infinite sequence {an} such that an e San+1 and an+1 e Sh.
Replacing {an} by an infinite subsequence if necessary, we may assume
that either {an} c L or {an} a R. In either case, it follows from the
hypotheses that an ^ αn+1.

Since each aw e Sh while Sh is bounded, the least upper bound of
{an} with respect to •< exists. Let b be this least upper bound. Let /
be the function defined in Lemma 6.5. Then an ^ f(an+1) ^ αn+1, and
since / is continuous, f(b) = b. This means that {x \ 0 ^ x -< b} c Sb.
Now if &! = b then α e Sαx = Sδ, and if αx •< b then α e Saλ c S(S6) = Sδ.
We have shown that for each a in S there exists b such that a e Sb
and f(b) = b.

Let B = {x\ f(x) — x} and let A = BS. We have just proved that
SJ5 = S and thus SA = S. Moreover, / is the identity on A by 6.5;
and since we can write A = (j {δS| 6 e J5}, A is a connected right ideal.

Suppose that neither L a A nor R a A. Then choose cί in L and r
in R such that c£ < A < r. Since SA = S, there exist s and t in A
such that d e Ss and r e St. It follows from d < A and A < r that
£ < 0 < s. But then s e [0, r] and [0, r] c Si, so that d e SsaSt con-
trary to t ^ J(ί). Hence, either L c A or R c A. Moreover, if R c A
then L c R2 c Aiϋ c A, and thus L c A in any case. Finally, / acts
as the identity on L and thus (d, 0] c Sc£ for each d less than 0.
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6.7 THEOREM. Let S be a thread with a proper minimal ideal K,
and let S2 = S. Then, passing to the order dual if necessary, R2 = R
and is thus completely described by 5.5. Moreover, if L c L2 then
L = L2 as well. Finally, K does not separate R2, L2, LR, or RL, and
the multiplication in SjK is monotone with respect to <.

Proof. Since K is connected and closed, T = S/K is a thread which
obviously has a zero and satisfies T2 = T. We show first that, after
passing to the order dual if necessary, R2 = R in T.

If some idempotent / cuts fSf in T then by 3.3 either L or R is
a positive thread, and clearly either L2 = L or R2 — R. Otherwise, each
idempotent e in T is an endpoint of eSe and 5.1 can be applied. Thus
J(x) <̂  x for x > 0, J(x) ^ x for x < 0, and Γ(x) is compact for each
x. Now by 6.4, either L c L2 or R a R2, and passing to the order dual
if necessary, we assume that R c R2. Since d ^ J(d) for each d less
than 0, R2 is itself a thread. Moreover, it satisfies the hypotheses of
6.6, and thus R2 = R.

Next, applying 6.3 to T, we see that the multiplication in T is
monotone with respect to •<, and that 0 is an endpoint of L2, R2, LR,
and RL. This evidently gives the last assertion of the theorem.

Finally, going back to S itself, we clearly have R c R2. Since K
does not separate R2, K U R is a thread satisfying 6.1 and thus R = R2.
Likewise, if L cL2 in S, then L = ZΛ

REFERENCES

1. A. H. Clifford, Connected ordered topological semigroups with idempotent endpoints /,
Trans. Amer. Math. Soc, 88 (1958), 80-98.
2. , Connected ordered topological semigroup with idempotent endpoints II, ibid.,
9 1 (1959), 193-208.
3. , Totally ordered commutative semigroups, Bull. Amer. Math. Soc, 64 (1958),
305-316.
4. Haskell Cohen and L. I. Wade, Clans with zero on an interval, Trans. Amer. Math.
Soc, 88 (1958), 523-535.
5. W. M. Faucett, Compact semigroups irreducibly connected between two idempotents,
Proc Amer. Math. Soc, 6 (1955), 741-747.
6. P. H. Mostert and A. L. Shields, On a class of semigroups on En, Proc Amer. Math.
Soc, 7 (1956), 729-734.
7. , On the structure of semigroups on a compact manifold with boundary, Ann.
of Math., 65 (1957), 117-143.
8. A. D. Wallace, The structure of topological semigroups, Bull. Amer. Math. Soc, 6 1
(1955), 95-112.
9. , A note on mobs, Anis Acad. Brasil. Ci., 24 (1952), 329-334.
10. , A note on mobs II, ibid., 25 (1953), 335-336.
11. , Inverses in Euclidean mobs, Math. J. Okayama Univ., 3 (1953), 23-28.

TULANE UNIVERSITY





PACIFIC JOURNAL OF MATHEMATICS

EDITORS
DAVID GILBARG

Stanford University
Stanford, California

F. H. BROWNELL

University of Washington
Seattle 5, Washington

A. L. WHITEMAN

University of Southern California
Los Angeles 7. California

L. J. PAIGE

University of California
Los Angeles 24, California

E. F. BECKENBACH
T. M. CHERRY
D. DERRY

ASSOCIATE EDITORS
E. HEWITT
A. HORN
L. NACHBIN

M. OHTSUKA
H. L. ROYDEN
M. M. SCHIFFER

E. SPANIER
E. G. STRAUS
F. WOLF

SUPPORTING INSTITUTIONS
UNIVERSITY OF BRITISH COLUMBIA
CALIFORNIA INSTITUTE OF TECHNOLOGY
UNIVERSITY OF CALIFORNIA
MONTANA STATE UNIVERSITY
UNIVERSITY OF NEVADA
NEW MEXICO STATE UNIVERSITY
OREGON STATE COLLEGE
UNIVERSITY OF OREGON
OSAKA UNIVERSITY
UNIVERSITY OF SOUTHERN CALIFORNIA

STANFORD UNIVERSITY
UNIVERSITY OF TOKYO
UNIVERSITY OF UTAH
WASHINGTON STATE COLLEGE
UNIVERSITY OF WASHINGTON

* * *

AMERICAN MATHEMATICAL SOCIETY
CALIFORNIA RESEARCH CORPORATION
HUGHES AIRCRAFT COMPANY
SPACE TECHNOLOGY LABORATORIES
NAVAL ORDNANCE TEST STATION

Mathematical papers intended for publication in the Pacific Journal of Mathematics should
be typewritten (double spaced), and the author should keep a complete copy. Manuscripts may
be sent to any one of the four editors. All other communications to the editors should be addressed
to the managing editor, L. J. Paige at the University of California, Los Angeles 24, California.

50 reprints per author of each article are furnished free of charge; additional copies may be
obtained at cost in multiples of 50.

The Pacific Journal of Mathematics is published quarterly, in March, June, September, and
December. The price per volume (4 numbers) is $12.00; single issues, $3.50. Back numbers
are available. Special price to individual faculty members of supporting institutions and to
individual members of the American Mathematical Society: $4.00 per volume; single issues,
$1.25.

Subscriptions, orders for back numbers, and changes of address should be sent to Pacific
Journal of Mathematics, 2120 Oxford Street, Berkeley 4, California.

Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), No. 6,
2-chome, Fujimi-cho, Chiyoda-ku, Tokyo, Japan.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
The Supporting Institutions listed above contribute to the cost of publication of this Journal,

but they are not owners or publishers and have no responsibility for its content or policies.



Pacific Journal of Mathematics
Vol. 10, No. 4 December, 1960

M. Altman, An optimum cubically convergent iterative method of inverting a linear
bounded operator in Hilbert space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1107

Nesmith Cornett Ankeny, Criterion for rth power residuacity . . . . . . . . . . . . . . . . . . . . . . . . . 1115
Julius Rubin Blum and David Lee Hanson, On invariant probability measures I . . . . . . . . . 1125
Frank Featherstone Bonsall, Positive operators compact in an auxiliary topology . . . . . . . 1131
Billy Joe Boyer, Summability of derived conjugate series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1139
Delmar L. Boyer, A note on a problem of Fuchs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1147
Hans-Joachim Bremermann, The envelopes of holomorphy of tube domains in infinite

dimensional Banach spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1149
Andrew Michael Bruckner, Minimal superadditive extensions of superadditive

functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1155
Billy Finney Bryant, On expansive homeomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1163
Jean W. Butler, On complete and independent sets of operations in finite algebras . . . . . . . 1169
Lucien Le Cam, An approximation theorem for the Poisson binomial distribution . . . . . . . 1181
Paul Civin, Involutions on locally compact rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1199
Earl A. Coddington, Normal extensions of formally normal operators . . . . . . . . . . . . . . . . . . 1203
Jacob Feldman, Some classes of equivalent Gaussian processes on an interval . . . . . . . . . . 1211
Shaul Foguel, Weak and strong convergence for Markov processes . . . . . . . . . . . . . . . . . . . . . 1221
Martin Fox, Some zero sum two-person games with moves in the unit interval . . . . . . . . . . . 1235
Robert Pertsch Gilbert, Singularities of three-dimensional harmonic functions . . . . . . . . . . 1243
Branko Grünbaum, Partitions of mass-distributions and of convex bodies by

hyperplanes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1257
Sidney Morris Harmon, Regular covering surfaces of Riemann surfaces . . . . . . . . . . . . . . . . 1263
Edwin Hewitt and Herbert S. Zuckerman, The multiplicative semigroup of integers

modulo m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1291
Paul Daniel Hill, Relation of a direct limit group to associated vector groups . . . . . . . . . . . 1309
Calvin Virgil Holmes, Commutator groups of monomial groups . . . . . . . . . . . . . . . . . . . . . . . 1313
James Fredrik Jakobsen and W. R. Utz, The non-existence of expansive homeomorphisms

on a closed 2-cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1319
John William Jewett, Multiplication on classes of pseudo-analytic functions . . . . . . . . . . . . 1323
Helmut Klingen, Analytic automorphisms of bounded symmetric complex domains . . . . . . 1327
Robert Jacob Koch, Ordered semigroups in partially ordered semigroups . . . . . . . . . . . . . . . 1333
Marvin David Marcus and N. A. Khan, On a commutator result of Taussky and

Zassenhaus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1337
John Glen Marica and Steve Jerome Bryant, Unary algebras . . . . . . . . . . . . . . . . . . . . . . . . . . 1347
Edward Peter Merkes and W. T. Scott, On univalence of a continued fraction . . . . . . . . . . . 1361
Shu-Teh Chen Moy, Asymptotic properties of derivatives of stationary measures . . . . . . . . 1371
John William Neuberger, Concerning boundary value problems . . . . . . . . . . . . . . . . . . . . . . . 1385
Edward C. Posner, Integral closure of differential rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1393
Marian Reichaw-Reichbach, Some theorems on mappings onto . . . . . . . . . . . . . . . . . . . . . . . . 1397
Marvin Rosenblum and Harold Widom, Two extremal problems . . . . . . . . . . . . . . . . . . . . . . . 1409
Morton Lincoln Slater and Herbert S. Wilf, A class of linear differential-difference

equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1419
Charles Robson Storey, Jr., The structure of threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1429
J. François Treves, An estimate for differential polynomials in ∂/∂z1, , · · · , ∂/∂z_n . . . . . 1447
J. D. Weston, On the representation of operators by convolutions integrals . . . . . . . . . . . . . 1453
James Victor Whittaker, Normal subgroups of some homeomorphism groups . . . . . . . . . . . 1469

Pacific
JournalofM

athem
atics

1960
Vol.10,N

o.4

http://dx.doi.org/10.2140/pjm.1960.10.1107
http://dx.doi.org/10.2140/pjm.1960.10.1107
http://dx.doi.org/10.2140/pjm.1960.10.1115
http://dx.doi.org/10.2140/pjm.1960.10.1125
http://dx.doi.org/10.2140/pjm.1960.10.1131
http://dx.doi.org/10.2140/pjm.1960.10.1139
http://dx.doi.org/10.2140/pjm.1960.10.1147
http://dx.doi.org/10.2140/pjm.1960.10.1149
http://dx.doi.org/10.2140/pjm.1960.10.1149
http://dx.doi.org/10.2140/pjm.1960.10.1155
http://dx.doi.org/10.2140/pjm.1960.10.1155
http://dx.doi.org/10.2140/pjm.1960.10.1163
http://dx.doi.org/10.2140/pjm.1960.10.1169
http://dx.doi.org/10.2140/pjm.1960.10.1181
http://dx.doi.org/10.2140/pjm.1960.10.1199
http://dx.doi.org/10.2140/pjm.1960.10.1203
http://dx.doi.org/10.2140/pjm.1960.10.1211
http://dx.doi.org/10.2140/pjm.1960.10.1221
http://dx.doi.org/10.2140/pjm.1960.10.1235
http://dx.doi.org/10.2140/pjm.1960.10.1243
http://dx.doi.org/10.2140/pjm.1960.10.1257
http://dx.doi.org/10.2140/pjm.1960.10.1257
http://dx.doi.org/10.2140/pjm.1960.10.1263
http://dx.doi.org/10.2140/pjm.1960.10.1291
http://dx.doi.org/10.2140/pjm.1960.10.1291
http://dx.doi.org/10.2140/pjm.1960.10.1309
http://dx.doi.org/10.2140/pjm.1960.10.1313
http://dx.doi.org/10.2140/pjm.1960.10.1319
http://dx.doi.org/10.2140/pjm.1960.10.1319
http://dx.doi.org/10.2140/pjm.1960.10.1323
http://dx.doi.org/10.2140/pjm.1960.10.1327
http://dx.doi.org/10.2140/pjm.1960.10.1333
http://dx.doi.org/10.2140/pjm.1960.10.1337
http://dx.doi.org/10.2140/pjm.1960.10.1337
http://dx.doi.org/10.2140/pjm.1960.10.1347
http://dx.doi.org/10.2140/pjm.1960.10.1361
http://dx.doi.org/10.2140/pjm.1960.10.1371
http://dx.doi.org/10.2140/pjm.1960.10.1385
http://dx.doi.org/10.2140/pjm.1960.10.1393
http://dx.doi.org/10.2140/pjm.1960.10.1397
http://dx.doi.org/10.2140/pjm.1960.10.1409
http://dx.doi.org/10.2140/pjm.1960.10.1419
http://dx.doi.org/10.2140/pjm.1960.10.1419
http://dx.doi.org/10.2140/pjm.1960.10.1447
http://dx.doi.org/10.2140/pjm.1960.10.1453
http://dx.doi.org/10.2140/pjm.1960.10.1469

	
	
	

