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# PREDICTION THEORY FOR MARKOFF PROCESSES 

A. V. Balakrishnan

In this paper we consider the least square prediction problem for Markoff processes with stationary transitions. The main result concerns the partial differential equation characterizing the prediction operator, and the conditions for the uniqueness of the solutions.

Introduction. Let $x(t)$ be a Markoff process with stationary transitions. It is well-known that the optimum mean square predictor of $g(x(s+t))$ given $x(\sigma)$ for $\sigma \leqq s$ is given by the conditional expectation:

$$
E[g(x(t+s)) \mid x(\sigma) \leqq s]
$$

For a Markoff process this becomes

$$
\begin{equation*}
E\left[g(x(t+s))\left\lceil_{\imath} x(s)\right]\right. \tag{1.1}
\end{equation*}
$$

and further, if the transitions are stationary, we need only to consider:

$$
\begin{equation*}
E[g(x(t)) \mid x(0)] \tag{1.2}
\end{equation*}
$$

Let $p(t, \xi \mid x)$ be the distribution function (suitably normalized) of the conditional or transition probability of transition from $x$ to $\xi$ in time $t$. Then, of course, (1.2) becomes

$$
\begin{equation*}
\int g(\xi) d_{\xi} p(t, \xi \mid x) \tag{1.3}
\end{equation*}
$$

Now if $g($.$) is in C[\alpha, \beta]$, where $-\infty \leq \alpha<\beta \leq+\infty$ is the interval over which the transition probabilities are defined, we obtain a semigroup of linear operators over $C[\alpha, \beta]$ defined through (1.3). If now we know the infinitesimal generator of this semigroup, we obtain an abstract differential equation for (1.3):

$$
\begin{equation*}
\frac{d u(t, g)}{d t}=\Lambda u(t, g) \tag{1.4}
\end{equation*}
$$

where $u(t, \mathrm{~g})$ represents (1.3) and $\Lambda$ is the infinitesimal generator, provided $g($.$) is in the domain of \Lambda$. If we know the representation of $\Lambda$, and if in particular, it turns out to be a partial differential operator, (1.4) offers an alternate way of determing the prediction functions (1.2) provided uniqueness of the solution can be proved. In what follows, we shall be concerned primarily with situations where such a reduction is possible, and the associated conditions for uniqueness.

[^0]Main Results:
2. Markoff processes of the diffusion type. A well-known set of sufficient conditions under which the reduction to a parabolic partial differential equation is possible are the Lindberg-Levy conditions which we state here in their weakest form due to Feller [3, 4]. Let
(i) $\frac{1}{t} \int_{|\xi-x|>\varepsilon} d_{\xi} P(t, \xi \mid x) \rightarrow 0$ as $t \rightarrow 0+$
$L_{1} \quad$ (ii) $\frac{1}{t} \int_{!\xi-x \mid<\varepsilon}(\xi-x) d_{\xi} P(t, \xi \mid x) \rightarrow b(x)$ as $t \rightarrow 0+$
(iii) $\frac{1}{t} \int_{|\xi-x|<\varepsilon}(\xi-x)^{2} d_{\xi} P(t, \xi \mid x) \rightarrow 2 a(x)$ as $t \rightarrow 0+$

Then for each $g($.$) in C[\alpha, \beta]$, if we set:

$$
\begin{equation*}
T(t) g(x)=\int_{\alpha}^{\beta} g(\xi) d_{\xi} P(t, \xi \mid x) \tag{2.1}
\end{equation*}
$$

$T(t)$ is a semigroup of linear bounded operators over $[\alpha, \beta]$ and moreover
(i) $\|T(t) g\| g \|$ (contraction semigroup)
(ii) $\|T(t) g-g\| \rightarrow 0$ as $t \rightarrow 0+$ (strongly continuous)
(iii) $T(t) g$ is non-negative if $g$ is nonnegative.
(positivity preserving)
(vi) For $g(\xi)=$ constant $T(t) g=g$.

Properties (i), (iii) and (iv) are obvious from (2.1). That $T(t) g$ again belongs to $C[\alpha, \beta]$ follows from condition (i) of $L_{1}$, and so does property (ii). Let $\Lambda$ be the infinitesimal generator of the semigroup. Then the most important property one would like to deduce from $L_{1}$ is that it coincides with a second-order differential operator. Unfortunately, however, this is not always entirely true. For example following Feller [4], suppose we define the transition density kernels,

$$
P(t, \xi \mid x)=\frac{1}{\sqrt{2 \pi t}}\left[\exp -\frac{(g(\xi)-g(x))^{2}}{2 t}\right] g^{\prime}(\xi), \alpha=-\infty, \beta=+\infty
$$

where say $g($.$) is a polynomial which vanishes at the origin, and g^{\prime}(\xi)>0$. Taking $g(\xi)=\xi^{3}$, we obtain for $\xi \neq 0$

$$
\begin{aligned}
& b(\xi)=-\frac{2}{9} \xi^{-5} \\
& a(\xi)=\frac{\xi^{-4}}{9}
\end{aligned}
$$

However, at $\xi=0$,

$$
\begin{aligned}
& a(0)=0 \\
& b(0)=0 .
\end{aligned}
$$

Direct substitution into (2.1) shows that for $f($.$) in the domain of \Lambda$, $f(0)=f^{\prime}(0)=f^{\prime \prime}(0)$ and that

$$
\Lambda f(0)=\frac{2}{6!} f^{8}(0)
$$

Although for any $\xi \pm 0$,

$$
\begin{equation*}
\Lambda f(\xi)=a(\xi) \frac{d^{2} f}{d \xi^{2}}+b(\xi) \frac{d f}{d \xi} \tag{2.2}
\end{equation*}
$$

Here it may be noted that the exceptional point zero is a point of discontinuity of the functions $a($.$) and b($.$) . One might then expect$ that this may avoided if they are required to be continuous. However, it should be noted even in this case that $\Lambda$ may not still coincide entirely with the differential operator on the right in (2.2)-in fact, it may only be a contraction of that operator. With some additional conditions on $a(\xi)$ and $b(\xi)$ we can nevertheless obtain a stronger result.

Theorem 2.1. Let $a(\xi), b(\xi)$ given by $L_{1}$ be continuously twice differentiable in the open interval $(\alpha, \beta)$ and $a(\xi)>0$ therein. Let the limits in $L_{1}$ hold uniformly in $x$ in each compact sub-interval. Suppose in addition they satisfy:

$$
\begin{equation*}
\int_{0}^{\infty} q(\xi) w(\xi) d \xi=+\infty=\int_{0}^{\beta} q(\xi) w(\xi) d \xi \tag{2.3}
\end{equation*}
$$

where $\alpha<0<\beta$

$$
\begin{aligned}
& q(t)=\int_{0}^{t} \frac{d t}{a(t) w(t)} \\
& w(t)=\exp -\int_{0}^{t} \frac{b(\xi)}{a(\xi)} d \xi
\end{aligned}
$$

Then the infinitesimal generator $\Lambda$ of the semigroup coincides with the differential operator $C$

$$
\begin{equation*}
C=a(\xi) \frac{d^{2}}{d \xi^{2}}+b(\xi) \frac{d}{d \xi} \tag{2.4}
\end{equation*}
$$

where the domain of $C$ consists of functions $f(\xi)$ with first and second derivatives such that

$$
a(\xi) \frac{d^{2} f}{d \xi^{2}}+b(\xi) \frac{d f(\xi)}{d \xi}
$$

belongs to $C[\alpha, \beta]$.
Conversely suppose the functions $\alpha(\xi)$ and $b(\xi)$ are given, with $a(\xi)$ positive and continuous and $b(\xi)$ continuous in the open interval $[\alpha, \beta]$, and suppose (2.3) is satisfied. Then $C$ generates a semigroup given by (2.1) where the kernels are Markoff transition probabilities which satisfy the conditions $L_{1}$, the limits holding uniformly in $x$ in each compact. sub-interval.

Proof. Let us consider the converse statement first. Under the conditions (2.3) on the coefficients $a(\xi)$ and $b(\xi)$, Hille [5] has shown that $C$ is the infinitesimal generator of a strongly continuous positive contraction semigroup. Denoting this semigroup by $S(t)$, we have, for any $f($.$) in C[\alpha, \beta]$ :

$$
\begin{equation*}
S(t) f(x)=\int_{\alpha}^{\beta} f(\xi) d_{\xi} P(t, \xi ; x) \tag{2.5}
\end{equation*}
$$

where the $P(t, \xi ; x)$ are Markoff transition kernels. Moreover, it is readily shown that the kernels satisfy the conditions $L_{1}$, with the necessary uniformity.

Suppose next that we are given transition probabilities satisfying $L_{1}$ where $a($.$) and b($.$) satisfy (2.3). We know then (2.1) yields a strongly$ continuous semigroup, and we have to show that its infinitesimal generator $\Lambda$ coincides with $C$. For this, suppose $f($.$) is in the domain of C^{2}$. Then $f($.$) has first and second derivatives. Further, suppose f^{\prime}($.$) vani-$ shes outside a compact sub-interval, say $\left[r_{1}, r_{2}\right]$. Now because $a(\xi)>0$ and continuous in $[\alpha, \beta]$, it follows that $f^{\prime \prime}($.$) is continuous in compact$ sub-intervals, and hence in particular in $\left[r_{1}, r_{2}\right]$. Now for each $x$ in $[a, \beta]$

$$
\begin{aligned}
\frac{S(t) f(x)-f(x)}{t} & =\frac{1}{t} \int_{|\xi-x|>\varepsilon}[f(x)-f(\xi)] d P(t, \xi \mid x) \\
& +\frac{f^{\prime}(x)}{t} \int_{|\xi-x|<\varepsilon}(\xi-x) d P(t, \xi \mid x) \\
& +\frac{f^{\prime \prime}(x+\theta \varepsilon)}{2 t} \int_{|\xi-x|<\varepsilon}(\xi-x)^{2} d P(t, \xi x)
\end{aligned}
$$

where $0<|\theta|<1$.
In view of $L_{1}$, it follows that

$$
\begin{equation*}
\operatorname{limit}_{t \rightarrow 0} \frac{T(t) f(x)-f(x)}{t}=a(x) f^{\prime \prime}(x)+b(x) f^{\prime}(x) \tag{2.6}
\end{equation*}
$$

and because of the asserted uniformity of the limits in $L_{1}$ and the con-ditions on $f($.$) , it is clear the limit in (2.6) is uniform in x$ in $[\alpha, \beta]$.

Hence, for such $f($.$) it follows that$

$$
\Lambda f=C f
$$

Moreover, for the same $f($.$) , note that C f$ again vanishes outside $\left[r_{1}, r_{2}\right]$. Also, $C f$ again belongs to the domain of $C$ and hence has first and second derivatives. Hence the argument above can be repeated to yield that

$$
\Lambda C f=C^{2} f
$$

and, of course

$$
C A f=C^{2} f
$$

or

$$
C A f=\Lambda C f
$$

Denoting the semigroup generated by $C$ by $S(t)$ if follows readily that

$$
S(t) T(t) f=T(t) S(t) f \quad t>0
$$

and hence using the Dunford argument [See [7]]:

$$
S(t) f-T(t) f=\int_{0}^{t}(d / d \sigma) S(\sigma) T(\sigma) f=\int_{0}^{t} S(\sigma) T(\sigma)(\Lambda f-C f) d \sigma
$$

it follows that

$$
S(t)=T(t) f
$$

It only remains to show that the set of such functions $f($.$) is dense in$ $C[\alpha, \beta]$. Now the class of functions in $C[\alpha, \beta]$ whose derivatives vanish outside compact subsets is dense in the domain of $C$. Because of the postulated twice differentiability of the coefficients $a(x)$ and $b(x)$, it follows that this class automatically belongs to the domain of $C^{2}$, proving the required denseness. It is quite probable the result holds without demanding differentiability of the functions $a(x)$ and $b(x)$.

This proves the theorem.
We note in passing that the conditions (2.3) do not imply uniqueness of solutions of the forward equation, as Hille [3] has shown. From our point of view, this lack of uniqueness is of no concern to us, thus avoiding problems associated with the duality between the backward and forward equations. In particular, Theorem 2.1 establishes that for $f($.$) in the domain of C$,

$$
E[f(x(t)) \mid x(0)]=u(t, x)
$$

is the unique solution of the Cauchy problem:

$$
\frac{\partial u}{\partial t}=a(x) \frac{\partial^{2} u}{\partial x^{2}}+b(x) \frac{\partial u}{\partial x}
$$

with

$$
u(0, x)=f(x)
$$

As an example, consider the situation of Gaussian white-noise input to a nonlinear system, the input-output processes being related by [See Doob [2, p. 273] for the notation]

$$
\begin{equation*}
d x(t)=\sqrt{2}\left(x(t)^{2}+1\right) d \zeta(t) \tag{2.7}
\end{equation*}
$$

$\zeta(t)$ being the real Gaussian additive process with

$$
E\left[|d \zeta(t)|^{2}\right]=d t
$$

so that the output process is Markoffian and we have for the limits in $L_{1}$ :

$$
\begin{aligned}
& a(x)=\left(x^{2}+1\right)^{2} \\
& b(x)=0
\end{aligned}
$$

These clearly satisfy all the required conditions of Theorem 2.1 and the predication function is the solution of the equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\left(x^{2}+1\right)^{2} \frac{d^{2} u}{\partial x^{2}} \tag{2.8}
\end{equation*}
$$

subject to the initial condition

$$
u(0, x)=f(x)
$$

where it is assumed that

$$
\left(x^{2}+1\right) f^{\prime \prime}(x)
$$

belongs to $C[-\infty,+\infty]$.
In this particular case, we can obtain the solution in terms of orthogonal functions:

$$
\begin{equation*}
u(t, x)=\sum_{0}^{\infty} a_{n} W_{n}(x) e^{-n(n+1) t} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{n}=\int_{-\infty}^{\infty} \frac{W_{n}(x)}{\left(x^{2}+1\right)^{2}} f(x) d x \\
& W_{n}(x)=\sqrt{\frac{2}{\pi}} \sqrt{\left(x^{2}+1\right)} \sin (n+1)\left(\frac{\pi}{2}-\arctan x\right) .
\end{aligned}
$$

[See Hille [5]] for this solution. The convergence of the series in (2.4)
is uniform in $x$ in $[\alpha, \beta]$.
It may be noted that functions such as

$$
f(x)=x
$$

and

$$
f(x)=\exp i \lambda x
$$

are not in $C[-\infty,+\infty]$, so that we cannot obtain the prediction as the solution of the partial differential equation directly, in the sense in which we have stated that Cauchy problem. It may, however, be possible to consider a slightly different $B$-space such as the space of functions $f(x)$ continuous in $(-\infty, \infty)$ and such that

$$
\operatorname{limit}_{|x| \rightarrow \infty} f(x) \exp -|x|^{p}, \quad 0<\rho<1
$$

exist for some $\rho$, as Hille [6] does for the heat equation.
It should also be noted that in this example, the transition density kernel has the expansion

$$
p(t ; \xi \mid x)=\left(\xi^{2}+1\right)^{-2} \sum_{0}^{\infty} W_{n}(x) W_{n}(\xi) e^{-n(n+1) t}
$$

As $t \rightarrow \infty$, we obtain the density

$$
\begin{equation*}
p(\infty ; \xi \mid x)=2 / \pi\left(\xi^{2}+1\right)^{-2} \tag{2.10}
\end{equation*}
$$

and it should be noted that (2.9) for each $t$ is an orthogonal expansion with respect to this density. Also (2.10) corresponds to the (unique) stationary first order distribution with respect to which the process is ergodic. A sufficient condition for the existence of such an expansion (which automatically also yield the corresponding limiting density) due to Hille [5] is that in addition to (2.3) the following

$$
\begin{equation*}
\int_{0}^{a} q^{\prime}(x) d x \int_{0}^{x} w(\xi) d \xi<+\infty \text { and } \int_{0}^{\beta} q^{\prime}(x) d x \int_{0}^{x} w(x) d x<\infty \tag{2.11}
\end{equation*}
$$

be also satisfied. In this case, the limiting density is simply

$$
\frac{q^{\prime}(x)}{q(\beta)-q(\alpha)} .
$$

All transition probabilities are absolutely continuous.
3. Markoff processes not of the diffusion type. We shall next consider the prediction problem not of the diffusion type, i.e., whose transition kernels do not satisfy conditions $L_{1}$, but rather an extended version of them, leading to elliptic partial differential equations. Thus,
let the transition density kernels satisfy:
(i) $2 p(t, \xi \mid y)-p(2 t, \xi \mid y) \geqq 0$
(ii) $\frac{1}{t^{2}} \int_{|y-\xi|>\varepsilon}[2 p(t, \xi \mid y)-p(2 t, \xi \mid y)] d \xi \rightarrow 0 \quad$ as $t \rightarrow 0+L_{2}$
(iii) $\frac{1}{t^{2}} \int_{|y-\xi|<\varepsilon}(\xi-y)[2 p(t, \xi \mid y)-p(2 t, \xi \mid y)] d \xi \rightarrow b(y)$
(iv) $\frac{1}{t^{2}} \int_{|y-\xi|<\varepsilon}(y-\xi)^{2}[2 p(t, \xi \mid y)-p(2 t, \xi \mid y)] d \xi \rightarrow 2 \alpha(y)$.

Then the prediction function satisfies the elliptic partial differential equation:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}+a(x) \frac{\partial^{2} u}{\partial x^{2}}+b(x) \frac{\partial u}{\partial x}=0 \tag{3.1}
\end{equation*}
$$

As before, the main difficulty is in obtaining uniqueness of the solutions.
Theorem 3.1. Suppose $a(y), b(y)$ are twice continously differentiable in $[\alpha, \beta]$ and $a(y)>0$ therein. Suppose further that the limits in $L_{1}$ hold uniformly in $y$ in each compact subinterval. Further, suppose that $a(\xi), b(\xi)$ satisfy (2.3). Then for each $f($.$) in the domain of C$,

$$
u(t, x)=E[f(x(t)) \mid x(0)=x]
$$

satisfies the partial differetial equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}+C u(\mathrm{t}, x)=0 \tag{3.2}
\end{equation*}
$$

and is the only solution of it satisfying to the conditions:
(a) $\|u(t,)-.f().\| \rightarrow a s t \rightarrow 0$
(b) $\|2 u(t,)-.u(2 t)\| \leqq\|f\|$
(c) $\operatorname{Sup}_{t}\|u(t,)\|<.\infty$.

Conversely, suppose $a(\xi), b(\xi)$ are given such that they are continuous in $[\alpha, \beta]$ and $a(\xi)>0$ therein, and such that they satisfy (3.1). Then the Cauchy problem for (3.1) has a unique solution satisfying (a), (b) and (c) for each $f($.$) in the domain C$, the solution being given by

$$
u(t, x)=\int_{\alpha}^{\beta} f(\xi) p(t, \xi \mid x) d \xi
$$

where the $p(t, \xi \mid x)$ are Markoff transition densities satisfying $L_{2}$, the limits existing uniformly in $y$ in compact sub-intervals.

Proof. For a proof of the converse part [see [6]]. Since $a(),. b($.
satisfy these conditions in the forward part as well, let us denote the corresponding semigroup by $T(t)$ with generator $B$. Then we know that

$$
B^{2}=-C
$$

For each $f($.$) in C[\alpha, \beta]$ let us next let

$$
u(t, x)=E[f(x(t)) \mid x(0)=x]
$$

Then the conditions $L_{2}$ on the transition kernels imply that $u(t, x)$ satisfies (a), (b) and (c), and moreover setting

$$
u(t, x)=S(t) f(x)
$$

$S(t)$ is a strongly continuous semigroup over $C[\alpha, \beta]$. Let us denote its generator by $\Lambda$. We have now to show that

$$
\begin{equation*}
\Lambda^{2}=B^{2}=-C \tag{3.2}
\end{equation*}
$$

For this, let $f($.$) belong to C[\alpha, \beta]$ and let $f^{\prime}($.$) vanish outside a compact$ sub-interval $\left[r_{1}, r_{2}\right]$. Then as in the proof of Theorem 2.1, we shall first show that $f($.$) belongs also to the domain of \Lambda^{2}$ and that

$$
\Lambda^{2} f=B^{2} f
$$

For this we note that

$$
\begin{aligned}
& \frac{T(2 t)+I-2 T(t)}{t^{2}} f(x) \\
& =\frac{1}{t^{2}} \int_{-\infty}^{\infty}(f(\xi)-f(x))[p(2 t, \xi \mid x)-2 p(t, \xi \mid x)] d \xi
\end{aligned}
$$

and as before, as $t \rightarrow 0$, by virtue of $L_{2}$ this goes to

$$
-a(x) f^{\prime \prime}(x)-b(x) f^{\prime}(x)
$$

and the rest of the arguments go over similarly. Also we readily obtain that:

$$
\Lambda^{2} B^{2} f=B^{2} \Lambda^{2} f
$$

This is enough to imply that

$$
T(t) f=S(t) f
$$

and the differentiability properties of $a(x)$ and $b(x)$ again imply that such functions $f($.$) are dense in the domain of C$ and hence (3.2) follows. This concludes the proof.

The simplest example of a process with transition kernels satisfying the conditions $L_{2}$ is the Cauchy additive process, with the independent increments having a Cauchy distribution:

$$
E[\exp i s(\zeta(t+\Delta)-\zeta(t))]=\exp -|s| \Delta
$$

More generally, such a process arises as the output of a first-order system whose imput is the Cauchy additive process:

$$
d x(t)=b(x(t) d t+a(x(t)) d \zeta(t)
$$

in the notation of Doob (loc. cit.), $\zeta(t)$ being the input Cauchy additive process ('non-Gaussian white noise'). Now

$$
x(t+\Delta)-x(t)=b[x(t)] \Delta+a[x(t)][\zeta(t+\Delta)-\zeta(t)]
$$

where the right-side, for given $x(t)$ is specified in terms of $\zeta(t)$ whose statistics are known. The limits required in $L_{2}$ are then established by direct calculation. In the case of (i), we may note that we need only prove it for small $t$, since the semigroup property will then imply it for all values of $t$. We omit the details of these calculations. The differential equation is:

$$
\frac{\partial^{2} u}{\partial t^{2}}+\frac{a(x)^{2}}{2} \frac{\partial^{2} u}{\partial x^{2}}+b(x) \frac{\partial u}{\partial x}=0 .
$$

As an example we may consider the case where: $a($.$) and b($.$) are$ constants:

$$
\begin{aligned}
& a(x)=\sqrt{2} \\
& b(x)=-2 x .
\end{aligned}
$$

The differential equation then is:

$$
\frac{\partial^{2} u}{\partial t^{2}}=-2 x \frac{\partial u}{\partial x}+\frac{\partial^{2} u}{\partial x^{2}} .
$$

The (unique) solution of this is the prescribed type for each initial function $f($.$) can be expanded in Hermite polynomials [See [6] for a general$ proof]

$$
\begin{equation*}
u(t, x)=\sum_{0}^{\infty} a_{n} H_{n}(x) \exp -\sqrt{2 n} t \tag{3.3}
\end{equation*}
$$

where the $H_{n}($.$) are the Hermite polynomials orthogonal with respect$ to the Gaussian density:

$$
(1 / \sqrt{\pi}) \exp -x^{2}
$$

and

$$
a_{n}=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} f(x) H_{n}(x) \exp -x^{2} d x
$$

The series in (3.3) converges to the solution function uniformly in com-
pact subsets of $(-\infty,+\infty)$. The transition kernel density $p(t, \xi \mid x)$ is given by

$$
p(t, \xi \mid x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{t}{\sqrt{\sigma^{2}(1-\exp -2 \sigma)}} \exp \left[\frac{-[\xi-x \exp -2 \sigma]^{2}}{(1-\exp -2 \sigma)}-\frac{t^{2}}{4 \sigma}\right] \mathrm{d} \sigma
$$

as follows again from the theory in [6]. Alternately, it has the expansion:

$$
p(t, \xi \mid x)=\sum_{0}^{\infty} H_{n}(x) H_{n}(\xi) \exp -\xi^{2}-\sqrt{2 n} t
$$

As $t \rightarrow \infty$, the limiting density is: Gaussian:

$$
p(\xi)=\frac{1}{\sqrt{\pi}} \exp -\xi^{2}
$$

with respect to which (as first-order density) the process becomes strictly stationary. It may be shown that the limiting density is again always given by

$$
p^{\prime}(x) /(q(\beta)-q(\alpha))
$$

and is thus completely determined by the system, that is by $a($.$) and$ $b($.$) only. The expansion (3.3) is, of course, in terms of functions$ orthogonal with respect to this density. Thus, taking the example treated in § 2, with

$$
\begin{aligned}
& a(x)=\left(x^{2}+1\right) \sqrt{2} \\
& b(x)=0
\end{aligned}
$$

yielding the differential equation:

$$
\frac{\partial^{2} u}{\partial t^{2}}+\left(x^{2}+1\right)^{2} \frac{\partial^{2} u}{2 x^{2}}=0
$$

we have the expansion:

$$
\begin{equation*}
u(t, x)=\sum_{0}^{\infty} a_{n} W_{n}(x) \exp -\sqrt{n(n-1)} t \tag{3.4}
\end{equation*}
$$

with $W_{n}(x)$ and $a_{n}$ as in (2.3). As before, a sufficient condition for the existence of such expansion, is that (2.3) and (2.11) be satisfied. However, this is not necessary as the previous example (3.3) shows.

Extensions. A generalization of the type of process treated in §3 is got by replacing the kernels in $L_{2}$ by

$$
\frac{1}{t^{n}}\left[\sum_{1}^{n}\binom{n}{r}(-1)^{r-1} p(r t, \xi \mid x)\right]
$$

$\binom{n}{r}$ being the Binomial coefficients, leading to the equations

$$
\frac{\partial^{n} u}{\partial t^{n}}=(-1)^{n+1}\left[a(x) \frac{\partial^{2} u}{\partial x^{2}}+b(x) \frac{\partial u}{\partial x}\right]
$$

However, we have been unable as yet to establish the conditions for uniqueness of the solutions.

We have only so far considered first-order Markoff processes. The extension to higher order processes is similar in principle although it entails partial differential equations in several space variables [see [8] for example], and the results on the related Cauchy problems are still incomplete to a large degree.
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# UPPER BOUNDS FOR THE EIGENVALUES OF SOME VIBRATING SYSTEMS 

Dallas Banks

1. Introduction. Let $p(x) \geqq 0, x \in[0, a]$, be the density of a string fixed at the points $x=0$ and $x=a$ under unit tension. The natural frequencies of the string are determined by the eigenvalues of the differential system

$$
\begin{equation*}
u^{\prime \prime}+\lambda p(x) u=0, u(0)=u(a)=0 . \tag{1}
\end{equation*}
$$

We note that these eigenvalues depend on the density function $p(x)$ and denote them accordingly by

$$
0<\lambda_{1}(p)<\lambda_{2}(p)<\lambda_{3}(p)<\cdots .
$$

M. G. Krein [5] has found the sharp bounds

$$
\frac{4 H n^{2}}{M^{2}} X\left(\frac{M}{a H}\right) \leqq \lambda_{n}(p) \leqq \frac{\pi^{2} n^{2} H}{M^{2}} \quad(n=1,2, \cdots)
$$

where $X(t)$ is the least positive root of the equation

$$
\sqrt{\bar{X}} \tan X=\frac{t}{1-t}
$$

and where $p(x)$ is such that $\int_{0}^{a} p(x) d x=M$ and $0 \leqq p(x) \leqq H$.
Sharp lower bounds are found in [1] when instead of the condition $p(x) \leqq H$, we have $p(x)$ either monotone, $p(x)$ convex, or $p(x)$ concave. The precise definitions of convex and concave are given below.

In this paper, we find sharp upper bounds for $\lambda_{n}(p)(n=1,2,3, \cdots)$ whenever $p(x)$ belongs to any one of the following sets of functions:
(a) $E_{1}(M, H, a)$, the set of monotone increasing functions where

$$
\int_{0}^{a} p(x) d x=M \text { and } 0 \leqq p(x) \leqq H, x \in[0, a] .
$$

(b) $E_{2}(M, H, a)$, the set of continuous convex functions, i.e., continuous functions $p(x)$ such that

$$
p(x) \leqq \frac{x_{2}-x}{x_{2}-x_{1}} p\left(x_{1}\right)+\frac{x-x_{1}}{x_{2}-x_{1}} p\left(x_{2}\right), 0 \leqq x_{1} \leqq x_{2} \leqq a,
$$

with $\int_{0}^{a} p(x) d x=M$ and $0 \leqq p(x) \leqq H, x \in[0, a]$.
(c) $E_{3}(M, a)$, the set of continuous concave functions, i.e., $-p(x)$ convex, such that $\int_{0}^{a} p(x) d x=M, x \in[0, a]$.

In general, the values of the maxima appear as the roots of a transcendental system of equations and are not obtained explicitly. However, explicit bounds are given in some special cases.

The methods used generalize to give bounds for the eigenvalues of a vibrating rod. Upper bounds are also found for the lowest eigenvalue of a vibrating membrane over a circular domain when the density is bounded and convex and also when the density is concave.

We make use of the following lemmas.

Lemma 1. Let $p(x)$ and $q(x)$ be nonnegative integrable functions defined for $x \in[a, b]$ and let $f(x)$ be nonnegative, continuous and monotone increasing in $[a, b]$. If $c \in(a, b)$ is such that $p(x) \geqq q(x)$ for $x \in(a, c)$ and $p(x) \leqq q(x)$ for $x \in(c, b)$, then

$$
\int_{a}^{b} p(x) d x=\int_{a}^{b} q(x) d x
$$

implies that

$$
\int_{a}^{b} p(x) f(x) d x \leqq \int_{a}^{b} q(x) f(x) d x .
$$

If $f(x)$ is monotone decreasing, the inequality sign is reversed.
A proof of this lemma is given in [1].
Lemma 2. Let $E_{k}$ be one of the classes of functions defined above. There exists a function $\rho(x) \in E_{k}$ such that

$$
\lambda_{n}(\rho)=\sup _{p(x) \in E_{k}} \lambda_{n}(p)
$$

Let $p(x) \in E_{k}$ for some $k=1,2$, or 3 . By the definition of $E_{k}$, there is a number $H$ such that $0 \leqq p(x) \leqq H, x \in[0, a]$. (When $k=3$, that is when $p(x)$ is concave, we take $H=\frac{2 M}{a}$.) It follows that

$$
\lambda_{n}(p) \leqq \frac{n^{2} \pi^{2}}{H a^{2}}
$$

Hence, there is a number $\mu$ such that

$$
\mu=\sup _{p(x) \in E_{k}} \lambda_{n}(p)
$$

Let $E(M, H, a)$ be the set of all functions $p(x), x \in[0, a]$ such that
$0 \leqq p(x) \leqq H<\infty$ and $\int_{0}^{a} p(x) d x=M$. Krein [5] has shown that there exists a subset $\left\{p_{\nu}(x)\right\}$ of $E(M, H, a)$ and a function $\rho(x) \in E(M, H, a)$ such that

$$
\lim _{\nu \rightarrow \infty}\left(\int_{0}^{x} p_{\nu}(x) d x\right)=\int_{0}^{x} \rho(x) d x .
$$

The convergence is uniform for $x \in[0, a]$ and furthermore

$$
\lim _{\nu \rightarrow \infty} \lambda_{n}\left(p_{\nu}\right)=\lambda_{n}(\rho)
$$

In particular if $p(x) \in E_{k}$, then the functions $p_{\nu}(x)$ also belong to $E_{k}$. We now show that in each of the cases $k=1,2,3, \rho(x) \in E_{k}$ also.

We first consider $E_{1}(M, H, a)$, that is, the family of all monotone increasing bounded functions $p(x)$ such that $\int_{0}^{a} p(x) d x=M$. Then $p_{\nu}(x)$ $\in E_{1}(M, H, a),(\nu=1,2, \cdots)$. Let

$$
\sigma_{\nu}(x)=\int_{0}^{x} p_{\nu}(x) d x
$$

Since $p_{\nu}(x)$ is increasing, $\sigma_{\nu}(x)$ must be convex. Hence, $\lim _{\nu \rightarrow \infty} \sigma_{\nu}(x)=\sigma_{0}(x)=$ $\int_{0}^{a} \rho(x) d x$ must also be convex. For if

$$
\sigma_{\nu}(x) \leqq \frac{x-x_{1}}{x_{2}-x_{1}} \sigma_{\nu}\left(x_{2}\right)+\frac{x_{2}-x}{x_{2}-x_{1}} \sigma_{\nu}\left(x_{1}\right),
$$

$\left(x_{1}<x<x_{2}\right)$, then the same inequality must hold in the limit. It then follows that $\rho(x)$ is increasing.

For the family $E_{2}(M, H, a)$, that is for convex $p(x)$, we first note that the functions $p_{\nu}(x)(\nu=1,2, \cdots)$ are also convex. We now consider these functions while restricting $x$ to lie in the interval $[\delta, a-\delta]$ where $0<\delta<a / 2$. From the convexity of $p_{\nu}(x)$, it follows that

$$
\left|\frac{p_{2}(x+h)-p_{\nu}(x)}{h}\right|<H / \delta, \quad(x \in[\delta, a-\delta], \nu=1,2, \cdots)
$$

Hence $\left\{p_{\nu}(x)\right\}$ is an equicontinuous family of functions in this interval. We now consider

$$
\begin{gathered}
\left|p_{\nu}(x)-\rho(x)\right| \leqq\left|p_{\nu}(x)-\frac{\sigma_{\nu}(x+h)-\sigma_{\nu}(x)}{h}\right| \\
+\left|\frac{\sigma_{\nu}(x+h)-\sigma_{0}(x)}{h}-\frac{\sigma_{0}(x+h)-\sigma_{0}(x)}{h}\right|+\left|\frac{\sigma_{0}(x+h)-\sigma_{0}(x)}{h}+\rho(x)\right|
\end{gathered}
$$

where $x, x+h \in[\delta, a-\delta]$. Since $\frac{\rho_{\nu}(x+h)-\sigma_{\nu}(x)}{h}=p_{\nu}(x+\theta h)$ for some $0<\theta<1$, it follows from the equicontinuity that the first term
on the right may be made small by choosing $h$ small. The last may be made small by choosing $h$ small since $\sigma_{0}^{\prime}(x)=\rho(x)$. Then for fixed $h$, the middle term may be made small by choosing $\nu$ sufficiently large. Thus $p_{\nu}(x) \rightarrow \rho(x)$ as $\nu \rightarrow \infty$ in any closed interval properly contained in $(0, a)$. Hence we must have point wise convergence and $\rho(x)$ must be convex, $x \in(0, a)$.

The corresponding result for the family of functions $E_{3}(M, \alpha)$, that is when $p(x)$ is concave, follows directly from the convex case by considering $\left\{-p_{\nu}(x)\right\}$.

Lemma 3. The first variation of $\lambda_{n}(p)$ with the condition $\int_{0}^{a} p(x) d x=$ $M$ is

$$
\begin{equation*}
\delta \lambda_{n}(p)=-\lambda_{n}(p) \int_{0}^{a} \delta p(x) u_{n}^{2}(x) d x \tag{2}
\end{equation*}
$$

where $u_{n}(x)$ is the normalized eigenfunction corresponding to $\lambda_{n}(p)$ and $\int_{0}^{a}(\delta p) d x=0$.

Consider the differential system associated with a vibrating string of linear density $p(x)+\varepsilon q(x) \geqq 0$, namely

$$
\begin{gathered}
(u+\varepsilon v)^{\prime \prime}+(\lambda+\varepsilon \mu)(p(x)+\varepsilon q(x))(u+\varepsilon v)=0 \\
u(0)+\varepsilon v(0)=u(\alpha)+\varepsilon v(a)=0
\end{gathered}
$$

where $\int_{0}^{a}[p(x)+\varepsilon q(x)] d x=M$. We denote the $n$th eigenvalue of this system by $\lambda_{n}(p)+\varepsilon \mu_{n}$ and the corresponding eigenfunction by $u_{n}(x)+$ $\varepsilon v_{n}(x)$ where $u_{n}(x)$ is the eigenfunction corresponding to $\lambda_{n}(p) . u_{n}+$ $\varepsilon v_{n}(x)$ then satisfies the equation

$$
u_{n}^{\prime \prime}+v_{n}^{\prime \prime}+\left(\lambda_{n}(p)+\varepsilon \mu_{n}\right)(p(x)+\varepsilon q(x))\left(u_{n}+\varepsilon v_{n}\right)=0
$$

Multiplying this by $u_{n}(x)$ and integrating the resulting expression over the interval $(0, a)$, we get

$$
-\lambda_{n}(p)+\varepsilon \int_{0}^{a} u_{n} v_{n}^{\prime \prime} d x+\left(\lambda_{n}(p)+\varepsilon \mu_{n}\right)\left[1+\varepsilon \int_{0}^{a}\left(p u_{n} v_{n}+q u_{n}^{2}\right) d x+0\left(\varepsilon^{2}\right)\right]=0
$$

We have used the relation $\int_{0}^{a} u_{n}^{\prime \prime} u_{n} d x=-\lambda_{n}(p)$ and taken $\int_{0}^{a} p u_{n}^{2} d x=1$. Solving for $\mu_{n}$, we find

$$
\mu_{n}=\frac{-\lambda_{n}(p) \int_{0}^{a} q(x) u_{n}^{2}(x) d x-\lambda_{n} \int_{0}^{a}\left(v_{n}^{\prime \prime} u_{n}-v_{n} u_{n}^{\prime \prime}\right) d x+0(\varepsilon)}{1+0(\varepsilon)}
$$

Integrating the second integral by parts, we find that it vanishes so
that letting $\varepsilon \rightarrow 0$, we get

$$
\mu_{n}=-\lambda_{n}(p) \int_{0}^{a} q(x) u_{n}^{2}(x) d x
$$

Hence

$$
\delta \lambda_{n}(p) \varepsilon \mu_{n}=-\lambda_{n}(p) \int_{0}^{a} \delta p(x) u_{n}^{2}(x) d x
$$

where we have taken $\delta p(x)=\varepsilon q(x)$. Since $\int_{0}^{a}[p(x)+\varepsilon q(x)] d x=M$ and $\int_{0}^{a} p(x) d x=M$, it necessarily follows that $\int_{0}^{a} \delta p(x) d x=0$.
2. Monotone density functions. We first consider the case where $p(x)$ is a monotone increasing function such that $0 \leqq p(x) \leqq H<\infty$, that is when $p(x) \varepsilon E_{1}(M, H, a)$.

Theorem 1. Let $\lambda_{n}(p)$ be the nth eigenvalue of a vibrating string with fixed boundary values and with a monotone increasing density function $p(x) \varepsilon E_{1}(M, H, a)$. Then

$$
\lambda_{n}(p) \leqq \lambda_{n}(\rho)
$$

where $\rho(x) \varepsilon E_{1}(M, H, a)$ is a step function with at least one and at most $n$ discontinuities in the open interval $(0, a)$.

By Lemma 2 there exists a monotone bounded function $\rho(x) \in$ $E_{1}(M, H, a)$ such that $\lambda_{n}(\rho)=\max _{p \in E_{1}} \lambda_{n}(p)$. Hence, letting $p(x)=\rho(x)$ in the variational formula (2), we have $\delta \lambda_{n}(\rho) \leqq 0$. We now show that unless $p(x) \in E_{1}(M, H$, a) is a step function with at most $n$ discontinuities $\delta \lambda_{n}(p)>0$ for some $\delta p=\varepsilon q$ where $p(x)+\delta p(x) \in E_{1}(M, H, a)$. Hence, $\rho(x)$ must be a step function with at most $n$ discontinuities. ${ }^{1}$

Let $u_{n}(x)$ be the eigenfunction corresponding to $\lambda_{n}(p)$. Denote the nodal points of $u_{n}(x)$ by $x_{k}(k=0,1, \cdots, n)$ where $x_{0}=0$ and $x_{n}=a$. Since $u_{n}(x)$ has only one extremum point in each of the intervals ( $x_{k-1}$, $\left.x_{k}\right)(k=1,2, \cdots, n) u_{n}^{2}(x)$ has only one maximum there. Let that point in $\left(x_{k}, x_{k+1}\right)$ be $\bar{x}_{k}(k=1,2, \cdots, n)$. For $k=1,2, \cdots, n$, we let

$$
r(x)=a_{k}=\int_{x_{k-1}}^{\bar{x}_{k}} p(x) d x /\left(\bar{x}_{k}-x_{k-1}\right), x \in\left[x_{k-1}, \bar{x}_{k}\right] .
$$

Since $a_{k}$ is the mean value of $p(x)$ in $\left(x_{k-1}, \bar{x}_{k}\right)$ and $p(x)$ is monotone increasing, it follows that $a_{k+1} \geqq p(x)$ if $x \in\left[\bar{x}_{k}, x_{k}\right](k=1,2, \cdots, n-1)$ and that $a_{k} \leqq p(x)$ if $x \in\left[\bar{x}_{k}, x_{k}\right](k=1,2, \cdots, n)$. Hence, it is possible

[^1]to find a point $\xi_{k} \in\left(\bar{x}_{k}, x_{k}\right)$ such that
\[

r(x)=\left\{$$
\begin{array}{ll}
a_{k} & \text { if } x \in\left[\bar{x}_{k}, \xi_{k}\right) \\
a_{k+1} & \text { if } x \in\left[\xi_{k}, x_{k}\right]
\end{array}
$$, \quad(k=1,2, \cdots, n)\right.
\]

satisfies the relation

$$
\int_{\bar{x}_{k}}^{x_{k}} r(x) d x=\int_{\bar{x}_{k}}^{x_{k}} p(x) d x
$$

$(k=1,2, \cdots, n)$. We have taken $a_{n+1}=H$, the upper bound of $p(x)$. In each of the intervals $\left(x_{k-1}, \bar{x}_{k}\right)$ and ( $\bar{x}_{k}, x_{k}$ ) $(k=1,2, \cdots, n), r(x)$ and $p(x)$ satisfy the hypothesis of Lemma 1.1 relative to $u_{n}^{2}(x)$. Hence, we have

$$
\int_{x_{k-1}}^{\bar{x}_{k}} p(x) u_{n}^{2}(x) d x \geqq \int_{x_{k-1}}^{\bar{x}_{k}} r(x) u_{n}^{2}(x) d x
$$

and

$$
\int_{\bar{x}_{k}}^{x_{k}} p(x) u_{n}^{2}(x) d x \geqq \int_{\bar{x}_{k}}^{x_{k}} r(x) u_{n}^{2}(x) d x
$$

$(k=1,2, \cdots, n)$. Summing on $k$, we find that

$$
\int_{0}^{a}[p(x)-r(x)] u_{n}^{2}(x) d x \geqq 0
$$

The equality sign will hold if and only if $p(x)=r(x)$, i.e., $p(x)$ is constant or is a step function with precisely one jump in each of the intervals $\left(x_{k-1}, x_{k}\right)(k=1,2, \cdots, n)$. If we let $q(x)=r(x)-p(x)$, then for small $\varepsilon>0$ Lemma 3 gives the result

$$
\begin{aligned}
\delta \lambda_{n}(p) & =-\lambda_{n}(p) \int_{0}^{a} \in q(x) u_{n}^{2}(x) d x \\
& =-\lambda_{n}(p) \int_{0}^{a} \delta p(x) u_{n}^{2}(x) d x>0
\end{aligned}
$$

unless $p(x)=r(x)$. Hence, $\rho(x)=r(x)$ if $\lambda_{n}(\rho)$ is a maximum. But $r(x)$ is a step function with at most $n$ jumps in ( $0, a$ ).

Finally, we show that the maximizing density cannot be a constant so that there must be at least one jump. We first consider the lowest eigenvalue. We show that $\delta \lambda_{1}(p)>0$ when $p(x)=M / a$ for a particular $\delta p=\varepsilon q$.

The eigenfunction corresponding to $\lambda_{1}(M / a)$ is

$$
u_{1}(x)=\sqrt{2 / a} \sin \frac{\pi x}{a}
$$

If we let

$$
\delta p(x)=\varepsilon q(x)= \begin{cases}-\varepsilon & \text { if } x \in(0, a / 2+\eta), \\ \varepsilon \frac{a / 2+\eta}{a / 2-\eta} & \text { if } x \in(a / 2+\eta, a)\end{cases}
$$

where $0<\eta<a / 2$ then $\int_{0}^{a} \delta p(x) d x=0$ and

$$
\delta \lambda_{1}(M / a)=-\lambda_{1}(M / a) \int_{0}^{a} \delta p(x) u_{1}^{2}(x) d x
$$

From the symmetry of $u_{1}(x)$ about the point $x=a / 2$ and Lemma 1 it is easily seen that

$$
\int_{0}^{a} \delta p(x) u_{1}^{2}(x) d x>0
$$

Hence, $\delta \lambda_{1}(M / a)>0$ so that $\lambda_{1}(M / a)$ cannot be a maximum value of $\lambda_{1}(p)$.

The corresponding result for the higher eigenvalues can be obtained by choosing

$$
\delta p(x)=\varepsilon q(x)= \begin{cases}-\varepsilon & \text { if } x \in\left(0, \frac{a}{2 n}+\eta\right) \\ \frac{\varepsilon(a / 2 n+\eta)}{\frac{(2 n-1) a}{2 n}-\eta} & \text { if } x \in(a / 2 n+\eta, a)\end{cases}
$$

where $0<\eta<a / 2 n$. It then follows from the periodicity of

$$
u_{n}(x)=\sqrt{2 / a} \sin \frac{n \pi x}{a}
$$

and the argument used for $\lambda_{1}(M / a)$ that $\lambda_{n}(M / a)$ cannot be a maximum value of $\lambda_{n}(p), p \in E_{1}(M, H, a)$.

The upper bound of $\lambda_{1}(p), p \in E_{1}(M, H, a)$ is thus given as the maximum of the lowest eigenvalue of the system.

$$
\begin{equation*}
u^{\prime \prime}+\lambda p_{\theta}(x) u=0, u(0)=u(a)=0 \tag{3}
\end{equation*}
$$

where

$$
p_{\theta}(x)=\left\{\begin{array}{l}
\theta H \text { if } x \in[0, \xi a) \\
H \text { if } x \in[\xi a, a]
\end{array}\right.
$$

$0<\theta<1$ and $\xi=\frac{1-M / H a}{1-\theta}$. That $\theta=0$ may be excluded from consideration follows easily from the derivation of the form of $\rho(x)$ and the fact that the maximum of $u_{1}(x)$ in this case must occur in the open interval $(\xi a, a)$. For we would have $a_{1}=\int_{0}^{\bar{x}_{1}} p_{\theta}(x) d x \neq 0$.

The eigenfunctions of (3), are [2]

$$
u_{n}(x)= \begin{cases}\sin \sqrt{\lambda_{n} H}(1-\xi) a \cdot \sin \sqrt{\lambda_{n} \theta H} x, & x \in[0, \xi a), \\ \sin \sqrt{\lambda_{n} \theta H} \xi a \cdot \sin \sqrt{\lambda_{n} H}(a-x), & x \in[\xi a, a]\end{cases}
$$

where $\lambda_{n}\left(p_{\theta}\right)$ is the $n$th positive root of

$$
\tan (\xi \alpha \sqrt{\lambda \theta H})+\sqrt{\theta} \tan a(1-\xi) \sqrt{\lambda H}=0
$$

We could now compute $\frac{d \lambda_{1}\left(p_{\theta}\right)}{d \theta}$ and determine the value which maximizes $\lambda_{1}\left(p_{\theta}\right)$.

The determination of the bounds for the higher eigenvalues is also seen to be a problem in ordinary calculus since the jumps of the step function which give the maximum must occur in the open interval (0, a).
3. Convex density functions. Let $p(x), x \in[0, a]$ be a continuous convex function such that $\int_{0}^{a} p(x) d x=M$ and $0 \leqq p(x) \leqq H$, that is, let $p(x) \in E_{2}(M, H, a)$.

Theorem 2. Let $\lambda_{1}(p)$ be the lowest eigenvalue of a string with fixed end points and with density $p(x) \in E_{2}(M, H, a)$. Then

$$
a M \lambda_{1}(p) \leqq \mu\left(\frac{a H}{M}\right)
$$

where $\mu(h)=\left[6(h-1) t_{1}\right]^{2} / h^{3}$ and $t_{1}$ is the least positive root of

$$
J_{1 / 3}(t) J_{2 / 3}\left(\frac{(2-h)^{3} t}{h^{3}}\right)-J_{-1 / 3}(t) J_{-2 / 3}\left(\frac{(2-h)^{3} t}{h^{3}}\right)=0
$$

if $1<h<2$ and $\mu(h)=h\left(3 t_{1} / 2\right)^{2}$ and $t_{1}$ is the least positive root of $J_{-2 / 3}(t)=0$ if $h \geqq 2$. The minimum is uniquely attained for the function

$$
\rho(x)= \begin{cases}\frac{4}{a^{2}}(M-a H) x+H, & x \in(0, a / 2)  \tag{5}\\ \rho(a-x) & x \in(a / 2, a)\end{cases}
$$

if $1<h=\frac{a H}{M}<2$ and

$$
\rho(x)= \begin{cases}{[H / M](M-H x),} & x \in(0, M / H)  \tag{6}\\ 0 & , \\ & x \in(M / H, a / 2), \\ \rho(a-x) & x \in(a / 2, a)\end{cases}
$$

if $h=\frac{a H}{M} \geqq 2$.
It is well known that $\lambda_{1}(p)$ is the minimum of

$$
J(u)=\frac{\int_{0}^{a} u^{\prime 2}(x) d x}{\int_{0}^{a} p(x) u^{2}(x) d x}
$$

where the minimum is taken over all functions $u \in C^{\prime}$ which vanish at $x=0$ and $x=a$. If we let

$$
\bar{p}(x)=\frac{1}{2}[p(x)+p(a-x)]
$$

then

$$
\begin{aligned}
\lambda_{1}^{-1}(\bar{p}) & =\max _{u \in O^{\prime}} \frac{\int_{0}^{a} \bar{p}(x) u^{2}(x) d x}{\int_{0}^{a} u^{\prime 2}(x) d x} \\
& \leqq \max _{u \in O^{\prime}} \frac{\int_{0}^{a} p(x) u^{2}(x) d x}{2 \int_{0}^{a} u^{\prime 2}(x) d x}+\max _{u \in \sigma^{\prime}} \frac{\int_{0}^{a} p(a-x) u^{2}(x) d x}{2 \int_{0}^{a} u^{\prime 2}(x) d x} \\
& =\lambda_{1}^{-1}(p)
\end{aligned}
$$

since the eigenvalues of a string with density $p(a-x)$ are the same as those of a string with density $p(x)$. Hence any upper bound of $\lambda_{1}(\bar{p})$ is also an upper bound of $\lambda_{1}(p)$.

The differential system (1) with $p(x)$ replaced by $\bar{p}(x)$ has the same lowest eigenvalue as the system

$$
\begin{equation*}
u^{\prime \prime}+\lambda \bar{p}(x) u=0, u(0)=u^{\prime}(a / 2)=0, x \in[0, a / 2] \tag{7}
\end{equation*}
$$

Furthermore, since $p(x)$ is convex, so is $\bar{p}(x), x \in[0, a]$, and the bound $H$ is also a bound of $\bar{p}(x)$.

We now compare the lowest eigenvalue of the system (7) with that of the same system when $\bar{p}(x)$ is replaced by

$$
\rho_{1}(x)=\left[4 / a^{2}\right](M-a H) x+H, x \in[0, a / 2]
$$

if $1<\frac{a H}{M}<2$ and

$$
\rho_{1}(x)= \begin{cases}\frac{H}{M}(M-H x), & x \in[0, M / H] \\ 0, & x \in[M / H, a / 2]\end{cases}
$$

if $\frac{a H}{M} \geqq 2$. In either case, since $\rho_{1}(0)=H \geqq \bar{p}(0)$ and $\int_{0}^{a / 2} \rho_{1}(x) d x=$ $\int_{0}^{a / 2} \bar{p}(x) d x$, it follows from the convexity of $\bar{p}(x)$ that there is a point $\xi \in(0, a / 2)$ such that $\rho_{1}(x) \geqq \bar{p}(x)$ if $x \in(0, \xi)$ and $\rho_{1}(x) \leqq \bar{p}(x)$ if $x \in(\xi, a / 2)$. There will be strict inequality in each of these open intervals unless $\bar{p}(x)=\rho_{1}(x), x \in[0, a / 2]$. If $u(x)$ is monotone increasing in [ $0, a / 2$ ] with $u(0)=u^{\prime}(a / 2)=0$, we have by Lemma 1

$$
\begin{equation*}
\int_{0}^{a / 2} \rho_{1}(x) u^{2}(x) d x \leqq \int_{0}^{a / 2} \bar{p}(x) u^{2}(x) d x \tag{8}
\end{equation*}
$$

Since the first eigenfunction of the system (7) is a monotone increasing function, it follows from the comparison theorem [2] that

$$
\lambda_{1}(\bar{p}) \leqq \lambda_{1}\left(\rho_{1}\right)
$$

There will be equality if and only if $\bar{p}(x)=\rho_{1}(x)$, for if $u(x)$ is the eigenfunction corresponding to the lowest eigenvalue of (7) with $\bar{p}(x)$ replaced by $\rho_{1}(x) \neq \bar{p}(x)$ then (8) will be a strict inequality and hence

$$
\lambda_{1}\left(\rho_{1}\right)=\frac{\int_{0}^{a / 2} u^{\prime 2}(x) d x}{\int_{0}^{a / 2} \rho_{1}(x) u^{2}(x) d x}>\frac{\int_{0}^{a / 2} u^{\prime 2}(x) d x}{\int_{0}^{a / 2} \bar{p}(x) u^{2}(x) d x} \geqq \lambda_{1}(p)
$$

But $\lambda_{1}\left(\rho_{1}\right)$ is also the lowest eigenvalue of the system (1) with $p(x)$ replaced by

$$
\rho(x)= \begin{cases}\rho_{1}(x), & x \in[0, a / 2] \\ \rho_{1}(a-x), & x \in[a / 2, a]\end{cases}
$$

This is just the function (5) if $1<\frac{a H}{M}<2$ and the function (6) if $\frac{a H}{M} \geqq 2$. Hence we see that $\lambda_{1}(\rho) \geqq \lambda_{1}(p)$ for any bounded convex $p(x)$.

When $\rho(x)$ is defined by (5) we find that

$$
\lambda_{1}(\rho)=\frac{\mu\left(\frac{a H}{M}\right)}{a \int_{0}^{a} p(x) d x}
$$

where $\mu(h)=\left[6(h-1) t_{1}\right]^{2} / h^{3}$ and $t_{1}$ is the least positive root of

$$
J_{1 / 3}(t) J_{2 / 3}(k t)-J_{-1 / 3}(t) J_{-2 / 3}(k t)=0,
$$

$k=\frac{(2-h)^{3}}{h^{3}}$ [4]. When $\rho(x)$ is defined by (6) we have

$$
\lambda_{1}(\rho)=\frac{\mu\left(\frac{a H}{M}\right)}{a \int_{0}^{a} p(x) d x}
$$

where $\mu(h)=h\left(3 t_{1} / 2\right)^{2}$ and $t_{1}$ is the least positive root of $J_{-2 / 3}(t)=0$ [4].
A better bound is obtained if, instead of the bound $H$, we use $\bar{H}=$ $\frac{1}{2}[p(0)+p(a)]$ for the bound of $\bar{p}(x)$. This results in a smaller value of $\mu(a H / M)$ whenever $p(0) \neq p(a)$.

For the larger eigenvalues we prove the following.
Theorem 3. Let $\lambda_{n}(p)$ be the nth eigenvalue of a vibrating string with fixed boundary values and with a convex density $p(x) \in E_{2}(M, H, a)$. Then

$$
\lambda_{n}(p) \leqq \lambda_{n}(\rho)
$$

where $\rho(x) \in E_{2}(M, H, a)$ is a piecewise linear convex function with at most $(n+2)$ pieces.

The existence of a bounded convex function $\rho(x)$ such that $\max _{p \in E_{2}}$ $\lambda_{n}(p)=\lambda_{n}(\rho)$ follows from Lemma 2. It then follows by Lemma 3 that

$$
\delta \lambda_{n}(\rho)=-\lambda_{n}(\rho) \int_{0}^{a} \delta \rho(x) u_{n}^{2}(x) d x \leqq 0
$$

We now show that either $p(x)$ is a convex piecewise linear function with at most $(n+2)$ pieces or there exists a function $q(x)$ such that $\delta \lambda_{n}(p)>0$ when $\delta p=\varepsilon q$ where $p(x)+\delta p(x) \in E_{2}(M, H, a)$. Let $u_{n}(x)$ be the eigenfunction corresponding to $\lambda_{n}(p)$. We first find a convex function $r(x)$ such that

$$
\int_{0}^{a} r(x) u_{n}^{2}(x) d x \leqq \int_{0}^{a} p(x) u_{n}^{2}(x) d x
$$

Instead of trying to find $r(x)$ directly, we carry out a preliminary construction. As in Theorem 1, we denote the minimum points of $u_{n}^{2}(x)$ by $x_{k}(k=0,1, \cdots, n)$ and the maximum points by $\bar{x}_{k}(k=1,2, \cdots, n)$. We first consider each of the intervals $\left(\bar{x}_{k}, \bar{x}_{k+1}\right)(k=1,2, \cdots, n-1)$ separately.

Let $L(x)$ be any linear function such that $L(x) \leqq p(x), x \in\left(x_{k}, \bar{x}_{k+1}\right)$ for some fixed integer $k(1 \leqq k \leqq n-1)$. Then $m(x)=\max \{L(x), 0\}$ satisfies the inequality $0 \leqq m(x) \leqq p(x)$. Now let $c_{k}$ be any number such that $c_{k} \geqq p\left(x_{k}\right)$. Then there is a number $a_{k}$ such that

$$
\begin{equation*}
\int_{x_{k}}^{\bar{x}_{k+1}}\left[a_{k}\left(x-x_{k}\right)+c_{k}\right] d x=\int_{x_{k}}^{\bar{x}_{k+1}} p(x) d x \tag{9}
\end{equation*}
$$

If $a_{k}\left(x-x_{k}\right)+c_{k} \geqq m(x), x \in\left(x_{k}, \bar{x}_{k+1}\right)$, then we let

$$
g_{k}\left(x, c_{k}\right)=a_{k}\left(x-x_{k}\right)+c_{k}, \quad x \in\left(x_{k}, \bar{x}_{k+1}\right) .
$$

If $a_{k}\left(x-x_{k}\right)+c_{k}<m(x)$ for some $x \in\left(x_{k}, \bar{x}_{k+1}\right)$, then we redefine $a_{k}$ by the condition

$$
\begin{equation*}
\int_{x_{k}}^{\xi_{k}}\left[a_{k}\left(x-x_{k}\right)+c_{k}\right] d x+\int_{\xi_{k}}^{\bar{x}_{k+1}} m(x) d x=\int_{x_{k}}^{\bar{x}_{k+1}} p(x) d x \tag{10}
\end{equation*}
$$

where $\xi_{k}$ satisfies the equation $a_{k}\left(\xi_{k}-x_{k}\right)+c_{k}=m\left(\xi_{k}\right)$. In this case, we define $g_{k}\left(x, c_{k}\right)$ by

$$
g_{k}\left(x, c_{k}\right)= \begin{cases}a_{k}\left(x-x_{k}\right)+c_{k}, & x \in\left(x_{k}, \xi_{k}\right) \\ m(x), & x \in\left[\xi_{k}, \bar{x}_{k+1}\right) .\end{cases}
$$

Now consider the interval $\left(\bar{x}_{k}, x_{k}\right)$. Let $m(x)=\max \{L(x), 0\}$ where $L(x)$ is any linear function such that $L(x) \leqq p(x)$ if $x \in\left(\bar{x}_{k}, x_{k}\right)$. There is a number $b_{k}$ such that

$$
\begin{equation*}
\int_{\bar{x}_{k}}^{x_{k}}\left[b_{k}\left(x-x_{k}\right)+c_{k}\right] d x=\int_{\bar{x}_{k}}^{x_{k}} p(x) d x \tag{11}
\end{equation*}
$$

If $b_{k}\left(x-x_{k}\right)+c_{k} \geqq m(x)$ for $x \in\left(\bar{x}_{k}, x_{k}\right)$, we let

$$
h_{k}\left(x, c_{k}\right)=b_{k}\left(x-x_{k}\right)+c_{k}, \quad x \in\left(\bar{x}_{k}, x_{k}\right) .
$$

If $b_{k}\left(x-x_{k}\right)+c_{k}<m(x)$ for some $x \in\left(\bar{x}_{k}, x_{k}\right)$, we redefine $b_{k}$ by the condition

$$
\begin{equation*}
\int_{\bar{x}_{k}}^{\eta_{k}} m(x) d x+\int_{\eta_{k}}^{x_{k}}\left[b_{k}\left(x-x_{k}\right)+c_{k}\right] d x=\int_{\bar{x}_{k}}^{x_{k}} p(x) d x \tag{12}
\end{equation*}
$$

where $\eta_{k}$ satisfies the equation $b_{k}\left(\eta_{k}-x_{k}\right)+c_{k}=m\left(\eta_{k}\right)$. We then define $h_{k}\left(x, c_{k}\right)$ by

$$
h_{k}\left(x, c_{k}\right)= \begin{cases}m(x), & x \in\left(\bar{x}_{k}, \eta_{k}\right), \\ b_{k}\left(x-x_{k}\right)+c_{k}, & x \in\left(\eta_{k}, x_{k}\right) .\end{cases}
$$

We may consider $a_{k}$ and $b_{k}$ to be functions of $c_{k}$. They are continuous functions as is easily seen from the defining relations of $a_{k}$ and $b_{k}$. It follows that there is a number $\gamma_{k} \geqq p\left(x_{k}\right)$ such that $a_{k}=b_{k}$ if $c_{k}=\gamma_{k}$. For if $c_{k}=p\left(x_{k}\right)$, the convexity of $p(x)$ implies that $a_{k}-b_{k} \geqq 0$. On the other hand, if $c_{k}$ is sufficiently large, $a_{k}-b_{k}<0$. Hence, by the continuity, the value $\gamma_{k}$ exists such that $c_{k}=\gamma_{k}$ implies $a_{k}=b_{k}$.

In the interval $\left[x_{0}, \bar{x}_{1}\right]$, we define $g_{0}\left(x, c_{0}\right)$, in the same way that $g_{k}\left(x, c_{k}\right)$ was defined except that we specify $c_{0}=p(0)=\gamma_{0}$. Similarly in $\left[\bar{x}_{n}, a\right]$ we define $h_{n}\left(x, c_{n}\right)$ as above except that we take $c_{n}=p(a)=\gamma_{n}$.

We now let

$$
r_{1}(x)=g_{0}\left(x, \gamma_{0}\right), \quad x \in\left[0, \bar{x}_{1}\right],
$$

$$
\begin{aligned}
& r_{k}(x)= \begin{cases}h_{k}\left(x, \gamma_{k}\right), & x \in\left[\bar{x}_{k}, x_{k}\right], \\
g_{k}\left(x, \gamma_{k}\right), & x \in\left[x_{k}, \bar{x}_{k+1}\right],\end{cases} \\
& r_{n}(x)=h_{n}\left(x, \gamma_{n}\right), \quad x \in\left[\bar{x}_{n}, x_{n}\right],
\end{aligned}
$$

$(k=1,2, \cdots, n-1)$. From (9) or (10), which ever applies, we have

$$
\int_{x_{k-1}}^{\bar{x}_{k}} r_{k}(x) d x=\int_{x_{k-1}}^{\bar{x}_{k}} p(x) d x
$$

The convexity of $p(x)$ and the definition of $r_{k}(x)$ imply by Lemma 1 that

$$
\begin{equation*}
\int_{x_{k-1}}^{\bar{x}_{k}} r_{k}(x) u_{n}^{2}(x) d x \leqq \int_{x_{k-1}}^{\bar{x}_{k}} p(x) u_{n}^{2}(x) d x \tag{13}
\end{equation*}
$$

Similarly from (11) or (12) we have

$$
\begin{equation*}
\int_{\bar{x}_{k}}^{x_{k}} r_{k}(x) u_{n}^{2}(x) d x \leqq \int_{\bar{x}_{k}}^{x_{k}} p(x) u_{n}^{2}(x) d x . \tag{14}
\end{equation*}
$$

Furthermore, we have strict inequality unless $r_{k}(x)=p(x)$ in each case.
We are now able to define the function $r(x)$ by induction. We carry out the process only for $n=3$ to avoid unnecessary detail. In ( $x_{0}, \bar{x}_{1}$ ), we let $m(x)=0$ and define $r_{1}(x)$ as above. In ( $\bar{x}_{1}, \bar{x}_{2}$ ), we also define $r_{2}(x)$ with $m(x)=0$. Then, comparing $r_{1}\left(\bar{x}_{1}\right)$ and $r_{2}\left(\bar{x}_{1}\right)$ we have the following alternatives:
(i) If $r_{1}\left(\bar{x}_{1}\right)>r_{2}\left(\bar{x}_{1}\right)$, we define a new function $r_{2}(x)$ with $m(x)=$ $\max \left\{r_{1}(x), 0\right\}, x \in\left[\bar{x}_{1}, \bar{x}_{2}\right]$ where we define $r_{1}(x)$ in this interval by extrapolation.
(ii) If $r_{1}\left(\bar{x}_{1}\right)<r_{2}\left(\bar{x}_{1}\right)$, we define a new function $r_{1}(x)$ with $m(x)=$ $\max \left\{r_{2}(x), 0\right\}, x \in\left[x_{0}, \bar{x}_{1}\right]$, where $r_{2}(x)$ is defined in this interval by extrapolation.
(iii) If $r_{1}\left(\bar{x}_{1}\right)=r_{2}\left(\bar{x}_{1}\right)$ we leave $r_{1}(x)$ and $r_{2}(x)$ as they are.

Using whichever alternative applies, we define

$$
r^{(1)}(x)= \begin{cases}r_{1}(x), & x \in\left[x_{0}, \bar{x}_{1}\right], \\ r_{2}(x), & x \in\left[\bar{x}_{1}, \bar{x}_{2}\right] .\end{cases}
$$

Now, define $r_{3}(x), x \in\left[\bar{x}_{2}, \bar{x}_{3}\right]$ with $m(x)=0$ and compare $r^{(1)}\left(\bar{x}_{2}\right)$ and $r_{3}\left(\bar{x}_{2}\right)$. We use the same alternatives as above, the only difference being that if $r^{(1)}\left(\bar{x}_{2}\right)<r_{3}\left(\bar{x}_{2}\right)$ we must redefine $r^{(1)}(x)$ with $m(x)=\max \left\{r_{3}(x), 0\right\}$, $x \in\left[x_{0}, \bar{x}_{2}\right]$ where as above we define $r_{3}(x)$ by extrapolation.

It is clear that the above process can be completed for any integer $n$. The function which we obtain by this method we call $r(x)$. It will be a convex function since any two adjacent segments of the graph of $r(x)$ can only have a point of intersection which lies on or below the graph of $p(x)$. Since there is possibly a subinterval of $[0, a]$ where $r(x)$ may be zero, $r(x)$ may have up to $n+2$ linear pieces.

If we sum the inequalities (13) and (14) we find that

$$
\int_{0}^{a} r(x) u^{2}(x) d x \leqq \int_{0}^{a} p(x) u_{n}^{2}(x) d x
$$

with strict inequality unless $r(x)=p(x)$ in $(0, a)$. Choosing $\delta p=\varepsilon q(x)=$ $\varepsilon[r(x)-p(x)]$, we have that $p(x)+\delta p(x)$ is convex if $\varepsilon>0$ is small and hence

$$
\int_{0}^{a} \delta p u_{n}^{2}(x) d x<0
$$

or $\delta \lambda_{n}(p)>0$ unless $p(x) \equiv r(x), x \in[0, a]$. Since we must have $\delta \lambda_{n}(\rho)$ $\leqq 0$, it follows that $\rho(x)$ is the same type of function as $r(x)$. From the method of determining $r(x)$, we see the $\rho(x)$ is a convex piecewise linear function with at most $n+2$ linear segments.

We note from Theorem 2 that this is precisely the case when $n=1$.
4. Concave density functions. We consider the case when $p(x)$, $x \in[0, a]$ is a continuous concave function such that $\int_{0}^{a} p(x) d x=M$, that is, when $p(x) \in E_{3}(M, a)$.

Theorem 4. Let $\lambda_{n}(p)$ be the $n$th eigenvalue of a string with fixed end points and with a concave density function $p(x) \in E_{3}(M, a)$. Then

$$
\lambda_{n}(p) \leqq \lambda_{n}(\rho)
$$

where $\rho(x) \in E_{3}(M, a)$ and is a piecewise linear concave function with at most $n$ pieces.

The existence of a concave function $\rho(x)$ such that

$$
\max _{p \in E_{3}} \lambda_{n}(p)=\lambda_{n}(\rho)
$$

follows from Lemma 2. As in the previous cases, we must have $\delta \lambda_{n}(\rho) \leqq 0$. We show that it is always possible to find a function $q(x)$ such that

$$
\delta \lambda_{n}(p)=-\lambda_{n}(p) \int_{0}^{a} \delta p(x) u_{n}^{2}(x) d x>0
$$

when $p(x)=\varepsilon q(x)$ where $p(x)+\delta p(x) \in E_{3}(M, a)$, unless $p(x) \in E_{3}(M, a)$ is a piecewise linear concave function with at most $n$ pieces. Hence, it follows that $\rho(x)$ must be such a function.

We find the function $q(x)$ by the method used in the proof of Theorem 3. Thus, we seek a function $r(x)$ such that

$$
\int_{0}^{a} r(x) u_{n}^{2}(x) d x \leqq \int_{0}^{a} p(x) u_{n}^{2}(x) d x
$$

Where $u_{n}(x)$ is the eigenfunction corresponding to $\lambda_{n}(p)$. To apply the method of Theorem 3, we consider

$$
\int_{0}^{a} p(x) u_{n}^{2}(x) d x=\int_{0}^{a}[-p(x)]\left[-u_{n}^{2}(x)\right] d x
$$

Then $-p(x)$ is convex and the zeros $x_{k}(k=0,1,2, \cdots, n)$ of $u_{n}(x)$ are the maximum points of $-u_{n}^{2}(x)$. The maximum points $\bar{x}_{k}(k=1,2, \cdots, n)$ of $u_{n}^{2}(x)$ are the minimum points of $-u_{n}^{2}(x)$.

Over each of the intervals $\left(x_{k}, x_{k+1}\right)(k=0,1, \cdots, n-1)$ we define $-r_{k}\left(x, c_{k}\right)$ where $-p\left(\bar{x}_{k}\right) \leqq c_{k} \leqq 0$. As in the convex case, there is a number $\gamma_{k}$ such that $r_{k}\left(x, \gamma_{k}\right)$ is linear at $x=\bar{x}_{k}$. Using the inductive argument as before, we let $m(x) \equiv L(x)$ since $L(x)$ will be negative and form new functions $-r_{k}\left(x, \gamma_{k}\right)$. Finally we obtain $-r(x)$ which is convex and satisfies the inequality

$$
\int_{0}^{a} p(x) u_{n}^{2}(x) d x \geqq \int_{0}^{a} r(x) u_{n}^{2}(x) d x
$$

Hence, choosing $q(x)=r(x)-p(x)$, we have

$$
\int_{0}^{a} \delta p u_{n}^{2}(x) d x=\int_{0}^{a} \in q(x) u_{n}^{2}(x) d x \leqq 0,
$$

where for $\varepsilon$ sufficiently small $p(x)+\delta p(x) \in E_{3}(M, a)$. Furthermore, there is strict inequality unless $p(x)$ is a concave piecewise linear function with at most $n$ pieces. This proves the theorem.

It follows immediately from Theorem 4 that

$$
\lambda_{1}(p) \leqq \frac{\pi^{2}}{a M}
$$

when $p(x)$ is concave. ${ }^{1}$ For in this case, $\rho(x)$ is a linear function. But, as was shown in the proof of Theorem $3, \lambda_{1}(\bar{\rho}) \geqq \lambda_{1}(\rho)$ where $\bar{\rho}(x)=$ $\frac{1}{2}[\rho(x)+\rho(a-x)]$. In this case, $\bar{\rho}(x)=M / a$ and $\lambda_{1}(M / a)=\pi^{2} / a M$.
5. The vibrating rod. The eigenvalue problem associated with a vibrating rod with clamped ends and density $p(x) \geqq 0, x \in[0, a]$ is

$$
\begin{equation*}
u^{i v}-\lambda p(x) u=0, \quad u(0)=u^{\prime}(0)=u(a)=u^{\prime}(a)=0 \tag{15}
\end{equation*}
$$

As in the case of the string, we denote the ordered eigenvalues by

$$
0<\lambda_{1}(p)<\lambda_{2}(p)<\cdots
$$

That there should be strict inequalities in this expression has been

[^2]shown in [6].
In this section, we consider the problem of finding upper bounds for these eigenvalues when $p(x)$ is restricted to be either monotone, convex or concave. In the first two cases, we require in addition that $p(x) \leqq H<\infty$. As in the case of the string, we denote the set of all functions $p(x) \geqq 0, x \in[0, a]$ with $\int_{0}^{a} p(x) d x=M$ where $p(x)$ is monotone increasing, convex and concave by $E_{1}(M, H, a), E_{2}(M, H, a)$ and $E_{3}(M, a)$ respectively. The $H$ in $E_{1}(M, H, a)$ and $E_{2}(M, H, a)$ indicates that in these cases $p(x) \leqq H$.

Lemma 4. Let $E_{k}$ be one of the sets of functions defined above. There exists a function $\rho(x) \in E_{k}$ such that

$$
\lambda_{n}(\rho)=\sup _{p \in E_{k}} \lambda_{n}(p)
$$

This follows in exactly the same manner as the result of Lemma 2. We need only note that the result of Krein quoted in Lemma 2 may be generalized to this case. The generalization is trivial for the Green's function of the system (15) and its first partial derivatives are bounded. Krein's proof then applies word for word to this case and hence the proof of Lemma 4 follows as in the proof of Lemma 2.

Lemma 5. The first variation of $\lambda_{n}(p)$ with $\int_{0}^{a} p(x) d x=M$ is

$$
\delta \lambda_{n}(p)=-\lambda_{n}(p) \int_{0}^{a} \delta p(x) u_{n}^{2}(x) d x
$$

where $u_{n}(x)$ is the normalized eigenfunction corresponding to $\lambda_{n}(p)$.
In particular we may choose $\delta p(x)=\varepsilon q(x)$ such that $\int_{0}^{a} \delta p(x)=0$. The result is easily derived in the same way as the result of Lemma 3.

The results of Theorems 1,3 and 4 will now generalize to the case of a vibrating rod with clamped ends. The only question which arises concerns the properties of the eigenfunction $u_{n}(x)$ corresponding to $\lambda_{n}(p)$. It must be true that $u_{n}(x)$ has the same general character as the $n$th eigenfunction of a vibrating string. In particular, it has been shown in [6] that $u_{n}(x)$ has exactly $n-1$ zeros in the open interval $(0, a)$. Furthermore $u_{n}^{2}(x)$ has exactly one maximum between any consecutive pairs of zeros. For suppose there are two or more maximum points between some consecutive pair of zeros. Then $u_{n}^{\prime}(x)$ must have at least $n+4$ zeros in $[0, a]$. Hence $u_{n}^{\prime \prime}(x), u_{n}^{\prime \prime \prime}(x)$ and $u_{n}^{(i v)}(x)$ must have at least $n+3, n+2$, and $n+1$ zeros respectively in the open interval $(0, a)$. This leads to a contradiction if $p(x)>0$ since $u_{n}^{(i v)}=$ $\lambda_{n} p(x) u_{n}(x)$ may have only $n-1$ zeros in $(0, a)$. If $p(x) \geqq 0$, we may
apply the same argument with $p(x)$ replaced by $p(x)+\varepsilon, \varepsilon>0$. Thus, if $u_{n \mathrm{~s}}(x)$ is the $n$th eigenfunction, $u_{n \mathrm{~s}}^{2}(x)$ has $n$ maximum points in $(0, a)$. Letting $\varepsilon \rightarrow 0$, we see that the same must be true of the $n$th eigenfunction when the rod density is $p(x) \geqq 0$.

From these observations, Lemmas 4 and 5, and the arguments used in Theorems 1, 3 and 4, we have the following result.

Theorem 5. Let $\lambda_{n}(p)$ be the $n$th eigenvalue of a rod with clamped ends and density $p(x), x \in[0, a]$, such that $\int_{0}^{a} p(x) d x=M$.
(a) If $p(x)$ is monotone increasing and bounded

$$
\lambda_{n}(p) \leqq \lambda_{n}(\rho)
$$

where $\rho(x), x \in[0, a]$ is an increasing step function with at least one and at most $n$ discontinuities in the open interval $(0, a)$ and $\int_{0}^{a} \rho(x) d x=$ M.
(b) If $p(x)$ is convex and bounded

$$
\lambda_{n}(p) \leqq \lambda_{n}(\rho)
$$

where $\rho(x), x \in[0, a]$ is a bounded piecewise linear convex function with at most $n+2$ linear pieces and $\int_{0}^{a} \rho(x) d x=M$.
(c) If $p(x)$ is concave

$$
\lambda_{n}(p) \leqq \lambda_{n}(\rho)
$$

where $\rho(x), x \in[0, a]$ is a piecewise linear concave function with at most $n$ linear pieces and $\int_{0}^{a} \rho(x) d x=M$.

In the case of the lowest eigenvalue, the density which gives the upper bound may be obtained precisely when $p(x)$ is convex or concave. It follows from the Rayleigh quotient as in Theorem 2 that for $\bar{p}(x)=$ ${ }_{\frac{1}{2}}[p(x)+p(a-x)]$

$$
\lambda_{1}(\bar{p}) \geqq \lambda_{1}(p) .
$$

This and the above theorem thus show that when $p(x)$ is convex, $\rho(x)$ is symmetric and piece wise linear with at most three linear pieces and that when $p(x)$ is concave, $\rho(x)$ is a constant. This result may also be obtained by the method used in the proof of Theorem 2.
6. The membrane. We consider a vibrating membrane stretched
with uniform unit tension over a disk $D=\left\{(x, y) \mid x^{2}+y^{2}<R^{2}\right\}$. We assume the areal density of the membrane is given by the measurable function $p(x, y)$ where

$$
\iint_{D} p(x, y) d x d y=M
$$

For such a membrane with a fixed boundary, the eigenvalues and eigenfunctions are determined by the integral equation [8]

$$
\begin{equation*}
u(x, y)=\iint_{D} G(x, y, \xi, \eta) p(\xi, \eta) u(\xi, \eta) d \xi d \eta \tag{16}
\end{equation*}
$$

where $G(x, y, \xi, \eta)$ is the Green's function of $D$. We denote the first eigenvalue by $\lambda_{1}(p)$ and the corresponding eigenfunction by $u_{1}(x, y)$.

We find upper bounds for $\lambda_{1}(p)$ by use of the following result.

Lemma 6. The lowest eigenvalue of a circular membrane with fixed boundary and integrable density $p(x, y)$ is always less than that of a circular membrane with fixed boundary and density.

$$
\bar{p}(x, y)=p(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} p(r \cos \theta, r \sin \theta) d \theta
$$

Proof. We use the fact the first eigenvalue is given by the infimum of the Rayleigh quotient

$$
R(u)=\frac{\iint_{D}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y}{\iint_{D} p(x, y) u^{2}(x, y) d x d y}
$$

where the infimum is taken over all functions $u(x, y) \in C^{\prime}$ such that $u(x, y)$ vanishes on the boundary $D$. In particular, the lowest eigenvalue of a circular membrane with density $p(r)$ is given by

$$
\lambda_{1}(p(r))=\inf _{u \in \sigma^{\prime}} \frac{\iint_{D}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y}{\iint_{D} p(r) u^{2}(x, y) d x d y}
$$

We note that

$$
p(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} p(r, \phi) d \phi=\frac{1}{2 \pi} \int_{0}^{2 \pi} p(r, \phi+\theta) d \phi=\bar{p}(r, \theta)
$$

Hence, it follows that

$$
\begin{aligned}
\frac{1}{\lambda_{1}(p(r))} & =\sup _{u \in \sigma^{\prime}} \frac{\iint_{D} \bar{p}(r, \phi) u^{2}(r, \phi) r d \phi d r}{\iint_{D}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y} \\
& =\sup _{u \in \bar{O}^{\prime}} \frac{\iint_{D}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} p(r, \phi+\theta) d \theta\right) u^{2}(r, \phi) r d \phi d r}{\iint_{D}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y} \\
& \leqq \frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta \cdot \sup _{u \in O^{\prime}} \frac{\iint_{D} p(r, \phi+\theta) u^{2}(r, \phi) r d \phi d r}{\iint_{D}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y} \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{\lambda_{1}(p)} d \theta=\frac{1}{\lambda_{1}(p)}
\end{aligned}
$$

i.e., $\lambda_{1}(p) \leqq \lambda_{1}(\bar{p})$ since $\lambda_{1}(p)$ does not depend on $\theta$. We may now prove the following.

Theorem 6. The lowest eigenvalue of a circular membrane with fixed boundary and a bounded convex density $p(x, y)$ is less than the lowest eigenvalue of a circular membrane with density

$$
q(r)= \begin{cases}0, & 0<r \leqq R-H / \alpha \\ \alpha(r-R)+H, & R-H / \alpha<r \leqq R\end{cases}
$$

if $R>H / \alpha$ and

$$
q(r)=\alpha(r-R)+H
$$

if $R<H / \alpha$ where $\alpha$ is such that $2 \pi \int_{0}^{R} q(r) r d r=M$.
We first note that since $p(x, y)$ is convex, so is

$$
p(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} p(r \cos \phi, r \sin \phi) d \phi
$$

For suppose $r_{1}$ and $r_{2}$ are such that $-R \leqq r_{1}<r_{2} \leqq R$. By the convexity of $p(x, y)$ we have

$$
\begin{aligned}
p\left(\frac{r_{1}+r_{2}}{2} \cos \phi, \frac{r_{1}+r_{2}}{2} \sin \phi\right) & \leqq \frac{1}{2}\left[p\left(r_{1} \cos \phi, r_{1} \sin \phi\right)\right. \\
& \left.+p\left(r_{2} \cos \phi, r_{2} \sin \phi\right)\right]
\end{aligned}
$$

Integrating this with respect to $\phi$, we have

$$
p\left(\frac{r_{1}+r_{2}}{2}\right) \leqq \frac{1}{2}\left[p\left(r_{1}\right)+p\left(r_{2}\right)\right]
$$

We now consider

$$
\frac{1}{\lambda_{i}(p(r))}=\frac{\iint_{D} \bar{p}(x, y) u^{2}(x, y) d x d y}{\iint_{D}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y}
$$

where $u(x, y)$ is the eigenfunction corresponding to $\lambda_{1}(p(r))$. For any function $u_{1}(x, y) \in C^{\prime}$, we then have

$$
\frac{1}{\lambda_{1}(p(r))} \geqq \frac{\iint_{D} \bar{p}(x, y) u_{1}^{2}(x, y) d x d y}{\iint_{D}\left(u_{1 x}^{2}+u_{i y}^{2}\right) d x d y}
$$

In particular, if $u_{1}(x, y)=u_{1}(r)$ is the eigenfunction corresponding to the first eigenvalue $\lambda_{1}(q)$ of a membrane with density $q(r)$, it is a decreasing function of $r$. This is easily seen by considering the differential equation which is equivalent to the integral equation (16) [3]. By Lemma 1 , we thus have

$$
\begin{equation*}
2 \pi \int_{0}^{R} \bar{p}(r) u_{1}^{2}(r) r d r \geqq 2 \pi \int_{0}^{R} q(r) u_{1}^{2}(r) r d r . \tag{17}
\end{equation*}
$$

Hence,

$$
\frac{\mathbf{1}}{\lambda_{1}(p(r))} \geqq \frac{\iint_{D} q(r) u_{1}^{2}(r) r d r d}{\iint_{D} \operatorname{grad} u_{1}^{2} r d r d}=\frac{1}{\lambda_{1}(q)} .
$$

This same method yields a result if $p(x, y)$ is a concave function. For $p(r)$ is also concave and the inequality (17) holds if we choose $q(r)=$ $\iint_{D} p(x, y) d x d y=M$. Hence we find that

$$
\lambda_{1}(p) \leqq \frac{\pi j_{0}^{2}}{R^{2}} M
$$

where $j_{0}$ is the least positive zero of $J_{0}(x)=0$. As pointed out in [1], this result is a corollary to a theorem of Nehari [7] which says that if $p(x, y)$ is superharmonic in $D$, then $\lambda_{1}(p) \leqq \pi \frac{j_{0}^{2}}{R^{2}} M$. Since a concave function is superharmonic, this implies the above result.
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# ON THE FIELD OF RATIONAL FUNCTIONS OF ALGEBRAIC GROUPS 

A. Bialynicki-Birula

0. Introduction. Let $K$ be an algebraically closed field of characteristic 0 , let $k$ be a subfield of $K$ and suppose that $G$ is a $(k, K)$ algebraic group, i.e., an algebraic group defined over $k$ and composed of $K$-rational points. Let $k(G)$ denote the fields of $k$-rational functions on $G$. $\quad G_{k}$ denotes the subgroup of $G$ composed of all $k$-rational points of $G$. If $g \in G_{k}$ then the regular mapping $L_{\rho}\left(R_{g}\right)$ of $G$ onto $G$ defined by $L_{\rho} x=g x\left(R_{g} x=x g\right)$ induces an automorphism of $k(G)$ denoted by $g_{\imath}\left(g_{r}\right)$. Let $D_{k}$ denote the Lie algebra of all $k$-derivations of $k(G)$ (i.e., of all derivations of $k(G)$ that are trivial on $k$ ) which commute with $g_{r}$, for every $g \in G_{k}$.

For any subset $A$ of $k(G)$ let $G(A)$ denote the subgroup of $G$ composed of all elements $g$ such that $g_{r}(f)=f$, for every $f \in A$. In the sequel we shall always assume that $G_{k}$ is dense in $G$.

The main result of this paper is the following theorem:

Theorem 1. Let $F$ be a subfield of $k(G)$ containing $k$. Then the following three conditions are equivalent:
(1) $F$ is $\left(G_{k}\right)_{l}$ - stable
(2) $F$ is $D_{k}$ - stable
(3) $F=k(G / G(F))$ and so $F$ coincides with the field of all elements of $k(G)$ that are fixed under $G(F)_{r}$.

By means of the theorem, we establish a Galois correspondence between a family of subgroups of $G$ and the family of $\left(G_{k}\right)_{i}$-stable subalgebras of the algebra of representative functions of $G$.

The author wishes to express his thanks to Professor G.P. Hochschild and Professor M. Rosenlicht for a number of instructive conversations on the subject of this note.

1. Let $K$ be an algebraically closed field of characteristic 0 , let $k$ be a subfield of $K$ and suppose that $V, W$ are $(k, K)$ - algebraic varieties. Let $k(V), k(W)$ denote the fields of $k$-rational functions on $V$ and $W$, respectively. If $A$ is a subset of $k(V)$ then $k(A)$ denotes the fields generated by $k$ and $A$.

The following result is known ${ }^{1}$ :
(1) Let $F$ be a rational mapping of $V$ onto a dense subset of $W$ and let $\varphi$ be the cohomomorphism corresponding to $F$. Then there exists

[^3]an open subset $W_{1} \subset W$ such that $F^{-1}(x)$ contains exactly [ $\left.k(V): \varphi(k(W))\right]$ elements, for every $x \in W_{1}$.

Lemma 1. Let $A$ be a subset of $k(V)$ and suppose that there exists a dense set $V_{1} \subset V$ and an open subset $V_{2} \subset V$ such that for any two distinct points $x_{1}, x_{2}$, where $x_{1} \in V_{1}, x_{2} \in V_{2}$, there exists a function $f \in A$ which is defined at $x_{1}, x_{2}$ and $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. Then $k(A)=k(V)$.

Proof. Let $B$ be a finite subset of $A$, say $B=\left\{f_{1}, \cdots, f_{n}\right\}$. Then $F_{B}$ denotes the rational mapping $F_{B}: V \rightarrow K^{n}$ defined by $F_{B}(x)=\left(f_{1}(x)\right.$, $\left.\cdots, f_{n}(x)\right)$ and $W_{B}=\left(F_{B}(V)^{-} \subset K^{n}\right.$. Let $\Delta\left(W_{B}\right)$ be the diagonal of $W_{B} \times W_{B}$ and $V_{B}=\left(\left(F_{B} \times F_{B}\right)^{-1} \Delta\left(W_{B}\right)\right)^{-} \subset V \times V$. Then there exists a finite subset $B_{0} \subset A$ such that $V_{B_{0}} \subset V_{B}$, for every finite subset $B \subset A$ (since $V \times V$ satisfies the minimal condition for closed sets). Let $V_{0}$ be an open subset of $V$ such that $F_{B_{0}}$ is regular on $V_{0}$. We may assume that $V_{0}=V_{2}=V$, since we may replace $V$ by $V_{0} \cap V_{2}$. If $x_{1} \in V_{1}, x_{2} \in V$ and $x_{1} \neq x_{2}$ then there exists $f \in A$ such that $f$ is defined at $x_{1}, x_{2}$ and $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. Hence $\left(x_{1}, x_{2}\right) \notin V_{(f)}$ and so $\left(x_{1}, x_{2}\right) \notin V_{B_{0}}$. Thus $F_{B_{0}}\left(x_{1}\right) \neq F_{B_{0}}\left(x_{2}\right)$. Therefore, for every $x \in F_{B_{0}}\left(V_{1}\right), F_{B_{0}}^{-1}(x)$ contains exactly one element. But $F_{B_{0}}\left(V_{1}\right)$ is dense in $W_{B_{0}}$. Hence it follows from (i) that $\left[k(V): k\left(B_{0}\right)\right]=1$, i.e., $k(V)=k\left(B_{0}\right)$. Thus $k(V)=k(A)$.

Let $G$ be a $(k, K)$ - algebraic group. Suppose that $G_{k}$ is dense in $G$. Let $D$ be the Lie algebra of all derivations of $K(G)$ commuting with $g_{r}$, for every $g \in G$, and let $D_{k}$ denote the Lie algebra consisting of all derivations from $D$ that map $k(G)$ into $k(G)$. Let $k[D](K[D])$ denote the $k$-algebra ( $K$ - algebra) of transformations generated by the identity map and $D_{k}(D)$.

If $d \in D_{k}$ then $d$ restricted to $k(G)$ is a $k$-derivation commuting with $g_{r}$, for every $g \in G_{k}$. On the other hand if $d_{1}$ is a $k$-derivation of $k(G)$ commuting with $g_{r}$, for every $g \in G_{k}$, then there exists a unique extension $d$ of $d_{1}$ to a $K$-derivation of $K(G)$, and the extension belongs to $D_{k}$. Hence we may identify $D_{k}$ and the Lie algebra of all $k$-derivations of $k(G)$ that commute with $g_{r}$, for every $g \in G_{k}$.
(ii) ${ }^{2}$ If $f \in K(G)$ and $f$ is defined at a point $g \in G$ then $d f$ is defined at $g$, for any $d \in K[D]$.

Lemma 2. Let $f \in K(G)$ and suppose that $f$ is defined at $g \in G_{k}$. If $f \neq 0$ then there exists $d \in k[D]$ such that $(d f)(g) \neq 0$.

Proof. Suppose that $f \neq 0$. If $f(g) \neq 0$ then the identity element of $k[D]$ satisfies the desired condition. Hence we may assume that $f(g)=0$, Let $\mathcal{O}_{k}\left(\mathcal{O}_{K}\right)$ denote the local ring of $g$ in $k(G)(K(G))$ and let $m_{k}\left(m_{K}\right)$ be the maximal ideal of $\mathcal{O}_{k}\left(\mathcal{O}_{K}\right)$. Then $f \in m_{K}$. Let

[^4]$x_{1}, \cdots, x_{m}$ be elements of $m_{k}$ such that $x_{1}+m_{k}^{2}, \cdots, x_{m}+m_{k}^{2}$ is a $k$ basis of $m_{k} / m_{k}^{2}$. The $x_{1}+m_{K}^{2}, \cdots, x_{m}+m_{K}^{2}$ is a $K$-basis of $m_{K} / m_{K}^{2}$. Hence every mapping $\left(x_{1}, \cdots, x_{m}\right) \rightarrow k$ can be extended to a derivation $\partial: \mathcal{O}_{K} \rightarrow K$. On the other hand $f \neq 0$ and so there exists an integer $t$ such the $f \in m_{K}^{t}-m_{K}^{t+1}$. Hence $f=\sum_{i_{1}+\cdots+i_{m}=t} a_{i_{1}, \ldots, i_{m}} x_{1}^{i_{1}}, \cdots, x_{m}^{i_{m}}+f_{1}$, where $f_{1} \in m_{K}^{t+1}, a_{i_{1} \ldots, i_{m}} \in K$ and at least one $a_{i_{1}, \ldots, i_{m}}$ is different from zero. Let $\partial_{i}$ be the derivation of $\mathcal{O}_{K}$ into $K$ such than $\partial_{i} x_{j}=\delta_{i j}$, where $\delta_{i j}=\left\{\begin{array}{l}0 \text { if } i \neq j \\ 1 \text { if } i=j .\end{array}\right.$ It is known ${ }^{3}$, that there exist $d_{i} \in D_{k}$ such that $\left(d_{i} f\right)(g)=$ $\partial_{i} f$ for every $f \in \mathcal{O}_{K}$. Then $\left(d_{1}^{i_{1}} \cdots d_{m}^{i_{m}}\right) f(g)=i_{1}!\cdots i_{m}!a_{i_{1}, \ldots, i_{m}} \neq 0$ if $a_{i_{1}, \ldots, i_{m}} \neq 0$. Hence the lemma is proved.

If $A$ is a subset of $k(G)$ then $G(A)$ denotes the subgroup of $G$ composed of all elements $g$ such that $g_{r}$ leaves the elements of $A$ fixed. For any $A \subset k(G), G(A)$ is a $k$-closed subgroup of $G$.
(iii) ${ }^{4}$ Let $G_{1}$ be a $k$-closed subgroup of $G$. Then $G / G_{1}$ is defined over $k$. Let $\varphi$ be the cohomomorphism of $k\left(G / G_{1}\right)$ into $k(G)$ corresponding to the canonical mapping $G \rightarrow G / G_{1}$. Then $\varphi\left(k\left(G / G_{1}\right)\right)$ coincides with the subfield of all elements of $k(G)$ which are fixed under $g_{r}$, for every $g \in G_{1}$. In the sequel we shall identify $k\left(G / G_{1}\right)$ and $\varphi\left(k\left(G / G_{1}\right)\right)$.

Proof of the theorem.
Implications $(3) \Rightarrow(1)$ and $(3) \Rightarrow(2)$ are obvious.
$(1) \Rightarrow(3)^{5}$. Let $g_{1} \in G_{k}, g_{2} \in G$ and $G(F) g_{1} \neq G(F) g_{2}$. Then $g_{2} g_{1}^{-1} \notin G(F)$. Hence there exists $f_{0} \in F$ such that $\left(g_{2} g_{1}^{-1}\right)_{r} f_{0} \neq f_{0}$. Therefore there exists an element $g \in G_{k}$ such that $\left(g_{2} g_{1}^{-1}\right)_{r} f_{0}$ and $f_{0}$ are defined at $g$ and $\left(g_{2} g_{1}^{-1}\right)_{r} f_{0}(g) \neq f_{0}(g)$, i.e., $f_{0}\left(g_{2} g_{1}^{-1} g\right) \neq f_{0}(g),\left(g_{1}^{-1} g\right)_{l} f_{0}\left(g_{2}\right) \neq\left(g_{1}^{-1} g\right)_{l} f_{0}\left(g_{1}\right)$. Let $f=\left(g_{1}^{-1} g\right)_{l} f_{0}$. Then $f \in F$ since $g_{1}^{-1} g \in G_{k} ; f$ is defined at $g_{1}$ and $g_{2}$, and $f\left(g_{1}\right) \neq f\left(g_{2}\right)$. Thus it follows from Lemma 1 that $F=k(G / G(F))$, because $G(F) \cdot G_{k} / G(F)$ is dense in $G / G(F)$.
$(2) \Rightarrow(3)$. Let $f_{1}, \cdots, f_{n}$ be a set of generators of $F$ over $k$, and let $V_{1}$ be an open subset of $G$ such that $f_{1}, \cdots, f_{n}$ are regular on $V_{1}$. We may assume that $V_{1}=G(F) V_{1}$. Let $g_{1} \in V_{1} \cap G_{k}, g_{2} \in V_{1}, G(F) g_{1} \neq$ $G(F) g_{2}$. Then $g_{2} g_{1}^{-1} \notin G(F)$ and so there exists $f_{i}$ such that $\left(g_{2} g_{1}^{-1}\right)_{r} f_{i} \neq f_{i}$. We know that $\left(g_{2} g_{1}^{-1}\right)_{r} f_{i}$ and $f_{i}$ are defined at $g_{1}$. Hence it follows from Lemma 2 that there exists an element $d \in k[D]$ such that

$$
d\left(\left(g_{2} g_{1}^{-1}\right)_{r} f_{i}\right)(g) \neq\left(d f_{i}\right)(g), \text { i.e., }\left(d f_{i}\right)\left(g_{1}\right) \neq\left(d f_{i}\right)\left(g_{2}\right) .
$$

Therefore, for any pair of distinct elements $G(F) g_{1}, G(F) g_{2}$ such that

$$
G(F) g_{1} \in G(F) \cdot G_{k} \cap V_{1} / G(F) \text { and } G(F) g_{2} \in V_{1} / G(F),
$$

[^5]there exists an element $f \in F$ which is defined at $G(F) g_{1}, G(F) g_{2}$ and such that $f\left(G(F) g_{1}\right) \neq f\left(G(F) g_{2}\right)$. But $V_{1} / G(F)$ is an open subset of $G / G(F)$, and $G(F) G_{k} \cap V_{1} / G(F)$ is dense in $G / G(F)$. Hence it follows from Lemma 1 that $F=k(G / G(F))$.

This completes the proof of the theorem.
2. Applications. As a consequence of Lemma 2 one can get the following corollary:

Corollary. If $\alpha$ is an automorphism of $k(G)$ commuting with $D_{k}$ and leaving the elements of $k$ fixed then there exists $h \in G_{k}$ such that $\alpha=h_{r}$.

Proof. $\alpha$ induces a rational map $F_{\alpha}: G \rightarrow G$. Let $g \in G_{k}$ be a point such that $F_{\alpha}$ is defined at $g$ and let $F_{\alpha}(g)=h^{-1} g \quad$ Then $h \in G_{k}$ and $f(g)=(\alpha f)\left(h^{-1} g\right)$, for every $f \in k(G)$ that is defined at $g$. Hence $(d f) g=$ $(\alpha(d f))\left(h^{-1} g\right)$, for every $d \in k[D]$. But $(\alpha(d f))\left(h^{-1} g\right)=\left(h_{r}^{-1}(\alpha(d f))\right)(g)$ and $d$ commutes with $\alpha$ and $h_{r}^{-1}$. Therefore $(d f)(g)=\left(d\left(h_{r}^{-1}(\alpha f)(g)\right)\right)$. Hence it follows from Lemma 2 that $f=h_{r}^{-1}(\alpha f)$. Thus $h_{r} f=\alpha f$, for every $f$ that is defined at $g$. Therefore $h_{r} f=\alpha f$, for every $f \in k(G)$.

It follows from the corollary that if $F$ is a $D_{k}$ - stable subfield of $k(G)$ containing $k$ then every $D_{k}$-automorphism of $k(G)$ leaving the elements of $F$ fixed belongs to $G(F)_{r}$, i.e., the $D_{k}$ - Galois group of $k(G)$ over $F$ coincides with $G(F)_{r}$. Combining this result and the above theorem we obtain that there exists the usual one to one Galois correspondence between $D_{k}$ - stable subfields of $k(G)$ containing $k$ and $k$-closed subgroups of $G$.

Let $k[G]$ denote the ring of regular (i.e., representative) functions on $G$. Let $\mathscr{R}$ be the family of all $\left(G_{k}\right)_{l}$ - stable (or, equivalently, $D_{k}$ stable) subrings $R$ of $k[G]$ containing $k$ and satisfying the following condition if $f \in R, g \in R$ and $f / g \in k[G]$ then $f / g \in R$. Let $\mathscr{G}$ denote the family of all $k$-closed subgroups $H$ of $G$ such that $G / H$ is isomorphic to an open subset of an affine variety.

Theorem 2. The mappings $H \rightarrow k[G] \cap k(G / H)$ and $R \rightarrow G(R)$ establish a Golois correspondence between $\mathscr{G}$ and $\mathscr{R}^{\text {b }}$.

Proof. $H \in \mathscr{G}$ then $k[G] \cap k(G / H) \in \mathscr{R}$ and $G(k[G] \cap k(G / H))=H$, since $k(G / H)$ is generated by $k[G] \cap k(G / H)$.

Now, if $R \in \mathscr{R}$ then $G(R) \in \mathscr{G}$. In fact, if $R \in \mathscr{R}$, then $k(R)$ is $\left(G_{k}\right)_{l}$ - stable and so $k(R)=k(G / G(R))$. For every $f \in R$, $\left(G_{k}\right)_{l} f$ generates a finite dimensional $k$-vector space, Hence there exists a finitely generated over $k\left(G_{k}\right)_{l}$ - stable subring $R_{0}$ of $R$ such that $k\left(R_{0}\right)=k(R)$. Let $W$ denote

[^6]the affine variety that has $R_{0}$ as its coordinate ring. One can define a structure of a $G$-homogeneaus space on $W$, since $K\left[R_{0}\right]$ is $G_{l}$ - stable. Let $\eta$ be the canonical mapping of $G / G(R)$ into $W$. Then $\eta$ commutes with the action of $G$ and is birational. Hence $\eta$ is an isomorphism of $G / G(R)$ onto an open subset $\eta(G / G(R))$ of $W$.

Moreover, $R=k[G] \cap k(G / G(R))$, since $R \in \mathscr{R}$ and $k(R)=k(G / G(R))$. This completes the proof of the theorem.
Added in Proof. The equivalence $(1) \Longleftrightarrow(2)$ of Theorem 1 in the case where $k$ is algebraically closed has been proved by E. Abe and T. Kanno (Tohoku Math. Jour. 2nd series 11 (1959), 376-384).

## References

1. P. Cartier, Dualité de Tannaka des graoups et des algèbres de Lie, Comptes Rendus de l'Académie des Sciences, Paris, 242 (1956), 322-325
2. C. Chevalley, Fondements de la Géometrie Algebrique, Paris, L'Ecole Normale Superieure, 1958.
3. G. Hochschild and G. D. Mostow, Representations and representative functions of Lie groups, Annals of Math., 66 (1957), 495-542.
4. M. Rosenlicht, A note on derivations and differentials on algebraic varieties, Portugaliae Mathematica, 16 (1957), 43-55.
5. A. Weil, On algebraic groups and homogeneous spaces, Amer. J. Math., 77 (1955), 493512.

University of California and Polish Academy of Sciences

## SIMPLE PATHS ON CONVEX POLYHEDRA

## Thomas A Brown

1. Introduction. In problems of linear programming, one sometimes wants to find all vertices of a given convex polyhedron. An algorithm for finding all such vertices will often define a path which passes from vertex to vertex along the edges of the polyhedron in question [1], and thus it is natural to ask, as Balinski does in [2], whether or not one can always find a path along the edges of a convex polyhedron which visits each vertex once and only once. This question has been answered in the negative independently by Grünbaum and Motzkin [5] and the author [3]. The purpose of the present paper is to present a modification of the results of [3], and answer certain questions which were asked by Grünbaum and Motzkin.


Figure 1.

[^7]2. Path numbers and path lengths. For any graph $G$ with $n(G)$ nodes we let $m(G)$ denote the number of disjoint simple paths required to cover all vertices of $G$, and let $p(G)$ denote the maximum number of nodes contained in a simple path on $G$. We call $m(G)$ the 'path number" of $G$ and $p(G)$ the "path length" of $G$. If $G$ can be represented as the edges and vertices of a convex polyhedron in three-dimensional space, we say that $G$ is " 3 -polyhedral". Now let
\[

$$
\begin{aligned}
p(n) & =\min \{p(G): \quad G \text { is } 3 \text {-polyhedral and } n(G)=n\} \\
m(n) & =\max \{m(G): G \text { is } 3 \text {-polyhedral and } n(G)=n\} .
\end{aligned}
$$
\]

We will show, by means of a class of examples, that $m(n) \geqq$ $(n-10) / 3$ and $p(n) \leqq(2 n+13) / 3$ for all $n$.
3. The graphs $G_{k}$. Let the graph $G_{k}(k \geqq 3)$ have $3 k+2$ vertices, which we will denote by $a, b_{i}, c_{i}, d_{i}$, and $e(i$ ranging from 1 to $k)$. Let the edges of $G_{k}$ be $\left(a, b_{i}\right),\left(a, c_{i}\right),\left(e, d_{i}\right),\left(e, c_{i}\right),\left(c_{i}, c_{i+1}\right),\left(c_{i}, b_{i}\right),\left(c_{i}, d_{i}\right)$, $\left(d_{i}, c_{i+1}\right)$, and ( $b_{i}, c_{i+1}$ ). Thus $a$ and $e$ are of valence $2 k$, the $c_{i}$ are of valence 8 , and the $b_{i}$ and $d_{i}$ are of valence 3 . See Figure 1 for a drawing of $G_{4} . \quad G_{k}$ can be represented as a triangulation of the plane, and it is easy to show by induction [4] that if $n(G) \geqq 4$ and $G$ can be


Figure 2.
represented as a triangulation of the plane, then $G$ can be represented as the edges and vertices of a convex polyhedron in 3 -space. Alternatively, one could apply the "Fundamentalsatz der Konvexen Typen" of E. Steinitz [6]. But in the case of $G_{k}$ it is really unnecessary to use any such general results, for $G_{k}$ is clearly the graph of the polyhedron obtained by appropriately truncating a bipyramid whose base is a regular $2 k$-gon (Figure 2 illustrates how the top half of a bipyramid should be truncated in obtaining $G_{4}$ ).

If we color $a, c_{i}$, and $e$ black and let $b_{i}$ and $d_{i}$ be white (where $i$ ranges from 1 to $k$ ), then $G_{k}$ consists of $n+2$ black nodes and $2 n$ white ones. Since each white node has only black neighbors, each simple path in $G_{k}$ must contain at most one more white node than black. Thus at least $2 k-(k+2)=k-2$ disjoint simple paths are required to visit every node of $G_{k}$. The following set of paths shows that the pathnumber of $G_{k}$ is, in fact, exactly $k-2$ :

$$
\begin{aligned}
& b_{1} \rightarrow c_{1} \rightarrow d_{1} \rightarrow e \rightarrow d_{2} \rightarrow c_{2} \rightarrow b_{2} \rightarrow a \rightarrow b_{3} \rightarrow c_{3} \rightarrow d_{3} \\
& b_{i} \rightarrow c_{i} \rightarrow d_{i} \quad(i=4, \cdots, k) .
\end{aligned}
$$

Similarly, since no simple path can contain more than $k+2$ black vertices, it follows that no simple path can contain more than

$$
(k+2)+(k+3)=2 k+5
$$

vertices. It is easy to construct simple paths containing exactly this many vertices, and thus the path-length of $G_{k}$ is $2 k+5$. Since $n\left(G_{k}\right)=$ $3 k+2$, it follows that if $n \equiv 2(\bmod 3)$,

$$
\begin{aligned}
& p(n) \leqq \frac{2 n+11}{3} \\
& m(n) \geqq \frac{n-8}{3}
\end{aligned}
$$

To get bounds for $n \equiv 1(\bmod 3)$, consider the graph $G_{k}^{-}$obtained by omitting one white vertex from $G_{k}$. For $n \equiv 0(\bmod 3)$, consider the graph $G_{k}^{+}$obtained by adjoining to $G_{k}$ a vertex connected to $c_{1}, d_{1}$, and
e. It follows that

$$
\left.\left.\begin{array}{ll}
p(n) \leqq \frac{2 n+13}{3} \\
m(n) \geqq \frac{n-10}{3}
\end{array}\right\} n \equiv 1(\bmod 3) \leqq \frac{2 n+13}{3}\right)\left(n(n) \geqq \frac{n-9}{3}\right\} \begin{array}{ll} 
& m(\bmod 3) .
\end{array}
$$

Grünbaum and Motzkin asked if $n(G)=p(G)$ provided all of the faces of the polyhedron representing $G$ were triangles, and our examples
show that this is not the case. They further conjectured that

$$
\max _{n(\theta)=n} m(G) \cdot p(G) \geqq n^{1+\gamma} \quad \text { for some } \gamma>0 .
$$

Our examples show that

$$
\max _{n(G)=n} m(G) \cdot p(G) \geqq \frac{2 n^{2}-7 n 130}{9} .
$$

Thus for any $\gamma<1$ we can find an $N_{\gamma}$ such that

$$
\max _{n(G)=n} m(G) \cdot p(G)>n^{1+\gamma} \quad \text { for all } n \geqq N_{\gamma}
$$

Furthermore, this result is the best possible in a sense; for since $m(G)<n$ and $p(G) \leqq n$, it follows that

$$
\max _{n(G)=n} m(G) \cdot p(G)<n^{2} \quad \text { for all } n
$$

I want to thank Dr. Michel Balinski for drawing this subject to my attention, and the referee for making me aware of the paper by Grünbaum and Motzkin.
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## SOME CONGRUENCES FOR THE BELL POLYNOMIMALS

## L. Carlitz

1. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots$ denote indeterminates. The Bell polynomial $\phi_{n}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots\right)$ may be defined by $\phi_{0}=1$ and

$$
\begin{equation*}
\phi_{n}=\phi_{n}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots\right)=\sum \frac{n!}{k_{1}!(1!)^{k_{1}} k_{2}!(2!)^{k_{2}} \cdots} \alpha_{1}^{k_{1}} \alpha_{2}^{k_{2}} \cdots, \tag{1.1}
\end{equation*}
$$

where the summation is over all nonnegative integers $k_{j}$ such that

$$
k_{1}+2 k_{2}+3 k_{3}+\cdots=n .
$$

For references see Bell [2] and Riordan [5, p. 36]. The general coefficient

$$
\begin{equation*}
A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)=\frac{n!}{k_{1}!(1!)^{k_{1}} k_{2}!(2!)^{k_{2}} \cdots} \tag{1.2}
\end{equation*}
$$

is integral; this is evident from the representation

$$
A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)=\frac{n!}{k_{1}!\left(2 k_{2}\right)!\left(3 k_{3}\right)!\cdots} \cdot \frac{\left(2 k_{2}\right)!}{k_{2}!(2!)^{k_{2}}} \frac{\left(3 k_{3}\right)!}{k_{3}!(3!)^{k_{3}}} \cdots
$$

and the fact that the quotient

$$
\frac{(r k)!}{k!(r!)^{k}}
$$

is integral [1, p. 57].
The coefficient $A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)$ resembles the multinomial coefficient

$$
M\left(k_{1}, k_{2}, k_{3} \cdots\right)=\frac{\left(k_{1}+k_{2}+k_{3}+\cdots\right)!}{k_{1}!k_{2}!k_{3} \cdots}
$$

If $p$ is a fixed prime it is known [3] that $M\left(k_{1}, k_{2}, k_{3}, \cdots\right)$ is prime to $p$ if and only if

$$
\begin{array}{cc}
k_{i}=\sum_{j} a_{i j} p^{j} & \left(0 \leqq a_{i j}<p\right), \\
k_{1}+k_{2}+k_{3}+\cdots=\sum_{j} a_{j} p^{j} & \left(0 \leqq a_{j}<p\right)
\end{array}
$$

and

$$
\sum_{i} a_{i j}=a_{j} \quad(j=0,1,2, \cdots)
$$

It does not seem easy to find an analogous result for $A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)$. For some special results see § 3 below.
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Bell [2] showed that

$$
\begin{equation*}
\phi_{p} \equiv \alpha_{1}^{p}+\alpha_{p} \quad(\bmod p) \tag{1.3}
\end{equation*}
$$

and also determined the residues $(\bmod p)$ of $\phi_{p+1}, \phi_{p+2}, \phi_{p+3}$. He also obtained an expression for the residue of $\phi_{p+r}$ as a determinant of order $r+1$. Generalizing (1.3) we shall show first that

$$
\begin{equation*}
\phi_{p^{r}} \equiv \alpha_{1}^{p^{r}}+\alpha_{p}^{p^{r-1}}+\cdots+\alpha_{p^{r}} \tag{1.4}
\end{equation*}
$$

and that

$$
\begin{equation*}
\phi_{p n}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots\right) \equiv \phi_{n}\left(\phi_{p}, \alpha_{2 p}, \alpha_{3 p}, \cdots\right) \quad(\bmod p) \tag{1.5}
\end{equation*}
$$

for all $n \geqq 1$. Note that on the right the first argument in $\phi_{n}$ is $\phi_{p}$ and not $\alpha_{p}$.
2. From (1.1) we get the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} \phi_{n} \frac{t^{n}}{n!}=\exp \left(\alpha_{1} t+\alpha_{2} \frac{t^{2}}{2!}+\alpha_{3} \frac{t^{3}}{3!}+\cdots\right) \tag{2.1}
\end{equation*}
$$

Indeed this may be taken as the definition of $\phi_{n}$. Differentiating with respect to $t$ we get

$$
\sum_{n=0}^{\infty} \phi_{n+1} \frac{t^{n}}{n!}=\sum_{n=0}^{\infty} \phi_{n} \frac{t^{n}}{n!} \sum_{r=0}^{\infty} \alpha_{r+1} \frac{t^{r}}{r!},
$$

so that

$$
\begin{equation*}
\phi_{n+1}=\sum_{r=0}^{n}\binom{n}{r} \phi_{n-r} \alpha_{r+1} . \tag{2.2}
\end{equation*}
$$

Since the binomial coefficient

$$
\binom{p n}{r} \equiv 0
$$

unless $p \mid r$ and

$$
\binom{p n}{p r} \equiv\binom{n}{r}
$$

it follows from (2.2) that

$$
\begin{equation*}
\phi_{p n+1} \equiv \sum_{r=0}^{n}\binom{n}{r} \phi_{p(n-r)} \alpha_{p r+1} \quad(\bmod p) \tag{2.3}
\end{equation*}
$$

If for brevity we put

$$
A(t)=\sum_{r=1}^{\infty} \alpha_{r} t^{r} / r!
$$

so that

$$
\sum_{n=0}^{\infty} \phi_{n} \frac{t^{n}}{n!}=\exp A(t),
$$

it is easily seen by repeated differentiation and by (1.3) that

$$
\begin{equation*}
\sum_{n=0}^{\infty} \phi_{n+p} \frac{t^{n}}{n!} \equiv\left\{\left(A^{\prime}(t)\right)^{p}+A^{(p)}(t)\right\} e^{\boldsymbol{\Lambda}(t)} \tag{2.4}
\end{equation*}
$$

$(\bmod p)$.
(By the statement

$$
\sum_{n=0}^{\infty} A_{n} \frac{t^{n}}{n!} \equiv \sum_{n=0}^{\infty} B_{n} \frac{t^{n}}{n!}
$$

$$
(\bmod m)
$$

where $A_{n}, B_{n}$ are polynomials with integral coefficients, is meant the system of congruences

$$
\left.A_{n} \equiv B_{n} \quad(\bmod m) \quad(n=0,1,2, \cdots)\right)
$$

Hurwitz [4, p. 345] has proved the lemma that if $a_{1}, a_{2}, a_{3}, \cdots$ are arbitrary integers then

$$
\left(\sum_{n=1}^{\infty} a_{n} \frac{x^{n}}{n!}\right)^{k} \equiv 0
$$

$(\bmod k!)$.

The proof holds without change when the $a_{n}$ are indeterminates. Since

$$
A^{\prime}(t)=\sum_{n=0}^{\infty} \alpha_{n+1} \frac{t^{n}}{n!}
$$

it follows easily from Hurwitz's lemma that

$$
\left(A^{\prime}(t)^{p}=\left(\alpha_{1}+\sum_{n=1}^{\infty} \alpha_{n+1} \frac{t^{n}}{n!}\right)^{p} \equiv \alpha_{1}^{p} \quad(\bmod p)\right.
$$

Thus (2.4) becomes

$$
\sum_{n=0}^{\infty} \phi_{n+p} \frac{t^{n}}{n!} \equiv\left(\alpha_{1}^{p}+\sum_{r=0}^{\infty} \alpha_{r+p} \frac{t^{r}}{r!}\right) \sum_{n=0}^{\infty} \phi_{n} \frac{t^{n}}{n!},
$$

which yields

$$
\begin{equation*}
\phi_{n+p} \equiv\left(\alpha_{1}^{p}+\alpha_{p}\right) \phi_{n}+\sum_{r=1}^{n}\binom{n}{r} \alpha_{r+p} \phi_{n-r} \quad(\bmod p) \tag{2.5}
\end{equation*}
$$

In particular, for $n=0$, (2.5) reduces to Bell's congruence (1.3). Similarly

$$
\begin{gathered}
\phi_{p+1} \equiv\left(\alpha_{1}^{p}+\alpha_{p}\right) \alpha_{1}+\alpha_{p+1} \equiv \phi_{p} \alpha_{1}+\alpha_{p+1} \\
\phi_{p+2} \equiv \phi_{p} \phi_{2}+2 \alpha_{p+1} \alpha_{1}+\alpha_{p+2}
\end{gathered}
$$

and so on.
We remark that (2.5) is equivalent to Bell's congruence involving a determinant [2, p. 267, formula (6.5)]. Also for $s=\alpha_{1}=\alpha_{2}=\cdots$, (2.5) reduces to

$$
\begin{align*}
a_{n+p}(s) & \equiv\left(s^{p}+s\right) a_{n}(s)+s \sum_{r=1}^{n}\binom{n}{r} a_{n-r}(s)  \tag{2.5}\\
& \equiv a_{n+1}(s)+s^{p} a_{n}(s)
\end{align*}
$$

where [5, p. 76]

$$
a_{n}(s)=\phi_{n}(s, s, \cdots)=\sum_{k} S(n, k) s^{k}
$$

and $S(n, k)$ denotes the Stirling number of the second kind. The congruence (2.5)' is due to Touchard [6].

If in (2.5) we replace $n$ by $p n$ we get

$$
\begin{equation*}
\phi_{p(n+1)} \equiv \phi_{p} \phi_{n p}+\sum_{r=1}^{n}\binom{n}{r} \alpha_{p(r+1)} \phi_{p(n-r)} \tag{2.6}
\end{equation*}
$$

for all $n=0,1,2, \cdots$. Thus $\phi_{p n}$ is congruent to a polynomial in $\phi_{p}$, $\alpha_{2 p}, \alpha_{3 p}, \cdots$ alone. Moreover, comparing (2.6) with (2.2), it is clear that

$$
\begin{equation*}
\phi_{p n} \equiv \phi_{n}\left(\phi_{p}, \alpha_{2 p}, \alpha_{3 p}, \cdots\right) \quad(\bmod p) \tag{2.7}
\end{equation*}
$$

so that we have proved (1.5).
Replacing $n$ by $p n$ in (2.7) we get

$$
\phi_{p^{2} n} \equiv \phi_{p n}\left(\phi_{p}, \alpha_{2 p}, \alpha_{3 p}, \cdots\right) \equiv \phi_{n}\left(\phi_{p}^{p}+\alpha_{p^{2}}, \alpha_{2 p^{2}}, \alpha_{3 p^{2}}, \cdots\right) .
$$

In particular for $n=1$

$$
\phi_{p^{2}} \equiv \phi_{p}^{p}+\alpha_{p^{2}} \equiv \alpha_{1}^{p^{2}}+\alpha_{p}^{p}+\alpha_{p^{2}} .
$$

Again replacing $n$ by $p n$ we get

$$
\phi_{p^{3} n} \equiv \phi_{n}\left(\phi_{p^{2}}^{p}+\alpha_{p^{3}}, \alpha_{2 p^{3}}, \alpha_{3 p^{3}}, \cdots\right),
$$

so that in particular

$$
\phi_{p^{3}} \equiv \phi_{p^{2}}^{p}+\phi_{p^{3}} \equiv \alpha_{1}^{p^{3}}+\alpha_{p}^{p^{2}}+\alpha_{p^{2}}^{p}+\alpha_{p^{3}} .
$$

Continuing in this way we see that

$$
\begin{equation*}
\phi_{p^{r_{n}}} \equiv \phi_{n}\left(\phi_{p^{r}}, \alpha_{2 p^{r}}, \alpha_{3 p^{r}}, \cdots\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{p^{r}} \equiv \phi_{p r-1}^{p}+\alpha_{p^{r}} \equiv \alpha_{1}^{p^{r}}+\alpha_{p}^{p^{r} r-1}+\cdots+\alpha_{p^{r}} \quad(\bmod p) \tag{2.9}
\end{equation*}
$$

We have therefore proved (1.4) as well as the more general congruence (2.8).

Since

$$
\begin{aligned}
& \phi_{2}=\alpha_{1}^{2}+\alpha_{2} \\
& \phi_{3}=\alpha_{1}^{3}+3 \alpha_{1} \alpha_{2}+\alpha_{3} \\
& \phi_{4}=\alpha_{1}^{4}+6 \alpha_{1}^{2} \alpha_{2}+4 \alpha_{1} \alpha_{3}+3 \alpha_{2}^{2}+\alpha_{4}
\end{aligned}
$$

it follows from (2.8) that

$$
\left\{\begin{array}{l}
\phi_{2 p^{r}} \equiv \phi_{p^{r}}^{2}+\alpha_{2 p^{r}}  \tag{2.10}\\
\phi_{3 p^{r}} \equiv \phi_{p^{r}}+3 \phi_{p^{r} r} \alpha_{2 p^{r}}+\alpha_{3 p^{r}}, \\
\phi_{4 p^{r}} \equiv \phi_{p^{r}}^{4}+6 \phi_{p r}^{2} \alpha_{2 p^{r}}+4 \phi_{p^{r} r} \alpha_{3 p^{r}}+3 \alpha_{2 p^{r}}^{2}+\alpha_{4 p^{r}}
\end{array}\right.
$$

and so on.
We note also that (2.3) implies

$$
\left\{\begin{array}{l}
\phi_{p^{r+1}} \equiv \phi_{p^{r}} \alpha_{1}+\alpha_{p^{r+1}}  \tag{2.11}\\
\phi_{2 p^{r+1}} \equiv \phi_{2 p^{r}} \alpha_{1}+2 \phi_{p^{r}} \alpha_{p^{r+1}}+\alpha_{2 p^{r+1}} \\
\phi_{3 p^{r+1}} \equiv \phi_{3 p^{r}} \alpha_{1}+3 \phi_{2 p^{r}} \alpha_{p^{r}+1}+3 \phi_{p^{r}} \alpha_{2 p^{r}+1}+\alpha_{3 p^{r} p_{1}}
\end{array}\right.
$$

3. By means of (1.5) we can obtain certain congruences for the coefficient $A\left(k_{1}, k_{2}, k_{3}, \cdots\right)$. Indeed by (1.1) and (1.3)

$$
\begin{align*}
& \phi_{n}\left(\phi_{p}, \alpha_{2 p}, \alpha_{3 p}, \cdots\right)  \tag{3.1}\\
\equiv & \sum A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)\left(\alpha_{1}^{p}+\alpha_{p}\right)^{k_{1}} \alpha_{2 p}^{k_{2}} \alpha_{3 p}^{k_{3}} \cdots \quad(\bmod p)
\end{align*}
$$

where the summation is over nonnegative $k_{j}$ such that

$$
k_{1}+2 k_{2}+3 k_{3}+\cdots=n .
$$

The right member of (3.1) is equal to

$$
\begin{equation*}
\sum_{\left(k_{j}\right)} A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right) \sum_{r=0}^{k_{1}}\binom{k_{1}}{r} \alpha_{1}^{p\left(k_{1}-r\right)} \alpha_{p}^{r} \alpha_{2 p}^{k_{2}} \alpha_{3 p}^{k_{3}} \cdots . \tag{3.2}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
\phi_{p n}=\sum A_{p n}\left(h_{1}, h_{2}, h_{3}, \cdots\right) \alpha_{1}^{h_{1}} \alpha_{2}^{h_{2}} \alpha_{3}^{h_{3}} \cdots, \tag{3.3}
\end{equation*}
$$

summed over

$$
\begin{equation*}
h_{1}+2 h_{2}+3 h_{3}+\cdots=p_{n} . \tag{3.4}
\end{equation*}
$$

It follows from (1.5) that

$$
A_{p n}\left(h_{1}, h_{2}, h_{3}, \cdots\right) \equiv 0
$$

$(\bmod p)$
except possibly when

$$
\begin{equation*}
h_{j}=0 \tag{3.5}
\end{equation*}
$$

$$
(j>1, p+j)
$$

When this condition is satisfied (3.4) becomes

$$
h_{1}+p\left(h_{p}+2 h_{2 p}+\cdots\right)=p n ;
$$

consequently $h_{1}=p k_{1}$ and (3.3) becomes

$$
\phi_{p n} \equiv \sum A_{p n}\left(p k_{1}, 0, \cdots, 0, h_{p}, \cdots\right) \alpha_{1}^{p k_{1}} \alpha_{h}^{h p} \alpha_{2 p}^{h_{2} p} \cdots
$$

We have therefore proved the following result:
Theorem 1. The coefficient $A_{p n}\left(h_{1}, h_{2}, h_{3}, \cdots\right)$ occurring in (3.3) is certainly divisible by $p$ unless (3.5) is satisfied and $h_{1}=p k_{1}$. If these conditions are satisfied then

$$
A_{p n}\left(h_{1}, h_{2}, h_{3}, \cdots\right) \equiv\binom{k_{1}}{h_{p}} A_{n}\left(k_{1}-h_{p}, h_{p}, h_{2 p}, \cdots\right) \quad(\bmod p)
$$

If we make use of (1.4) we obtain the following simpler
Theorem 2. Let

$$
h_{1}+2 h_{2}+3 h_{3}+\cdots=p^{r} .
$$

Then the coefficient $A_{p^{r}}\left(h_{1}, h_{2}, h_{3}, \cdots\right)$ is divisible by $p$ except when

$$
h_{i}=0 \quad(i \neq j), \quad h_{j}=p^{s}
$$

for some $j$, in which case

$$
A_{p^{r}}\left(h_{1}, h_{2}, h_{3}, \cdots\right) \equiv 1
$$

$$
(\bmod p)
$$

Using (2.10) and (2.11) we can obtain additional results. For example take

$$
h_{1}+2 h_{2}+3 h_{3}+\cdots=2 p^{r} .
$$

Then $A_{2 p r}\left(h_{1}, h_{2}, h_{3}, \cdots\right)$ is divisible by $p$ unless (i) all $h_{s}=0(s \neq j)$, $h_{j}=1$ or 2 ; (ii) all $h_{s}=0(s \neq i, j), h_{i}=h_{j}=1$. In case (i) $A \equiv 1$, in case (ii) $A \equiv 2(\bmod p)$.

For $n=3 p^{r}$ the corresponding results are more complicated.
4. We turn now to the polynomial $C_{n}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots\right)$, the cycle indicator of the symmetric group [5, p. 68]:

$$
\begin{align*}
C_{n} & =C_{n}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots\right)=\phi_{n}\left(\alpha_{1}, \alpha_{2}, 2!\alpha_{3}, \cdots\right)  \tag{4.1}\\
& =\sum \frac{n!}{k_{1}!k_{2}!k_{3} \cdots}\left(\frac{\alpha_{1}}{1}\right)^{k_{1}}\left(\frac{\alpha_{2}}{2}\right)^{k_{2}}\left(\frac{\alpha_{3}}{3}\right)^{k_{3}} \cdots,
\end{align*}
$$

where the summation is over all nonnegative $k_{j}$ such that

$$
k_{1}+2 k_{2}+3 k_{3}+\cdots=n .
$$

It is convenient to define $C_{0}=1$.

Put

$$
\begin{equation*}
c_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)=\frac{n!}{k_{1}!k_{2}!k_{3} \cdots 1^{k_{1}} 2^{k_{2}} 3^{k_{3}} \cdots}, \tag{4.2}
\end{equation*}
$$

the general coefficient of $C_{n}$. Clearly $c_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)$ is integral and indeed a multiple of $A_{n}\left(k_{1}, k_{2}, k_{3}, \cdots\right)$.

From (4.1) we get the generating function

$$
\begin{equation*}
G(t)=\sum_{n=0}^{\infty} G_{n} \frac{t^{n}}{n!}=\exp \left(\alpha_{1} t+\frac{1}{2} \alpha_{2} t^{2}+\frac{1}{3} \alpha_{3} t^{3}+\cdots\right) \tag{4.3}
\end{equation*}
$$

For brevity put

$$
C(t)=\sum_{n=1}^{\infty} \frac{1}{n} \alpha_{n} t^{n}
$$

Differentiating (4.3) with respect to $t$ we get

$$
G^{\prime}(t)=C^{\prime}(t) G(t)
$$

that is

$$
\sum_{n=0}^{\infty} C_{n+1} \frac{t^{n}}{n!}=\sum_{r=0}^{\infty} \alpha_{r+1} t^{r} \sum_{n=0}^{\infty} C_{n} \frac{t^{n}}{n!}
$$

This implies

$$
\begin{equation*}
C_{n+1}=\sum_{r=0}^{n} \frac{n!}{r!} \alpha_{n-r+1} C_{r} \tag{4.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
C_{n+1} \equiv \alpha_{1} C_{n} \quad(\bmod n) \tag{4.5}
\end{equation*}
$$

By repeated differentiation of (4.3) we get (compare (2.4))

$$
\begin{equation*}
\frac{d^{p}}{d t^{p}} G(t) \equiv\left\{\left(C^{\prime}(t)\right)^{p}+C^{(p)}(t)\right\} G(t) \quad(\bmod p) \tag{4.6}
\end{equation*}
$$

Now since

$$
C^{\prime}(t)=\sum_{n=0}^{\infty} \alpha_{n+1} t^{n}, \quad C^{(p)}(t)=\sum_{n=0}^{\infty}(n+p-1)!\alpha_{n+1} \frac{t^{n}}{n!}
$$

it is clear that

$$
\left(C^{\prime}(t)\right)^{p} \equiv \alpha_{1}^{p}, \quad C^{(p)}(t) \equiv-\alpha_{p} \quad(\bmod p) ;
$$

at the last step we have used Wilson's theorem. Thus (4.6) becomes

$$
\sum_{n=0}^{\infty} C_{n+p} \frac{t^{n}}{n!} \equiv\left(\alpha_{1}^{p}-\alpha_{p}\right) \sum_{n=0}^{\infty} C_{n} \frac{t^{n}}{n!}
$$

so that

$$
\begin{equation*}
C_{n+p} \equiv\left(\alpha_{1}^{p}-\alpha_{p}\right) C_{n} \tag{4.7}
\end{equation*}
$$

$(\bmod p)$.
In particular we have

$$
\begin{equation*}
C_{p} \equiv \alpha_{1}^{p}-\alpha_{p} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n+r p} \equiv\left(\alpha_{1}^{p}-\alpha_{p}\right)^{r} C_{n} \tag{4.9}
\end{equation*}
$$

We remark that for $p=3,5,7$, (4.8) is in agreement with the explicit values of $C_{n}$ given in [5, p.69].

By (4.9) with $n=0$ we find that the coefficient

$$
c_{r p}\left(k_{1}, k_{2}, k_{3}, \cdots\right) \equiv 0
$$

unless all $k_{j}$ except $k_{1}$ and $k_{p}$ vanish and $k_{1}$ is a multiple of $p$; in this case we have

$$
\begin{equation*}
c_{r p}\left(p k, 0, \cdots, 0, k_{p}, \cdots\right) \equiv(-1)^{k_{p}}\binom{r}{k} \quad(\bmod p) \tag{4.10}
\end{equation*}
$$
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# EXTENSIONS OF HOMOMORPHISMS 

Paul Civin

1. Introduction. A multiplication was introduced by R. Arens [1] [2] into the second conjugate space $B^{* *}$ of a Banach algebra, $B$, which made $B^{* *}$ into a Banach algebra. The algebra of the second conjugate space was studied by Civin and Yood [3], with particular attention given to the case where $B$ was $L(\mathbb{S})$, the group algebra of the locally compact abelian group ${ }^{(9)}$. Among the results they noted was that the algebra $M(\mathbb{C})$ of finite regular Borel measures on (53 was isomorphic as an algebra with a quotient algebra of $L^{* *}(\mathbb{S})$. With $\mathfrak{S}$ also a locally compact abelian group, P. J. Cohen showed [4, p. 220] that any homomorphism of $L$ (8) into $M(\mathfrak{S})$ has an extension which was a homomorphism of $M(\mathbb{S})$ into $M(\mathfrak{F})$.

In §3 we discuss the extensions of homomorphisms defined on a Banach algebra $A$ into either the second conjugate algebra $B^{* *}$ of a Banach algebra $B$ or certain of its quotient algebras. The result of Cohen quoted above is included in Theorem 3.7 when $\mathbb{5}$ and $\mathfrak{F}$ are compact groups. In $\S 4$ we indicate, for compact $\mathfrak{S}$, a class of homomorphisms from $L(\mathbb{S})$ into $M(\mathfrak{S})$, which are induced by homomorphisms of $L(\mathbb{S})$ into $L^{* *}(\mathfrak{S})$.
2. Notation. The notation of Civin and Yood [3] is used throughout. If $A$ is a Banach algebra, $A^{*}, A^{* *}, \cdots$ denote the various conjugate spaces of $A$. For $f \in A^{*}, x \in A,\langle f, x\rangle \in A^{*}$ is defined by $\langle f, x\rangle(y)=$ $f(x y), y \in A$. For $F \in A^{* *}, f \in A^{*},[F, f] \in A^{*}$ is defined by $[F, f](x)=$ $F(\langle f, x\rangle), x \in A$. Also for $F \in A^{* *}, G \in A^{* *}$ the multiplication $F G$ is defined in $A^{* *}$ by $F G(f)=F([G, f]), f \in A^{*}$.

For some purposes, Arens [2] also considers a second multiplication $F \cdot G$ defined for $F$ and $G$ in $A^{* *}$ in a manner similar to the above, except that at the first stage, $\langle f \mid x\rangle \in A^{*}$ is defined by $\langle f \mid x\rangle(y)=f(y x)$, $f \in A^{*}, x, y \in A$. Arens calls the multiplication in $A$ regular provided that $F \cdot G=G F$ for all $F, G \in A^{* *}$. Clearly, if $A$ is commutative, then $A^{* *}$ is commutative if and only if the multiplication in $A$ is regular. The same notation as above, in terms of bilinear functionals, is used in the sequel with respect to a multiplication in $A^{* * * *}$ which comes from the first of the above multiplications in $A^{* *}$.

If $\pi$ is the natural mapping of $A$ into $A^{* *}$, we say that a mapping $\varphi$ defined on $A^{* *}$ into a set $\mathfrak{S}$ is an extension of a mapping $\rho$ defined on $A$ into $\mathfrak{S}$ if $\varphi(\pi x)=\rho(x)$ for $x \in A$.

For any subset $\mathfrak{J}$ in $A^{*}$, we use the notation $\mathfrak{J}^{\perp}$ for $\left\{F \in A^{* *} \mid F(f)=\right.$ $0, f \in \mathfrak{J}\}$.

[^8]For a commutative Banach algebra $A$, we let $\mathfrak{Y}(A)$ denote the closed subspace of $A^{*}$ generated by the multiplicative linear functionals. If $A=L(\mathbb{G})$, the group algebra of the locally compact group $\mathbb{G}$, we write习(夭) in place of $\mathfrak{y}(L(\mathbb{G}))$.
3. Extension of homomorphisms. We first consider the possibility of extending a bounded homomorphism of the Banach algebra $A$ into the Banach algebra $B^{* *}$ to a $w^{*}$-continuous homomorphism of $A^{* *}$ into $B^{* *}$. Throughout this section we adopt the notation $\pi$ for the natural mapping of $A$ into $A^{* *}$ and $\sigma$ for the natural mapping of $B^{*}$ into $B^{* * *}$.
3.1 Theorem. Let $A$ and $B$ be Banach algebras. Let $q$ be a bounded homomorphism of $A$ into the center of $B^{* *}$. Then there is a unique $w^{*}$-continuous homomorphism $\psi$ of $A^{* *}$ into $B^{* *}$ which is the extension of $\varphi$.

Proof. Let $f \in B^{* *}$, and $x, y \in A$. Then $\left\langle\phi^{*} \sigma f, x\right\rangle(y)=\varphi^{*} \sigma f(x y)=$ $\varphi(x y)(f)=\varphi(y) \varphi(x)(f)=\varphi(y)([\rho(x), f])=\varphi^{*} \sigma[\rho(x), f](y)$. Thus $\left\langle\varphi^{*} \sigma f, x\right\rangle=\varphi^{*} \sigma[\varphi(x), f]$. For any $G \in A^{* *},\left[G, \varphi^{*} \sigma f\right](x) G\left(\left\langle\varphi^{*} \sigma f, x\right\rangle\right)=$ $G\left(\varphi^{*} \sigma[\varphi(x), f]=\sigma^{*} \varphi^{* *} G([\rho(x), f])=\sigma^{*} \varphi^{* *} G \varphi(x)(f)=\varphi(x) \sigma^{*} \varphi^{* *} G(f)=\right.$ $\varphi(x)\left(\left[\sigma^{*} \varphi^{* *} G, f\right]\right)=\varphi^{*} \sigma\left[\sigma^{*} \varphi^{* *} G, f\right](x)$. Consequently, $\left[G, \varphi^{*} \sigma f\right]=$ $\varphi^{*} \sigma\left[\sigma^{*} \varphi^{* *} G, f\right]$. Therefore for any $F \in A^{* *}, F\left(\left[G, \varphi^{*} \sigma f\right]\right)=$ $F\left(\varphi^{*} \sigma\left[\sigma^{*} \varphi^{* *} G, f\right]\right)=\sigma^{*} \varphi^{* *} F\left(\left[\sigma^{*} \varphi^{* *} G, f\right]\right)$. Hence $\quad \sigma^{*} \varphi^{* *}(F G)(f)=$ $F G\left(\varphi^{*} \sigma f\right)=F\left(\left[G, \varphi^{*} \sigma f\right]\right)=\sigma^{*} \varphi^{* *} F\left(\left[\sigma^{*} \varphi^{* *} G, f\right]\right)=\sigma^{*} \varphi^{* *} F \sigma^{*} \varphi^{* *} G(f)$. Thus $\sigma^{*} \varphi^{* *}$ is a homomorphism of $A^{* *}$ into $B^{* *}$.

For $x \in A$, and $f \in B^{*}, \sigma^{*} \varphi^{* *}(\pi x)(f)=\pi x\left(\varphi^{*} \sigma f\right)=\phi^{*} \sigma f(x)=\sigma f(\varphi(x))=$ $\varphi(x)(f)$. Thus $\sigma^{*} \varphi^{* *}(\pi x)=\varphi(x)$ and $\sigma^{*} \varphi^{* *}$ is an extension of $\varphi$.

Let $G \in A^{* *}, G_{\alpha} \in A^{* *}$ and suppose $G=w^{*}-\lim G_{\alpha}$. Then for any $f \in B^{*}, \lim \sigma^{*} \varphi^{* *} G_{\alpha}(f)=\lim G_{\alpha}\left(\mathcal{Q}^{*} \sigma f\right)=\sigma^{*} \varphi^{* *} G(f)$, and so $\sigma^{*} \varphi^{* *}$ is $w^{*}$-continuous.

The assertion of uniqueness follows from the following.
3.2 Lemma. Let $A$ and $B$ be Banach algebras, and let $\varphi$ be any bounded linear transformation of $A$ into $B^{* *}$. Then $\sigma^{*} \rho^{* *}$ is the only $w^{*}$-continuous extension of $\Phi$ to a transformation of $A^{* *}$ into $B^{* *}$.

Proof. That $\sigma^{*} \varphi^{* *}$ is a $w$-continuous extension was given above. Suppose that $\psi$ is a $w^{*}$-continuous extension of $\varphi$, so that $\psi(\pi x)=\varphi(x)$ for all $x \in A$. Let $G \in A^{* *}$ and let $\left\{x_{\alpha}\right\}$ be a net in $A$ such that $w^{*}-\lim$ $\pi x_{\alpha}=G$. Then for $f \in B^{*}, \psi(G)(f)=\lim \psi\left(\pi x_{\alpha}\right) f=\lim \varphi\left(x_{\alpha}\right)(f)=\lim$ $\varphi^{*} \sigma f\left(x_{\alpha}\right)=\lim \pi x_{\alpha}\left(\mathcal{P}^{*} \sigma f\right)=G\left(\varphi^{*} \sigma f\right)=\sigma^{*} \varphi^{* *} G(f)$. Hence $\psi(G)=$ $\sigma^{*} \varphi^{* *} G$.

If $B$ is commutative with a regular multiplication, an alternative proof of Theorem 3.1 may be given on the basis of the following lemma and Theorem 6.1 of [3].
3.3 Lemma. If $B$ is a commutative Banach algebra with a regular multiplication then $\sigma^{*}$ is a homomorphism of $B^{* * * *}$ into $B^{* *}$.

Proof. Since multiplication in $B$ is regular, $B^{* *}$ is [2] a commutative algebra. Let $U, V \in B^{* * * *}$. For $f \in B^{*}$, and $F, G \in B^{* *},\langle\sigma f, F\rangle(G)=$ $\sigma f(F G)=F G(f)=G F(f)=G([F, f])=\sigma[F, f](G)$, and therefore $\langle\sigma f, F\rangle=\sigma[F, f]$. Also $\quad[V, \sigma f](F)=V(\langle\sigma f, F\rangle)=V(\sigma[F, f])=$ $\sigma^{*} V[F, f]=\left(\sigma^{*} V\right) F(f)=F \sigma^{*} V(f)=F\left(\left[\sigma^{*} V, f\right]\right)=\sigma\left[\sigma^{*} V, f\right](F)$. Thus $[V, \sigma f]=\sigma\left[\sigma^{*} V, f\right]$. Consequently $\sigma^{*}(U V)(f)=U V(\sigma f)=U([V, \sigma f])=$ $U\left(\sigma\left[\sigma^{*} V, f\right]\right)=\sigma^{*} U\left(\left[\sigma^{*} V, f\right]\right)=\sigma^{*} U \sigma^{*} V(f)$ and $\sigma^{*}$ is a homomorphism a claimed.

We note that it is impossible in general to conclude that the range of the extension of $\varphi$ is in the center of $B^{* *}$ even though the range of $\varphi$ is in the center. For let $A=B$ be a commutative algebra whose multiplication is not regular, and let $\varphi=\pi$. Then the $w^{*}$-continuous extension of $\pi$ is the identity map and $B^{* *}$ is not commutative.

One further example is in order, to see that in general a bounded homomorphim $\varphi$ from $A$ into $B^{* *}$ does not admit a $w^{*}$-continuous extension as a homomorphism from $A^{* *}$ into $B^{* *}$. For this purpose let $A$ be the group algebra of the integers, (5), and let $B=A$. Let $t_{\gamma}, \gamma \in(5)$ be the translation operator on $A^{*}$, defined by $t_{\gamma} f(\alpha)=f(\alpha+\gamma), f \in A^{*}$, and $\alpha$, $\gamma \in$ (5). Let $e \in A^{*}$ correspond to the function identically one on © ${ }^{\text {© }}$. Let $\mathfrak{\Im}=\left\{F \in A^{* *} \mid F\left(t_{\gamma} f\right)=F(f)\right.$, for all $\left.\gamma \in \mathbb{E}, f \in A^{*}\right\}$. Then as noted in formula (3.2) of [3],

$$
\begin{equation*}
G F=G(e) F, F \in \mathfrak{F}, G \in A^{* *} . \tag{3.1}
\end{equation*}
$$

In particular any $F \in \Im$ with $F(e)=1$ is an idempotent. As noted in [3], $\mathfrak{F}$ is a two sided ideal in $A^{* *}$ with only zero in common with the center of $A^{* *}$. Since (53 is a discrete group $A$ has an identity and thus [3, Lemma 5.4] $A^{* *}$ has an identity $E$. Let $F$ be a nonzero idempotent in $\mathfrak{F}$. Thus $E-F$ is also an idempotent. Let $\varphi(x)=\pi x(E-F)$. Since $\pi A$ is in the center of $A^{* *}, \varphi(x)$ is a homomorphism of $A$ into $A^{* *}$. If $\varphi$ had a $w^{*}$-continuous extension as a homomorphism, the extension $\psi$ would have the value $\psi(G)=G(E-F), G \in A^{* *}$. We now show that $\psi$ is not a homomorphism. As noted above $F$ is not in the center of $A^{* *}$, so we may pick $H \in A^{* *}$ such that $H F \neq F H$. Also pick $G \in A^{* *}$ such that $G(e)=1$. Then $\psi(G H)=G H(E-F)=G H-G H F=$ $G H-(G H)(e) F$. Now $e$ is a multiplicative linear functional on $A$, and so by Lemma 3.6 of [3], $(G H)(e)=G(e) H(e)=H(e)$. Thus $\psi(G H)=$ $G H-H(e) F=G H-H F$. On the other hand $\psi(G) \psi(H)=(G-G F)(H-$ $H F)=(G-F)(H-H(e) F)=G H-F H-H(e) G F+H(e) F=G H-F H$. Since $F H \neq H F, \psi(G H) \neq \psi(G) \psi(H)$ and $\psi$ is not a homomorphism.

Before turning to other types of extensions we note one further
item on the matter of $w^{*}$-continuity of homomorphisms.
3.4 Lemma. If $A$ and $B$ are Banach algebras and $\psi$ is a bounded homomorphism of $A^{* *}$ into the center of $B^{* *}$, then there is a $w^{*}$-continuous homomorphism $\rho$ of $A^{* *}$ into $B^{* *}$ such that $\psi(\pi x)=\rho(\pi x)$ for $x \in A$.

Proof. Since $\psi \pi$ is a homomorphism of $A$ into the center of $B^{* *}$, we may take $\rho=\sigma^{*} \psi^{* *} \pi^{* *}$ and apply Theorem 3.1.

Homomorphisms of $A^{* *}$ into $B^{* *}$ which are not $w^{*}$-continuous exist, as may be seen in the following example. Let $\mathbb{\$ 8}$ be an infinite compact group and let $A=B$ be the group algebra of (8). Then by Lemma 3.8 of [3], $A^{* *}$ has a right identity $E$ which is not an identity. Define for $F \in A^{* *}, \psi(F)=E F$. Then $\psi(F G)=E F G=E F E G=\psi(F) \psi(G)$. However $\psi$ although bounded is not $w^{*}$-continuous. For let $G \in A^{* *}$ and let $\left\{x_{\alpha}\right\}$ be a net such that $w^{*}-\lim \pi x_{\alpha}=G$. Then if $\psi$ were $w^{*}$-continuous we would have $\psi(G)=\lim \psi\left(\pi x_{\alpha}\right)=\lim E \pi x_{\alpha}=\lim \pi x_{\alpha}=$ $G$. However, $\psi(G)=E G$ and $E G \neq G$ for some $G \in A^{* *}$.

We next turn to the question of extending homomorphisms from $A$ into certain quotient algebras of $B^{* *}$ in the case in which both $A$ and $B$ are commutative. We must first characterize the $w^{*}$-closed ideals of a second conjugate algebra.
3.5 Lemma. Let $A$ be a commutative Banach algebra. Let $\mathfrak{F}$ be a $w^{*}$-closed subspace of $A^{* *}$ and let $\Im_{0}=\left\{f \in A^{*} \mid F(f)=0, F \in \mathfrak{J}\right\}$. Then $\mathfrak{J}$ is an ideal of $A^{* *}$ if and only if $[G, f] \in \mathfrak{J}_{0}$ for all $G \in A^{* *}, f \in \Im_{0}$.

Proof. Since $\mathfrak{F}$ is $w^{*}$-closed, $\mathfrak{J}=\Im_{0}{ }^{\perp}$. Suppose $\mathfrak{F}$ is an ideal of $A^{* *}$. For any $F \in \mathfrak{F}, G \in A^{* *}$, and $f \in \Im_{0}, F G \in \Im$ and $F G(f)=0$. Therefore $F([G, f])=0$ for all $F \in \Im$, and so by definition $[G, f] \in \Im_{0}$. Suppose next that the stated condition holds. Let $F \in \Im$ and $G \in A^{* *}$. For any $f \in \Im_{0},[G, f] \in \Im_{0}$ and thus $F G(f)=F([G, f])=0$. Consequently $F G \in \Im_{0}{ }^{\perp}=\Im$ and $\mathfrak{F}$ is a right ideal. For any $x \in A, \pi x$ is in the center of $A^{* *}$, hence if $F \in \mathfrak{F}, \pi x F=F \pi x \in \Im$. Since $\pi A$ is $w^{*}$-dense in $A^{* *}$ and left multiplication is $w^{*}$-continuous [2], we see that $G F \in \Im$ for any $G \in A^{* *}$, and thus $\Im \mathfrak{F}$ is an ideal of $A^{* *}$.
3.6 Theorem. Let $A$ and $B$ be commutative Banach algebras. Let $\mathfrak{F}$ be a $w^{*}$-closed ideal of $B^{* *}$. Suppose that $\varphi$ is a bounded homomorphism of $A$ into the center of $B^{* *} / \Im$. Then there exists a $w^{*}$-closed ideal $\mathfrak{S}^{\prime}$ of $A^{* *}$ and a homomorphism $\psi$ of $A^{* *} / \mathfrak{S}^{\prime}$ into $B^{* *} / \mathfrak{\Im}$ such that if $\pi$ is the natural embedding of $A$ into $A^{* *}$, then $\psi\left(\pi x+\mathfrak{F}^{\prime}\right)=$ $\varphi(x), x \in A$.

Proof. Since $\mathfrak{J}$ is $w^{*}$-closed, $\mathfrak{F}=\Im_{0}^{\perp}$ where $\Im_{0}=\left\{f \in B^{*} \mid F(f)=0\right.$ for all $F \in \mathfrak{J}\}$. Let $\beta$ be the linear space isometric isomorphism of $\mathfrak{Y}_{0}{ }^{*}$ onto $B^{* *} / \Im$ defined for $F_{0} \in \Im_{0}^{*}$ by $\beta F_{0}=F+\mathfrak{F}$ where $F \in B^{* *}$ is an arbitrary extension of $F_{0}$. Define multiplication in $\Im_{0}^{*}$ so that $\beta$ (and thus $\beta^{-1}$ ) is an algebra isomorphism. For $f \in \Im_{0}$, define $\varphi_{*} f$ by $\varphi_{*} f(x)=$ $\left(\beta^{-1} \varphi(x)\right)(f), x \in A$. Then $\varphi_{*} f$ is linear and since $\varphi$ is bounded $\left\|\varphi_{*} f(x)\right\| \leqq\|\varphi\|\|x\|\|f\|$, and $\varphi_{*} f \in A^{*}$.

Let $\Im_{0}{ }^{\prime}$ be the $w^{*}$-closure of the range of $\varphi_{*}$, and let $\Im^{\prime}=\Im_{0}^{\prime}{ }^{\perp}$. Clearly $\Im^{\prime}$ is $w^{*}$-closed. We next show that $\mathfrak{I}^{\prime}$ is an ideal of $A^{* *}$. Let $f \in \mathfrak{F}_{0}$. Then for any $x, y \in A,\left\langle\varphi_{*} f, x\right\rangle(y)=\varphi_{*} f(x y)=\left(\beta^{-1} \varphi(x y)\right) f=$ $\left(\beta^{-1} \varphi(y x)\right)(f)$, since the range of $\varphi$ is commutative. Suppose that $\varphi(y)=$ $U+\mathfrak{J}$, and $\varphi(x)=V+\mathfrak{F}$ so that $\varphi(y x)=U V+\Im$. Then $\left(\beta^{-1} \varphi(x y)\right)(f)=$ $U V(f)=U([V, f])$. Since $f \in \Im_{0}$, and $\mathfrak{\Im}=\Im_{0}{ }^{\perp}$ is an ideal, $g=[V, f] \in \Im_{0}$ by Lemma 3.5. Hence $\left(\beta^{-1} \varphi(y x)\right)(f)=U(g)=\left(\beta^{-1} \varphi(y)\right)(g)=\varphi_{*} g(y)$, for all $y \in A$. We therefore have $\left\langle\varphi_{*} f, x\right\rangle=\varphi_{*} g$ and so $\left\langle\varphi_{*} f, x\right\rangle \in \mathfrak{J}_{0}^{\prime}$ for any $x \in A$ and $f \in \Im_{0}$. Suppose next that $g \in \Im_{0}{ }^{\prime}$, and $x \in A$. Say $g=$ $w^{*}-\lim \varphi_{*} f_{\alpha}$ with $f_{\alpha} \in \Im_{0}$. Then for $y \in A,\langle g, x\rangle(y)=g(x y)=\lim \mathscr{\varphi}_{*} f_{\alpha}(x y)=$ $\lim \left\langle\varphi_{*} f_{\alpha}, \mathrm{x}\right\rangle(y)$, and hence $\langle g, x\rangle=w^{*}-\lim \left\langle\varphi_{*} f_{\alpha}, x\right\rangle$. However, by the above, $\left\langle\mathscr{\varphi}_{*} f_{\alpha}, x\right\rangle \in \Im_{0}{ }^{\prime}$, and $\Im_{0}{ }^{\prime}$ is $w^{*}$-closed so $\langle g, x\rangle \in \Im_{0}{ }^{\prime}$ for any $g \in \Im_{0}{ }^{\prime}$ and $x \in A$.

Let $G \in A^{* *}$ and let $f \in \mathfrak{J}_{0}{ }^{\prime}$. Let $\left\{x_{\alpha}\right\}$ be a net in $A$ such that $w^{*}-\lim \pi x_{\alpha}=G$. Then $[G, f](x)=G(\langle f, x\rangle)=\lim \pi x_{\alpha}(\langle f, x\rangle)=\lim$ $\langle f, x\rangle\left(x_{\alpha}\right)=\lim f\left(x x_{\alpha}\right)=\lim f\left\langle x_{\alpha} x\right)=\lim \left\langle f, x_{a}\right\rangle(x)$ for $x \in A$. Consequently $[G, f]=w^{*}-\lim \left\langle f, x_{a}\right\rangle$, and is thus in $\Im_{0}{ }^{\prime}$ as $\Im_{0}{ }^{\prime}$ is $w^{*}$-closed. Hence, by Lemma 3.5, $\mathfrak{S}^{\prime}=\mathfrak{J}_{0}^{\prime \perp}$ is a $w^{*}$ closed ideal of $\mathrm{A}^{* *}$.

For $F \in A^{* *}$, define $\gamma F(f)=F\left(\mathcal{P}_{*} f\right)$ for $f \in \mathfrak{J}_{0}$. Clearly $\gamma F$ is a bounded linear functional on $\Im_{0}$, and so has an extension of the same norm which is an element of $B^{* *}$. We again denote the extension by $\gamma F$. Thus $\gamma$ is a bounded linear map from $A^{* *}$ into $B^{* *}$. Note that if $F_{1}-F_{2} \in \mathfrak{J}^{\prime}$ and $f \in \Im_{0}$, then $\gamma\left(F_{1}-F_{2}\right)(f)=\left(F_{1}-F_{2}\right)\left(\mathcal{P}_{*} f\right) 0$, and thus $\gamma F_{1}-\gamma F_{2} \in \mathfrak{F}$. Thus for any $F \in F_{0}+\mathfrak{F},\left\|\gamma F_{0}+\mathfrak{J}^{\prime}\right\|=\|\gamma F+\mathfrak{J}\| \leqq$ $\|\gamma F\| \leqq\|F\|\left\|\varphi_{*}\right\|$ and hence $\left\|\gamma F_{0}+\mathfrak{F}\right\| \leqq\left\|F_{0}+\mathfrak{\Im}^{\prime}\right\|\left\|\varphi_{*}\right\|$.

Define $\psi$ on $A^{* *} / \Im^{\prime}$ by $\psi\left(F+\Im^{\prime}\right)=\gamma F+\Im$. By the above, we see that $\psi$ is a bounded linear mapping of $A^{* *} / \Im^{\prime}$ into $B^{* *} / \mathfrak{Y}$. Also for $x \in A, \psi\left(\pi x+\Im^{\prime}\right)=\gamma \pi x+\mathfrak{J}$. Since $\gamma \pi x(f)=\pi x\left(\mathcal{P}_{*} f\right)=\varphi_{*} f(x)=$ $\left(\beta^{-1} \varphi(x)\right)(f)$ for $f \in \Im_{0}, \gamma \pi x-\beta^{-1} \varphi(x) \in \Im$, and $\psi(\pi x+\Im)^{\prime}=\varphi(x)$.

Thus all that remains is to see that $\psi$ satisfies the required multiplicative property of a homomorphism. Let $F, G \in A^{* *}$. To see that $\psi(F G)=\psi(F) \psi(G)$, we must show that for $f \in \mathfrak{\Im}_{0},\{\gamma(F) \gamma(G)-\gamma(F G)\}(f)=\mathbf{0}$. Since $\{\gamma(F) \gamma(G)-\gamma(F G)\}(f)=\gamma(F)([\gamma(G), f])-F G\left(\mathscr{P}_{*} f\right)=F\left(\mathscr{P}_{*}[\gamma(G), f]-\right.$ $\left[G, \varphi_{*} f\right]$ ), it suffices if we show that $\varphi_{*}[\gamma(G), f]-\left[G, \varphi_{*} f\right]=0$. Let $x, y \in A$ and suppose that $\varphi(x)=U+\Im, \varphi(y)=V+\Im$, and thus $\varphi(x y)=$ $\varphi(y x)=V U+\Im$. It follows that $\left\langle\varphi_{*} f, x\right\rangle(y)=\varphi_{*} f(x y)=V U(f)=V([U, f])$. Now, since $f \in \Im_{0},[U, f] \in \Im_{0}$ by Lemma 3.5. We therefore have $\langle\varnothing . . f . x\rangle(y)=$
$\mathscr{\varphi}_{*}[U, f](y)$ for all $y \in A$, and consequently $\left\langle\varphi_{*} f, x\right\rangle=\varphi_{*}[U, f]$. Thus $\left[G, \varphi_{*} f\right](x)=G\left(\left\langle\varphi_{*} f, x\right\rangle\right)=G\left(\varphi_{*}[U, f]\right)=\gamma G([U, f]=(\gamma G) U(f)$. On the other hand, $\varphi_{*}[\gamma G, f](x)=U([\gamma G, f])=U \gamma G(f)$. Since under our hypothesis $\varphi(x)=U+\mathfrak{F}$ is in the center of $B^{* *} / \mathfrak{Y}, U \gamma G(f)=(\gamma G) U(f)$ for $f \in \mathfrak{Y}_{\circ}$ and we have the desired result.

It should be noted that the ideal $\Im^{\prime}$ in general is dependent on the homomorphism $\varphi$. Two instances should be noted where this is not the case. The first, when $\mathfrak{\Im}=0$, has already been treated in the discussion of $w^{*}$-continuous extensions of homomorphisms of $A$ into the center of $B^{* *}$. The other is the following.
3.7 Theorem. Let $A$ and $B$ be commutative Banach algebras. Let $\Phi$ be a homomorphism of $A$ into $B^{* *} / \vartheta^{\perp}(B)$. Then there is a homomorphism $\psi$ of $A^{* *} \mathfrak{Y}^{\perp}(B)$ such that $\psi\left(\pi x+\mathcal{Y}^{\perp}\right)=\varnothing(x)$.

Proof. If in the proof of Theorem 3.6, $\mathfrak{\Im}_{0}=\mathfrak{y}(B)$, it follows from Lemma 3.6 of [3] that for any $f \in \Im_{0}$ which is a multiplicative linear functional on $B$, that $\mathscr{P}_{*} f$ is a multiplicative linear functional on $A$. Hence, the norm closure of the range of $\varphi_{*}$ is contained in $\geqslant(A)$. In view of Lemma 3.6 of [3], the subspace $\mathfrak{Y}^{\perp}(A)$ is a $w^{*}$-closed ideal of $A^{* *}$, and if used in the role of $\mathfrak{S}^{\prime}$ affords the same conclusion. Note that the homomorphism $\varphi$ is not postulated to be bounded or with range in the center of $B^{* *} / \vartheta^{\perp}(B)$. This is legitimate since in view of Theorem 3.7 of [3], $B^{* *} / \sum^{\perp}$ is automatically commutative and semi-simple, and thus $\varphi$ is automatically bounded.

If $A$ and $B$ are the group algebras of the compact groups ${ }^{(33}$ and $\mathfrak{K}$, then $A^{* *} / \mathfrak{y}^{\perp}(A)$ and $B^{* *} / \mathfrak{Y}^{\perp}(B)$ may be identified with the measure algebras $M(\mathfrak{S})$ and $M(\mathfrak{S})$ respectively by Theorem 3.18 of [3]. Thus Theorem 3.7 includes in the case of compact groups, the result of P. J. Cohen [4] quoted in the introduction.
4. Group algebras. Let $\mathfrak{C S}$ be a locally compact abelian group. As in $\S 3$, we denote the group algebra of $(\mathbb{B})$ by $L(\mathbb{B})$ and the algebra of finite regular Borel measures on $\mathbb{B}^{5}$ by $M(\mathbb{F})$. For notational purposes, it is also convenient to identify the character group $\mathfrak{B}$ of $\mathbb{C}$ with the subset of $L^{*}(\mathbb{S})$ consisting of the nonzero multiplicttive linear functional on $L(\mathbb{B})$. The topology of $\hat{\mathscr{B}}$ is then in agreement with the $w^{*}$-topology of $\mathfrak{C}$ as a subset of $L^{*}(\mathbb{C})$.

Suppose that $\mathfrak{W}$ is a locally compact abelian group. A continuous homomorphism $\nu$ of $\mathscr{B}$ into $\mathfrak{S}$ is called nonsingular if for every Borel set $E$ is $\mathfrak{S}$ with zero Haar measure, $\nu^{-1}(\mathfrak{E})$ is of zero Haar measure in $\mathfrak{F}$.

A complete characterization of all homomorphisms $\varphi$ of $L(\mathbb{G})$ into $M(\mathfrak{(})$ was given by P. J. Cohen [4]. He utilized the function $\varphi_{*}$ from $\hat{\mathfrak{N}}$ into $\{\hat{\mathbb{E}}, 0\}$ defined by $\varphi_{*} f(x)=\varphi(x)(f), x \in L(\mathbb{C}), f \in \hat{S}$.
4.1 Theorem. (P. J. Cohen) Let $\mathfrak{C S}$ and $\mathfrak{S}$ be tocally compact abelian groups, $\varphi$ a homomorphism of $L(\mathbb{F})$ into $M(\mathfrak{S}), \varphi_{*}$ the induced map of $\hat{\mathfrak{N}}$ into, $\{\hat{\mathscr{E}}, 0\}$. Then there are a finite number of sets $\Re_{i}$, which are cosets of open subgroups of $\hat{\mathfrak{E}}$, and continuous maps $\psi_{i}: \hat{\hat{R}}_{i} \rightarrow(\mathbb{E}$, such that

$$
\begin{equation*}
\psi_{i}(x+y-z)=\psi_{i}(x)+\psi_{i}(y)-\psi_{i}(z) \tag{4.1}
\end{equation*}
$$

for all $x, y$ and $z$ in $\Re_{i}$, with the following property: There is $a$ decomposition of $\hat{\mathfrak{S}}$ into the disjoint union of sets $\mathfrak{S}_{j}$, each lying in the Boolean ring generated by the sets $\mathfrak{\Re}_{i}$, such that on each $\mathfrak{S}_{j}, \varphi_{*}$ is either identically zero or agrees with some $\psi_{i}$, where $\mathfrak{S}_{j} \subset \Re_{i}$.

Conversely, for any map of $\hat{\mathfrak{E}}$ into $\{\hat{\mathfrak{E}}, 0\}$, there is a homomorphism of $L(\mathbb{G})$ into $M(\mathfrak{S})$ which induces it. The map $\rho$ carries $L(\mathbb{B})$ into


Suppse that the sets $\mathfrak{R}_{i}$ are cosets of the subgroups $\mathfrak{U}_{i}$ of $\hat{\mathfrak{S}}$. There is a closed subgroup $\mathfrak{S}_{i}$ of $\mathfrak{S}, \mathfrak{S}_{i}=\left\{h \in \mathfrak{S} \mid(h, \widehat{h})=1, \hat{h} \in \mathfrak{U}_{i}\right\}$, such that $\mathfrak{U}_{i}$ may be viewed [6, p. 130] as the character group of $\mathfrak{S} / \mathscr{S}_{i}$. Let $a_{i} \in \mathfrak{R}_{i}$, and define $\psi_{i}^{\prime}: \mathfrak{u}_{i} \rightarrow(\mathbb{S}$ by

$$
\begin{equation*}
\psi_{i}^{\prime}(x)=\psi_{i}\left(a_{i}+x\right)-\psi_{i}\left(a_{i}\right), \quad x \in \mathfrak{U}_{i} \tag{4.2}
\end{equation*}
$$

The condition (4.1) on $\psi_{i}$ is then equivalent to the assertion that $\psi_{i}{ }^{\prime}$ is a homomorphism of $\mathfrak{u}_{i}$ into $\hat{\mathfrak{E}}$, and $\psi_{i}^{\prime}$ is continuous along with $\psi_{i}$. We may also consider the dual homomorhism $\rho_{i}:\left(\mathbb{S} \rightarrow \hat{\mathfrak{u}}_{i}=\mathfrak{S} / \mathfrak{S}_{i}\right.$, defined dy

$$
\begin{equation*}
\left(\psi_{i}^{\prime}(x), g\right)=\left(x, \beta_{i}(g)\right), \quad x \in \mathfrak{H}_{i}=\left(\mathfrak{g} / \mathfrak{S}_{i}\right)^{\wedge}, g \in \mathfrak{C} . \tag{4.3}
\end{equation*}
$$

In view of the Cohen theorem, the homomorphism $\psi$ is determined by the sets $\mathscr{R}_{i}, \mathfrak{S}_{j}$ and the functions $\beta_{i}$. The notation introduced above will be used in the sequel without further comment. We also use the notation $\rho_{*}$ as the mapping of $L^{*}(\mathfrak{S})$ into $L^{*}(\mathfrak{S})$ which is defined by $\rho_{*} f(x)=\rho(x)(f), x \in L(\mathscr{S}), f \in L^{*}(\mathfrak{G})$, whenever $\rho$ is a bounded linear map of $L(\mathbb{(})$ into $L^{* *}(\mathfrak{S})$.
4.2 Lemma. Let $\lambda$ be a nonsingular homomorphism of ©5 into a locally compact abelian group $\Omega$. Then $\lambda$ induces a homomorphism $\rho$ of $L(\mathbb{(})$ into $L^{* *}(\Re)$ such that for $f \in \hat{\Re}, \rho_{*}(f)=f \circ \lambda$.

Proof. For $k \in L^{*}(\Re)$, define $\lambda_{*}(k)$ by

$$
\lambda_{*}(k)(\alpha)=k \circ \lambda(\alpha)
$$

$$
\alpha \in G
$$

We first must show that $\lambda_{*}$ is a well-defined bounded linear mapping of $L^{*}(\Omega)$ into $L^{*}(\mathbb{S})$. Suppose that $K_{1}$ and $K_{2}$ are two bounded Borel measurable functions on $\Re$ such that $k_{1}(\beta)=k_{2}(\beta)$ for almost all $\beta$ in $\Omega$. Let $\mathfrak{F}=\left\{\alpha \in \mathbb{B} \mid k_{1}(\lambda(\alpha)) \neq k_{2}(\lambda(\alpha))\right\}$. Then $\mathfrak{F}=\lambda^{-1}(\lambda(\mathfrak{F}))$ and by the hypothesis
of non-singularity © has measure zero in (5). Since it is now immediate that $\left|\lambda_{*}(k)(\alpha)\right| \leqq\|k\|$ for almost all $\alpha$ in $\mathbb{E}$, it follows that $\lambda_{*}$ is a bounded linear map of $L^{*}(\Re)$ into $L^{*}(\mathbb{(})$.

For $x \in L(\mathbb{(})$, define $\rho(x)$ on $L^{*}(\Re)$ by

$$
\rho(x)(f)=\lambda_{*} f(x), \quad f \in L^{*}(\Re) .
$$

Clearly $\rho(x) \in L^{* *}(\Re)$, and $\rho$ is a bounded linear mapping from $L(\mathbb{S})$ into $L^{* *}(\Omega)$, and $\rho_{*} f=f \circ \lambda$.

We next show that $\rho$ satisfies the multiplicative condition for a homomorphism. Let $x, y \in L(\mathbb{S})$ and $f \in L^{*}(\Re)$. Then

$$
\begin{aligned}
\rho(x y)(f)=\lambda_{*} f(x y) & =\int_{\mathfrak{G}} \lambda_{*} f(\alpha) \int_{\mathscr{G}} x(\beta) y(\alpha-\beta) d \beta d \alpha \\
& \left.=\int_{\mathfrak{G}} \int_{\mathfrak{G}} f(\lambda)(\alpha)\right) x(\beta) y(\alpha-\beta) d \beta d \alpha \\
& =\int_{\mathfrak{F}} \int_{\mathfrak{G}} f(\lambda(\alpha+\beta)) x(\beta) y(\alpha) d \beta d \alpha .
\end{aligned}
$$

For any $z \in L(\Re)$, and $\delta \in \Re$, it is easily seen [3] that $\langle f, z\rangle(\delta)=$ $\int_{\Omega} f(z+\delta) z(\gamma) d \gamma$. Therefore,

$$
\begin{aligned}
{[\rho(y), f](z) } & =\rho(y)(\langle f, z\rangle)=\lambda_{*}\langle f, z\rangle(y)=\int_{\mathscr{F}} \lambda_{*}\langle f, z\rangle(\alpha) y(\alpha) d \alpha \\
& =\int_{\mathscr{F}}\langle f, z\rangle(\lambda(\alpha)) y(\alpha) d \alpha=\int_{\mathscr{F}} \int_{\mathscr{F}} f(\gamma+\lambda(\alpha)) z(\gamma) y(\alpha) d \gamma d \alpha
\end{aligned}
$$

Since the order of integration may be reversed, we see that for $\gamma \in \Re$, $[\rho(y), f](\gamma)=\int_{\mathscr{G}} f(\gamma+\lambda(\beta)) y(\beta) d \beta$. Hence,

$$
\begin{array}{r}
\rho(x) \rho(y)(f)=\rho(x)([\rho(y), f])=\lambda_{*}[\rho(y), f](x)=\int_{\mathscr{G}} \lambda_{*}[\rho(y), f](\alpha) x(\alpha) d \alpha \\
=\int_{\mathscr{F}}[\rho(y), f](\lambda(\alpha)) x(\alpha) d \alpha=\int_{\mathscr{G}} \int_{\mathscr{G}} f\left(\lambda(\alpha)+\lambda^{\prime}(\beta)\right) y(\beta) x(\alpha) d \beta d \alpha
\end{array}
$$

Since we thus have $\rho(x y)(f)=\rho(x) \rho(y)(f)$, for all $f \in L^{*}(K), \rho$ is a homomorphism.
4.3 Theorem. Let (5) and $\mathfrak{S}$ be locally compact abelian groups, with $\mathfrak{F}$ compact. Let $\varphi$ be a homomorphism of $L(\mathbb{S})$ into $M(\mathfrak{F})$. Let $M(\mathfrak{F})$ be regarded as $L^{* *}(\mathfrak{F}) / \mathfrak{Y}^{\perp}(\mathfrak{F})$, and let $\theta$ be the natural mapping of $L^{* *}(\mathfrak{l})$ onto $L^{* *}(\mathfrak{l}) / \mathfrak{Y}{ }^{\perp}(\mathfrak{S})$. Then if each homomorphism $\beta_{i}$, determined by $\varphi$, is nonsingular, there is a homomorphism $\rho$ of $L(\mathbb{S})$ into $L^{* *}(\mathfrak{F})$ such that $\varphi=\theta \circ \rho$.

Proof. The justification for considering $M(\mathfrak{K})$ as $\left.L^{* *}(\mathfrak{F}) / \mathfrak{Y}\right)^{\perp}(\mathfrak{K})$ is

Theorem 3,18 of [3].
If $\varphi_{*}(f)=0$ for all $f \in \mathfrak{S}_{j}$, define $\rho_{j}: L(\mathfrak{G}) \rightarrow L^{* *}(\mathfrak{W})$ by $\rho_{j}(x)=$ $0, x \in L(\mathbb{S})$.

Suppose that $\mathfrak{S}_{j} \subset \mathfrak{\Re}_{i} \subset \hat{\mathfrak{N}}$, and $\varphi_{*}(f)=\psi_{i}(f)$ for $f \in \mathscr{S}_{j}$. In view of (4.1), the homomorphism $\psi_{i}^{\prime}$ of $U_{i}$ into $\widehat{G}$ may be defined by $\psi_{i}{ }^{\prime}(k)=$ $\psi_{i}\left(k+k_{i}\right)-\psi_{i}\left(k_{i}\right)$ for an arbitrary $k_{i} \in \Im_{j}$. The dual homomorphism $\beta_{i}$ of $\mathfrak{C b}$ into $\mathfrak{S}_{2} / \mathfrak{S}_{i}$ is by hypothesis nonsingular. Thus by Lemma 4.2, there is a homomorphism $\rho_{j}{ }^{\prime}$ of $L(G)$ into $L^{* *}\left(\mathfrak{S}_{2} / \mathfrak{S}_{i}\right)$ such that $\rho_{j *}{ }^{\prime}(k)=k \circ \beta_{i}$, for $k \in\left(\mathfrak{S}_{\mathcal{E}} / \mathfrak{S}_{i}\right)^{\wedge}=\mathfrak{U}_{i}$.

For $f \in L\left(\mathfrak{S}_{2} / \mathfrak{S}_{i}\right)$ define $\theta_{i}(f)$ on $\mathfrak{S}$ by $\theta_{i}(f)(\beta)=f\left(\beta+\mathfrak{S}_{i}\right)$. Suppose that the Haar measure on $\mathfrak{S}_{i}$ is normalized so that the measure of $\mathfrak{S}_{i}$ is one. The formula relating integration on a group with that on a quotient group shows that $\theta_{i}$ is an isometric isomorphism of $L\left(\mathfrak{S}_{1} / \mathscr{F}_{i}\right)$ into $L(\mathfrak{S})$. Thus by Theorem 6.1 of [3], $\theta_{i}{ }^{* *}$ is a homomorphism of $L^{* *}\left(\mathfrak{S}_{2} / \mathfrak{S}_{i}\right)$ into $L^{* *}(\mathfrak{Y})$. Also for any $u \in L\left(\mathfrak{S}_{\mathcal{C}} / \mathfrak{S}_{i}\right)$, and $f \in L^{*}(\mathfrak{l})$,

$$
\begin{aligned}
\theta_{i}^{*} f(u) & =f\left(\theta_{i} u\right)=\int_{\mathfrak{5}} f(\beta) \theta_{i}(u)(\beta) d \beta \\
& =\int_{\mathfrak{F}_{\varepsilon}, \mathfrak{F}_{i}} \int_{\mathfrak{F}_{i}} f(\beta+\gamma) \theta_{i}(u)(\beta+\gamma) d \gamma d \dot{\beta}
\end{aligned}
$$

where $d \dot{\beta}$ is the Haar measure on $\mathfrak{S} / \mathscr{S}_{i}$. Thus

$$
\theta_{i}^{*} f(u)=\int_{\mathfrak{E}_{1} / \mathfrak{E}_{i}} u(\dot{\beta}) \int_{\mathfrak{E}_{i}} f(\beta+\gamma) d \gamma d \dot{\beta},
$$

and we conclude that $\theta_{i}{ }^{*} f(\dot{\beta})=\int_{\mathfrak{F}_{i}} f(\beta+\gamma) d \gamma$.
It is well known that in a group algebra the pointwise multiplication by a character is an automorphism of the algebra. We next show that the same situation prevails in the second conjugate algebra of a group algebra. Let $\mathfrak{I}$ be a locally compact abelian group and define, for $\eta \in \hat{\mathfrak{I}}, \eta \circ g$ and $\eta \circ g$ by pointwise multiplication on $\mathfrak{I}$ if $x \in L(\mathfrak{T})$ and $g \in L^{*}(\mathfrak{T})$. Define $\eta \circ G(g)=G(\eta \circ g)$ for $G \in L^{* *}(\mathfrak{T})$. Clearly the map $G \rightarrow \eta \circ G$ is a one-to-one bounded linear map of $L^{* *}(\mathfrak{T})$ onto itself. Let $F, G \in L^{* *}(\mathfrak{T})$ and $g \in L^{*}(\mathfrak{T})$. It remains for us to show that $(\eta \circ F)(\eta \circ G)(g)=\eta \circ(F G)(g)$. Since $(\eta \circ F)(\eta \circ G)(g)=\eta \circ F([\eta \circ G, g])=$ $F(\eta \circ[\eta \circ G, g])$, while $\eta \circ(F G)(g)=F G(\eta \circ g)=F([G, \eta \circ g])$, it suffices if we show that for all $x \in L(\mathfrak{T}), \eta \circ[\eta \circ G, g](x)=[G, \eta \circ g](x)$. Now $\eta \circ[\eta \circ G, g](x)=$ $[\eta \circ G, g](\eta \circ x)=\eta \circ G(\langle g, \eta \circ x\rangle)=G(\eta \circ\langle g, \eta \circ x\rangle)$, while $[G, \eta \circ g](x)=G(\langle\eta \circ g, x\rangle)$, so it suffices if we show that for all $y \in L(\mathfrak{T}), \eta \circ\langle g, \eta \circ x\rangle(y)=\langle\eta \circ g, x\rangle(y)$. Since $\eta \circ\langle g, \eta \circ x\rangle(y)=g((\eta \circ x)(\eta \circ y))=g(\eta \circ x y)=\eta \circ g(x y)=\langle\eta \circ g, x\rangle(y)$, the original assertion follows.

Define the mapping $\rho_{j}$ by

$$
\begin{equation*}
\rho_{j}(x)=k_{i}^{-1} \circ \theta_{i}^{* *} \rho_{j}^{\prime}\left(\psi_{i}\left(k_{i}\right) \circ x\right), \quad x \in L(\mathbb{8}), \tag{4.4}
\end{equation*}
$$

where the dot at each occurrence indicates multiplication of the appropriate functions. Since $k_{i} \in \widehat{\mathfrak{N}}$, and $\psi_{i}\left(k_{i}\right) \in \widehat{\mathscr{S}}, \rho_{j}$ is a composite of four homomorphisms and is thus a homomorphism of $L(\mathbb{S})$ and $L^{* *}(\mathfrak{F})$.

Suppose that $f \in \mathfrak{S}_{j} \subset \Re_{i}$, so that $\mathscr{P}_{*} f=\psi_{i} f$. Since $\Re_{i}$ is a coset of $\mathfrak{U}_{i}$, there is a $k \in \mathfrak{U}_{i}$ such that $f=k_{i}+k$. We use the same notation for $k$ when it is viewed as a member of $\left(\mathscr{S}_{2} / \mathscr{S}_{i}\right)^{\wedge}$. For any $x \in L(\mathbb{C})$, $\rho_{j *} f(x)=\rho_{j}(x)(f)=k_{i}^{-1} \circ \theta_{i}^{* *} \rho_{j}^{\prime}\left(\psi_{i}\left(k_{i}\right) \circ x\right)(f)=\theta_{i}{ }^{* *} \rho_{j}^{\prime}\left(\psi_{i}\left(k_{i}\right) \circ x\right)(k)=$ $\rho_{j}^{\prime}\left(\psi_{i}\left(k_{i}\right) \circ x\right) \theta_{i}{ }^{*}(k)$. From the formula obtained earlier for $\theta_{i}{ }^{*}$, it is immediate that $\theta_{i}{ }^{*}$ simply transfers $k$ from being viewed as a member of $\mathfrak{u}_{i} \subset \hat{\mathfrak{N}}$, to being viewed as a member of $\left(\mathfrak{S} / \mathfrak{S}_{i}\right)^{\wedge} \subset L^{*}\left(\mathfrak{S} / \mathfrak{S}_{i}\right)$. Thus

$$
\begin{aligned}
\rho_{j *} f(x) & =\rho_{j}^{\prime}\left(\psi_{i}\left(k_{i}\right) \circ x\right)(k)=\int_{\mathscr{S}} \rho_{j}^{\prime}(k)(\alpha) \psi_{i}\left(k_{i}\right)(\alpha) x(\alpha) d \alpha \\
& =\int_{\mathscr{S}}\left(k, \beta_{i}(\alpha)\right) \psi_{i}\left(k_{i}\right)(\alpha) x(\alpha) d \alpha=\int_{\mathscr{G}}\left(\psi_{i}^{\prime}(k), \alpha\right) \psi_{i}\left(k_{i}\right)(\alpha) x(\alpha) d \alpha,
\end{aligned}
$$

by use of (4.3). Thus by use of the definition of $\psi_{i}^{\prime}$ in terms of $k_{i}$, we have

$$
\begin{aligned}
\rho_{j^{*}} f(x) & =\int_{\mathscr{G}}\left(\psi_{i}\left(k+k_{i}\right)-\psi_{i}\left(k_{i}\right), \alpha\right)\left(\psi_{i}\left(k_{i}\right), \alpha\right) x(\alpha) d \alpha \\
& =\int_{\mathfrak{G}}\left(\psi_{i}(f), \alpha\right) x(\alpha) d \alpha=\int_{\mathfrak{G}} \Phi_{*} f(\alpha) x(\alpha) d \alpha .
\end{aligned}
$$

We therefore conclude that $\rho_{j^{*}} f(x)=\varphi_{*} f(x)$ for all $x \in L(\mathbb{G})$ or that $\rho_{i^{*}} f=\varphi_{*} f$ for $f \in \mathfrak{S}_{i}$.

Now, by the Cohen theorem, $\hat{\mathscr{S}}$ is the disjoint union of the sets $\mathfrak{S}_{j}$. The characteristic function of $\mathfrak{S}_{j}$ is then the Fourier transform of an idempotent measure in $M(\mathfrak{C})=L^{* *}(\mathfrak{l}) / \mathfrak{Y} \perp(\mathfrak{C})$. Let $F_{j}$ be any member of $L^{* *}(\mathfrak{g})$ such that $\theta F_{j}$ is the Fourier transform of the characteristic function of $\mathfrak{S}_{j}$. Then $F_{j}^{2}-F_{j} \in \mathfrak{Y} \perp(\mathfrak{F})$. Now, Theorem 3.15 of [3] states that $\mathfrak{Y}^{\perp}(\mathfrak{F})$ is the radical of $L^{* *}(\mathfrak{F})$, and therefore Theorem 2.3.9 of [5] yields $E_{j} \in L^{* *}(\mathfrak{g})$ such that $E_{j}^{2}=E_{j}$ and $\theta E_{j}=\theta F_{j}$.

We next show that if $i \neq j$, then $E_{i} F E_{j}=0$ for any $F \in L^{* *}(\mathfrak{G})$. Suppose that $f \in \hat{\mathscr{S}}$, then Lemma 3.6 of [3] yields

$$
E_{i} F E_{j}(f)=E_{i}(f) F(f) E_{j}(f)
$$

For $f \in \hat{\mathscr{S}}, E_{k}(f)=F_{k}(f)=\chi\left(\Im_{k}\right)(f)$, where $\chi\left(\mathscr{S}_{k}\right)$ is the characteristic function of $\mathfrak{S}_{k}$. Thus since $S_{i}$ and $S_{j}$ are disjoint $E_{i} F E_{j}(f)=0$. Hence $E_{i} F E_{j} \in \mathfrak{Y}^{\perp}$, the radical of $L^{* *}(\mathfrak{Y})$. For a compact group $\mathfrak{K}$, the radical is also the right annihilator of $L^{* *}(\mathfrak{S})$ by Theorem 3.5 of [3]. Thus since $E_{i}=E_{i}^{2}, E_{i} F E_{j}=E_{i}\left(E_{i} F E_{j}\right)=0$.

Let $\rho$ be defined on $L(\mathbb{S})$ by

$$
\rho(x)=E_{1} \rho_{1}(x) E_{1}+\cdots+E_{r} \rho_{r}(x) E_{r}, \quad x \in L(\mathbb{S}),
$$

where $\hat{\mathfrak{H}}=\mathfrak{S}_{1} \cup \cdots \cup \mathfrak{S}_{r}$. Clearly $\rho$ is a bounded linear transformation of $L(\mathbb{S})$ into $L^{* *}(\mathfrak{S})$, and to see that $\rho$ is a homomorphism it suffices if
we show that $E_{i} \rho_{i}(x y) E_{i}=E_{i} \rho_{i}(x) E_{i} \rho_{i}(y) E_{i}$. The latter equality is ertablished by an identical argument to that used above to show $E_{i} F E_{j}=$ 0 for $i \neq j$. Thus $\rho$ is a homomorphism of $L(\mathbb{S})$ into $L^{* *}(\mathfrak{S})$.

To see that $\theta \circ \rho=\rho$, it suffices if we show that $\varphi_{*}(f)=$ $(\theta \circ \rho)_{*}(f)$ for $f \in \hat{\mathfrak{S}}$. Suppose that $f \in \mathfrak{S}_{k}$. Then for $x \in L(\mathbb{S}),(\theta \circ \rho)_{*}(f)(x)=$ $\theta \circ \rho(x)(f)=E_{k} \rho_{k}(x) E_{k}(f)$, since $E_{i}(f)=0$ if $i \neq k$. Thus $(\theta \circ \rho)_{*}(f)(x)=$ $\rho_{k}(x)(f)=\varphi_{*} f$ as was shown earlier.
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# ASYMPTOTIC DECAY OF SOLUTIONS OF DIFFERENTIAL INEQUALITIES 

Paul J. Cohen and Milton Lees ${ }^{\dagger}$

1. Introduction. Let $A$ be an operator in a Hilbert space $H$, and let $u(t), 0 \leqq t<\infty$ be a strongly continuously differentiable function of $t$ with values in $H$ such that $A u(t)$ is continuous. We say that $u(t)$ has property $S$ if, as $t \rightarrow \infty$, it cannot vanish faster than every exponential, unless identically zero. A sufficient condition for all solutions of the abstract differential inequality

$$
\begin{equation*}
\left\|\frac{d u}{d t}-A u\right\| \leqq \phi(t)\|u\|, \quad 0 \leqq t<\infty \tag{1.1}
\end{equation*}
$$

to have property $S$ was determined by P. D. Lax [1]. The required condition is that there exists an infinite sequence of lines parallel to the imaginary axis whose abcissae $\lambda_{n}$ tend to $-\infty$ and on which the resolvent operator $(A-\lambda)^{-1}$ is uniformly bounded by some constant $d^{-1}$, and that $\sup \phi(t)<d$.

In this paper we give another sufficient condition for all of the solutions of (1.1) to have property $S$. We require that the operator $A$ be symmetric, i.e., $(A u, v)=(u, A v)$, for all $u$ and $v$ in the domain of $A$, and that the function $\phi(t)$ be continuous and in $L^{p}(0, \infty)$, for some $p$ in $1 \leqq p \leqq 2$. Actually, under these conditions, we prove a slightly stronger result; namely, that there exist constants $K>0$ and $\mu$ such that the non-trivial solutions of (1.1) satisfy $\|u(t)\| \geqq K e^{\mu t}$.

The restriction in Lax's result on the size of $\phi(t)$ cannot be lessened in general. For in the contrary case he constructed a solution of (1.1) that, as $t \rightarrow \infty$, behaves like $\exp \left(-b t^{2}\right), b$ being a positive linear function of $\sup \phi(t)$. It is therefore natural to ask whether there exist solutions of (1.1) which, as $t \rightarrow \infty$, tend to zero faster than $\exp \left(-\lambda t^{2}\right)$, for every $\lambda>0$. We shall show that, at least for symmetric operators, this is only rossible for the trivial solution. More generally, we obtain results that relate the rate of decay at infinity of the solutions of (1.1) to the asymptotic behavior of the function $\phi(t)$.

In the final portion of this paper we derive similar results for solutions of concrete parabolic differential inequalities. Results concerning the asymptotic behavior of solutions of parabolic partial differential ine-

[^9]qualities have been obtained recently by M. H. Protter [2].
2. The estimate from below. Throughout this paper $A$ will denote a symmetric operator in a Hilbert space $H$, and $u(t)$ will denote a strongly continuously differentiable function defined for $0 \leqq t<\infty$ with values in $H$ such that $A u(t)$ to continuous. We shall also assume that $\phi(t)$ is a positive continuous function belonging to $L^{p}(0, \infty)$, for some $p$ in the interval $1 \leqq p \leqq 2$.

Theorem 1. If $u(t)$ is a solution of the abstract differential inequality

$$
\begin{equation*}
\left\|\frac{d u}{d t}-A u\right\| \leqq \phi(t)\|u\|, \quad 0 \leqq t<\infty \tag{2.1}
\end{equation*}
$$

and $u(0) \neq 0$, then there exists $K>0$ and $\mu$ such that

$$
\begin{equation*}
\|u(t)\| \geqq K e^{\mu t}, \quad 0 \leqq t<\infty \tag{2.2}
\end{equation*}
$$

The proof of Theorem 1 requires several lemmas concerning operators in finite-dimensional Hilbert spaces. Let $D$ be a symmetric operator in a finite-dimensional Hilbert space $F$. Since $F$ is finite-dimensional and $D$ is symmetric, there is no loss of generality in assuming that $D$ is in diagonal form.

For any real number $\lambda$ and any vector $v$ in $F$, denote by $P_{\lambda} v$ the projection of $v$ onto the subspace of $F$ spanned by those eigenvectors of $D$ whose eigenvalues are not less than $\lambda$. Since $D$ is in diagonal form, we have

$$
\begin{equation*}
\left(D P_{\lambda} v, P_{\lambda} v\right) \geqq \lambda\left\|P_{\lambda} v\right\|^{2} \tag{2.3}
\end{equation*}
$$

Similarly, if we define $R_{\lambda} v=v-P_{\lambda} v$, then

$$
\begin{equation*}
\left(D R_{\lambda} v, R_{\lambda} v\right) \leqq \lambda\left\|R_{\lambda} v\right\|^{2} \tag{2.4}
\end{equation*}
$$

Let $\rho$ be an arbitrary positive number, and define a sequence $\left\{t_{n}\right\}$ as follows: $t_{0}=0$, and $t_{n}$, for positive integers $n$, is determined from the relation

$$
\begin{equation*}
\int_{t_{n}}^{t_{n+1}} \phi(\eta) d \eta=\rho \tag{2.5}
\end{equation*}
$$

where $t_{n+1}=\infty$ if

$$
\int_{t_{n}}^{\infty} \phi(\eta) d \eta<\rho
$$

Lemma 1. Let $v(t), 0 \leqq t<\infty$, be a differentiable function of $t$ with values in $F$ such that

$$
\begin{equation*}
\left\|\frac{d v}{d t}-D v\right\| \leqq \phi(t)\|v\|, \quad 0 \leqq t<\infty . \tag{2.6}
\end{equation*}
$$

Assume that $v(0) \neq 0$ and that

$$
\begin{equation*}
\left\|P_{\lambda} v\left(t_{n}\right)\right\| \geqq\left\|R_{\lambda} v\left(t_{n}\right)\right\| \tag{2.7}
\end{equation*}
$$

Then there exists $\rho_{0}>0$ such that for all $\rho \leqq \rho_{0}$

$$
\begin{equation*}
2\left\|P_{\lambda} v\right\| \geqq\left\|R_{\lambda} v\right\|, \quad t_{n} \leqq t \leqq t_{n+1} \tag{2.8}
\end{equation*}
$$

Proof. The set $T=\left\{t: 2\left\|R_{\lambda} v\right\| \leqq\left\|P_{\lambda} v\right\|\right\}$ is closed, and the inequality (2.8) obviously holds for each $t$ in $T$. Thus it is sufficient to prove (2.8) for $t$ in $C T$, the complement of $T$. Since $C T$ is an open set of reals, it can be represented as a denumerable union of disjoint open intervals. Therefore it suffices to prove (2.8) for a generic open interval, $a<t<b$ say, forming this union.

We have

$$
\begin{equation*}
\left\|P_{\lambda} v(t)\right\|<2\left\|R_{\lambda} v(t)\right\|, \quad a<t<b \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{\lambda} v(a)\right\| \geqq\left\|R_{\lambda} v(a)\right\| . \tag{2.10}
\end{equation*}
$$

Since the space $F$ is finite dimensional, $D$ is a bounded operator (the bound for $D$ may depend on the dimension of $F$ ), and this implies that the inequality (2.6) can have only one solution with prescribed initial value $v(0)$. Thus $v(t)$ can never vanish since $v(0) \neq 0$. It follows now from (2.9) that $R_{\lambda} v(t)$ is nonzero in $a<t<b$, so that we can form the function

$$
\begin{equation*}
f(t)=\frac{\left\|P_{\lambda} v(t)\right\|^{2}}{\left\|R_{\lambda} v(t)\right\|^{2}} \tag{2.11}
\end{equation*}
$$

Differentiating $f(t)$, we find that

$$
\begin{align*}
\left\|R_{\lambda} v\right\|^{4} \frac{d f}{d t}= & 4\left\|R_{\lambda} v\right\|^{2} \operatorname{Re}\left(P_{\lambda} v, P_{\lambda} \frac{d v}{d t}\right)  \tag{2.12}\\
& -4\left\|P_{\lambda} v\right\|^{2} R e\left(R_{\lambda} v, R_{\lambda} \frac{d v}{d t}\right) .
\end{align*}
$$

Since $v(t)$ satisfies the inequality (2.6) and $P_{\lambda}$ and $R_{\lambda}$ are projections, we can write

$$
\begin{equation*}
P_{\lambda} \frac{d v}{d t}=D\left(P_{\lambda} v\right)+Q_{1} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\lambda} \frac{d v}{d t}=D\left(R_{\lambda} v\right)+Q_{2} \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|Q_{i}\right\| \leqq \phi(t)\|v\|, \tag{2.15}
\end{equation*}
$$

$$
(i=1,2)
$$

It follows from (2.13) and (2.15) that

$$
\operatorname{Re}\left(P_{\lambda} v, P_{\lambda} \frac{d v}{d t}\right) \geqq\left(P_{\lambda} v, D P_{\lambda} v\right)-\phi(t)\|v\|^{2} .
$$

Applying (2.3) to the first term on the right, we obtain

$$
\begin{equation*}
R e\left(P_{\lambda} v, P_{\lambda} \frac{d v}{d t}\right) \geqq \lambda\left\|P_{\lambda} v\right\|^{2}-\phi(t)\|v\|^{2} . \tag{2.16}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
R e\left(R_{\lambda} v, R_{\lambda} \frac{d v}{d t}\right) \leqq \lambda\left\|R_{\lambda} v\right\|^{2}+\phi(t)\|v\|^{2} . \tag{2.17}
\end{equation*}
$$

Entering the estimates (2.16) and (2.17) into the right side of (2.12), we find that

$$
\begin{equation*}
\left\|R_{\lambda} v\right\|^{4} \frac{d f}{d t} \geqq-8 \phi(t)\|v\|^{4} . \tag{2.18}
\end{equation*}
$$

Here we have made use of the inequalities $\left\|P_{\lambda} v\right\| \leqq\|v\|$ and $\left\|R_{\wedge} v\right\| \leqq$ $\|v\|$. It follows from (2.9) that

$$
\|v\|^{2}=\left\|P_{\lambda} v\right\|^{2}+\left\|R_{\lambda} v\right\|^{2} \leqq 5\left\|R_{\lambda} v\right\| .
$$

This inequality and (2.18) imply that

$$
\frac{d f}{d t} \geqq-200 \phi(t),
$$

and therefore

$$
\begin{equation*}
f(t) \geqq f(a)-200 \int_{a}^{t} \phi(\eta) d(\gamma) . \tag{2.19}
\end{equation*}
$$

Now, according to (2.10) and (2.11), $f(a) \geqq 1$. Therefore if we make use of (2.5), we conclude from (2.19) that

$$
\frac{\left\|P_{\lambda} v(t)\right\|^{2}}{\left\|R_{\lambda} v(t)\right\|^{2}} \geqq 1-200 \rho \geqq \frac{1}{4}
$$

provided that $800 \rho_{0}=3$. This completes the proof of the lemma.
Lemma 2. Let $v(t)$ satisfy the conditions of Lemma 1. If

$$
\begin{equation*}
\pi=\lambda-200 \rho\left(t_{n+1}-t_{n}\right)^{-1} \tag{2.20}
\end{equation*}
$$

then, for all $\rho \leqq \rho_{0}$,

$$
\begin{equation*}
\left\|P_{\pi} v\left(t_{n+1}\right)\right\| \geqq\left\|R_{\pi} v\left(t_{n+1}\right)\right\| . \tag{2.21}
\end{equation*}
$$

Proof. First, assume that

$$
\begin{equation*}
\left\|P_{\lambda} v(t)\right\| \leqq 2\left\|R_{\pi} v(t)\right\|, \quad t_{n}<t<t_{n+1} \tag{2.22}
\end{equation*}
$$

Setting

$$
\begin{equation*}
g(t)=\frac{\left\|P_{\lambda} v(t)\right\|^{2}}{\left\|R_{\pi} v(t)\right\|^{2}} \tag{2.23}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\left\|R_{\pi} v\right\|^{4} \frac{d g}{d t}= & 4\left\|R_{\pi} v\right\|^{2} R e\left(P_{\lambda} v, P_{\lambda} \frac{d v}{d t}\right)  \tag{2.24}\\
& -4\left\|P_{\pi} v\right\|^{2} R e\left(R_{\pi} v, R_{\pi} \frac{d v}{d t}\right) .
\end{align*}
$$

As in the proof of Lemma 1, we have

$$
\begin{equation*}
R e\left(R_{\pi} v, R_{\pi} \frac{d v}{d t}\right) \leqq \pi\left\|R_{\pi} v\right\|^{2}+\phi(t)\|v\|^{2} \tag{2.25}
\end{equation*}
$$

Inserting the estimates (2.16) and (2.25) into the right side of (2.24), we conclude that

$$
\begin{equation*}
\left\|R_{\pi} v\right\|^{4} \frac{d g}{d t} \geqq 4(\lambda-\pi)\left\|R_{\pi} v\right\|^{2}\left\|P_{\lambda} v\right\|^{2}-8 \phi(t)\|v\|^{2} \tag{2.26}
\end{equation*}
$$

Since $\left\|P_{\pi} v\right\| \geqq\left\|P_{\lambda} v\right\|$, (2.22) implies that $\|v\| \leqq 5\left\|R_{\pi} v\right\|^{2}$, which, when inserted into (2.21), yields

$$
\begin{equation*}
\frac{d g}{d t} \geqq 200 \rho_{0}\left(t_{n+1}-t_{n}\right)^{-1} \frac{\left\|P_{\lambda} v\right\|^{2}}{\left\|R_{\lambda} v\right\|^{2}}-200 \phi(t) \tag{2.27}
\end{equation*}
$$

Here we have employed the inequality $\left\|R_{\pi} v\right\| \leqq\left\|R_{\lambda} v\right\|$. By Lemma 1, $4\left\|P_{\lambda} v\right\|^{2} \geqq\left\|R_{\lambda} v\right\|^{2}$, so that we obtain from (2.27)

$$
\begin{equation*}
\frac{d g}{d t} \geqq 200 \rho_{0}\left(t_{n+1}-t_{n}\right)^{-1}-200 \phi(t) \tag{2.28}
\end{equation*}
$$

Finally, when we integrate (2.28) between $t_{n}$ and $t_{n+1}$ and apply (2.7) and (2.23) to the result, we obtain the desired inequality (2.21).

Now assume that there is a value of $t<t_{n+1}$ such that $\left\|P_{\lambda} v\right\|>2\left\|R_{\pi} v\right\| \cdot$ Let $\bar{t}$ be the last such value of $t$. If $\bar{t}=t_{n+1}$ there is nothing to prove, so we assume that $\bar{t}<t_{n+1}$. In this situation we have that

$$
\left\|P_{\lambda} v(t)\right\| \leqq 2\left\|R_{\pi} v(t)\right\|, \quad \bar{t}<t<t_{n+1}
$$

and

$$
\left\|P_{\pi} v(\bar{t})\right\| \geqq 2\left\|R_{\pi} v(\bar{t})\right\|
$$

The reasoning emplyed to prove Lemma 1 can now be used to establish the inequality

$$
\left\|P_{\pi} v(t)\right\| \geqq \frac{\sqrt{11}}{2}\left\|R_{\pi} v(t)\right\|, \quad \bar{t} \leqq t \leqq t_{n+1}
$$

which certainly implies (2.21).
From the sequence $\left\{t_{n}\right\}$ we form the series

$$
\sigma=\sum_{n=0}^{\infty}\left(t_{n+1}-t_{n}\right)^{-1}
$$

Our assumption that $\phi(t)$ belongs to $L^{p}(0, \infty)$, for some $p$ in the interval $1 \leqq p \leqq 2$, implies that $\sigma$ converges. This is clear when $p=1$ since in this case the series has only a finite number of nonzero terms. Assume that $1<p \leqq 2$. Applying Hölder's inequality to (2.5), we obtain the nequality

$$
\rho \leqq\left(\int_{t_{n}}^{t_{n+1}} \phi^{p}(\eta) d \eta\right)^{1 / p}\left(t_{n+1}-t_{n}\right)^{1 / q}
$$

where $p^{-1}+q^{-1}=1$. Therefore

$$
\left(t_{n+1}-t_{n}\right)^{-1} \leqq \rho^{-1}\left(\int_{t_{n}}^{t_{n+1}} \phi^{p}(\eta) d \eta\right)^{q / p}
$$

which, since $q \geqq p$, implies that $\sigma$ converges.
Also, we note here that our assumption that $\phi(t)$ belongs to $L^{p}(0, \infty)$, for some $p$ in the interval $1 \leqq p \leqq 2$, implies that there exist constants $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
\int_{0}^{t} \phi(\eta) d \eta \leqq C_{1} t+C_{2} \tag{2.29}
\end{equation*}
$$

From now on we shall assume that $\rho$ has the fixed value $\rho_{0}$.
Lemma 3. Let $v(t)$ satisfy the conditions of Lemma 1. If

$$
\begin{equation*}
\left\|P_{\lambda} v(0)\right\| \geqq\left\|R_{\lambda} v(0)\right\|, \tag{2.30}
\end{equation*}
$$

then

$$
\begin{equation*}
\|v(t)\| \geqq \frac{1}{2} e^{-\sigma_{2}}\|v(0)\| e^{\mu t}, \quad 0 \leqq t<\infty \tag{2.31}
\end{equation*}
$$

where $\mu=\lambda-200 \rho_{0} \sigma-3 C_{1}$.
Proof. Set $\lambda_{0}=\lambda-200 \rho_{0} \sigma$. We assert that

$$
2\left\|P_{\lambda_{0}} v(t)\right\| \geqq\left\|R_{\lambda_{0}} v(t)\right\|, \quad 0 \leqq t<\infty
$$

Let $t$ be arbitrary. Then for some $n, t_{n} \leqq t \leqq t_{n+1}$. It follows from (2.30), Lemma 1 and Lemma 2 that

$$
\begin{equation*}
2\left\|P_{\pi} v(t)\right\| \geqq\left\|R_{\pi} v(t)\right\|, \quad t_{n} \leqq t \leqq t_{n+1} \tag{2.33}
\end{equation*}
$$

Hence the inequality

$$
\left\|P_{\lambda_{0}} v\right\| \geqq\left\|P_{\pi} v\right\| \geqq \frac{1}{2}\left\|R_{\pi} v\right\| \geqq \frac{1}{2}\left\|R_{\lambda_{0}} v\right\|
$$

implies (2.32) for this particular value of $t$.
It follows from (2.32) that

$$
\begin{equation*}
\|v(t)\| \leqq 3\left\|P_{\lambda_{0}} v(t)\right\|, \quad 0 \leqq t<\infty \tag{2.34}
\end{equation*}
$$

Set $z(t)=P_{\lambda_{0}} v(t)$. Then by (2.34) $z(t)$ is a solution of the differential inequality

$$
\begin{equation*}
\left\|\frac{d z}{d t}-D z\right\| \leqq 3 \phi(t)\|z\|, \quad 0 \leqq t<\infty \tag{2.35}
\end{equation*}
$$

Differentiating $\|z\|^{2}$, and taking (2.35) into account, we get

$$
\begin{equation*}
\frac{d}{d t}\|z\|^{2}=2 \operatorname{Re}\left(z, \frac{d z}{d t}\right) \geqq 2 \operatorname{Re}(z, D z)-6 \phi(t)\|z\|^{2} \tag{2.36}
\end{equation*}
$$

Since $z(t)=P_{\lambda_{0}} v(t)$, it follows from (2.3) and (2.36) that

$$
\begin{equation*}
\frac{d}{d t}\|z\|^{2} \geqq\left(2 \lambda_{0}-6 \phi(t)\right)\|z\|^{2} \tag{2.37}
\end{equation*}
$$

Consequently, if we integrate (2.37), we obtain

$$
\|v(t)\|^{2} \geqq\|z(t)\|^{2} \geqq\|z(0)\|^{2} \exp \left[2 \int_{0}^{t}\left(\lambda_{0}-3 \phi(\eta) d \eta\right)\right] \geqq \frac{1}{4} e^{-\sigma_{2}}\|v(0)\|^{2} e^{2 \mu t}
$$

which is equivalent to (2.31).
To pass from the finite to the infinite dimentional case, we have to show that the cut-off parameter $\lambda$ can be selected independently of the dimension of the space $F$.

Lemma 4. Let $v(t)$ satisfy the conditions of Lemma 1. Then there exists a $\lambda$, depending only on $\|v(0)\|,\|v(1)\|$ and $\phi(t)$, such that

$$
\begin{equation*}
\left\|P_{\lambda} v(1)\right\| \geqq\left\|R_{\lambda} v(1)\right\| . \tag{2.38}
\end{equation*}
$$

Proof. Define $w(t)=v(1-t)$. Then $w(t)$ is a solution of the differential inequality

$$
\begin{equation*}
\left\|\frac{d w}{d t}+D w\right\| \leqq \phi(t)\|w\|, \quad 0 \leqq t<\infty \tag{2.39}
\end{equation*}
$$

If for some $\lambda$

$$
\left\|P_{\lambda} v(1)\right\|<\left\|R_{\lambda} v(1)\right\|
$$

then

$$
\begin{equation*}
\left\|P_{-\lambda} w(0)\right\|>\left\|R_{-\lambda} w(0)\right\| \tag{2.40}
\end{equation*}
$$

Applying Lemma 3 to (2.39) and (2.40), we find that

$$
\|v(0)\|=\|w(1)\| \geqq \frac{1}{2} e^{-\sigma_{2}}\|w(0)\| e^{m}
$$

where

$$
m=-\lambda-200 \rho_{0} \sigma-3 C_{1} .
$$

Hence

$$
\begin{equation*}
\lambda \geqq \log \left[\frac{2\|v(0)\|}{\|v(1)\|} e^{\sigma_{2}}\right]-200 \rho_{0}-3 C_{1} \tag{2.41}
\end{equation*}
$$

Thus if $\lambda$ is chosen smaller than the right side of (2.41), then the desired inequality (2.38) holds.
3. Proof of Theorem 1. Let $k$ be an arbitrary positive integer. Using the continuity of the derivative of $v(t)$, one can show that for any $\varepsilon>0$ there exists a $\delta=\delta(\varepsilon, k)>0$ such that

$$
\begin{equation*}
\left\|\frac{d}{d t} u(t)-\frac{u(t+h)-u(t)}{h}\right\|<\varepsilon \tag{3.1}
\end{equation*}
$$

for $|h|<\delta$ and $|t| \leqq k$.
We subdivide the interval $0 \leqq t \leqq k$ into equal subintervals of length $\Delta$, where $\Delta<\delta$, and

$$
\begin{equation*}
\|A u(t+h)-A u(t)\|<\varepsilon \tag{3.2}
\end{equation*}
$$

for $|h|<\Delta$. We assume that the point $t=1$ is included in the subdivision.

Let $G$ be the subspace of $H$ generated by $u(0), u(\Delta), u(24), \cdots, u(k)$. Let $A_{0}=E A$, where $E$ is the projection of $H$ onto the subspace $G$. Clearly, the operator $A_{0}$ restricted to the subspace $G$ is symmetric.

For any subdivision point $j \Delta$, we have

$$
\begin{equation*}
\left\|\frac{u((j+1) \Delta)-u(j \Delta)}{\Delta}-A_{0} u(j \Delta)\right\| \leqq\left(1+\frac{\varepsilon}{M}\right) \phi(j \Delta)\|u(j \Delta)\| \tag{3.3}
\end{equation*}
$$

where $M$ is the infimum of $\phi(t)\|u(t)\|$ for $0 \leqq t \leqq k$. Let $u_{0}(t)$ be equal
to $u(t)$ at the subdivision points and be linear in between. Note that $u_{0}(t)$ has its values in the finite-dimensional subspace $G$ of $H$.

It follows from (3.2) and (3.3) that

$$
\begin{equation*}
\left\|D_{+} u_{0}(t)-A_{0} u_{0}(t)\right\| \leqq\left(1+\frac{2 \varepsilon}{M}\right) \phi(j \Delta)\|u(j \Delta)\| \tag{3.4}
\end{equation*}
$$

where $D_{+}$denotes right differentiation, and $j \Delta \leqq t \leqq(j+1) \Delta$. By taking $\Delta$ sufficiently small and taking into account the continuity of $\phi(t)$, we obtain

$$
\begin{equation*}
\left\|D_{+} u_{0}-A_{0} u_{0}\right\| \leqq 2 \phi(t)\left\|u_{0}\right\|, \quad 0 \leqq t \leqq k \tag{3.5}
\end{equation*}
$$

By Lemma 4 , there is a $\bar{\lambda}=\bar{\lambda}(\|u(0)\|,\|u(1)\|, 2 \phi(t))$ such that

$$
\begin{equation*}
\left\|P_{\bar{\lambda}} u_{0}(1)\right\| \geqq\left\|R_{\bar{\lambda}} u_{0}(1)\right\| . \tag{3.6}
\end{equation*}
$$

Now we observe that the lemmas of the preceding section remain valid when $v(t)$ has a right derivative everywhere and is continuously differentiable, except at a finite number of points. Once this observation is made, we can conclude from (3.5), (3.6) and Lemma 3 that

$$
\left\|u_{0}(t)\right\| \geqq \frac{1}{2}\|u(1)\| \exp \left[\int_{1}^{t} \psi(\eta) d \eta\right], \quad 1 \leqq t \leqq k,
$$

where

$$
\psi(\eta)=\bar{\lambda}-400 \rho_{0} \sigma-6 \phi(\eta)
$$

Hence

$$
\left\|u_{0}(t)\right\| \geqq \bar{K} e^{\mu \bar{t}}, \quad 1 \leqq t \leqq k
$$

Letting $\Delta \rightarrow 0$, we conclude that

$$
\|u(t)\| \geqq \bar{K} e^{\bar{\mu} t}, \quad 1 \leqq t \leqq k,
$$

which is easily seen to imply the inequality (2.2) of Theorem 1.
In the proof of Theorem 1 we tacitly assumed that $u(t)$ never vanishes. The proof of this fact is easy. For let $t_{0}$ denote the first value of $t$ for which $u(t)$ is zero. Since $u(0) \neq 0, t_{0}>0$. According to Theorem 1, we have $\|u(t)\| \geqq K e^{\mu t}$, for $0 \leqq t<t_{0}$, which shows that $u(t)$ cannot possibly vanish at $t_{0}$.
4. An A priori inequality. In this section we derive an a priori inequality for a class of functions with a prescribed rate of decay at infinity.

Lemma 5. Let $\psi(t)$ belong to $L^{2}(0, a)$, for every $a>0$, and define

$$
\begin{equation*}
\beta(t)=\lambda \int_{0}^{t}(t-\eta) \psi^{2}(\eta) d \eta \tag{4.1}
\end{equation*}
$$

Let $U(t)$ be a strongly continuously differentiable mapping from $0 \leqq$ $t<\infty$ with values in $H$ such that $A U(t)$ is continuous. If the support of $U(t)$ is contained in $0<\varepsilon \leqq t<\infty$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|U(t)\| \exp \beta(t)=0 \tag{4.2}
\end{equation*}
$$

for every $\lambda>0$, then

$$
\begin{equation*}
\lambda \int_{0}^{\infty} e 2^{\beta(t)} \psi^{2}(t)\|U(t)\|^{2} d t \leqq \int_{0}^{\infty} e^{2 \beta(t)}\left\|\frac{d U}{d t}-A U\right\|^{2} d t \tag{4.3}
\end{equation*}
$$

provided that the left side is finite.
Proof. We may assume that $U(t)$ vanishes for all sufficiently large values of $t$. For in the general case we can approximate $U$ by the sequence $U_{n}(t)=\zeta_{n}(t) U(t), \zeta_{n}(t)$ being a $C^{\infty}$ function equal to one for $t \leqq n$, zero for $t \geqq n+1$ and $0 \leqq \zeta_{n} \leqq 1$ in between. As $n \rightarrow \infty$, the inequality (4.3) for $U_{n}$ goes over into (4.3) for $U$.

Now consider the integral

$$
I=\int_{0}^{\infty} e^{2 \beta(t)}\left\|\frac{d U}{d t}-A U\right\|^{2} d t
$$

If we make the transformation $U(t)=e^{-\beta(t)} V(t)$, then

$$
\begin{equation*}
I=\int_{0}^{\infty}\left\|\frac{d V}{d t}-A V-\frac{d \beta}{d t} V\right\|^{2} d t \tag{4.4}
\end{equation*}
$$

It follows from the elementary inequality

$$
(a-b)^{2} \geqq-2 a b
$$

and (4.4) that

$$
\begin{equation*}
I \geqq-2 \int_{0}^{\infty} R e\left(\frac{d V}{d t}, \frac{d \beta}{d t} V+A V\right) d t \tag{4.5}
\end{equation*}
$$

We have

$$
\begin{align*}
\int_{0}^{\infty}\left(\frac{d V}{d t}, \frac{d \beta}{d t} V\right) d t= & \int_{0}^{\infty} \frac{d}{d t}\left(V, \frac{d \beta}{d t} V\right) d t  \tag{4.6}\\
& -\int_{0}^{\infty}\left(V, \frac{d^{2} \beta}{d t^{2}} V+\frac{d \beta}{d t} \frac{d V}{d t}\right) d t
\end{align*}
$$

The first integral on the right vanishes since $V(t)$ has compact support. Hence

$$
\begin{equation*}
-2 \int_{0}^{\infty} \operatorname{Re}\left(\frac{d V}{d t}, \frac{d \beta}{d t} V\right) d t=\lambda \int_{0}^{\infty} e^{2 \beta(t)} \psi^{2}(t)\|U(t)\|^{2} d t \tag{4.7}
\end{equation*}
$$

In view of (4.5) and (4.7) it is sufficient to prove that

$$
\begin{equation*}
\int_{0}^{\infty} R e\left(\frac{d V}{d t}, A V\right) d t=0 \tag{4.8}
\end{equation*}
$$

Taking into account the symmetry of $A$, we have that

$$
\begin{equation*}
\left(\frac{d V}{d t}, A V\right)=\frac{d}{d t}(V, A V)-\left(\overline{\left.\frac{d V}{d t}, A V\right)}\right. \tag{4.9}
\end{equation*}
$$

the bar denoting complex conjugation. Therefore

$$
2 \operatorname{Re}\left(\frac{d V}{d t}, A V\right)=\frac{d}{d t}(V, A V)
$$

from which (4.8) follows directly by integration. This completes the proof of the lemma.
5. A special instance of Theorem 1. As a first application of Lemma 5, we give a direct proof of a slightly weaker version of Theorem 1 in the case that $\phi(t)$ belongs to $L^{2}(0, \infty)$.

Theorem 2. Let $u(t)$ be a solution of the abstract differential inequality

$$
\begin{equation*}
\left\|\frac{d u}{d t}-A u\right\| \leqq \phi(t)\|u\|, \quad 0 \leqq t<\infty \tag{5.1}
\end{equation*}
$$

where $\phi(t)$ belongs to $L^{2}(0, \infty)$. If

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\| e^{\lambda t}=0 \tag{5.2}
\end{equation*}
$$

for every $\lambda>0$, then $u$ has property $S$, i.e., it vanishes identically for $0 \leqq t<\infty$.

Proof. Since $\phi \in L^{2}(0, \infty)$, it follows from (4.1) that (we take $\psi=\phi$ )

$$
\beta(t) \leqq \lambda t \int_{0}^{\infty} \phi^{2}(\eta) d \eta .
$$

Therefore (5.2) implies that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\| \exp \beta(t)=0 \tag{5.3}
\end{equation*}
$$

for every $\lambda>0$. Let $\zeta(t)$ be a $C^{\infty}$ function equal to one for $0<2 \varepsilon \leqq t$, equal to zero for $0 \leqq t \leqq \varepsilon$ and $0 \leqq \zeta \leqq 1$ in between. Set $U(t)=\zeta(t) u(t)$. Because of (5.3) and the fact that

$$
\int_{0}^{\infty} \phi^{2}(t) e^{2 \beta(t)}\|U(t)\|^{2} d t<\infty
$$

all of the conditions of Lemma 5 are met, and therefore

$$
\begin{aligned}
\lambda \int_{2 \varepsilon}^{\infty} \phi^{2}(t) e^{i \beta(t)}\|u(t)\|^{2} d t \leqq & \int_{\varepsilon}^{2 \varepsilon} e^{2 \beta(t)}\left\|\frac{d U}{d t}-A U\right\|^{2} d t \\
& +\int_{2 \varepsilon}^{\infty} \phi^{2}(t)\|u(t)\|^{2} d t
\end{aligned}
$$

If $\lambda \geqq 2$ then

$$
\begin{equation*}
\int_{38}^{\infty} \phi^{2}(t) e^{2 \beta(t)}\|u(t)\|^{2} d t \leqq \int_{\varepsilon}^{2 \varepsilon} e^{2 \beta(t)}\left\|\frac{d U}{d t}-A U\right\|^{2} d t \tag{5.4}
\end{equation*}
$$

Using the monotonic character of $\beta(t)$, we get from (5.5) that
(5.5) $\quad \int_{3 \varepsilon}^{\infty} \phi^{2}(t)\|u(t)\|^{2} d t \leqq \exp [\beta(2 \varepsilon)-\beta(3 \varepsilon)] \int_{\varepsilon}^{2 \varepsilon}\left\|\frac{d U}{d t}-A U\right\|^{2} d t$.

Since $\beta(2 \varepsilon)-\beta(3 \varepsilon) \rightarrow-\infty$ as $\lambda \rightarrow \infty$, it follows from (5.5) that

$$
\int_{3 \varepsilon}^{\infty} \phi^{2}(t)\|u(t)\|^{2} d t=0
$$

Therefore $u(\mathrm{t})=0$ for $t \geqq 3 \varepsilon$. Since $\varepsilon$ is arbitrary, $u(t)$ vanishes identically for $0 \leqq t<\infty$.

In much the same way we can prove the following result for bounded $\phi$.

Theorem 3. Let $u(t)$ be a solution of the abstract differential inequality (5.1), where $\phi(t) \leqq$ const. If

$$
\lim _{t \rightarrow \infty}\|u(t)\| \exp \left(\lambda t^{2}\right)=0
$$

for every $\lambda>0$, then $u(t)$ vanishes identically.
More generally, we have the
Theorem 4. Let $u(t)$ be a solution of the abstract differential inequality (5.1). Assume that $\phi(t)$ belong to $L^{2}(0, a)$ for every $a>0$, and

$$
\phi^{2}(t) \leqq \exp \left[\lambda \int_{0}^{t}(t-\eta) \phi^{2}(\eta) d \eta\right]
$$

for all sufficiently large $t$ and $\lambda$. If

$$
\lim _{t \rightarrow \infty}\|u(t)\| \exp \beta(t)=0
$$

for every $\lambda>0$, then $u(t)$ vanishes identically.
6. Parabolic differential inequalities. Let $G$ be a bounded domain in the real Euclidean $n$-space $R^{n}$. For two real functions $u(x)$ and $v(x)$
belonging to $L^{2}(G)$ we denote by

$$
(u, v)=\int_{G} u(x) v(x) d x
$$

their real scalar product and by $\|u\|_{0}=(u, u)^{1 / 2}$ the associated norm. Let $H_{1}^{0}(G)$ denote the closure of $C_{0}^{\infty}(G)$, the $C^{\infty}$ functions on $G$ with compact support in $G$, relative to the norm

$$
\|u\|^{2}=\int_{G}\left(|u(x)|^{2}+\sum_{i=1}^{n}\left|\frac{\partial u}{\partial x_{i}}(x)\right|^{2}\right) d x
$$

Consider the differential operator

$$
\begin{equation*}
L=\sum_{i, j=1} \frac{\partial}{\partial x_{i}}\left(a^{i j}(x) \frac{\partial}{\partial x_{j}}\right), \tag{6.1}
\end{equation*}
$$

where $a^{i j}(x)=a^{j i}(x)$. We assume that there exist positive constants $m$ and $M$ such that, for all $x$ in $\bar{G}$ and all real vectors $\zeta=\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{n}\right)$,

$$
\begin{equation*}
m \sum_{i=1}^{n} \zeta_{i}^{2} \leqq \sum_{i, j=1}^{n} a^{i j}(x) \zeta_{i} \zeta_{j} \leqq M \sum_{i=1}^{n} \zeta_{i}^{2} \tag{6.2}
\end{equation*}
$$

Thus $L$ is a real elliptic differential operator.
If $u \in H_{1}^{0}(G)$ we say that $L u \in L^{2}(G)$ when $\left\{a^{i j}(x)\right\}\left(\partial u / \partial x_{j}\right)$ is differentiable with respect to $x_{i}$ (in the sense of distributions) and

$$
\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) \frac{\partial u}{\partial x_{j}}\right) \in L^{2}(G) .
$$

It is not difficult to show that

$$
\begin{equation*}
(L u, v)=(u, L v) \tag{6.3}
\end{equation*}
$$

for $u$ and $v$ in $H_{1}^{0}(G)$ and $L u$ and $L v$ in $L^{2}(G)$, the common value of (6.3) is

$$
\begin{equation*}
(L u, v)=-\int_{\sigma}\left(\sum_{i, j=1}^{n} a^{i j}(x) \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}\right) d x \tag{6.4}
\end{equation*}
$$

Thus the operator $L$ is formally self-adjoint.
Let $\Gamma(t)=\exp \left[\gamma \int_{0}^{t} \psi^{2}(\eta) d \eta\right]$, and introduce the function

$$
\begin{equation*}
\sigma(t)=\lambda \int_{0}^{t} \Gamma(\gamma) \int_{0}^{\eta} \Gamma^{-1}(\zeta) \phi^{2}(\zeta) d \zeta d \eta \tag{6.5}
\end{equation*}
$$

The function $\sigma(t)$ is non-decreasing provided that $\gamma$ and $\lambda$ are nonnegative. We also note that

$$
\begin{equation*}
\Gamma \frac{d}{d t}\left[\Gamma^{-1} \frac{d \sigma}{d t}\right]=\lambda \phi^{2} \tag{6.6}
\end{equation*}
$$

If the functions $\phi(t)$ and $\psi(t) \in L^{2}(0, \infty)$, there exists a constant $\Gamma_{0}$, depending on $\gamma$, such that

$$
\begin{equation*}
\sigma(t) \leqq \lambda \Gamma_{0} t \tag{6.7}
\end{equation*}
$$

We introduce the norm

$$
\|u\|_{1}^{2}=\int_{G} \sum_{i=1}^{n}\left|\frac{\partial u}{\partial x_{i}}(x)\right|^{2} d x,
$$

which is equivalent to the norm defined above for $H_{1}^{0}(G)$.
Lemma 6. Let $\phi(t)$ and $\psi(t)$ belong to $L^{2}(0, \infty)$. Let $Z(t)$ be a strongly continuously differentiable mapping from $0 \leqq t<\infty$ with values in $H_{1}^{0}(G)$ such that $L Z(t) \in L^{2}(G)$ is continuous. If the support of $Z(t)$ is contained in $0<t_{0} \leqq t<\infty$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|Z(t)\|_{1} e^{\lambda t}=0 \tag{6.8}
\end{equation*}
$$

for every $\lambda>0$, then

$$
\begin{align*}
\int_{0}^{\infty} \Gamma^{-1}(t) e^{2 \sigma(t)}\left\|L Z-\frac{\partial Z}{\partial t}\right\|_{0}^{2} d t \geqq & \lambda \int_{0}^{\infty} \Gamma^{-1}(t) e^{2 \sigma(t)} \phi^{2}(t)\|Z\|_{0}^{2} d t  \tag{6.9}\\
& +m \gamma \int_{0}^{\infty} \Gamma^{-1}(t) e^{2 \sigma(t)} \psi^{2}(t)\|Z\|_{1}^{2} d t
\end{align*}
$$

Proof. The integrals on the right side of (6.9) are finite because of (6.7) and (6.8). As in Lemma 5, we may assume that $Z(\mathrm{t})$ is identically zero for all sufficiently large values of $t$. Set $Z(t)-e^{-\sigma(t)} V(t)$. Then if $J$ denotes the integral on the left side of (6.9), we have

$$
\begin{equation*}
J \geqq-2 \int_{0}^{\infty} \Gamma^{-1}(t)\left(\frac{d V}{d t}, L V+V \frac{d \sigma}{d t}\right) d t \tag{6.10}
\end{equation*}
$$

Integrating by parts and using the fact that $V(t)$ has compact support, we find that

$$
\begin{equation*}
-2 \int_{0}^{\infty} \Gamma^{-1}(t)\left(\frac{d V}{d t}, V \frac{d \sigma}{d t}\right) d t=\lambda \int_{0}^{\infty} \Gamma^{-1}(t) e^{2 \sigma(t)} \phi^{2}(t)\|Z\|_{0}^{2} d t . \tag{6.11}
\end{equation*}
$$

In proving (6.11) we have made use of (6.6).
Since $L$ is real and symmetric, we have

$$
\begin{equation*}
-2 \int_{0}^{\infty} \Gamma^{-1}(t)\left(\frac{d V}{d t}, L V\right) d t=-\int_{0}^{\infty} \Gamma^{-1}(t) \frac{d}{d t}(V, L V) d t \tag{6.12}
\end{equation*}
$$

Another integration by parts yields

$$
\begin{equation*}
-2 \int_{0}^{\infty} \Gamma^{-1}(t)\left(\frac{d V}{d t}, L V\right) d t=-\gamma \int_{0}^{\infty} \Gamma^{-1}(t) \psi^{2}(t)(V, L V) d t \tag{6.13}
\end{equation*}
$$

In view of (6.2) and (6.4) we have $(V, L V) \leqq-m\|V\|_{1}^{2}$, so that (6.13) implies that

$$
\begin{equation*}
-2 \int_{0}^{\infty} \Gamma^{-1}(t)\left(\frac{d V}{d t}, L V\right) d t \geqq \gamma m \int_{0}^{\infty} \Gamma^{-1}(t) e^{2 \sigma(t)} \psi^{2}(t)\|Z\|_{1}^{2} d t \tag{6.14}
\end{equation*}
$$

Combining (6.10), (6.11) and (6.14), we get (6.9).
Theorem 5. Let $\phi(t)$ and $\psi(t)$ belong to $L^{2}(0, \infty)$. Let $u(t)$ be a strongly continuously differentiable function from $0 \leqq t<\infty$ with values in $H_{1}^{0}(G)$ such that $L u(t) \in L^{2}(G)$ is continuous. If $u(t)$ satisfies the differential inequality

$$
\begin{equation*}
\left\|L u-\frac{\partial u}{\partial t}\right\|_{0}^{2} \leqq \phi^{2}(t)\|u\|_{0}^{2}+\psi^{2}(t)\|u\|_{1}^{2}, \quad 0 \leqq t<\infty \tag{6.5}
\end{equation*}
$$

and

$$
\lim _{t \rightarrow \infty}\|u(t)\|_{1} e^{\lambda t}=0
$$

for every $\lambda>0$, then $u$ vanishes identically.
Theorem 5 follows from Lemma 6 in much the same way that Theorem 2 follows from Lemma 5, and for this reason the proof will be omitted.

If in Theorem 5 we only assume that $\phi(t)$ is bounded, then we can deduce from Lemma 6 that only the trivial solution of (6.15) can vanish faster than $\exp \left(-\lambda t^{2}\right)$, for every $\lambda>0$.
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# SELF-INTERSECTION OF A SPHERE ON A COMPLEX QUADRIC 

## I. FÁry

1. The real part $S^{n}$ of a quadric $V$ in complex, affine $(n+1)$-space is a sphere. The self-intersection of $S^{n}$ in $V$ is the same as the selfintersection of a "vanishing cycle," introduced by Lefschetz, and plays a certain role in [4], [5]. We will compute here this self-intersection number, using elementary tools.

Let us introduce some notations. $\quad P_{n+1}$ denotes the complex projective space of algebraic dimension $n+1$, hence of topological dimension

$$
\operatorname{dim} P_{n+1}=2 n+2
$$

To each projective sub-space $P_{k}$ of $P_{n+1}$ a positive orientation can be given, thus it can be considered as a cycle $p_{2 k}$. Then we agree that

$$
\begin{equation*}
\text { if } k+l=n_{1}+1, \text { then }\left(p_{2 k}, p_{2 l}\right)=1 \text { in } P_{n+1} \tag{1}
\end{equation*}
$$

be true for the intersection numbers of cycles. This is the usual convention, the one in [1], for example; in [7] another convention is adopted.

Let $x_{1}, \cdots, x_{n+2}$ be a fixed system of projective coordinates in $P_{n+1}$. Then

$$
\begin{equation*}
Q_{n}: x_{1}^{2}+\cdots+x_{n+2}^{2}=0 \tag{2}
\end{equation*}
$$

is a non-singular quadric; $\operatorname{dim} Q_{n}=2 n$. The points of $P_{n+1}$ whose last coordinate is non-zero form a complex affine space $C_{n+1}$, and

$$
V=Q_{n} \cap C_{n+1}=\left[x: x \in Q_{n}, x_{n+2} \neq 0\right]
$$

is a non-singular affine quadric. If $z \in C_{n+1}$, we denote by $z_{1}, \cdots, z_{n+2}$ those coordinates for which $z_{n+2}=i$ where $i^{2}=-1$; thus $z_{1}, \cdots, z_{n+1}$ are affine coordinates in $C_{n+1}$. Then

$$
\begin{array}{ll}
V: z_{1}^{2}+\cdots+z_{n+1}^{2}=1 \\
S^{n}: z_{1}^{2}+\cdots+z_{n+1}^{2}=1, z_{1} \cdots, z_{n+1} \text { reals } & \left(z \in C_{n+1}\right)
\end{array}
$$

are the equations of an affine quadric and its real part respectively; this real part $S^{n}$ is, of course, a sphere. We consider $S^{n}$ with an arbitrarily chosen and fixed orientation as a cycle $s$. It is well known (see, for example, [2], p. 35, (g)) that
(3) the homology class $s$, of the cycle whose carrier is $S^{n}$, generates $H_{n}(V ; Z)$,
where $Z$ denotes the ring of integers.
As $\operatorname{dim} V=2 \operatorname{dim} S^{n}$, the self intersection number

$$
\begin{equation*}
(s, s)=\left(S^{n} S^{n}\right), \quad(\text { in } V) \tag{4}
\end{equation*}
$$

of $s$ in $V$, is well defined; we may write $\left(S^{n}, S^{n}\right)$ for this self intersection number, because $(s, s)$ does not depend on the orientation of $S^{n}$, used in (3).
2. M. F. Atiyah communicated to me his computation of the intersection number (4) for $n=2$, showing that the sign in [2], p. 35 (10) is not the right one. ${ }^{1}$ The determination of the sign of (4) given below is a generalization to $n$ dimensions of the construction of Atiyah. In [2] we used only the fact that (4) is not zero, if $n$ is even, hence other results of that paper are not invalidated by the false sign in (10), p. 35. The mistaken sign is "classical." Wrong sign appears in [4], p. 93, Théorème sur les $\Gamma_{a-1}$ de $C_{u}, I$, [5] on top of p. 16, [8], p. 102, (3), and [7], p. 104, Theorem 45 (although in [7] not the convention (1) is used, the alternation of the sign in question is independent of any convention). After the completion of the present paper [6] appeared, where the classical mistake in sign is corrected (see (11.3) on p. 161). The results of [1] are in agreement with the sign (5) below.
3. Using the notations and conventions introduced above, we will prove the following theorem.

Theorem. Let $s$ be the homology class of the oriented sphere $S^{n}$ in $H_{n}\left(Q_{n} ; Z\right)$ where $n=2 h$ is even. Let us denote by $(s, s)$ the selfintersection number of $s$ computed with the convention (1). Then

$$
(s, s)=\left\{\begin{array}{l}
-2, \text { if } h=\frac{n}{2} \text { is odd }  \tag{5}\\
+2, \text { if } h=\frac{n}{2} \text { is even }
\end{array}\right.
$$

holds true.

[^10]4. We prepare the proof of this theorem; for the first part of the proof, see [1]. (See also [3], pp. 230-232.) In order to describe easily linear sub-spaces of $Q_{n}$, we introduce new projective coordinates in $P_{n+1}$ :
\[

$$
\begin{aligned}
u_{j} & =x_{2 j-1}+i x_{2 j} \\
v_{j} & =x_{2 j-1}-i x_{2 j}
\end{aligned}
$$ j=1, \cdots, h+1 \quad \quad\left(i^{2}=-1\right)
\]

Let us notice that

$$
\begin{equation*}
u_{j}=v_{j}=0 \text { if and only if } x_{2 j-1}=x_{2 j}=0 \tag{6}
\end{equation*}
$$

The equation of $Q_{n}$ is

$$
u_{1} v_{1}+\cdots+u_{h+1} v_{n+1}=0
$$

in the new coordinates.
We consider the following linear sub-spaces of $Q_{n}$ :

$$
\begin{array}{ll}
A: & u_{j}=0, \\
B: & j=1, \cdots, h, h+1 \\
C: & u_{j}=0,  \tag{9}\\
& j=1, \cdots, h ; \quad v_{h+1}=0
\end{array}
$$

Let us remark that,

$$
\begin{equation*}
A \cap C=\phi, \quad B \cap C \text { is just one point } \tag{10}
\end{equation*}
$$

by (6).

Lemma 1. Let $X$ be one of the projective spaces $A, B, C$. If, in the system of equations defining $X$, we replace an even number of equations $u_{j}=0$ by the corresponding $v_{j}=0$, or vice versa, we define a new linear sub-space of $Q_{n}$ belonging to the same continuous system as $X$. Similarly, without leaving the continuous system containing $B$, we may replace $u_{n}=0, v_{h+1}=0$ in (8) by $v_{n}=0$ and $u_{h+1}=0$.

Proof. Let us suppose that we want to replace $v_{1}=0, v_{2}=0$ in (9) by $u_{1}=0, u_{2}=0$. Let us consider the linear space

$$
\begin{aligned}
& \alpha v_{2}+\beta u_{1}=0, \\
& -\alpha v_{1}+\beta u_{2}=0,
\end{aligned} v_{3}=0, \cdots, v_{h+1}=0
$$

defined for every $(\alpha, \beta) \neq(0,0)$. This projective space is clearly contained in $Q_{n}$. For $(1,0)$ we have $C$ and for $(0,1)$ the desired replacement. The last statement of the lemma is proved similarly using the system

$$
\begin{aligned}
& \alpha u_{n}+\beta u_{h+1}=0 \\
& -\beta v_{h}+a v_{h+1}=0
\end{aligned}
$$

Let us consider now $A, B, C$ as cycles of $Q_{n}$, and let us denote by $a, b, c$ their respective homology classes in $H_{n}\left(Q_{n} ; Z\right)$.

Lemma 2. If $h$ is odd, then $c=a$. If $h$ is even, then $c=b$.
Proof. If $h$ is odd, the $h+1$ equations of (9) can be replaced by the equations $u_{j}=0, j=1, \cdots, h+1$. Hence $A$ and $C$ belong to the same continuous system. If $h$ is even, we can replace the first $h$ equations defining $C$ by $u_{j}=0, j=1, \cdots, h$. Hence $C$ and $B$ belong to the same continuous system.

Lemma 3. As to the intersection numbers, we have

$$
\begin{align*}
& \text { if } h \text { is odd, then }(a, a)=0,(b, b)=0,(a, b)=1  \tag{11}\\
& \text { if } h \text { is even, then }(a, a)=1,(b, b)=1,(a, b)=0 \tag{12}
\end{align*}
$$

Proof. (1) Let $h$ be odd. By Lemma 2 and the first equation of (10), we have $(a, a)=0$. Similarly, the second equation of (10) and Lemma 2 prove $(a, b)=1$. In order to prove $(b, b)=0$, we consider the space

$$
B^{\prime}: \quad v_{j}=0, \quad j=1, \cdots, h, \quad u_{n+1}=0
$$

We claim that $B$ and $B^{\prime}$ are in the same continuous system. In order to prove this statement, we use Lemma 1 twice. First, we replace the last two equations of (8) by $v_{n}=0$, and $u_{n+1}=0$. Second, in the system obtained by the first step, we replace the first $h-1$ equations by $v_{j}=0$. Now $B \cap B^{\prime}=\phi$, and this proves $(b, b)=0$.
(2) Let $h$ be even. The proof of (12) is similar to the previous. one. The last two equations of (12) are immediate from (10) and Lemma 2. Using Lemma 1, we can find presently $a B^{\prime \prime}$, such that $B \cap B^{\prime \prime}$ be just one point.

Lemma 4. Using the previous notations $s, a, b$, for homology classes,

$$
\begin{equation*}
s= \pm(a-b) \tag{13}
\end{equation*}
$$

the sign depending on the chosen orientation of $S^{n}$.
Proof. Let us denote by $I$ the hyperplane $x_{n+2}=0$, Then, clearly,

$$
A \cap I=B \cap I
$$

We denote by $J$ this intersection $(J=A \cap B)$. Let us consider a pencil
of $k$-planes, $2 k+\operatorname{dim} A=2 n+2$, in general position. If $N$ is a neighborhood of $J$ in $B$, the $k$-planes of the pencil project $N$ into a neighborhood $M$ of $J$ in $A$. Given now a Riemann metric of $P_{n+1}$, if $N$ is a small enough neighborhood of $J$, the corresponding points of $N, M$ determine unique geodesic segments. We consider now $B$ as a cycle, whose simplexes are so small that those intersecting $J$ are contained in $N$. Using the geodesic segments introduced above which start at points of the simplexes of $B$ intersecting $J$, it is easy to construct a chain $E$ of $Q_{n}$, such that

$$
\begin{equation*}
A-B+\partial E \tag{14}
\end{equation*}
$$

be a sum of simplexes of $V=Q_{n}-I$. Hence, $s$ being a generator of $H_{n}(V ; Z)$, (14) will be homologous to a multiple of $s$. Thus $a-b=m s$ for some integer $m$. Now $(a-b, a)=m(s, a)$ is $\pm 1$ by Lemma 3, hence $m= \pm 1$.

Proof of the Theorem. (1) Let us suppose that $h$ is odd. We use (13) and (11): $(s, s)=(a-b, a-b)=(a, a)-(b, a)-(a, b)+(b, b)$ $=-(b, a)-(a, b)=-2$.
(2) Let us suppose that $h$ is even. This time we use (12): $(s, s)$ $=(a, a)+(b, b)=+2$. Hence the proof of (5) is complete.
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# GROUPS WHICH HAVE A FAITHFUL REPRESENTATION OF DEGREE LESS THAN ( $p-1 / 2$ ) 

Walter Feit and John G. Thompson

1. Introduction. Let $G$ be a finite group which has a faithful representation over the complex numbers of degree $n$. H. F. Blichfeldt has shown that if $p$ is a prime such that $p>(2 n+1)(n-1)$, then the Sylow $p$-group of $G$ is an abelian normal subgroup of $G$ [1]. The purpose of this paper is to prove the following refinement of Blichfeldt's result.

Theorem 1. Let $p$ be a prime. If the finite group $G$ has a faithful representation of degree $n$ over the complex numbers and if $p>2 n+1$, then the Sylow p-subgroup of $G$ is an abelian normal subgroup of $G$.

Using the powerful methods of the theory of modular characters which he developed, R. Brauer was able to prove Theorem 1 in case $p^{2}$ does not divide the order of $G$ [2]. In case $G$ is a solvable group, N. Ito proved Theorem 1 [4]. We will use these results in our proof.

Since the group $S L(2, p)$ has a representation of degree $n=(p-1) / 2$, the inequality in Theorem 1 is the best possible.

It is easily seen that the following result is equivalent to Theorem 1.
Theorem 2. Let $A, B$ be $n$ by $n$ matrices over the complex numbers. If $A^{r}=I=B^{s}$, where every prime divisor of rs is strictly greater than $2 n+1$, then either $A B=B A$ or the group generated by $A$ and $B$ is infinite.

For any subset $S$ of a group $G, C_{G}(S), N_{G}(S),|S|$ will mean respectively the centralizer, normalizer and number of elements in $S$. For any complex valued functions $\zeta, \xi$ on $G$ we define

$$
(\zeta, \xi)_{G}=\frac{1}{|G|} \sum_{G} \zeta(x) \overline{\xi(x)}
$$

and $\|\zeta\|_{G}^{2}=(\zeta, \zeta)_{G}$. Whenever it is clear from the context which group is involved, the subscript $G$ will be omitted. $H \triangleleft G$ will mean that $H$ is a normal subgroup of $G$. For any two subsets $A, B$ of $G, A-B$ will denote the set of all elements in $A$ which are not in $B$. If a subgroup of a group is the kernel of a representation, then we will also say that it is the kernel of the character of the given representation. All groups

[^11]considered are assumed to be finite.
2. Proof of Theorem 1. We will first prove the following preliminary result.

Lemma 1. Assume that the Sylow p-group $P$ of $N$ is a normal subgroup of $N$. If $x$ is any element of $N$ such that $C_{N}(x) \cap P=\{1\}$, then $\lambda(x)=0$ for any irreducible character $\lambda$ of $N$ which does not contain $P$ in its kernel.

Proof. Since $\left|C_{N}(x)\right|$ is not divisible by $p$, it is easily seen that $C_{N}(x)$ is mapped isomorphically into $C_{N / P}(\bar{x})$, where $\bar{x}$ denotes the image of $x$ in $N / P$ under the natural projection. Let $\mu_{1}, \mu_{2}, \cdots$ be all the irreducible characters of $N$ which contain $P$ in their kernel and let $\lambda_{1}, \lambda_{2}, \cdots$ be all the other irreducible characters of $N$. The orthogonality relations yield that

$$
\sum_{i}\left|\mu_{i}(x)\right|^{2}=\left|C_{N / P}(\bar{x})\right| \geqq\left|C_{N}(x)\right|=\sum_{i}\left|\mu_{i}(x)\right|^{2}+\sum_{i}\left|\lambda_{i}(x)\right|^{2}
$$

This implies the required result.
From now assume that $G$ is a counter example to Theorem 1 of minimal order. We will show that $p^{2}$ does not divide $|G|$, then Brauer's theorem may be applied to complete the proof. The proof is given in a series of short steps.

Clearly every subgroup of $G$ satisfies the assumption of Theorem 1 , hence we have
(I) The Sylow p-group of any proper subgroup $H$ of $G$ is an abelian normal subgroup of $H$.

Let $P$ be a fixed Sylow $p$-group of $G$. Let $Z$ be the center of $G$.
(II) $P$ is abelian.

As $P$ has a faithful representation of degree $n<p$, each irreducible constituent of this representation has degree one. Therefore in completely reduced form, the representation of $P$ consists of diagonal matrices. Consequently these matrices form an abelian group which is isomorphic to $P$.
(III) $G$ contains no proper normal subgroup whose index in $G$ is a power of $p$.

Suppose this is false. Let $H$ be a normal subgroup of $G$ of minimum
order such that $\left[G: H\right.$ ] is a power of $p$. Let $P_{0}$ be a Sylow $p$-group of $H$. By (I) $P_{0} \triangleleft H$, hence $P_{0} \triangleleft G$. Thus $C_{\theta}\left(P_{0}\right) \triangleleft G$. If $C_{\theta}\left(P_{0}\right) \neq G$, then by (I) and (II), $P \triangleleft C_{G}\left(P_{0}\right)$, thus $P \triangleleft G$ contrary to assumption. Therefore $C_{\theta}\left(P_{0}\right)=G$. Burnside's Theorem ([3], p. 203) implies that $H$ contains a normal $p$-complement which must necessarily be normal in $G$. The minimal nature of $H$ now yields that $p$ does not divide $|H|$.

If $q$ is any prime dividing $|H|$, then it is a well known consequence of the Sylow theorems that it is possible to find a Sylow $q$-group $Q$ of $H$ such that $P \cong N(Q)$. Hence $P Q$ is a solvable group which satisfies the hypotheses of Theorem 1. Ito's Theorem [4] now implies that $P \triangleleft P Q$, thus $Q \subseteq N(P)$. As $q$ was an arbitrary prime dividing $|H|$, we get that $|H|$ divides $|N(P)|$. Consequently $N(P)=G$, contrary to assumption.
(IV) $Z$ is the unique maximal normal subgroup of $G . G \mid Z$ is a noncyclic simple group. $|Z|$ is not divisible by $p$.

Let $H$ be a maximal normal subgroup of $G$, hence $G / H$ is simple. Let $P_{0}$ be a Sylow $p$-group of $H$. Then by (I) $P_{0} \triangleleft H$, hence $P_{0} \triangleleft G$, thus $C\left(P_{0}\right) \triangleleft G$. If $C\left(P_{0}\right) \neq G$, then by (I) and (II) $P \triangleleft C\left(P_{0}\right)$, hence $P \triangleleft G$ contrary to assumption. Therefore $C\left(P_{0}\right)=G$. If $P_{0} \neq\{1\}$, then it is a simple consequence of Grün's Theorem ([3], p. 214) that $G$ contains a proper normal subgroup whose index is a power $p$. This contradicts (III). Hence $P_{0}=\{1\}$ and $p$ does not divide $|H|$.

By (III) $P H \neq G$, hence by (I) $P \triangleleft P H$. Consequently $P H=P \times H$, and $P \subseteq C(H) \triangleleft G$. If $C(H) \neq G$, then (I) yields that $P \triangleleft C(H)$. Hence once again $P \triangleleft G$, contrary to assumption. Consequently $C(H)=\boldsymbol{G}$. Therefore $H \subseteq Z$. As $G$ is not solvable, neither is $G / H$. Now the maximal nature of $H$ yields that $H=Z$ and suffices to complete the proof.
(V) $P \cap x P x^{-1}=\{1\}$ unless $x$ is in $N(P)$.

Let $D=P \cap x P x^{-1}$ be a maximal intersection of Sylow $p$-groups of $G$. Then $P$ is not normal in $N(D)$. Hence by (I) $N(D)=G$, or $D \triangleleft G$. However (IV) now implies that $D \subseteq Z$. Hence (IV) also yields that $D=\{1\}$ as was to be shown.

Define the subset $N_{0}$ of $N(P)$ by

$$
N_{0}=\{x \mid x \in N(P), C(x) \cap P \neq\{1\}\}
$$

Clearly $\{P, Z\} \subseteq N_{0}$.
(VI) $\quad N\left(N_{0}\right)=N(P) . \quad\left(N_{0}-Z\right) \cap x\left(N_{0}-Z\right) x^{-1}$ is empty unless $x \in N(P)$.

Clearly $N(P) \subseteq N\left(N_{0}\right)$. Since $P$ consists of all elements in $N_{0}$ whose
order is a power of $p$, it follows that $N\left(N_{0}\right) \cong N(P)$.
Suppose $y \in\left(N_{0}-Z\right) \cap x\left(N_{0}-Z\right) x^{-1}$. Then $y$ and $x^{-1} y x$ are both contained in $\left(N_{0}-Z\right)$. Let $P_{0}=C(y) \cap P, P_{1}=C\left(x^{-1} y x\right) \cap P$. By assumption $P_{0} \neq\{1\} \neq P_{1}$. It follows from the definitions that $P_{0}$ and $x P_{1} x^{-1}$ are both contained in $C(y)$. Since $y$ is not in $Z, C(y) \neq G$. Hence (I) yields that $P_{0}$ and $x P_{1} x^{-1}$ generate a $p$-group. Thus by (II) $x P_{1} x^{-1} \subseteq C\left(P_{0}\right)$. Now (V) implies that $x P_{1} x^{-1} \subseteq N(P)$. Consequently $x P_{1} x^{-1} \subseteq P$. By (V), this yields that $x \in N(P)$ as was to be shown.

From now on we will use the following notation:

$$
|P|=p^{e}, \quad|Z|=z, \quad|N(P)|=p^{e} z t
$$

Let $\chi_{0}=1, \chi_{1}, \cdots$ be all the irreducible characters of $G$. Define $\alpha_{i}, \beta_{i}, b_{i}$ by

$$
\chi_{i_{\mid N(P)}}=\alpha_{i}+\beta_{i}, \quad b_{i}=\beta_{i}(1)
$$

where $\alpha_{i}$ is a sum of irreducible characters of $N(P)$, none of which contain $P$ in their kernel and $\beta_{i}$ is a character of $N(P)$ which contains $P$ in its kernel.
(VII) If $i \neq 0$, then $b_{i}<\left(1 / p^{e / 2}\right) \chi_{i}(1)$.

By (VI) $\left(N_{0}-Z\right)$ has $|G| / p^{e} z t$ distinct conjugates and no two of them have any elements in common. Since $\chi_{i}$ is a class function on $G$, this yields that

$$
\begin{aligned}
1 & =\left\|\chi_{i}\right\|^{2}>\frac{1}{|G|} \frac{|G|}{p^{e} z t} \Sigma_{\left(N_{0}-z\right)}\left|\chi_{i}(x)\right|^{2} \\
& =\frac{1}{p^{e} z t}\left\{-\Sigma_{Z}\left|\chi_{i}(x)\right|^{2}+\Sigma_{N_{0}}\left|\alpha_{i}(x)+\beta_{i}(x)\right|^{2}\right\}
\end{aligned}
$$

If $x \in Z$, then $\left|\chi_{i}(x)\right|^{2}=\left|\chi_{i}(1)\right|^{2}$. As $P \subseteq N_{0}$, we get that

$$
1>\frac{1}{p^{e} z t}\left[-\left|\chi_{i}(1)\right|^{2} z+\Sigma_{N_{0}}\left\{\left|\alpha_{i}(x)\right|^{2}+\alpha_{i}(x) \overline{\beta_{i}(x)}+\overline{\alpha_{i}(x)} \beta_{i}(x)\right\}+\Sigma_{P Z}\left|\beta_{i}(x)\right|^{2}\right]
$$

Since $P$ is in the kernel of $\beta_{i}$, we get that $\left|\beta_{i}(x)\right|=b_{i}$ for $x \in P Z$. Lemma 1 implies that $\alpha$ vanishes on $N(P)-N_{0}$. Hence

$$
1>\frac{-\left|\chi_{i}(1)\right|^{2}}{p^{e} t}+\left\|\alpha_{i}\right\|_{N(P)}^{2}+\left(\alpha_{i}, \beta_{i}\right)_{N(P)}+\left(\overline{\alpha_{i}, \beta_{i}}\right)_{N(P)}+\frac{b_{i}^{2}}{t}
$$

By definition $\left(\alpha_{i}, \beta_{i}\right)=0$, hence

$$
\frac{\left|\chi_{i}(1)\right|^{2}}{p^{e} t}>\left\|\alpha_{i}\right\|_{N(P)}^{2}-1+\frac{b_{i}^{2}}{t}
$$

By (IV) the normal subgroup generated by $P$ is all of $G$, hence $\alpha_{i} \neq 0$.

Therefore $\left\|\alpha_{i}\right\|_{N(P)}^{2} \geqq 1$. This finally yields that

$$
\frac{\left|\chi_{i}(1)\right|^{2}}{p^{e} t}>\frac{b_{i}^{2}}{t}
$$

which is equivalent to the statement to be proved.
(VIII) If $\Gamma$ is the character of $G$ induced by the trivial character $1_{P}$ of $P$, then $\left(\Gamma, \chi_{i}\right)=b_{i}$.

If $\lambda$ is an irreducible character of $N(P)$ which does not contain $P$ in its kernel, then $\lambda$ is not a constituent of the character of $N(P)$ induced by $1_{P}$. Hence by the Frobenius reciprocity theorem $\left(\lambda_{\mid P}, 1_{P}\right)_{P}=0$. Consequently $\left(\alpha_{i \mid P}, 1_{P}\right)_{P}=0$. The Frobenius reciprocity theorem now implies that

$$
\left(\chi_{i}, \Gamma\right)=\left(\chi_{i \mid P}, 1_{P}\right)_{P}=\left(\beta_{i \mid P}, 1_{P}\right)=b_{i}
$$

From now on let $\chi$ be an irreducible character of minimum degree greater than one. Define the integers $a_{i}$ by

$$
a_{i}=\left(\chi_{i}, \chi \bar{\chi}\right)
$$

(IX) $\quad \chi(1)-1 \leqq \sum_{i \neq 0} a_{i} b_{i}$.

By (VIII)

$$
\begin{aligned}
a_{0} b_{0}+\sum_{i \neq 0} a_{i} b_{i} & =(\Gamma, \chi \bar{\chi})=\frac{\chi(1)^{2}}{p^{e}}+\frac{1}{p^{e} z t} \Sigma_{P-\{1]} z t \chi \bar{\chi}(x) \\
& =\frac{1}{p^{e}} \Sigma_{P} \chi \bar{\chi}(x)=\left\|\chi_{\mid P}\right\|_{P}^{2} .
\end{aligned}
$$

By (II), $\chi_{\mid P}$ is a sum of $\chi(1)$ linear characters of $P$. Consequently

$$
a_{0} b_{0}+\sum_{i \neq 0} a_{i} b_{i} \geqq \chi(1) .
$$

As $\chi$ is irreducible, $a_{0}=1$. Clearly $b_{0}=1$. This yields the desired inequality.

We will now complete the proof of Theorem 1.
It follows from (IX) that

$$
\chi(1)-1 \leqq \sum_{i \neq 0} a_{i} b_{i} .
$$

(VII) yields that

$$
\sum_{i \neq 0} a_{i} b_{i}<\frac{1}{p^{e / 2}} \sum_{i \neq 0} a_{i} \chi_{i}(1) .
$$

The definition of the integers $a_{i}$ implies that

$$
\sum_{i \neq 0} a_{i} \chi_{i}(1)=\chi(1)^{2}-1
$$

Combining these inequalities we get that

$$
\chi(1)-1<\frac{\chi(1)^{2}-1}{p^{e / 2}},
$$

or

$$
p^{e / 2}<\chi(1)+1
$$

By assumption $\chi(1)<(p-1) / 2$, hence

$$
p^{e / 2}<\chi(1)+1<p .
$$

This implies that $e<2$. Thus $e \leqq 1$.
R. Brauer's theorem [2] now yields that $P \triangleleft G$ contrary to assumption. This completes the proof of Theorem 1.
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# MEAN CROSS-SECTION MEASURES OF HARMONIC MEANS OF CONVEX BODIES 

William J. Firey

1. In [2] the notion of $p$-dot means of two convex bodies in Euclidean $n$-space was introduced and certain properties of these means investigated. For $p=1$, the mean is more appropriately called the harmonic mean; here we restrict the discussion to this case. The harmonic mean of two convex bodies $K_{0}$ and $K_{1}$, which will always be assumed to share a common interior point $Q$, is defined as follows. Let $\hat{K}$ denote the polar reciprocal of $K$ with respect to the unit sphere $E$ centred at $Q$; let $(1-\vartheta) \widehat{K}_{0}+\vartheta \widehat{K}_{1}$, with $0 \leqq \vartheta \leqq 1$, be the usual arithmetic or Minkowski mean of $\hat{K}_{0}$ and $\hat{K}_{1}$. The harmonic mean of $K_{0}, K_{1}$ is the convex body $\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}$. In more analytic terms, if $F_{i}(x)$ are the distance functions with respect to $Q$ of $K_{i}$, for $i=0,1$, then the body whose distance function with respect to $Q$ is $(1-\vartheta) F_{0}(x)+\vartheta F_{1}(x)$ is the harmonic mean of $K_{0}$ and $K_{1}$.

In the paper mentioned, a dual Brunn-Minkowski theorem was established, namely

$$
\begin{equation*}
V^{1 / n}\left(\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}\right) \leqq 1 /\left[\frac{(1-\vartheta)}{V^{1 / n}\left(K_{0}\right)}+\frac{\vartheta}{V^{1 / n}\left(K_{1}\right)}\right] \tag{1}
\end{equation*}
$$

where $V(K)$ means the volume of $K$. There is equality if and only if $K_{0}$ and $K_{1}$ are homothetic with the centre of magnification at $Q$.

Here we develop a more inclusive theorem regarding the behaviour of each mean cross-section measure, ("Quermassintegral') $W_{\nu}(K), \nu=$ $0,1, \cdots, n-1$, cf. [1]. The result is
(2) $\quad W_{\nu}^{1 /(n-\nu)}\left(\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}\right) \leqq 1 /\left[\frac{(1-\vartheta)}{W_{\nu}^{1 /(n-\nu)}\left(K_{0}\right)}+\frac{\vartheta}{W_{\nu}^{1 /(n-\nu)}\left(K_{1}\right)}\right]$.

The cases of equality are just those of the dual Brunn-Minkowski theorem, ( $\nu=0$ ).
2. We first list some preliminary items used in the proof of (2). We shall use Minkowski's inequality in the form

$$
\begin{equation*}
\int\left[(1-\vartheta) f_{0}^{p}+\vartheta f_{1}^{p}\right]^{1 / p} d x \leqq\left[(1-\vartheta)\left(\int f_{0} d x\right)^{p}+\vartheta\left(\int f_{1} d x\right)^{p}\right]^{1 / p} \tag{3}
\end{equation*}
$$

Here the functions $f_{i}$ are assumed to be positive and continuous over the closed and bounded domain of integration common to all the integrals,

[^12]and, for our puposes, $p$ satisfies $-1 \leqq p<0$. There is equality if and only if $f_{0}(x) \equiv \lambda f_{1}(x)$ for some constant $\lambda$. See [3], Theorem 201, coupled with the remark preceding Theorem 200.

Our second tool, which we shall refer to as the projection lemma, was established in [2]. Let $K^{*}$ denote the projection of $K$ onto a fixed, $m$-dimensional, linear subspace $E_{m}$ through $Q$ for $1 \leqq m<n$. We have

$$
\begin{equation*}
\left[(1-\vartheta) \hat{K}_{0}^{*}+\vartheta \hat{K}_{1}^{*}\right]^{\wedge} \supseteqq\left\{\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}\right\}^{*} \tag{4}
\end{equation*}
$$

Since $E_{m}$ contains $Q$ and the polar reciprocation is with respect to sphere $E$ centred at $Q$, in forming $\hat{K}^{*}$ the order of operations is immaterial. This result is proved by a polar reciprocation argument from

$$
(1-\vartheta)\left(\hat{K}_{0} \cap E_{m}\right)+\vartheta\left(\widehat{K}_{1} \cap E_{m}\right) \cong\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right] \cap E_{m}
$$

There is equality in either inclusion if $K_{0}$ and $K_{1}$ are homothetic with centre of magnification at $Q$.

The dual Brunn-Minkowski theorem (1) will be used.
Finally we shall make use of Kubota's formula and some of its consequences. This material is covered in [1]. An ( $n-\nu$ ) dimensional cross-section measure ("Quermass') of $K$ is the ( $n-\nu$ ) dimensional volume of that convex body which is the vertical projection of $K$ onto an $E_{n-\nu}$. The mean cross-section measures are usually defined as the coefficients in Steiner's polynomial which describes $V(K+\lambda E)$, that is

$$
\begin{equation*}
V(K+\lambda E)=\sum_{\nu=0}^{n}\binom{n}{\nu} W_{\nu}(K) \lambda^{\nu} . \tag{5}
\end{equation*}
$$

If we denote the $(\nu-1)^{\text {th }}$ mean cross-section measure of the projection of $K$ onto that $E_{n-1}$ through $Q$ which is orthogonal to the vector $u_{1}$ by $W_{\nu-1}^{\prime}\left(K, u_{1}\right)$, then Kubota's formula is

$$
W_{\nu}(K)=\frac{1}{\kappa_{n-1}} \int_{\Omega_{n}} W_{\nu-1}^{\prime}\left(K, u_{1}\right) d \omega_{n}, \quad \nu=1,2, \cdots, \nu-1
$$

Here the integration with respect to the direction $u_{1}$ is extended over the surface $\Omega_{n}$ of $E, d \omega_{n}$ is the element of surface area on $\Omega_{n}$ and $\kappa_{n-1}$ is the volume of the $n-1$ dimensional unit sphere.

Kubota's formula can be applied to the mean cross-section measure $W_{\nu-1}^{\prime}\left(K, u_{1}\right)$ for fixed $u_{1}$ :

$$
W_{\nu-1}^{\prime}\left(K, u_{1}\right)=\frac{1}{\kappa_{n-2}} \int_{\Omega_{n-1}} W_{\nu-2}^{\prime \prime}\left(K, u_{1}, u_{2}\right) d \omega_{n-1}
$$

where $W_{\nu-2}^{\prime \prime}$ is the ( $\nu-2$ )th mean cross-section measure of the projection of $\kappa$ onto the $E_{n-2}$ through $Q$ orthogonal to $u_{1}$ and $u_{2}$ with $u_{2}$ orthogonal to $u_{1}$. After $\nu$ such steps we have as the extended form of Kubota's formula:
$W_{\nu}(K)$

$$
=\frac{1}{\kappa_{n-1} \kappa_{n-2} \cdots \kappa_{n-\nu}} \int_{\Omega_{n}} \int_{\Omega_{n-1}} \cdots \int_{\Omega_{n-\nu}} W_{0}^{(\nu)}\left(K, u_{1}, u_{2}, \cdots, u_{\nu}\right) d \omega_{n-\nu} \cdots d \omega_{n-1} d \omega_{n}
$$

Each vector $u_{p}$ is orthogonal to $u_{q}$ for $q<p$ and $W_{0}^{(\nu)}\left(K, u_{1}, u_{2}, \cdots, u_{\nu}\right)$ is the 0 th mean cross-section measure of the projection of $K$ onto that $E_{n-\nu}$ through $Q$ which is the orthogonal complement of the subspace spanned by $u_{1}, u_{2}, \cdots, u_{\nu}$.

Steiner's formula (5) with $\lambda=0$ shows that $W_{0}(K)$ is the volume of $K$ and so $W_{0}^{(\nu)}$ is an ( $n-\nu$ ) dimensional cross-section measure of $K$. Thus, to within a numerical factor depending on $n$ and $\nu, W_{\nu}(K)$ is the arithmetic mean of the $(n-\nu)$ dimensional cross-section measures.

In $\S 3$ we shall use the following abbreviations: for $d \omega_{n-\nu} \cdots d \omega_{n-1} d \omega_{n}$ we write $d \bar{\omega}$ with sign of integration and omit reference to the domains of integration; for one $1 / \kappa_{n-1} \kappa_{n-2} \cdots \kappa_{n-\nu}$ we write $k$; finally for $W_{0}^{(\nu)}\left(K, u_{1}\right.$, $\left.u_{2}, \cdots, u_{\nu}\right)$ we write $\sigma\left(K^{*}\right)$. In this notation the extended Kubota formula reads

$$
W(K)=k \int \sigma\left(K^{*}\right) d \bar{\omega}
$$

3. We now prove (2). By the extended form of Kubota's formula
(6)

$$
\begin{aligned}
W_{\nu}^{1 /(n-\nu)}\left(\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}\right) & =\left[k \int \sigma\left(\left\{\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}\right\}^{*}\right) d \bar{\omega}\right]^{1 /(n-\nu)} \\
& \leqq\left[k \int \sigma\left(\left[(1-\vartheta) \hat{K}_{0}^{*}+\vartheta \hat{K}_{1}^{*}\right]^{\wedge}\right) d \bar{\omega}\right]^{1 /(n-\nu)}
\end{aligned}
$$

in virtue of the projection lemma and the set monotonicity of $\sigma$ i.e., $\sigma\left(K^{*}\right) \leqq \sigma\left(\bar{K}^{*}\right)$ if $K^{*} \subseteq \bar{K}^{*}$ with equality in the latter relation implying that in the former. We now apply (1), in $E_{n-\nu}$, to the integrand to obtain

$$
\sigma\left(\left[(1-\vartheta) \hat{K}_{0}^{*}+\vartheta \hat{K}_{1}^{*}\right]^{\wedge}\right) \leqq\left\{1 /\left[\frac{(1-\vartheta)}{\sigma^{1 /(n-\nu)}\left(K_{0}^{*}\right)}+\frac{\vartheta}{\sigma^{1 /(n-\nu)}\left(K_{1}^{*}\right)}\right]\right\}^{(n-\nu)}
$$

Here we take advantage of the fact that

$$
(\hat{K})^{*}=\left(K^{*}\right)^{\wedge} .
$$

This gives

$$
\begin{align*}
& W_{\nu}^{1 /(n-\nu)}\left(\left[(1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right]^{\wedge}\right)  \tag{7}\\
& \quad \leqq\left[k \int\left\{1 /\left[\frac{(1-\vartheta)}{\sigma^{1 /(n-\nu)}\left(K_{0}^{*}\right)}+\frac{\vartheta}{\sigma^{1 /(n-\nu)}\left(K_{1}^{*}\right)}\right]\right\}^{(n-\nu)} d \bar{\omega}\right]^{1 /(n-\nu)}
\end{align*}
$$

There is equality if and only if all the projections $K_{0}^{*}$ and $K_{1}^{*}$ are homothetic with the centre of magnification at $Q$. This condition is
sufficient for equality in (6); it is necessary and sufficient for (7).
We now use Minkowski's inequality (3) with $p=-1 / n-\nu$. This yields

$$
\begin{aligned}
& W_{\nu}^{1 /(n-\nu)}\left(\left([1-\vartheta) \hat{K}_{0}+\vartheta \hat{K}_{1}\right)\right. \\
& \leqq 1 /\left[\frac{(1-\vartheta)}{\left(k \int \sigma\left(K_{0}^{*}\right) d \bar{\omega}\right)^{1 /(n-\nu)}}+\frac{\vartheta}{\left(k \int \sigma\left(K_{1}^{*}\right) d \bar{\omega}\right)^{1 /(n-\nu)}}\right] \\
& \quad=1 /\left[\frac{(1-\vartheta)}{W_{\nu}^{1 /(n-\nu)}\left(K_{0}\right)}+\frac{\vartheta}{W_{\nu}^{1 /(n-\nu)}\left(K_{1}\right)}\right] .
\end{aligned}
$$

The necessary and sufficient conditions for equality in (7) are sufficient for equality in (3) since $K_{0}=\lambda K_{1}$ implies $\sigma\left(K_{0}^{*}\right)=\lambda^{n-\nu} \sigma\left(K_{1}^{*}\right)$. This establishes (2).
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# THE WAVE EQUATION FOR DIFFERENTIAL FORMS 

Avner Friedman

1. The Problem. Let $M$ be a compact $C^{\infty}$ Riemannian manifold of dimension $N$, having a positive definite metric. The operator $\Delta=d \delta+$ $\delta d$ (see [13] for notation) maps $p$-forms ( $0 \leqq p \leqq N$ ) into $p$-forms and it reduces, when $p=0$, to minus the Laplace-Beltrami operator. Let $c(P)$ be a $C^{\infty}$ function which is nonpositive for $P \in M$, and consider the Cauchy problem of solving the system

$$
\begin{align*}
& \left(L+\frac{\partial^{2}}{\partial t^{2}}\right) v \equiv\left(\Delta+c+\frac{\partial^{2}}{\partial t^{2}}\right) v=f(P, t)  \tag{1.1}\\
& v(P, 0)=g(P), \quad \frac{\partial}{\partial t} v(P, 0)=h(P), \tag{1.2}
\end{align*}
$$

where $f, g, h$ are $C^{\infty}$ forms of degree $p$. The main purpose of the present paper is to solve the system (1.1), (1.2) by the method of Fourier.

The Cauchy problem for second order self-adjoint hyperbolic equations was solved by Fourier's method by Ladyzhenskaya [8] and more recently (with some improvements) by V. A. Il'in [6]. In [8], other methods are also described, namely: finite differences, Laplace transforms, and analytic approximations using a priori inequalities. Higher order hyperbolic equations were treated by Petrowski [12], Leray [9] and Garding [5].

The Fourier method can be based on the fact that the series

$$
\begin{equation*}
\sum_{\lambda_{n}>0} \frac{\left|\varphi_{n}(x)\right|^{2}}{\lambda_{n}^{\alpha}}, \sum_{\lambda_{n}>0} \frac{\left|\partial \varphi_{n}(x) / \partial x\right|^{2}}{\lambda_{n}^{\alpha+1}}, \sum_{\lambda_{n}>0} \frac{\left|\partial^{2} \varphi_{n}(x) / \partial x^{2}\right|^{2}}{\lambda_{n}^{\alpha+2}} \tag{1.3}
\end{equation*}
$$

are uniformly convergent. Here $\left\{\varphi_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ are the sequences of eigenfunctions and eigenvalues of the elliptic operator appearing in the hyperbolic equation. In [6] the convergence of (1.3) is proved for $\alpha=$ $[N / 2]+1$. Our proof of the analogous result for eigenforms is different from that of [6] and yields a better (and sharp) value for $\alpha$, namely, $\alpha=N / 2+\varepsilon$ for any $\varepsilon>0$. It is based on asymptotic formulas which we derive for $\sum_{\lambda_{n} \leq \lambda}\left|\partial^{j} \varphi_{n}(x) / \partial x^{j}\right|^{2}$ as $\lambda \rightarrow \infty$.

In § 2 we recall various definitions and introduce the fundamental solution for $L+\partial / \partial t$ which was constructed by Gaffney [4] in the case $c(P) \equiv 0$. In § 3 we derive some properties of the fundamental solution. These properties are used in $\S 4$ to derive the asymptotic formulas for $\sum_{\lambda_{n} \leq \lambda}\left|\partial^{j} \varphi_{n}(x) / \partial x^{j}\right|^{2}$, by which the convergence of the series in (1.3) for any $\alpha>N / 2$ follows. In § 5 we solve the problem (1.1), (1.2); first for $f, g, h$

[^13]infinitely differentiable and then under much weaker differentiability assumptions with regard to $M, c, f, g, h$. In $\S 6$ we briefly treat the Cauchy problem for the parabolic system
\[

$$
\begin{gather*}
L u+\frac{\partial u}{\partial t}=f(P, t)  \tag{1.4}\\
u(P, 0)=g(P) \tag{1.5}
\end{gather*}
$$
\]

2. Preliminaries. The first one to use fundamental solutions of the heat equation in the study of the asymptotic distributions of eigenvalues and eigenfunctions was Minakshisundaram [11]. Gaffney [4] extended his method to derive asymptotic formulas for eigenvalues and eigenforms. We shall describe here some well known facts and some of the results of [4] which we will need later on. Slight modifications will be made due to the fact that in [4] $c \equiv 0$.

As is well known, there exists a sequence of eigenvalues $\left\{\lambda_{n}\right\}$ ( $0 \leqq$ $\lambda_{1} \leqq \cdots \leqq \lambda_{k} \rightarrow \infty$ as $k \rightarrow \infty$ ) and a sequence of the corresponding eigenforms $\left\{\omega_{n}\right\}$ of degree $p(0 \leqq p \leqq N, p$ is fixed throughout the paper) of $L$, that is, $L \omega_{n}=\lambda_{n} \omega_{n}$, such that the eigenforms form a complete orthonormal set in $L_{p}^{2}(M)$ (square integrable $p$-forms on $M$ ). The $\omega_{i}(p)$ are $C^{\infty}$ forms. The fundamental solution $\Theta(P, Q, t)$ of

$$
\begin{equation*}
\left(L+\frac{\partial}{\partial t}\right) \omega=0 \tag{2.1}
\end{equation*}
$$

is a double $p$-form which is twice differentiable in $Q$, once differentiable in $t$, satisfies (2.1) in ( $Q, t$ ), $Q \in M, t>0$, (for any fixed $P$ ) and, for any $P \in M$,

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int_{M} \Theta(P, Q, t) * \alpha(Q)=\alpha(P) \tag{2.2}
\end{equation*}
$$

for any $L^{2} p$-form $\alpha$ which is continuous at $P$. As in [4] one easily derives the expansion (provided $\Theta$ is known to exist)

$$
\begin{equation*}
\Theta(P, Q, t)=\sum_{i=1}^{\infty} \omega_{i}(P) \omega_{i}(Q) e^{-\lambda_{i} t} \tag{2.3}
\end{equation*}
$$

where the series on the right is pointwise convergent for all $P, Q \in M$, $t>0$ (that is, the series of each component is pointwise convergent).

A $p$-form $\alpha$ can be written locally as

$$
\alpha=\sum_{i_{1}<\ldots<i_{p}} A_{i_{1} \ldots i_{p}} d x^{i_{1}} \cdots d x^{i_{p}}=\Sigma^{\prime} A_{I} d x^{I}
$$

where' indicates summation on $I=\left(i_{1}, \cdots, i_{p}\right)$ with $i_{1}<\cdots<i_{p}$. The absolute value of $\alpha$ at $P$ is given by

$$
|\alpha(P)|=\left[\Sigma^{\prime} A_{I}(x) A^{I}(x)\right]^{1 / 2}
$$

where $x$ is the local coordinate of $P$. Similarly, for a double $p$-form having local representation $\alpha(P, Q)=\Sigma^{\prime} A_{I J}(x, y) d x^{I} d y^{J}$ where $y$ is the local coordinate of $Q$, we define the absolute value by

$$
|\alpha(P, Q)|=\left[\sum_{I, J}^{\prime} A_{I J}(x, y) A^{I J}(x, y)\right]^{1 / 2}
$$

The right "half-norm" is defined by

$$
|\alpha| \mid(P)=\left[\int_{M}|\alpha(P, Q)|^{2} d V_{Q}\right]^{1 / 2}
$$

Given two double $p$-forms $\alpha$ and $\beta$, a new double $p$-form is defined by

$$
[\alpha, \beta]=[\alpha, \beta](P, Q)=\int_{M} \alpha(P, W) * \beta(Q, \mathrm{~W})
$$

One then verifies:

$$
\begin{equation*}
|[\alpha, \beta](P, Q)| \leqq|\alpha\|(P) \mid \beta\|(Q) \tag{2.4}
\end{equation*}
$$

The following inequalities are immediate:

$$
\begin{equation*}
|\alpha+\beta| \leqq|\alpha|+|\beta|,|\alpha+\beta||\leqq|\alpha||+|\beta| \mid \tag{2.5}
\end{equation*}
$$

where $\alpha, \beta$ are any double $p$-forms.
In order to construct $\Theta$, one first constructs a parametrix. Gaffney [4] constructs a parametrix by generalizing the method of Minakshisandaram [11], making use of some calculation of Kodaira [7]. Given a point $P$, let $y=\left(y^{i}\right)$ be normal coordinates about $P$ (with coordinates $x^{i}$ ). A $p$-form can be written as a vector $X$ with $\binom{N}{p}$ components and then

$$
\begin{equation*}
\Delta X=-\Sigma g^{i j} \partial_{i} \partial_{j} X+\Sigma A^{i} \partial_{i} X+B X \tag{2.6}
\end{equation*}
$$

where $\left(g_{i j}\right)$ is the metric tensor, $\left(g^{i j}\right)$ is the inverse matrix, $\partial_{i}=\partial / \partial x^{i}$, and $A^{i}, B$ are matrices depending on the $g_{i j}$ and their first two derivatives. If $X=f\left(r^{2}\right) W(x, y)$ where $r$ is the geodesic distance from $x$ to $y$ (each component of $X$ is now a vector so that $W$ is a square matrix), then

$$
\begin{equation*}
\Delta_{y}\left[f\left(r^{2}\right) W\right]=f\left(r^{2}\right) \Delta_{y} W-f^{\prime}\left(r^{2}\right)\left\{2 N-4 K+4 r \frac{\partial}{\partial r}\right\} W-4 r^{2} f^{\prime \prime}\left(r^{2}\right) W \tag{2.7}
\end{equation*}
$$ where $K=K(x, y)$ is a $C^{\infty}$ matrix which vanishes for $y=x$.

There exists a $C^{\infty}$ matrix $M$ satisfying

$$
\begin{equation*}
r \frac{\partial}{\partial r} M=K M(x \text { fixed }), \quad M(x, x)=I \tag{2.8}
\end{equation*}
$$

where $I$ is the identity matrix. Using (2.8), (2.7) is simplified to

$$
\begin{equation*}
M^{-1} \Delta_{y}(f M W)=f\left(M^{-1} \Delta M\right)_{y} W-f^{\prime}\left\{2 N+4 r \frac{\partial}{\partial r}\right\} W-4 r^{2} f^{\prime \prime} W \tag{2.9}
\end{equation*}
$$

(2.9) will now be applied with

$$
f\left(r^{2}, t\right)=\frac{1}{(4 \pi t)^{N / 2}} e^{-r^{2} / 4 t} \quad(t>0 \text { fixed })
$$

Setting

$$
H_{m}=\sum_{j=0}^{m} f M U_{j} t^{j}, \quad U_{0}=I
$$

one then gets

$$
\Delta H_{\infty}=f M \sum_{j=0}^{\infty}\left\{\left(M^{-1} \Delta M\right) U_{j} t^{\jmath}+\frac{1}{4 t}\left(2 N+4 r \frac{\partial}{\partial r}\right) U_{j} t^{\jmath}-\frac{r^{2}}{4 t^{2}} U_{j} t^{\jmath}\right\} .
$$

Calculating also $\partial H_{\infty} / \partial t$, one then obtains

$$
\left(L_{y}+\frac{\partial}{\partial t}\right) H_{\infty}=f M \sum_{j=0}^{\infty}\left\{\left(M^{-1} \Delta M+c\right) U_{j}+\left(r \frac{\partial}{\partial r}+j+1\right) U_{j+1}\right\} t^{j}
$$

which leads to the successive definitions:

$$
\begin{equation*}
U_{j}=-\frac{1}{r^{j}} \int_{0}^{r}\left(M^{-1} \Delta M+c\right) U_{j-1} d r(1 \leqq j<\infty), \quad \text { where } \quad U_{0}=I \tag{2.10}
\end{equation*}
$$

We conclude that, for any $m \geqq 0$,

$$
\begin{equation*}
\left(L_{y}+\frac{\partial}{\partial t}\right) H_{m}=\frac{1}{(4 \pi)^{N / 2}} e^{-r^{2} / 4 t} t^{m-N / 2} L_{y}\left(M U_{m}\right) \tag{2.11}
\end{equation*}
$$

$H_{m}$ is a local parametrix. Note that when $P, Q$ vary in a sufficiently small neighborhood $V$ (contained in one coordinate patch), $H_{m}$ is defined and is $C^{\infty}$ in $(P, Q, t)$ if $t>0$. Let $\eta_{\varepsilon}(r)$ be a $C^{\infty}$ function of $r$ which is equal to 1 for $r<\varepsilon$ and is equal to 0 for $r>2 \varepsilon$. If $\varepsilon$ is sufficiently small then the support of $\eta_{\varepsilon}(r) H_{m}(P, Q, t)$ (where $r$ is the distance from $P$ to $Q$ ) as a form in $Q$ lies in $V$, provided $P \in W$, where $W$ is a given open subset of $V, \bar{W} \subset V$. We can cover the manifold $M$ by a finite number of sets $W$, call then $W_{i}$. Let the $H_{m}$ corresponding to (the corresponding) $V_{i}$ be denoted by $H_{m}^{i}$. If $\left\{\alpha_{i}\right\}$ is a $C^{\infty}$ partition of unity subordinate to $\left\{W_{i}\right\}$, then the support of $\alpha_{i}(P) \eta_{\mathrm{s}}(r) H_{m}^{i}(P, Q, t)$ as a form of $(P, Q)$ lies in $W_{i} \times V_{i}$ and hence this form is $C^{\infty}$ in $(P, Q, t)$ if $t>0$.

The global parametrix is given by

$$
\begin{equation*}
\Theta_{m}(P, Q, t)=\Sigma \alpha_{i}(P) \eta_{\varepsilon}(r) H_{m}^{i}(P, Q, t) \tag{2.12}
\end{equation*}
$$

The fundamental solution should then formally be

$$
\begin{equation*}
\Theta(P, Q, t)=\Theta_{m}(P, Q, t)+\int_{0}^{t}\left[\gamma_{m}(P, U, t), \Theta_{m}(Q, U, t-\tau)\right] d \tau \tag{2.13}
\end{equation*}
$$

where $\gamma_{m}$ is defined by

$$
\begin{equation*}
\gamma_{m}(P, Q, t)=\sum_{i=1}^{\infty}(-1)^{i} \delta_{m}^{i}(P, Q, t) \tag{2.14}
\end{equation*}
$$

$$
\begin{align*}
\delta_{m}^{i}(P, Q, t) & =\int_{0}^{t}\left[\delta_{m}^{i-1}(P, U, \tau), \delta_{m}^{i}(Q, U, t-\tau)\right] d \tau  \tag{2.15}\\
\delta_{m}^{1} & =\left(L_{\nu}+\frac{\partial}{\partial t}\right) \Theta_{m}
\end{align*}
$$

Using (2.4) and the inequality

$$
\begin{equation*}
\left|\int_{0}^{t} \alpha(P, Q, \tau) d \tau\right| \leqq\binom{ N}{p} \int_{0}^{t}|\alpha| d \tau \tag{2.16}
\end{equation*}
$$

Gaffney establishes the uniform convergence of the right side of (2.14) and then proves that $\Theta$, as defined in (2.13), is a fundamental solution, for any $m \geqq 0$, written in matrix form. We shall use the matrix notation of $\Theta$ and the usual double form notation for $\Theta$ interchangably; the same for $\Theta_{m}$.
3. Properties of the fundamental solution. We denote by $\partial_{P}^{h} \Theta(P, Q, t)$ an $h$ th derivative of $\Theta$ with respect to the coordinates of $P$, in a given coordinate system. If $h=\left(h_{1}, \cdots, h_{N}\right)$, set $|h|=h_{1}+\cdots+h_{N}$. From the formulas defining $\Theta$ it is clear that $\partial_{P}^{h} \theta(P, Q, t)$ exists and is continuous (in fact $C^{\infty}$ ) in $P, Q \in M$ and $t>0$. Let

$$
\begin{equation*}
\partial_{P}^{h} \Theta(P, Q, t) \sim \sum_{i=1}^{\infty} B_{i}(P, t) \omega_{i}(Q) \tag{3.1}
\end{equation*}
$$

be the Fourier expansion of $\partial_{p}^{h} \Theta$, for ( $P, t$ ) fixed. Then (recalling (2.3))

$$
\begin{align*}
B_{i}(P, t) & =\int_{M} \partial_{P}^{h} \Theta(P, U, t) * \omega_{i}(U)=\partial_{P}^{h} \int_{M} \Theta(P, U, t) * \omega_{i}(U)  \tag{3.2}\\
& =\partial^{h} \omega_{i}(P) e^{-\lambda_{i} t}
\end{align*}
$$

where $\partial_{P}^{h}$ is abbreviated by $\partial^{h}$ when there is no confusion.
By the (easily verified) Parseval's equality we get

$$
\begin{align*}
\psi(P, Q, t) & \equiv\left[\partial_{P}^{h} \Theta\left(P, U, \frac{t}{2}\right), \partial_{Q}^{h} \Theta\left(Q, U, \frac{t}{2}\right)\right]  \tag{3.3}\\
& =\sum_{i=1}^{\infty} \partial_{P}^{h} \omega_{i}(P) \partial_{Q}^{h} \omega_{i}(Q) e^{-\lambda_{i} t}
\end{align*}
$$

and the series is pointwise convergent for $P, Q \in M, t>0$.

We need the following notations. Let $\alpha$ be a double $p$-form. If it is locally represented by $\Sigma^{\prime} A_{I J} d x^{I} d y^{J}$, then we set

$$
[\alpha(P, P)]=\Sigma^{\prime} A_{I}^{I}
$$

If $\beta$ is also a double $p$-form, then we define $\left[[\alpha(P, U), \beta(P, U)]_{U}\right]$ to be $[\gamma(P, P)]$ where $\gamma(P, Q)=[\alpha(P, U), \beta(Q, U)]$.

Using (2.13) and the definition of $\psi$ in (3.3) we have

$$
\begin{align*}
\sum_{i=1}^{\infty} & \left|\partial^{h} \omega_{i}(P)\right|^{2} e^{-\lambda_{i} t}=[\psi(P, P, t)]  \tag{3.4}\\
= & {\left[\left[\partial_{P}^{h} \Theta_{m}\left(P, U, \frac{t}{2}\right), \partial_{P}^{h} \Theta_{m}\left(P, U, \frac{t}{2}\right)\right]_{U}\right] } \\
& +2\left[\left[\int_{0}^{t / 2}\left[\partial_{P}^{h} \gamma_{m}(P, W, \tau), \Theta_{m}\left(U, W, \frac{t}{2}-\tau\right)\right] d \tau, \partial_{P}^{h} \Theta_{m}\left(P, U, \frac{t}{2}\right)\right]_{U}\right] \\
& +\left[\left[\int_{0}^{t / 2}\left[\partial_{P}^{h} \gamma_{m}(P, W, \tau), \Theta_{m}\left(U, W, \frac{t}{2}-\tau\right)\right] d \tau\right.\right. \\
& \left.\left.\int_{0}^{t / 2}\left[\partial_{P}^{h} \gamma_{m}(P, W, \tau), \Theta_{m}\left(U, W, \frac{t}{2}-\tau\right)\right] d \tau\right]_{U}\right] \\
\equiv & J_{1}(P, t)+2 J_{2}(P, t)+J_{3}(P, t) .
\end{align*}
$$

We proceed to estimate the $J_{i}$. We shall make use of the inequality [4]

$$
\begin{equation*}
[\alpha(P, P)] \leqq\binom{ N}{p}|\alpha(P, P)|^{2} \tag{3.5}
\end{equation*}
$$

and of the inequality [1]

$$
\begin{align*}
& \int_{0}^{t} \int_{-\infty}^{\infty} \frac{\exp \left\{-\lambda|x-z|^{2} /(t-\tau)\right\}}{(t-\tau)^{\mu}} \frac{\exp \left\{-\lambda|z-y|^{2} / \tau\right\}}{\tau^{\nu}} d z d \tau  \tag{3.6}\\
& \quad \leqq \text { const. } \frac{\exp \left\{-\lambda|x-y|^{2} / t\right\}}{t^{\mu+\nu-1-N / 2}}
\end{align*}
$$

where $d z=d z^{1} \cdots d z^{N}$ and $\lambda>0, \mu<N / 2+1, \nu<N / 2+1$. The following, easily verified, inequality will also be used:

$$
\begin{align*}
& \int_{-\infty}^{\infty} \exp \left\{-\lambda|x-z|^{2} / t\right\} \exp \left\{-\lambda|z-y|^{2} / t\right\} d z  \tag{3.7}\\
& \quad \leqq \text { const. } \exp \left\{-\mu|x-y|^{2} / t\right\} t^{N / 2}
\end{align*}
$$

where $d z=d z^{1} \cdots d z^{N}$ and $\lambda>\mu>0$. We shall denote by $A_{1}$ constants which (unless otherwise stated) may depend only on $h$ and on the manifold $M$.

Using (3.6) one can prove by induction on $i$ that

$$
\begin{equation*}
\left|\partial_{P}^{h} \delta_{m}^{i}(P, U, t)\right| \leqq \frac{A_{1}^{i+1}}{i!} t^{i(m+1-|n| / 2)-1-N / 2} e^{-r^{2} / 5 t} \tag{3.8}
\end{equation*}
$$

The case $i=1$ follows by (2.11), (2.12). (In deriving (3.8) we also use the elementality inequality $\lambda e^{-\alpha \lambda} \leqq$ const. $e^{-\delta \lambda}$ for all $\lambda>0$, where $\alpha, \delta$ are constants and $\alpha>\delta \geqq 0$.) In (3.8) it is understood that $t^{\circ}$ (if it occurs) must be replaced by $-\log t$. From now on we take $m$ such that

$$
m+1-\frac{|h|}{2}>0
$$

Using the definition (2.14) we then conclude from (3.8) that

$$
\begin{equation*}
\left|\partial_{P}^{h} \gamma_{m}(P, Q, t)\right| \leqq A_{2} e^{-r^{2} / 5 t} t^{m-(||h|+N) / 2} \tag{3.9}
\end{equation*}
$$

Next, from the definition of $\Theta_{m}$ one derives

$$
\begin{equation*}
\left|\partial_{P}^{h} \Theta_{m}(P, Q, t)\right| \leqq A_{3} e^{-r^{2} / 5 t} t^{-\left(\mid b^{2}+N\right) / 2} \tag{3.10}
\end{equation*}
$$

Combining (3.9) and (3.10) ( $h=0$ ) and applying (3.6), we get

$$
\begin{equation*}
\left|\int_{0}^{t / 2}\left[\partial_{P}^{h} \gamma_{m}(P, W, \tau), \Theta_{m}\left(U, W, \frac{t}{2}-\tau\right)\right] d \tau\right| \leqq A_{4} e^{-2 r^{2} / \mid 5 t} t^{m+1-\left(\mid h_{1+N}\right) / 2} \tag{3.11}
\end{equation*}
$$

Using (3.10), (3.11) one easily derives, applying (3.7),

$$
\begin{equation*}
J_{2}(P, t) \leqq A_{5} t^{m+1-|n|-N / 2} \tag{3.12}
\end{equation*}
$$

Similary one gets

$$
\begin{equation*}
J_{3}(P, t) \leqq A_{6} t^{2(m+1)-\left|m_{1}\right|-N / 2} . \tag{3.13}
\end{equation*}
$$

Evaluation of $J_{1}(P, t)$. From the construction of $\Theta_{m}$ it follows that for every sufficiently small neighborhood $V$ we may take it to be of the form

$$
\begin{equation*}
\Theta_{m}(P, U, t)=H_{m}(P, U, t)+R_{m}(P, U, t) \quad \text { for all } \quad P \in V \tag{3.14}
\end{equation*}
$$

where $H_{m}$ is constructed in $\S 2$ and where, for some $\alpha^{\prime}>0$,

$$
\begin{equation*}
\left|\partial_{P}^{h} R_{m}(P, U, t)\right| \leqq A_{7} e^{-\alpha^{\prime} \mid t} t^{|n|+N / 2} \leqq A_{8} t^{\zeta} \tag{3.15}
\end{equation*}
$$

for any $\zeta>0 . \quad A_{8}$ depends also on $\zeta$. Next,

$$
\begin{equation*}
\partial_{P}^{h} H_{m}(P, U, t)=\sum_{j=0}^{m} t^{j} \sum_{|\nu|=0}^{|h|}\binom{h}{\nu} \partial_{P}^{\nu} f \partial_{P}^{h-\nu}\left(M U_{j}\right) \tag{3.16}
\end{equation*}
$$

where $\binom{h}{\nu}=\binom{h_{1}}{\nu_{1}} \cdots\binom{h_{N}}{\nu_{N}}$. It is easily seen that

$$
\begin{equation*}
\partial_{P}^{\nu} f\left(r^{2}, t\right)=\sum_{|\mu|=0}^{\nu_{0}} H_{\nu \mu}\left(\frac{y-x}{\sqrt{t}}\right) f\left(r^{2}, t\right) t^{|\nu| / 2+|\mu| / 2} \tag{3.17}
\end{equation*}
$$

where $y^{i}, x^{i}$ are the coordinates of $U, P$ respectively, and $H_{\nu \mu}(z)$ is a polynomial in $z=\left(z^{1}, \cdots, z^{N}\right)$ with $C^{\infty}$ coefficients which, for $H_{20}$, are
functions of $x$ only. Substituting (3.17) into (3.16) and recalling that $M(P, U) \nu_{2}$ becomes $\left(\delta_{I}^{J}\right)$ at $P=U$, we obtain

$$
\begin{equation*}
\partial_{P}^{h} H_{m}(P, U, t)=H_{n 0}\left(\frac{y-x}{\sqrt{t}}\right) f\left(r^{2}, t\right) t^{-|n| / 2} Y+S_{h}(P, U, t) \tag{3.18}
\end{equation*}
$$

where $Y$ is the matrix ( $\delta_{I}^{J}$ ) and

$$
\begin{equation*}
\left|S_{h}(P, U, t)\right| \leqq A_{9} e^{-r^{2} / 2 t} t^{\left(1-\left|h_{h}\right|-N\right) / 2} \tag{3.19}
\end{equation*}
$$

Combining (3.14), (3.15), (3.18), (3.19) we conclude that

$$
\begin{equation*}
\partial_{P}^{h} \Theta_{m}(P, U, t)=H_{n 0}\left(\frac{y-x}{\sqrt{t}}\right) f\left(r^{2}, t\right) t^{-|h| / 2} Y+T_{h}(P, U, t) \tag{3.20}
\end{equation*}
$$

and

$$
\left|T_{h}(P, U, t)\right| \leqq A_{10} t^{(1-|h|-N) / 2}
$$

Using the definition of $J_{1}$, and substituting (3.20) in the part of the integral $\left[\partial_{P}^{h} \Theta_{m}(P, U, t / 2), \partial_{P}^{h} \Theta_{m}(P, U, t / 2)\right]_{U}$ taken over a coordinate patch $V_{0}$ containing $\bar{V}: y^{i}-x^{i}=\xi^{i} \sqrt{t}$, we find that

$$
\begin{equation*}
J_{1}(P, t)=\left(C_{h}(P)+B_{0}(P, t)\right) t^{-|n|-N / 2} \tag{3.21}
\end{equation*}
$$

where $C_{h}(P)$ is a continuous function of $P$, and $\left|B_{0}(P, t)\right| \leqq A_{11} \sqrt{t}$ for $P \in V, 0<t \leqq b$, for any $b>0$. $A_{11}$ depends on $b$.

Combining the evaluation of $J_{1}$ with (3.12), (3.13), we obtain from (3.4),

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|\partial^{h} \omega_{i}(P)\right|^{2} e^{-\lambda_{i} t}=C_{h}(P) t^{-|n|-N / 2}+D_{h}(P, t) t^{-|h|-(N-1) / 2} \tag{3.22}
\end{equation*}
$$

where $D_{h}(P, t)$ is a uniformly continuous function of $(P, t), P \in V$ and $0<t \leqq b$ for any $b>0$. Thus

$$
\begin{equation*}
\left|D_{n}(P, t)\right| \leqq A_{12} \tag{3.23}
\end{equation*}
$$

where $A_{12}$ depends on $b$.
Note that the $A_{i}$, in particular $A_{12}$, are independent of $P$ which varies in $V$.
4. Asymptotic formulas. To derive asymptotic formulas from the equation (3.22) we use a Tauberian theorem due to Karamata, specialized to Dirichlet series [14; p. 192]. It states:

Let $a_{k} \geqq 0$ and $0 \leqq \lambda_{1} \leqq \lambda_{2} \leqq \cdots \leqq \lambda_{n} \leqq \cdots$, and assume that the Dirichlet series $f(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}$ converges for $t>0$ and satisfies

$$
f(t) \sim \frac{A}{t^{\gamma}} \text { as } t \searrow 0 \quad(\gamma \geqq 0)
$$

Then the function $\alpha(x)=\sum_{\lambda_{k} \leq x} a_{k}$ satisfies

$$
\alpha(x) \sim \frac{A x^{\gamma}}{\Gamma(\gamma+1)} \quad \text { as } \quad x \rightarrow \infty
$$

Applying it to (3.22) (using (3.23)), we get

$$
\begin{equation*}
\sum_{\lambda_{i} \leq \lambda}\left|\partial^{h} \omega_{i}(P)\right|^{2}=\frac{C_{h}(P)}{\Gamma(|h|+1+N / 2)} \lambda^{\mid h_{1}+N / 2}[1+o(1)](\lambda \rightarrow \infty) \tag{4.1}
\end{equation*}
$$

and $o(1) \rightarrow 0$ as $\lambda \rightarrow \infty$, uniformly in $P \in V$.
Let $\lambda_{1}=\cdots=\lambda_{q-1}=0, \lambda_{q}>0$. Using the asymptotic formula (4.1) we shall prove:

Theorem 1. For any $h$ and for any $\varepsilon>0$, the series

$$
\begin{equation*}
\sum_{i=q}^{\infty} \frac{\left|\partial^{h} \omega_{i}(P)\right|^{2}}{\lambda_{i}^{N / 2+|h|+\varepsilon}} \tag{4.2}
\end{equation*}
$$

is uniformly convergent in $P \in M$.

Proof. We introduce the function

$$
B(P, \lambda) \equiv \sum_{\lambda_{q} \leq \lambda_{i} \leq \lambda}\left|\partial^{h} \omega_{i}(P)\right|^{2}
$$

Then, we can write the series (4.2) in the form

$$
\int_{\lambda^{\prime}}^{\infty} \frac{d B(P, \lambda)}{\lambda^{N / 2+|n|+\varepsilon}} \text { for any } \quad 0<\lambda^{\prime}<\lambda_{q}
$$

Integrating by parts we get

$$
\begin{equation*}
\lim _{\mu \rightarrow \infty}\left[\frac{B(P, \lambda)}{\lambda^{N / 2+|h|+\varepsilon}}\right]_{\lambda=\lambda \prime}^{\lambda=\mu}-\left(\frac{N}{2}+|h|+\varepsilon\right) \int_{\lambda^{\prime}}^{\infty} \frac{B(P, \lambda)}{\lambda^{N / 2+|h|+\varepsilon+1}} d \lambda . \tag{4.3}
\end{equation*}
$$

Since, by (4.1), $B(P, \lambda) \leqq A_{13} \lambda^{|h|+N / 2}$ and since $B\left(P, \lambda^{\prime}\right)=0$, the first term in (4.3) vanishes. The integral in (4.3) converges uniformly in $P$ in view of the bound on $B(P, \lambda)$ just given. The proof of Theorem 1 is thereby completed.
5. Solution of the system (1.1), (1.2). We first derive the formal solution. Substituting
(5.1) $\quad g(P)=\sum_{n=1}^{\infty} g_{n} \omega_{n}(P), h(P)=\sum_{n=1}^{\infty} h_{n} \omega_{n}(P), f(P, t)=\sum_{n=1}^{\infty} f_{n}(t) \omega_{n}(P)$

$$
\begin{equation*}
v(P, t)=\sum_{n=1}^{\infty} v_{n}(t) \omega_{n}(P) \tag{5.2}
\end{equation*}
$$

into (1.1), (1.2) we arrive at the equations

$$
\begin{align*}
& v_{n}^{\prime \prime}(t)+\lambda_{n} v_{n}(t)=f_{n}(t)  \tag{5.3}\\
& v_{n}(0)=g_{n}, v_{n}^{\prime}(0)=h_{n} . \tag{5.4}
\end{align*}
$$

If $\lambda_{n}=0$ the solution is

$$
v_{n}(t)=g_{n}+h_{n} t+\int_{0}^{t} f(\tau)(t-\tau) d \tau
$$

If $\lambda_{n}>0$ the solution is

$$
v_{n}(t)=g_{n} \cos \sqrt{\lambda_{n}} t+\frac{h_{n}}{\sqrt{\lambda_{n}}} \sin \sqrt{\overline{\lambda_{n}}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} f_{n}(\tau) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau
$$

Hence, the formal solution of (1.1), (1.2) is

$$
\begin{align*}
& v(P, t)=\sum_{n=1}^{\infty} g_{n} \omega_{n}(P) \cos \sqrt{\lambda_{n}} t+\sum_{n=1}^{q-1} h_{n} \omega_{n}(P) t  \tag{5.5}\\
& \quad+\sum_{n=q}^{\infty} \frac{h_{n}}{\sqrt{\lambda_{n}}} \omega_{n}(P) \sin \sqrt{\lambda_{n}} t+\sum_{n=1}^{q-1} \omega_{n}(P) \int_{0}^{t} f_{n}(\tau)(t-\tau) d \tau \\
& \quad+\sum_{n=q}^{\infty} \frac{1}{\sqrt{\overline{\lambda_{n}}}} \omega_{n}(P) \int_{0}^{t} f_{n}(\tau) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau .
\end{align*}
$$

To prove that the formal solution is a genuine one we observe that if $\lambda_{n}>0$

$$
\begin{equation*}
g_{n}=\int_{H} g(Q) * \omega_{n}(Q)=\frac{1}{\lambda_{n}^{m}} \int_{H} L^{m} g(Q) * \omega_{n}(Q) \tag{5.6}
\end{equation*}
$$

for any positive integer $m$. Applying Bessel's inequality, we get

$$
\begin{equation*}
\sum_{n=1}^{\infty} \lambda_{n}^{2 m} g_{n}^{2} \leqq \int_{M} L^{m} g(Q) * L^{m} g(Q)=\left\|L^{m} g\right\|^{2} \tag{5.7}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \lambda_{n}^{2 m} h_{n}^{2} \leqq\left\|L^{m} h\right\|^{2}, \sum_{n=1}^{\infty} \lambda_{n}^{2 m}\left(f_{n}(t)\right)^{2} \leqq\left\|L^{m} f(\cdot, t)\right\|^{2} \tag{5.8}
\end{equation*}
$$

It will be enough to show that the part of the first series on the right side of (5.5), where summation is on $\lambda_{n}>0$, when differentiated term-by-term twice with respect to $P$ is uniformly convergent in $P \in M$, $0 \leqq t \leqq b$, for any $b>0$. Now the series obtained is majorized by

$$
\Sigma\left|g_{n}\right|\left|\partial^{2} w_{n}(P)\right| \leqq \Sigma \lambda_{n}^{k}\left|g_{n}\right| \frac{\left|\partial^{2} \omega_{n}(P)\right|}{\lambda_{n}^{k}} \leqq \Sigma \lambda_{n}^{2 k} g_{n}^{2} \Sigma \frac{\left|\partial^{2} \omega_{n}(P)\right|^{2}}{\lambda_{n}^{2 k}}
$$

Hence that series is uniformly convergent if $k>N / 2+1$.
It is clear that each series in (5.5) can actually be differentiated term-by-term any number of times and the resulting series is uniformly convergent.

By a solution of (1.1), (1.2) we mean a $p$-form which is (a) twice continuously differentiable in ( $P, t$ ) for $P \in M, t>0(b)$ once continuously differentiable in $t$ for $P \in M, t \geqq 0$ and (c) satisfies (1.1), (1.2).

The uniqueness of the solution can be proved as for the classical wave equation. Assuming $g \equiv 0, h \equiv 0, f \equiv 0$ and using the rule $\int d u^{*} \omega=\int u^{*} \delta \omega$ one finds that if $u$ is a solution then

$$
\frac{\partial}{\partial t} \int_{M}\left[u_{t} * u_{t}+\delta u * \delta u+d u * d u-c u * u\right]=0
$$

Since the integral vanishes for $t=0$, it vanishes for all $t>0$. Since the integrand is nonnegative, $u_{t} * u_{t} \equiv 0$, which implies $u_{t} \equiv 0$ and hence, $u \equiv 0$.

We have thus completed the proof of the following theorem.
Theorem 2. Let $g, h$ be $C^{\infty} p$-forms and let $f$ be a $C^{\infty} p$-form such that $\partial_{P}^{\lambda} f$ is continuous in ( $P, t$ ), for any $\lambda$. Then the Cauchy problem (1.1), (1.2) has one and only one solution. The solution is a $C^{\infty} p$-form and is given by (5.5).

The assumption that the manifold $M$ is $C^{\infty}$ can be weakened. Indeed, the theory of differential forms used above remains valid under the assumption that the metric tensor is $C^{5}$ (Gaffney [3]; see also Friedrichs [2]). The assumptions on $f, g, h$ can also be weakened without any modification of the preceding proof of Theorem 2.

We need the assumptions:
(A) The metric tensor $g_{i j}$ belongs to $C^{[N / 2]+2}$ and to $C^{5}$, and $c$ belongs to $C^{[N / 2]+1}$ (recall that $c \leqq 0$ ).
(B) The form $g$ belongs to $C^{[N / 2]+3}$ and $L^{[(N+4) / 4]} g$ belongs to $C^{1}$.
(C) The form $h$ belongs to $C^{[N / 2]+2}$ and $L^{[(N+2) / 2]} h$ belongs to $C^{1}$.
(D) The form $f$ and its first $[N / 2]+2 p$-derivatives are continuous for $P \in M, 0 \leqq t \leqq b$ (for any $b>0$ ); $L^{[(N+2) / 2]} f$ and its first $p$-derivatives are continuous for $P \in M, 0 \leqq t \leqq b$.

Theorem 2'. Under the assumptions (A) - (D), there exists one and only one solution of the Cauchy problem (1.1), (1.2). It is given by (5.5).

The assertion of Theorem $2^{\prime}$ remains valid if we further weaken the assumptions (A) - (D) by replacing the classes of continuous deriva-
tives $C^{q}$ by classes of "strong" derivatives $W_{2}^{q}$ (see [6]), assuming that $g_{i j} \in C^{5}$.
6. The heat equation. The method of $\S 5$ can easily be extended to solve the system (1.4), (1.5). The formal solution is

$$
\begin{equation*}
u(P, t)=\sum_{n=1}^{\infty} g_{n} \omega_{n}(P) e^{-\lambda_{n} t}+\sum_{n=1}^{\infty} \omega_{n}(P) \int_{0}^{t} f_{n}(\tau) e^{-\lambda_{n}(t-\tau)} d \tau \tag{6.1}
\end{equation*}
$$

We shall need the assumptions:
(A') $g_{i j}$ belong to $C^{[N / 2]+1}$ and to $C^{5}$, and $e$ belongs to $C^{[N / 2]}$.
( $\mathrm{B}^{\prime}$ ) The form $g$ belongs to $C^{[N / 2]+1}$ and $L^{[N / 4]} g$ belongs to $C^{1}$.
Theorem 3. Under the assumption ( $\mathrm{A}^{\prime}$ ), ( $\mathrm{B}^{\prime}$ ), ( D ) there exists a unique solution of the system (1.4), (1.5). It is given by (6.1).

Remark 1. The assumption $c \leqq 0$ is not needed for the validity of Theorem 3 since it can be achieved by a transformation $u=e^{\alpha t} u$ for any constant $\alpha \geqq c$.

Remark 2. Assuming $c \leqq 0, f \equiv 0$, we can rewrite (6.1) as an operator equation

$$
\begin{equation*}
T_{t}=H+\sum_{k=1}^{\infty} e^{-\mu_{k} t} H_{k} \tag{6.2}
\end{equation*}
$$

where $\left\{\mu_{k}\right\}$ is the sequence $\left\{\lambda_{j}\right\}$ taken without multiplicities, $H_{k}$ is the projection into the space of eigenforms corresponding to $\mu_{k}, H$ corresponds to $\mu_{0}=0$, and $T_{t}$ is the operator which maps $g$ into the solution $u$, that is, $u(P, t)=T_{t} g(P)$. Formula (6.2) was derived, in a different way (for $c \equiv 0$ ) by Milgram and Rosenbloom [10].
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## BASES OF TENSOR PRODUCTS OF BANACH SPACES

B. R. Gelbaum and J. Gil de Lamadrid

1. Introduction. In this note we use the conventions and notations of Schatten [4] with the exception that we use $B^{\prime}$ to indicate the dual (conjugate) space of a Banach space $B$ and $\left\langle x, x^{\prime}\right\rangle$ as the action of an element $x$ and a functional $x^{\prime}$ on each other. Schatten defines the tensor product $B_{1} \otimes_{a} B_{2}$ as the completion of the algebraic tensor product $B_{1} \otimes B_{2}$ of two Banach spaces $B_{1}$ and $B_{2}$, on which the cross norm $\alpha$ has been imposed. We discuss the proposition, "If $B_{1}$ and $B_{2}$ have Schauder bases, then $B_{1} \otimes_{\alpha} B_{2}$ has a Schauder basis." We prove this for $\alpha=\gamma$ ( $B_{1} \otimes_{\gamma} B_{2}$ is the trace class of transformations of $B_{1}^{\prime}$ into $B_{2}$ ). We also prove it for $\alpha=\lambda\left(B_{1} \otimes_{\lambda} B_{2}\right.$ is the class of all completely continuous linear transformations of $B_{1}^{\prime}$ into $B_{2}$ ) in the case in which the bases of $B_{1}$ and $B_{2}$ satisfy an "isometry condition". This condition is not very restrictive. We know of no instance in which it is not satisfied. Next we show that unconditional bases of $B_{1}$ and $B_{2}$ do not necessarily yield an unconditional basis for the tensor product, even in the nicest conceivable infinite dimensional case, that in which $B_{1}=B_{2}=$ Hilbert space, and the bases are orthonormal and identical.

We recall certain facts about Schauder bases, and set some general notation that we use throughout the paper. We usually work with a biorthogonal set $\Omega=\left\{x_{i}, x_{i}^{\prime}\right\}_{i}$ associated with a Banach space $B$, so that $\chi=\left\{x_{i}\right\}_{i}$ is a basis for $B$ with coefficients supplied by the corresponding sequence of functionals $\chi^{\prime}=\left\{x_{2}^{\prime}\right\}_{i}$. We will have to do with the closed linear manifold $B^{2}$ of $B^{\prime}$ generated by the elements of $\chi^{\prime}$. Since $B$ and $B^{a}$ are in duality it is possible to embed $B$ in $\left(B^{2}\right)^{\prime}$ by the same formula that effects the embedding of $B$ in $B^{\prime \prime}$. We denote by ${ }_{n} P_{m}$ the projection of $B$ defined by ${ }_{n} P_{m} x=\sum_{i=n}^{m}\left\langle x, x_{\imath}^{\prime}\right\rangle x_{i}$. The double sequence $\left\{_{n} P_{m}\right\}_{n, m}$ is uniformly bounded. We denote by $T^{\prime \prime}$ the transpose of any transformation $T$. The following lemma, given without proof, is but a trivial strengthening of [2, p. 18, Theorem 1].

Lemma 1. Let $E$ be a dense vector subspace of $B, \Omega$ a biorthogonal set of $B$ such that $\chi \subset E$, the vector space spanned by $\chi$ is dense in $E$ and the sequence $\left\{{ }_{n} P_{m}\right\}_{n, m}$ is uniformly bounded on $E$. Then $\Omega$ defines a basis for $B$.
2. The tensor product of two biorthogonal sets. Let $\Omega_{1}=\left\{x_{i}, x_{i}^{\prime}\right\}_{i}$ be a biorthogonal set of $B_{1}$ and $\Omega_{2}=\left\{y_{i}, y_{i}^{\prime}\right\}_{i}$ a biorthogonal set of $B_{2}$.

[^14]The elements $x_{i}^{\prime} \otimes y_{j}^{\prime}$ can be considered as belonging to $\left(B_{1} \otimes_{\alpha} B_{2}\right)^{\prime}$ for any cross norm $\alpha$ [4 p. 43], and $\left\{x_{i} \otimes y_{j}, x_{i}^{\prime} \otimes y_{j}^{\prime}\right\}_{i, j}$ is clearly a biorthogonal set. We enumerate it, not by the diagonal method, i.e., as in the usual proof that the rationals are denumerable, but as follows: In the table

$$
\begin{array}{lll}
x_{1} \otimes y_{1} & x_{1} \otimes y_{2} & x_{1} \otimes y_{3} \ldots \ldots \\
x_{2} \otimes y_{1} & x_{2} \otimes y_{2} & x_{2} \otimes y_{3} \ldots \ldots \\
x_{3} \otimes y_{1} & x_{3} \otimes y_{2} & x_{3} \otimes y_{3} \ldots \ldots
\end{array}
$$

we simply order the elements by listing the entries on the two inner sides of each successive upper left hand block to obtain $x_{1} \otimes y_{1}, x_{1} \otimes y_{2}$, $x_{2} \otimes y_{2}, x_{2} \otimes y_{1}, x_{1} \otimes y_{3}, x_{2} \otimes y_{3}, x_{3} \otimes y_{3}, x_{3} \otimes y_{2}, x_{3} \otimes y_{1}, \cdots, x_{1} \otimes y_{k}, x_{2} \otimes$ $y_{k} \cdots x_{k} \otimes y_{k}, x_{k} \otimes y_{k-1}, \cdots, x_{k} \otimes y_{2}, x_{k} \otimes y_{1}, \cdots$. This double sequence with the given order is called the tensor product of $\chi_{1}=\left\{x_{i}\right\}_{i}$ and $\chi_{2}=$ $\left\{y_{j}\right\}_{j}$ and is denoted by $\chi_{1} \otimes \chi_{2}$. Similarly $\chi_{1}^{\prime} \otimes \chi_{2}^{\prime}$ denotes the set $\left\{x_{i}^{\prime} \otimes y_{j}^{\prime}\right\}_{i, j}$ with the corresponding order. The biorthogonal set formed by $\chi_{1} \otimes \chi_{2}$ and $\chi_{1}^{\prime} \otimes \chi_{2}^{\prime}$ is called the tensor product of $\Omega_{1}$ and $\Omega_{2}$ and denoted by $\Omega_{1} \otimes \Omega_{2}$.

Theorem 1. If $\Omega_{1}$ defines a basis for $B_{1}$ and $\Omega_{2}$ defines a basis for $B_{2}$, then $\Omega_{1} \otimes \Omega_{2}$ defines a basis for $B_{1} \otimes{ }_{\gamma} B_{2}$.

Proof. We show that the vector space spanned by $\chi_{1} \otimes \chi_{2}$ is dense in $B_{1} \otimes B_{2}$. To see this let ${ }_{n} P_{m}^{i}$ be the ${ }_{n} P_{m}$ defined in $\S 1$ for $\Omega_{i}$, and define

$$
\begin{gather*}
A_{m}=x \otimes y-\sum_{k, j=1}^{m}\left\langle x, x_{k}^{\prime}\right\rangle\left\langle y, y_{j}^{\prime}\right\rangle x_{k} \otimes y_{j}=x \otimes y-\left[{ }_{1} P_{m}^{1} x\right] \otimes\left[{ }_{1} P_{m}^{2} y\right]  \tag{1}\\
=x \otimes\left[y-{ }_{1} P_{m}^{2} y\right]+\left[x-{ }_{1} P_{m}^{1} x\right] \otimes{ }_{1} P_{m}^{2} y
\end{gather*}
$$

Then

$$
\begin{equation*}
\gamma\left(A_{m}\right) \leqq\|x\|\left\|y-{ }_{1} P_{m}^{2} y\right\|+\left\|x-{ }_{1} P_{m}^{1} x\right\|\left\|_{1} P_{m}^{2} y\right\| . \tag{2}
\end{equation*}
$$

The right hand side of (2) tends to zero with $m^{-1}$. This argument extends by linearity to sums of elements of the form $x \otimes y$.

Let now $T_{q}$ be the ${ }_{1} P_{q}$ defined in $\S 1$ corresponding to $\Omega_{1} \otimes \Omega_{2}$. It remains to show that $\left\{T_{q}\right\}_{q}$ is uniformly bounded. It is easy to show that each $T_{q}$ has one of the following three forms: ${ }_{1} P_{n}^{1} \otimes{ }_{1} P_{n}^{2},{ }_{1} P_{n}^{1} \otimes$ ${ }_{1} P_{n}^{2}+{ }_{n+1} P_{n+1}^{1} \otimes_{1} P_{m}^{2},{ }_{1} P_{m}^{1} \otimes_{n+1} P_{n+1}^{2}$. Hence, it suffices to show that $\left\{{ }_{n} P_{m}^{1} \otimes_{q} P_{r}^{2}\right\}_{q, r}{ }_{n, m}$ is uniformly bounded. Let $M$ be a common bound for all ${ }_{n} P_{m}^{1}$ and ${ }_{q} P_{r}^{2}$. For $\Sigma x \otimes y \in B_{1} \otimes B_{2}$

$$
\begin{gather*}
\gamma\left[{ }_{n} P_{m}^{1} \otimes_{q} P_{r}^{2}(\Sigma x \otimes y)\right]=\gamma\left[\Sigma\left({ }_{n} P_{m}^{1} x\right) \otimes\left({ }_{q} P_{r}^{2} y\right)\right] \\
\leqq\left(\sum\|x\|\|y\|\right) M^{2}
\end{gather*}
$$

Since (3) holds for any representation $\Sigma x \otimes y$ of a given tensor product element, we may replace in it the sum $\Sigma\|x\|\|y\|$ by $\gamma(\Sigma x \otimes y)$, thereby proving our assertion. From Lemma 1, we can conclude that $\Omega_{1} \otimes \Omega_{2}$ defines a basis for $B_{1} \otimes_{\gamma} B_{2}$.
3. The space of completely continuous transformations. We recall that there is a canonical imbedding of $B$, with a biorthogonal set $\Omega$ defining a basis of $B$, into $\left(B^{2}\right)^{\prime}$. The norm of the image of an element $x \in B$ is less than or equal to $\|x\|$. We say that $\Omega$ satisfies the condition of isometry if the imbedding is actually an isometery. For such an $\Omega$, $\left(B^{2}\right)^{2}=B$, isometrically. We state first the following corollary of Theorem 1.

Corollary 1. If $\Omega_{k}$ is a biorthogonal set defining a basis for $B_{k}, k=1,2$, then $\Omega_{1} \otimes \Omega_{2}$ defines a basis for $B_{1}^{\Omega_{1}} \otimes_{\lambda} B_{2}^{\Omega_{2}}$.

Proof. Each $x_{i}^{\prime} \otimes y_{j}^{\prime}$ is an element of $B_{1}^{Q_{1}} \otimes B_{2}^{Q_{2}}$ which, as a subset of $B_{1}^{\prime} \otimes_{\lambda} B_{2}^{\prime}$, can be imbedded isometrically in $\left(B_{1} \otimes_{\gamma} B_{2}\right)^{\prime}$ [4, p. 47, Theorem 3.2]. What is more, the vector space spanned by $\left\{x_{i}^{\prime} \otimes y_{j}^{\prime}\right\}_{i, j}$ is dense, with respect to $\lambda$, in $B_{1}^{Q_{1}} \otimes B_{2}^{\Omega_{2}}$, hence in $B_{1}^{\Omega_{1}} \otimes_{\lambda} B_{2}^{\Omega_{2}}$. This is true because

$$
\begin{gather*}
\lambda\left[x^{\prime} \otimes y^{\prime}-\left(\sum_{i=1}^{n}\left\langle x_{i}, x^{\prime}\right\rangle x_{i}^{\prime}\right) \otimes\left(\sum_{i=1}^{n}\left\langle y_{i}, y^{\prime}\right\rangle y_{i}^{\prime}\right)\right] \leqq \gamma\left[x^{\prime} \otimes y^{\prime}-\right.  \tag{4}\\
\left.\left(\sum_{i=1}^{n}\left\langle x_{i}, x^{\prime}\right\rangle x_{i}^{\prime}\right) \otimes\left(\sum_{i=1}^{n}\left\langle y_{i}, y^{\prime}\right\rangle y_{i}^{\prime}\right)\right]
\end{gather*}
$$

and the latter quantity tends to 0 . Hence $B_{1}^{\Omega_{1}} \otimes_{\lambda} B_{2}^{\Omega_{2}}=\left(B_{1} \otimes_{\gamma} B_{2}\right)^{\Omega_{1} \otimes \Omega_{2}}$. Our result is a consequence of this.

The next theorem follows easily from this corollary.
Theorem 2. If both $\Omega_{1}$ and $\Omega_{2}$ satisfy the condition of isometry $\Omega_{1} \otimes \Omega_{2}$ defines a basis for $B_{1} \otimes_{\lambda} B_{2}$.

Proof. If in Corollary 1 we replace $B_{1}$ by $B_{1}^{\Omega_{1}}$ and $B_{2}$ by $B_{2}^{g_{2}}$, we conclude that $\Omega_{1} \otimes \Omega_{2}$ defines a basis for $\left(B_{1}^{\Omega_{1}}\right)^{a_{1}} \otimes_{\lambda}\left(B_{2}^{\Omega_{2}}\right)^{\Omega_{2}}$. When the condition of isometry is satisfied the last tensor product can be identified with $B_{1} \otimes_{\lambda} B_{2}$, owing to the relations $B_{k}=\left(B_{k}^{\rho_{k}}\right)^{\Omega_{k}}$ for $k=1,2$, and the universal character of $\lambda$, [4, p. 35, Lemma 2.12].

Theorem 2 can be considered as a sharpening of the well known fact that if $B_{1}$ and $B_{2}$ have bases, then every completely continuous linear transformation of $B_{1}^{\prime}$ into $B_{2}$ can be uniformly approximated by finite dimensional linear transformations. Our theorem goes further to state that if $\Omega_{1}$ and $\Omega_{2}$ satisfy the condition of isometry, the space of all completely continuous linear transformations of $B_{1}^{\prime}$ into $B_{2}$ has a
basis consisting of one-dimensional linear transformations.
The condition of isometry deserves some explanation. It is satisfied by a large class of bases, which includes every base for which

$$
\begin{equation*}
B^{a}=B^{\prime}{ }^{(1)} \tag{5}
\end{equation*}
$$

The equation (5) holds always for reflexive spaces. It also holds for certain bases of non-reflexive spaces.

A non-reflexive example of (5) is exhibited in [2, p. 188, Example 1], involving the usual basis of $c_{0}, x_{i}=\left\{\delta_{j}^{i}\right\}_{j}$, with $x_{i}^{\prime}=\left\{\delta_{j}^{i}\right\}_{j} \in l^{1}$. An example of the condition of isometry, in the absence (5), is obtained from this first example, by setting [2, p. 188, Example 2] $y_{1}=x_{1}$, and $y_{i}=$ $x_{i}-x_{i-1}+\cdots+(-1)^{i-1} x_{1}$, for $i>1$, and $y_{i}^{\prime}=x_{i}^{\prime}+x_{i+1}^{\prime}$. For $\Omega=\left\{y_{i}, y_{i}^{\prime}\right\}_{i}$, $x_{1}^{\prime} \in B^{\prime} \backslash B^{\Omega} . \quad \Omega$ satisfies the condition of isometry for, if $x \in c_{0}$, then

$$
\left\|\sum_{k=1}^{n}\left\langle x, y_{k}^{\prime}\right\rangle y_{k}\right\|=\left\|\sum_{k=1}^{n}\left\langle x, x_{k}^{\prime}\right\rangle x_{k}\right\| \leqq\|x\| .
$$

The conclusion is now a consequence of the following theorem and its corollary.

THEOREM 3. If for every $x^{\prime} \in B^{\prime},\left\|_{1} P_{n}^{\prime} x^{\prime}\right\| \rightarrow\left\|x^{\prime}\right\|$, then $\Omega$ satisfies the condition of isometry.

Proof. Let $x_{0} \in B$ and $x_{0}^{\prime} \in B^{\prime}$ such that $\left\|x_{0}^{\prime}\right\|=1$ and $\left\langle x_{0}, x_{0}^{\prime}\right\rangle=\left\|x_{0}\right\|$. Then

$$
\lim _{n \rightarrow \infty} \frac{\left\langle x_{0},{ }_{1} P_{n}^{\prime} x_{0}^{\prime}\right\rangle}{\left\|_{1} P_{n}^{\prime} x_{0}^{\prime}\right\|}=\left\|x_{0}\right\|,
$$

Corollary 2. If $\left\|_{1} P_{n}\right\| \leqq 1$ for every $n$, then $\Omega$ satisfies the condition of isometry.

Proof. We show the above hypothesis implies the hypothesis of Theorem 3. To see this, let $x_{0}^{\prime} \in B^{\prime}$, and $\varepsilon>0$. There is $x_{0} \in B$ so that $\left\|x_{0}\right\|=1$ and $\left\langle x_{0}, x_{0}^{\prime}\right\rangle>\left\|x_{0}\right\|-\varepsilon / 2$ and an integer $N>0$ so that

$$
\begin{gather*}
\left\|x_{0}^{\prime}\right\| \geqq\left\|_{1} P_{n}^{\prime} x_{0}^{\prime}\right\| \geqq\left\langle x_{0},{ }_{1} P_{n}^{\prime} x_{0}^{\prime}\right\rangle=\left\langle{ }_{1} P_{n} x_{0}, x_{0}^{\prime}\right\rangle>\left\langle x_{0}, x_{0}^{\prime}\right\rangle-\varepsilon / 2 \\
>\left\|x_{0}^{\prime}\right\|-\varepsilon
\end{gather*}
$$

As we have seen, the two biorthogonal sets described above for $c_{0}$ satisfy the hypothesis of Corollary 1.

An example of the isometry condition in which $B^{\prime}$ is not separable is furnished by Schauder's basis for $C([0,1])$, given by the biorthogonal system $\Omega=\left\{x_{i}, x_{i}^{\prime}\right\}_{i}$ described in [1, p. 69]. We consider [ 0,1$]$ imbedded

[^15]in $B^{\prime}$ and treat its points as functionals. The space $B^{\Omega}$ of this example contains the set $D$ of all dyadic fractions. Consequently $\Omega$ satisfies the condition of isometry, since, for $f \in B,\|f\|=\sup _{a \in D}|f(d)|$.

We know of no biorthogonal set defining a basis which does not satisfy the condition of isometry. Neither do we know if $B_{1} \otimes_{\alpha} B_{2}$ has a basis for an arbitrary cross norm $\alpha$, even if $B_{1}$ and $B_{2}$ have bases. It is clear that for any element of $B_{1} \otimes B_{2}$, the formal expansion of Theorem 1 converges to that element with respect to $\alpha$, since it does with respect to $\gamma \geqq \alpha$. The difficulty lies in establishing that the set $\left\{{ }_{p} P_{q}^{1} \otimes_{r} P_{s}^{2}\right\}_{p, q} r, s \in$ is uniformly bounded with respect to $\alpha$.
4. Hilbert spaces and unconditional bases. The problem of approximation of compact operators by finite dimensional operators in a Banach space, can, after elaborate rearrangement, lead to the following question: Can there exist a matrix $C=\left(c_{i j}\right)_{i, j=1}^{\infty}$ satisfying the following conditions:
(a) For some $a_{i} \geqq 0, \sum_{i=1}^{\infty} a_{i}^{2}<\infty,\left|c_{i j}\right| \leqq a_{i} a_{j}$;
(b) $C^{2}=0$;
(c) $\sum_{i=1}^{\infty} c_{i i}=1$ ?

Of course, (b) and (c) are incompatible if $C$ is in the trace class. Thus there arises the question: Does (a) imply that $C$ is in the trace class? To this we can give a definite negative answer via the following theorems.

Therem 4. Let $\Omega=\left\{x_{i}, x_{i}^{\prime}\right\}_{i}, x_{i}=\left\{\delta_{j}^{i}\right\}_{j}, x_{i}^{\prime}=\left\{\delta_{j}^{i}\right\}_{j}$ be the canonical orthonormal basis in $l_{2}$. Then $\Omega \otimes \Omega$ defines an unconditional basis in $l_{2} \otimes_{\gamma} l_{2}$ if and only of condition (a) implies $C$ is in the trace class.

Proof. Let $\Omega \otimes \Omega$ define an unconditional basis for $l_{2} \otimes_{\gamma} l_{2}$. Then we note that (a) may be rephrased by stating: $c_{i j}=\varepsilon_{i j} a_{i} a_{j},\left|\varepsilon_{i j}\right| \leqq 1$. Since $l_{2} \otimes_{\gamma} l_{2}$ is precisely the trace class of operators [4] it follows that $\sum_{i, j=1}^{\infty} \varepsilon_{i j} a_{i} a_{j}\left(x_{i} \otimes x_{j}\right)$ exists in $l_{2} \otimes_{\gamma} l_{2}$ and is therefore in the trace class.

On the other hand, if (a) implies that $C$ is in the trace class, then for $a \otimes a$ in $l_{2} \otimes{ }_{\gamma} l_{2}\left(a=\left(a_{1}, a_{2}, \cdots\right)\right), \quad a \otimes a=\sum_{i, j=1}^{\infty} a_{i} a_{j}\left(x_{i} \otimes x_{j}\right)$. If $B=\left(\varepsilon_{j j} a_{i} a_{j}\right)$ is in the trace class, then $B$ has an expansion $\sum_{i, j=1}^{\infty} \varepsilon_{i j} a_{i} a_{j}$ ( $x_{i} \otimes x_{j}$ ), which shows $\Omega \otimes \Omega$ defines an unconditional basis for $l_{2} \otimes_{\gamma} l_{2}$.

Theorem 5. $\Omega \otimes \Omega$ does not define an unconditional basis for $l_{2} \otimes_{\gamma} l_{2}$.

Proof. Let $A_{1}=\left(a_{i j}\right)$ be a $2 \times 2$ matrix with $a_{11}=a_{12}=a_{22}=-a_{21}=1$, and $A_{n}$ the $2^{n} \times 2^{n}$ matrix $\left(A_{i j}\right) i, j=1,2$, with $A_{11}=A_{12}=A_{22}=-A_{21}$ $=A_{n-1}$. Let $B$ be the direct sum of the matrices $\left\{1 / 2^{n / 2} A_{n}\right\}_{n}$. Then a direct computation reveals that $B$ is unitary. Let $B=\left(b_{i j}\right)$, and let
$C=\left(\left|b_{i j}\right|\right)$. If $\Omega \otimes \Omega$ were an unconditional basis for $l_{2} \otimes_{\gamma} l_{2}$, then for $B$, regarded as a member of $\left(l_{2} \otimes_{\gamma} l_{2}\right)^{\prime}$ [4, p. 47, Theorem 3.2] and arbitrary $u \otimes v$ in $l_{2} \otimes_{\gamma} l_{2}, \sum_{i, j=1}^{\infty} u_{i} v_{j}\left\langle x_{i}, B x_{j}\right\rangle$ would converge unconditionally, i.e. $\sum_{i, j=1}^{\infty} u_{k} v_{j}\left|b_{j i}\right|$ would converge. In particular, let $u=v$, where $u$ is given by the vector: $\sum_{n=1}^{\infty}(1 / n) x_{n},\left(\sqrt{2^{n}}\right) x_{n}=\underbrace{(0,0, \cdots 0}_{22^{n-1-1)}}$, $\overbrace{1,1, \cdots, 1}^{2^{n}}, 0,0, \cdots)$. A simple verification shows that $u$ exists in $l_{2}$. On the other hand, more calculation shows $\sum_{i . j=1}^{\infty}\left|b_{i j}\right| u_{i} u_{j}=\infty$. The contradiction implies the theorem.

Theorem 5 remains valid when $\gamma$ is replaced by $\lambda$, since $l_{2} \otimes_{\gamma} l_{2}=$ ( $\left.l_{2} \otimes_{\lambda} l_{2}\right)^{\prime}$, and unconditionality of $\Omega \otimes \Omega$ in $l_{2} \otimes_{\lambda} l_{2}$ implies the same in $l_{2} \otimes{ }_{\gamma} l_{2}$.

Note. We owe to the referee the remark that a space $B$ with a. biorthogonal set $\Omega$ which defines a basis for $B$ can always be renormed, preserving the topology of $B$ [1, Theorem 1, p.67], in such a way that $\Omega$ satisfies the condition of isometry (section 3) with respect to the resulting norm of $B$ and the corresponding norm of $B^{\prime}$. This makes. possible the following completely general form of Theorem 2.

Theorem $2^{\prime}$. If $\Omega_{i}$ defines a basis for $B_{i}$, for $i=1,2$, then $\Omega_{1} \otimes \Omega_{2}$. defines a basis for $B_{1} \otimes_{\lambda} B_{2}$.

Proof. Renorm $B_{1}$ and $B_{2}$ as indicated above. Then, if $\lambda^{\prime}$ denotes the operator norm with respect to the new norms of $B_{1}$ and $B_{2}, B_{1} \otimes_{\lambda^{\prime}} B_{2}$ has a basis defined by $\Omega_{1} \otimes \Omega_{2}$ (Theorem 2). But $B_{1} \otimes_{\lambda^{\prime}} B_{2}=B_{1} \otimes{ }_{\lambda} B_{2}$ both point-set-wise and topologically. Hence our conclusion.
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# INFINITELY DIVISIBLE PROBABILITIES ON THE HYPERBOLIC PLANE 

R. K. Getoor

1. Introduction. This paper may be regarded from two points of view. First of all it presents the theory of infinitely divisible radially symmetric probability measures on the hyperbolic plane and the naturally associated limit theorems. This point of view provided the motivation for the present paper and is explained in some detail in § 2 and 3. However, just as the analagous theory in the Euclidean case may be viewed as a chapter in the theory of Fourier transforms, so may the present theory be viewed as a chapter in the theory of Legendre transforms. That is, by using the harmonic analysis described in $\S \S 2$ and 3 one can set up a one-to-one correspondence between the radially symmetric probability measures, $\mu$, on the hyperbolic plane and certain functions of a complex variable $\phi(z)$ in such a way that the convolution of $\mu_{1}$ and $\mu_{2}$ on the hyperbolic plane corresponds to the pointwise product of their "transforms" $\phi_{1}$ and $\phi_{2}$. Since $\mu$ is radially symmetric it is completely specified by a distribution function $F(\lambda)$ on $\lambda \geqq 0$ and the correspondence between $\phi$ and $\mu$ (or $F$ ) is given by

$$
\begin{equation*}
\phi(z)=\int_{0}^{\infty} K(z, \lambda) d F(\lambda) \tag{1.1}
\end{equation*}
$$

where $K(z, \lambda)$ is a certain Legendre function given by (4.9). The convolution of $\mu_{1}$ and $\mu_{2}$, at least in the case where $F_{1}$ and $F_{2}$ have densities, is written down explicitly in (3.9).

This second point of view is adopted for the most part beginning in § 4 and so the majority of the paper (sections $4-10$ ) deals with certain problems in the theory of the Legendre transform (1.1). The tools we use are those of classical analysis, but the problems treated are motivated by probability theory. The main results of the paper are contained in §§ 7 and 8. In $\S 10$ Gaussian and stable distributions are defined within the present context. Finally in § 11 we indicate the extensions of these ideas to a wider class of Legendre transforms which includes the theory of radially symmetric probability measures on the higher dimensional hyperbolic spaces as special cases.

We would like to thank Professor H. P. McKean who first introduced us to the material in § 2, and who expressed interest and encouragement when the present paper was in its formative stages.

[^16]2. General Remarks. The present section is devoted to a general situation that we will specialize to the hyperbolic plane in the next section. We follow, more or less, the expository article of Godement [4]. Let $G$ be a locally compact second countable topological group and let $K$ be a compact subgroup. Let $x, y, z$ denote elements of $G$ and $u$, $v$ elements of $K$. We define two equivalence relations on $G$ as follows:
\[

$$
\begin{equation*}
x \sim y \Longleftrightarrow x y^{-1} \in K \tag{2.1}
\end{equation*}
$$

\]

$$
\begin{equation*}
x \approx y \Longleftrightarrow \text { there exist } u, v \in K \text { such that } x=u y v . \tag{2.2}
\end{equation*}
$$

Thus $H=G / \sim$ is the space of right cosets and $R=G / \approx$ is the space of double cosets. We give $H$ and $R$ the usual quotient space topology. Let $d x$ be right invariant Haar measure on $G$, then $d x$ induces measures $d h$ and $d r$ on $H$ and $R$ which are invariant under the (right) action of $G$. In order to avoid notational complications it will be convenient to regard all functions as being defined on $G$. Thus the statement $f \in L_{1}(R)$ will mean $f(x)=f(y)$ if $x \approx y$ and $\int|f(x)| d x<\infty$ with the obvious conventions for functions defined almost everywhere. Thus we have

$$
\begin{equation*}
L_{p}(R) \subset L_{p}(H) \subset L_{p}(G) \tag{2.3}
\end{equation*}
$$

for each $p>0$.
If $f$ and $g$ are in $L_{1}(G)$ we define their convolution

$$
\begin{equation*}
f * g .(x)=\int f\left(x y^{-1}\right) g(y) d y \tag{2.4}
\end{equation*}
$$

It is well known that $L_{1}(G)$ is a Banach algebra and it is immediate that $L_{1}(R)$ and $L_{1}(H)$ are closed sub-algebras. The basic assumption of [4] is that $L_{1}(R)$ be commutative. Selberg [6] has shown that if $H$ is a symmetric (or more generally, weakly symmetric) space then $L_{1}(R)$ is commutative. For us the following simple sufficient condition (whose proof is a routine calculation and is therefore omitted) will suffice.

Theorem 2.1 ${ }^{1}$. If $x \approx x^{-1}$ for all $x$ in $G$, then $L_{1}(R)$ is commutative. In the remainder of this section we will assume that $L_{1}(R)$ is commutative. If $\alpha$ is a multiplicative linear functional on $L_{1}(R)$ then

$$
\begin{equation*}
\alpha(f)=\int p_{\alpha}(x) f(x) d x \tag{2.5}
\end{equation*}
$$

where $p_{\alpha}$ is in $L_{\infty}(R)$. It is easy to see that $\alpha$ defined by (2.5) is a multiplicative linear functional if and only if

$$
\begin{equation*}
p_{\alpha}(x) p_{\alpha}(y)=\int_{K} p_{\alpha}(x u y) d u \tag{2.6}
\end{equation*}
$$

[^17]for almost all $x, y$. Here $d u$ is normalized Haar measure on $K$. Moreover (2.6) implies that $p_{\alpha}$ is equal almost everywhere to a continuous function and thus the multiplicative linear functionals on $L_{1}(R)$ may be identified with the bounded continuous functions on $R$ satisfying (2.6). Such functions are called spherical functions on $R$.

Let $C_{\infty}$ be the continuous functions on $G$ with compact support. If $f \in C_{\infty}$ we define $\widetilde{f}(x)=\bar{f}\left(x^{-1}\right)$. A (signed) Radon measure $\mu$ on $G$ is said to be of positive type if

$$
\begin{equation*}
\mu(\tilde{f} * f) \geqq 0 \tag{2.7}
\end{equation*}
$$

for all $f \in C_{\infty}$. A continuous function $p$ on $G$ is of positive type if the measure $p(x) d x$ is. Let $\hat{R}$ be the totality of all spherical functions on $R$ which are of positive type. For $f \in L_{1}(R)$ we define

$$
\begin{equation*}
\hat{f}(p)=\int f(x) p(x) d x \quad \text { for } \quad p \in \hat{R} \tag{2.8}
\end{equation*}
$$

then, at least if $G$ is unimodular, one can develop a complete theory of harmonic analysis including a Plancherel theorem. For details see [4]. Since we won't need this general theory we will terminate our general discussion at this point.
3. The Hyperbolic Plane. Let $D$ be the interior of the unit disc in the complex plane, i.e., $D=\{z: z$ complex, $|z|<1\}$. The set $D$ furnished with the Riemannian metric

$$
\begin{equation*}
d s^{2}=4\left(1-r^{2}\right)^{-2}\left[d x^{2}+d y^{2}\right] \tag{3.1}
\end{equation*}
$$

where $r^{2}=|z|^{2}=x^{2}+y^{2}$ will be called the hyperbolic plane. The geodesic joining $z_{1}$ and $z_{2}$ is the unique circle through them cutting the circle $|z|=1$ orthogonally. The hyperbolic distance $\zeta\left(z_{1}, z_{2}\right)$ between $z_{1}$ and $z_{2}$ is given by

$$
\begin{equation*}
t h \zeta / 2=\left|z_{1}-z_{2}\right| \cdot\left|1-\bar{z}_{1} z_{2}\right|^{-1} \tag{3.2}
\end{equation*}
$$

where " $t h$ " denotes the hyperbolic tangent, similarly " $c h$ " and " $s h$ " will denote the hyperbolic cosine and sine. See [2] for a discussion of the hyperbolic plane including the above facts.

If $u$ and $b$ are complex numbers with $|u|=1$ and $|b|<1$ we define the hyperbolic motion ( $u, b$ ) as follows:

$$
\begin{equation*}
(u, b): z \rightarrow u(z-b)(1-\bar{b} z)^{-1} \tag{3.3}
\end{equation*}
$$

It is easy to check that (3.3) maps $D$ onto $D$ and preserves the hyperbolic distance (3.2). Let $G$ be the totality of all such motions with the obvious topology. Clearly $G$ is a topological group satisfying the hypotheses of $\S 2$. The multiplication in $G$ is composition, i.e.,

$$
\begin{equation*}
\left(u_{1}, b_{1}\right)\left(u_{2}, b_{2}\right)=\left(\frac{u_{1}\left(u_{2}+b_{1} \bar{b}_{2}\right)}{u_{2}\left(\bar{u}_{2}+\bar{b}_{1} b_{2}\right)}, \frac{u_{2} b_{2}+b_{1}}{u_{2}+b_{1} \bar{b}_{2}}\right) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
(u, b)^{-1}=(\bar{u},-u b) . \tag{3.5}
\end{equation*}
$$

Let $K$ be the compact subgroup consisting of motions $(u, 0)$, then $K$ is just the circle group. It is straight forward to check that the equivalence relations defined in (2.1) and (2.2) become

$$
\begin{gather*}
\left(u_{1}, b_{1}\right) \sim\left(u_{2}, b_{2}\right) \Longleftrightarrow b_{1}=b_{2}  \tag{3.6}\\
\left(u_{1}, b_{1}\right) \approx\left(u_{2}, b_{2}\right) \Longleftrightarrow\left|b_{1}\right|=\left|b_{2}\right| . \tag{3.7}
\end{gather*}
$$

Thus $H$ can be identified with $D$ and $R$ with the half-open segment $0 \leqq r<1$. Moreover Haar measure in $G$ can be chosen so that the invariant measure induced in $H=D$ is just that associated with the Riemannian metric (3.1).

It is convenient to introduce geodesic polar coordinates $(\zeta, \theta)$ in $D$ with pole at $z=0$. Here $\zeta$ is the hyperbolic distance and the coordinates of the point $z=r e^{i \theta}$ with $0 \leqq \theta<2 \pi$ are $(\log 1+r / 1-r, \theta)$. In terms of these coordinates we have $d s^{2}=d \zeta^{2}+s h^{2} \zeta d \theta^{2}$ and the corresponding volume element is given by

$$
\begin{equation*}
\operatorname{sh\zeta } d \zeta d \theta \tag{3.8}
\end{equation*}
$$

We now regard $R$ as the half-line $0 \leqq \zeta<\infty$ and write $f(c h \zeta)$ for the generic function defined on $R$. Theorem 2.1, (3.5), and (3.7) imply that $L_{1}(R)$ is commutative and routine calculations show that if $f, g \in L_{1}(R)$, then their convolution is given by

$$
\begin{align*}
f * g .(c h \zeta) & =\int_{0}^{\infty} \int_{0}^{2 \pi} f(\operatorname{ch} \lambda) g[\operatorname{ch\zeta } \operatorname{ch} \lambda-\operatorname{sh} \zeta \operatorname{sh} \lambda \cos \theta] \operatorname{sh} \lambda d \theta d \lambda  \tag{3.9}\\
& =\int_{0}^{\infty} \int_{0}^{2 \pi} f[\operatorname{ch} \zeta \operatorname{ch} \lambda-\operatorname{sh} \zeta \operatorname{sh} \lambda \cos \theta] g(\operatorname{ch} \lambda) \operatorname{sh} \lambda d \theta d \lambda
\end{align*}
$$

Moreover the defining equation (2.6) for spherical functions becomes

$$
\begin{equation*}
p(\operatorname{ch} \lambda) p(\operatorname{ch} \zeta)=\frac{1}{2 \pi} \int_{0}^{2 \pi} p[\operatorname{ch} \lambda \operatorname{ch} \zeta-\operatorname{sh} \lambda \operatorname{sh} \zeta \cos \theta] d \theta \tag{3.10}
\end{equation*}
$$

From (3.10) one can show that $p$ is a solution of the Legendre differential equation and since $p(1)=1$, it follows that the solutions of (3.10) are $P_{\nu}(c h \zeta)$ where $P_{\nu}$ denotes the Legendre function of the first kind. See [3]. Equation (3.10) is then a simple consequence of the usual addition theorem for Legendre functions [3].

Since the spherical functions are bounded we must have $-1 \leqq$ $\operatorname{Re}(\nu) \leqq 0$. Finally it is not too difficult to see that $P_{\nu}(\operatorname{ch} \zeta)$ is of positive
type if and only if $\operatorname{Re}(\nu)=-1 / 2$. Thus we have identified the spherical functions and the spherical functions of positive type for the hyperbolic plane. See also [4].

The fact that the two integrals in (3.9) are equal is, of course, a consequence of the general theory of $\S 2$. However, one can see this directly as follows. In the first integral in (3.9) we regard $(\lambda, \theta)$ as geodesic polar coordinates for the hyperbolic plane $D$ with pole at 0 . Let $z_{0}$ be the point whose coordinates are $(\zeta, 0)$ and let $(\mu, \varphi)$ be geodesic polar coordinates for $D$ with pole at $z_{0}$ with the same polar axis. Using (3.2) it is not difficult to see that relationship between the coordinates ( $\lambda, \theta$ ) and ( $\mu, \varphi$ ) of a point $z$ is

$$
\begin{align*}
& \operatorname{ch} \mu=\operatorname{ch} \lambda \operatorname{ch} \zeta-\operatorname{sh} \lambda \operatorname{sh} \zeta \cos \theta  \tag{3.11}\\
& \operatorname{ch} \lambda=\operatorname{ch} \mu \operatorname{ch} \zeta+\operatorname{sh} \mu \operatorname{sh} \zeta \cos \varphi
\end{align*}
$$

Thus regarding the first integral in (3.9) as an integral over the hyperbolic plane we see that it is equal to (the volume elements are $\operatorname{sh} \lambda d \lambda d \theta$ and $\operatorname{sh} \mu d \mu d \varphi$, see (3.8))

$$
\int_{0}^{\infty} \int_{0}^{2 \pi} f[\operatorname{ch} \mu c h \zeta+\operatorname{sh} \mu s h \zeta \cos \varphi] g(\operatorname{ch} \mu) s h \mu d \varphi d \mu
$$

and this is obviously equal to the second integral in (3.9). The relation expressed in (3.11) is just the law of cosines for hyperbolic trigonometry.
4. Preliminaries on Legendre Functions. We intend to study integral transforms of the form

$$
\begin{equation*}
\varphi(\nu)=\int_{0}^{\infty} P_{\nu}(c h \lambda) d F(\lambda) \tag{4.1}
\end{equation*}
$$

where $F$ is a bounded monotone nondecreasing function and $P_{\nu}(c h \lambda)$ is the usual Legendre function. In this section we gather together some facts about the kernels $P_{\nu}(c h \lambda)$ that we will need in the sequel.

Combining formula (3) of $\S 3.2$ and formula (22) of $\S 2.1$ of [3] we see that

$$
\begin{equation*}
P_{\nu}(\operatorname{ch\lambda })=\left(\frac{1+\operatorname{ch\lambda }}{2}\right)^{\nu} F\left(-\nu,-\nu ; 1 ; \frac{\operatorname{ch} \lambda-1}{\operatorname{ch} \lambda+1}\right) \tag{4.2}
\end{equation*}
$$

for all complex $\nu$ provided $0 \leqq \lambda<\infty$, where $F$ is the usual hypergeometric function. In all statements to follow $\lambda$ is a nonnegative real number. It is immediate from (4.2) that for each fixed $\lambda$ the function $P_{\nu}(\operatorname{ch} \lambda)$ is an entire function of the complex variable $\nu$. Also

$$
\begin{gather*}
P_{\nu}(1)=1  \tag{4.3}\\
P_{0}(\operatorname{ch} \lambda)=P_{-1}(\operatorname{ch\lambda })=1 .
\end{gather*}
$$

From formula (9) of § 3.7 of [3] we have

$$
\begin{equation*}
P_{\nu}(\operatorname{ch} \lambda)=-\frac{\sqrt{2}}{\pi} \sin \nu \pi \int_{0}^{\infty} \frac{\operatorname{ch}\left(\nu+\frac{1}{2}\right) t d t}{(\operatorname{ch} \lambda+\operatorname{ch} t)^{1 / 2}} \tag{4.4}
\end{equation*}
$$

provided $-1<\operatorname{Re}(\nu)<0$ and in particular for real $x$ we have

$$
\begin{equation*}
P_{-\frac{1}{2}+i x}(\operatorname{ch} \lambda)=\frac{\sqrt{2}}{\pi} \operatorname{ch} \pi x \int_{0}^{\infty} \frac{\cos x t d t}{(\operatorname{ch} \lambda+\operatorname{ch} t)^{1 / 2}} . \tag{4.5}
\end{equation*}
$$

Using (4.2) above and the standard integral representation for the hypergeometric function (§2.1.3 of [3]) we find that

$$
\begin{align*}
P_{\nu}(c h \lambda)= & \left(\frac{1+c h \lambda}{2}\right)^{\nu}[\Gamma(-\nu) \Gamma(1+\nu)]^{-1}  \tag{4.6}\\
& \int_{0}^{1} t^{-\nu-1}(1-t)^{\nu}\left(1-\frac{c h \lambda-1}{c h \lambda+1} t\right)^{\nu} d t
\end{align*}
$$

provided $-1<\operatorname{Re\nu }<0$. For $\nu$ real with $-1<\nu<0$ it is immediate from (4.6) that

$$
\begin{equation*}
0 \leqq P_{\nu}(c h \lambda) \leqq 1 \tag{4.7}
\end{equation*}
$$

and since $P_{\nu}(c h \lambda)$ is a continuous function of $\nu$ the inequality (4.7) must hold for all $\nu$ in the interval $-1 \leqq \nu \leqq 0$. On the other hand using formula (14) of $\S 3.7$ of [3] we have

$$
\left|P_{\nu}(\operatorname{ch} \lambda)\right| \leqq \frac{1}{\pi} \int_{0}^{\pi}[\operatorname{ch\lambda }+\operatorname{sh\lambda } \cos t]^{R e \nu} d t=P_{R e \nu}(\operatorname{ch} \lambda)
$$

and combining this with (4.7) we obtain

$$
\begin{equation*}
\left|P_{\nu}(c h \lambda)\right| \leqq 1 \tag{4.8}
\end{equation*}
$$

provided $-1 \leqq \operatorname{Re\nu } \leqq 0$.
Let $z=x+i y$ be a complex variable and define the function

$$
\begin{equation*}
K(z, \lambda)=P_{-\frac{1}{2}+i z}(\operatorname{ch} \lambda) \tag{4.9}
\end{equation*}
$$

for $\lambda \geqq 0$ and $-1 / 2 \leqq y \leqq 1 / 2$. For each fixed $\lambda, K(z, \lambda)$ is an analytic function of $z$ in the strip $-1 / 2<y<1 / 2$ and is continuous in the closed strip $-1 / 2 \leqq y \leqq 1 / 2$. The properties (4.3) and (4.8) become

$$
\begin{gather*}
K(z, 0)=1, K\left(-\frac{i}{2}, \lambda\right)=K\left(\frac{i}{2}, \lambda\right)=1  \tag{4.10}\\
|K(z, \lambda)| \leqq 1
\end{gather*}
$$

Moreover $K(x, \lambda)$ is given by the right hand side of (4.5).
5. Uniqueness and Continuity. Let $\mathscr{F}$ be the collection of all bounded monotone nondecreasing real valued functions defined on $0 \leqq$ $\lambda<\infty$ and normalized so that

$$
\begin{equation*}
F(0)=0 \tag{5.1}
\end{equation*}
$$

(ii) $\quad F(\lambda) \rightarrow F(\mu)$ as $\lambda \downarrow \mu$ for all $\mu>0$.

Note that $F\left(0+\right.$ ) need not be zero. Let $\mathscr{F}_{0}$ be those $F \in \mathscr{F}$ which satisfy

$$
\begin{equation*}
F(\infty)=\lim _{\lambda \rightarrow \infty} F(\lambda)=1 \tag{5.2}
\end{equation*}
$$

All integrals are to be in the Lebesgue-Stieltjes sense. Integrals over $0 \leqq \lambda<\infty$ will be written $\int_{0}^{\infty}$, while integrals over $0<\lambda<\infty$ will be written $\int_{0+}^{\infty}$.

It $\left\{F_{n}\right\}$ is a sequence in $\mathscr{F}$ and $F \in \mathscr{F}$, then we say that $F_{n}$ converges weakly to $F$ (written $F_{n} \rightarrow F$ ) provided

$$
\begin{equation*}
\int_{0}^{\infty} f d F_{n} \rightarrow \int_{0}^{\infty} f d F \tag{5.3}
\end{equation*}
$$

for all continuous $f$ with compact support. We say that $F_{n}$ is Bernoulli convergent to $F$ provided (5.3) holds for all bounded continuous $f$. It is obvious that if each $F_{n} \in \mathscr{F}_{0}$ and $F_{n} \Rightarrow F$, then $F \in \mathscr{F}_{0} \quad\left(F_{n} \Rightarrow F\right.$ means $F_{n}$ is Bernoulli convergent to $F$.)

If $K\left(z, \lambda_{0}\right)$ is the kernel defined in (4.9) we define the transform of $F \in \mathscr{F}$ by

$$
\begin{equation*}
\varphi(z)=\int_{0}^{\infty} K(z, \lambda) d F(\lambda) \tag{5.4}
\end{equation*}
$$

It is immediate that $P$ is bounded in absolute value and continuous in the strip $-1 / 2 \leqq y \leqq 1 / 2$, and is analytic in $-1 / 2<y<1 / 2$. In particular $\varphi(x)$ is a real valued even function of $x$, and $F \in \mathscr{F}_{0}$ if and only if $\varphi(-i / 2)=1$. Of course, the values of $\varphi$ on the real axis completely determine $\rho$ in the strip $-1 / 2 \leqq y \leqq 1 / 2$. We now show that $F$ is uniquely determined by $\varphi$.

ThEOREM 5.1 If $\mathcal{P}$ is the transform of $F$, then $\varphi(x)$ uniquely determines $F$.

Proof. It suffices to prove that if $F$ is of bounded variation (not necessarily monotone) and if the integral in (5.4) vanishes for all $x$ then $F$ is identically zero. Using the representation (4.5) for $K(x, \lambda)$ we have

$$
\begin{equation*}
\int_{0}^{\infty} h(t) \cos x t d t=0 \text { for all } x \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
h(t)=H(c h t)=\int_{0}^{\infty}[c h \lambda+c h t]^{-\frac{1}{2}} d F(\lambda) . \tag{5.6}
\end{equation*}
$$

The interchange of order of integration is justified since

$$
|h(t)| \leqq \operatorname{Var}(F)[1+c h t]^{-\frac{1}{2}} .
$$

Moreover $h$ is continuous and the above inequality implies $h \in L_{1}$, hence (5.5) coupled with the uniqueness theorem for Fourier integrals yields $h(t)=0$ for all $t \geqq 0$. Thus if we define $G(u)=F\left(c h^{-1}(u)\right.$ ) for $u \geqq 1$ and $G(u)=0$ for $0 \leqq u<1$ we have

$$
H(t)=\int_{0}^{\infty}(u+t)^{-\frac{1}{2}} d G(u)=0
$$

for all $t \geqq 1$. But

$$
\begin{aligned}
H(t) & =\pi^{-\frac{1}{2}} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\sigma(u+t)} \sigma^{-\frac{1}{2}} d \sigma d G(u) \\
& =\pi^{-\frac{1}{2}} \int_{0}^{\infty} e^{-\sigma t} \sigma^{-\frac{1}{2}} g(\sigma) d \sigma
\end{aligned}
$$

where $g(\sigma)$ is the Laplace-Stieltjes transform of $G$. Since $H(t)=0$ for $t \geqq 1$ we see that $\sigma^{-\frac{1}{2}} g(\sigma)=0$ for almost all $\sigma$ which in turn implies that $G$, and hence $F$, is zero. Here we have used the uniqueness theorem [7] for Laplace transforms twice.

In the present work the following rather weak continuity theorem will suffice.

THEOREM 5.2. (i) If $F_{n} \rightarrow F$ and $F_{n}(\infty) \leqq M$ then $\varphi_{n}(x) \rightarrow \varphi(x)$.
(ii) Let $\varphi_{n}$ be the transform of $F_{n}$ and suppose $\varphi_{n}(-i / 2)=F_{n}(\infty) \leqq$ $M$, then if $\varphi_{n}(x) \rightarrow \varphi(x)$ there exists an $F \in \mathscr{F}$ such that $F_{n} \rightarrow F$ and $\varphi$ is the trasform of $F$.

Proof. (i) For each $x$ the function $K(x, \cdot)$ is continuous and (4.5) implies that it vanishes at infinity. Thus it is immediate that for each fixed $x$ we have $\varphi_{n}(x) \rightarrow \varphi(x)$.
(ii) Since $F_{n}(\infty) \leqq M$ the Helly theorem implies the existence of a subsequence $\left\{F_{n}^{\prime}\right\}$ weakly convergent to $F^{\prime}$. If $\varphi^{\prime}$ is the transform of $F^{\prime}$ then (i) implies that $\varphi^{\prime}(x)=\varphi(x)$ for all $x$. If the entire sequence $\left\{F_{n}\right\}$ does not converge to $F^{\prime}$, then there exists another subsequence $\left\{F_{n}^{\prime \prime}\right\}$ converging to $F^{\prime \prime} \neq F^{\prime}$. But as before $\varphi^{\prime \prime}(x)=\varphi(x)=\varphi^{\prime}(x)$ which contradicts the uniqueness theorem. Thus if we let $F=F^{\prime}$ the proof of (ii) is complete.

Remark 1. Since the limit $\varphi$ in (ii) above is a transform it follows that $\varphi(z)$ may be defined as a continuous function on the strip $-1 / 2 \leqq$ $y \leqq 1 / 2$ which is analytic in the open strip. If $\varphi(-i / 2)=\lim _{n \rightarrow \infty} \varphi_{n}(-i / 2)$, then $F_{n}(\infty) \rightarrow F(\infty)$ which implies that $F_{n} \Rightarrow F$.

Remark 2. If $F_{n} \Rightarrow F$ then since $K(z, \lambda)$ is continuous and bounded for $\lambda \geqq 0$ and $z$ in the strip $-1 / 2 \leqq y \leqq 1 / 2$, it follows that $\varphi_{n}(z) \rightarrow \varphi(z)$ uniformly on each compact sub strip $-1 / 2 \leqq y \leqq 1 / 2$ and $0 \leqq x \leqq x_{0}$. See, for example, Lemma 1.5.2 (iv) of [1].
6. Closure Properties. Let $\mathscr{P}\left(\mathscr{P}_{0}\right)$ be the class of all transforms of functions in $\mathscr{F}\left(\mathscr{F}_{0}\right)$. It is then immediate that if $\varphi$ and $\psi$ are in $\mathscr{P}$ and $\alpha, \beta \geqq 0$ then $\alpha \varphi+\beta \psi \in \mathscr{P}$, while if $\varphi, \psi \in \mathscr{P}_{0}$ and $\alpha+\beta=1$, $\alpha \geqq 0, \beta \geqq 0$, then $\alpha \varphi+\beta \psi \in \mathscr{T}_{0}$. Moreover Theorem 5.2 (ii) implies that if $\left\{\varphi_{n}\right\}$ is a sequence in $\mathscr{P}_{0}$ and $\varphi_{n}(x) \rightarrow \varphi(x)$, then $\varphi \in \mathscr{P}$.

The main result of this section is that $\mathscr{P}$ and $\mathscr{P}_{0}^{P}$ are closed under pointwise products. The proof of the following theorem is, of course, motivated by the general discussion of $\S \S 2$ and 3 .

THEOREM 6.1. If $\varphi_{1}$ and $\varphi_{2}$ are in $\mathscr{P}\left(\mathscr{P}_{0}\right)$ then $\varphi_{1} \varphi_{2}$ is in $\mathscr{P}\left(\mathscr{P}_{0}\right)$.

Proof. Let $\varphi_{1}$ and $\varphi_{2}$ be the transforms of $F_{1}$ and $F_{2}$. We first consider the case in which $F_{1}$ and $F_{2}$ have continuous densities $f_{1}(\operatorname{ch} \lambda)$ and $f_{2}(c h \lambda)$ with respect to the measure $\operatorname{sh} \lambda d \lambda$. Of course, $f_{j}(c h \lambda)$ may be unbounded near $\lambda=0$. Thus

$$
\begin{gather*}
\varphi_{j}(x)=\int_{0}^{\infty} K(x, \lambda) f_{j}(c h \lambda) s h \lambda d \lambda \quad j=1,2  \tag{6.1}\\
\int_{0}^{\infty} f_{j}(c h \lambda) \operatorname{sh} \lambda d \lambda<\infty ; f_{j}(c h \lambda) \geqq 0 ; j=1,2
\end{gather*}
$$

For the purposes of the present proof it will be convenient to write

$$
\begin{equation*}
p(z, \operatorname{ch} \lambda)=K(z, \lambda)=P_{-\frac{1}{2}+i z}(\operatorname{ch} \lambda) . \tag{6.2}
\end{equation*}
$$

An immediate consequence of the addition theorem for Legendre functions [3] is that

$$
\begin{equation*}
p(z, \operatorname{ch} \lambda) p(z, \operatorname{ch} \mu)=\frac{1}{2 \pi} \int_{0}^{2 \pi} p(z, a(\theta)) d \theta \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
a(\theta)=\operatorname{ch} \lambda \operatorname{ch} \mu-\operatorname{sh} \lambda s h \mu \cos \theta \tag{6.4}
\end{equation*}
$$

Therefore

$$
\varphi_{1}(z) \varphi_{2}(z)=\frac{1}{2 \pi} \int_{0}^{\infty} f_{1}(\operatorname{ch} \lambda) \operatorname{sh} \lambda d \lambda \int_{0}^{\infty} \int_{0}^{2 \pi} f_{2}(\operatorname{ch} \mu) p(z, a(\theta)) \operatorname{sh} \mu d \theta d \mu .
$$

If in the inner integrals we make the change of variable described in the last paragraph of $\S 3$ we find (the manipulations are justified since $f_{2}(\operatorname{ch} \mu) \in L_{1}(\operatorname{sh} \mu d \mu)$ and $p$ is bounded)

$$
\varphi_{1}(z) \varphi_{2}(z)=\int_{0}^{\infty} p(z, \operatorname{ch} \mu) h(\operatorname{ch} \mu) \operatorname{sh} \mu d \mu
$$

where

$$
h(\operatorname{ch} \mu)=\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi} f_{1}(\operatorname{ch} \lambda) f_{2}(a(\theta)) \operatorname{sh} \lambda d \theta d \lambda
$$

clearly $h \geqq 0$ and

$$
F_{1}(\infty) F_{2}(\infty)=\varphi_{1}\left(-\frac{i}{2}\right) \varphi_{2}\left(-\frac{i}{2}\right)=\int_{0}^{\infty} h(\operatorname{ch} \mu) \operatorname{sh} \mu d \mu .
$$

Thus $\varphi_{1} \mathscr{P}_{2}$ is in $\mathscr{P}$, and if $\varphi_{1}, \varphi_{2}$ are in $\mathscr{P}_{0}$, then $\mathscr{\varphi}_{1} \mathscr{P}_{2}$ is in $\mathscr{P}_{0}$.
We now turn to the general case. Let $k(\lambda)=e^{-\lambda}$ if $\lambda \geqq 0$ and $k(\lambda)=0$ if $\lambda<0$, and put $k_{n}(\lambda)=n k(n \lambda)$. Defining $F_{1}(\lambda)$ and $F_{2}(\lambda)$ to be zero for $\lambda<0$, it is clear that

$$
{ }_{n} f_{i}(\lambda)=\int_{-\infty}^{\infty} k_{n}(\lambda-\mu) d F_{i}(\mu)=\int_{0}^{\lambda} k_{n}(\lambda-\mu) d F_{i}(\mu)
$$

are continuous functions of $\lambda \geqq 0$. Moreover if we define ${ }_{n} F_{i}(\lambda)=$ $\int_{0}^{\lambda} f_{i}(\mu) d \mu$, it follows that ${ }_{n} F_{i} \in \mathscr{F}$, and ${ }_{n} F_{i} \in \mathscr{F}_{0}$ if $F_{i} \in \mathscr{F}_{0} . \quad$ Here $i=$ 1, 2. It is well known [1, Th. 1.5.3] that ${ }_{n} F_{i} \Rightarrow F_{i}$ as $n \rightarrow \infty$. If ${ }_{n} g_{i}(\operatorname{ch} \lambda)={ }_{n} f_{i}(\lambda)$ then ${ }_{n} g_{i}(\operatorname{ch} \lambda)(\operatorname{sh} \lambda)^{-1}$ is the density of ${ }_{n} F_{i}$ with respect to $\operatorname{sh} \lambda d \lambda$. Thus if ${ }_{n} \rho_{i}$ is the transform of ${ }_{n} F_{i}$, it follows from what we proved above that $\psi_{n}(z)={ }_{n} \varphi_{1}(z)_{n} \mathcal{P}_{2}(z)$ is in $\mathscr{P}$ (or $\mathscr{P}_{0}$ ). But by the second remark following theorem 5.2 we have ${ }_{n} \varphi_{i}(z) \rightarrow \varphi_{i}(z)$ everywhere on the strip $-1 / 2 \leqq y \leqq 1 / 2$. Thus $\varphi_{1}(z) \varphi_{2}(z)=\lim _{n \rightarrow \infty} \psi_{n}(z)$ is in $\mathscr{P}$, and $\varphi_{1} \varphi_{2} \in \mathscr{P}_{0}$ if both $\varphi_{1}$ and $\varphi_{2}$ are since $\psi_{n}(-i / 2) \rightarrow \varphi_{1}(-i / 2) \varphi_{2}(-i / 2)$. This completes the proof of Theorem 6.1.

The following theorem gives another interesting closure property of $\mathscr{P}$.

Theorem 6.2. If $\varphi \in \mathscr{P}$, then $\psi(z)=\exp (t[\varphi(z)-\varphi(-i / 2)])$ is in $\mathscr{P}_{0}$ for all $t>0$.

Proof. If $\alpha=\varphi(-i / 2)=F(\infty) \geqq 0$, then

$$
\psi(z)=e^{-\alpha t} \lim _{n \rightarrow \infty} \sum_{k=0}^{n} \frac{t^{k} \varphi(z)^{k}}{k!}
$$

Using Theorem 6.1, the fact that $\mathscr{P}$ is closed under positive linear combinations, and Theorem 5.2 it follows that $\psi \in \mathscr{P}$. (Theorem 5.2 is applicable since

$$
\sum_{k=0}^{n} \frac{t^{k} \mathcal{P}\left(-\frac{i}{2}\right)^{k}}{k!} \leqq e^{\alpha t}
$$

for all $n$.) Moreover $\psi(-i / 2)=1$ and so $\psi \in \mathscr{P}_{0}$.
7. Limit Theorems. In this section we will consider only the class $\mathscr{P}$. We begin by making the following definitions suggested by probability theory.

Definition 1. $\varphi \in \mathscr{P}_{0}$ is infinitely divisible if for each positive integer $n$ there exists a $\psi_{n} \in \mathscr{P}_{0}$ such that $\varphi=\left(\psi_{n}\right)^{n}$.

Definition 2. $\varphi \in \mathscr{P}_{0}$ is a generalized limit if there exist $\varphi_{n k} \in \mathscr{P}_{n}$ for $n=1,2, \cdots$, and $k=1,2, \cdots, k_{n}$ with $k_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that

$$
\begin{equation*}
\max _{k}\left|\varphi_{n k}(x)-1\right| \rightarrow 0 \tag{7.1}
\end{equation*}
$$

uniformly on each bounded interval $0 \leqq x \leqq x_{0}<\infty$, and

$$
\begin{equation*}
\varphi_{n}(x)=\prod_{k=1}^{k_{n}} \varphi_{n k}(x) \rightarrow \varphi(x) \tag{7.2}
\end{equation*}
$$

for all $x$.
In this section we will show that $\varphi$ is infinitely divisible if and only if $\varphi$ is a generalized limit, and at the same time obtain a canonical form for such $\varphi$. In the course of our discussion we will need the following two lemmas which we state here for convenience. The proofs of these lemmas will be given in $\S 9$.

Lemma 7.1. (i) There exist constants $\lambda_{0}>0$ and $M_{R}<\infty$ such that $\lambda^{-2}|1-K(z, \lambda)| \leqq M_{R}$ provided $0 \leqq \lambda \leqq \lambda_{0}$ and $|z| \leqq R$ (of course $z$ is in the strip $-1 / 2 \leqq y \leqq 1 / 2$ ).
(ii) $\lambda^{-2}[1-K(x, \lambda)] \rightarrow 1 / 4\left(1 / 4+x^{2}\right)$ as $\lambda \rightarrow 0$.

Lemma 7.2. Let $H_{T}(\lambda)=\frac{1}{T} \int_{0}^{T}[1-K(x, \lambda)] d x$, then
(i) $0 \leqq H_{T} \leqq 2$ and $H_{T}(\lambda)>0$ for $\lambda>0$;
(ii) $H_{T}(\lambda) \rightarrow 1$ as $\lambda \rightarrow \infty$;
(iii) $\quad \lambda^{-2} H_{T}(\lambda) \rightarrow C(T)>0$ as $\lambda \rightarrow 0$.

We begin with the simple half of our main result.

Theorem 7.1. If $\varphi$ is infinitely divisible, then $\varphi$ is a generalized limit.

Proof. Letting $k_{n}=n$ and $\varphi_{n k}=\psi_{n}$ for all $k$ we see that $\varphi_{n}$ (defined in (7.2)) is identical with $\varphi$ for all $n$. Thus we need only verify (7.1). But (4.10) implies that $|\varphi(x)| \leqq 1$, and, of course, $\varphi(x)$ and $\psi_{n}(x)$ are real. Therefore

$$
\psi_{n}(x)^{2}=\left[\varphi(x)^{2}\right]^{\frac{1}{n}} \rightarrow \psi(x)
$$

where $\psi(x)=0$ or 1 according as $\varphi(x)=0$ or $\varphi(x) \neq 0$. But $\varphi(0)>0$ and hence $\psi(0)=1$. Moreover $\psi_{n}^{2} \in \mathscr{F}_{0}$ and thus Theorem 5.2 implies that $\psi \in \mathscr{P}$. In particular $\psi(x)$ is continuous and since $\psi$ can only take on the values 0 and 1 it follows that $\psi(x)=1$ for all $x$. Hence $\varphi(x)$ never vanishes and since $\psi_{n}(x)=\exp [1 / n \log \varphi(x)]$ in a neighborhood (depending on $n$ ) of 0 we must have $\psi_{n}(x)=\exp [1 / n \log \varphi(x)]$ for all $x \geqq 0$. Therefore $\psi_{n}(x) \rightarrow 1$ as $n \rightarrow \infty$. This completes the proof of Theorem 7.1.

We now turn our attention to the converse of Theorem 7.1. This will not be established in full generality until §8. In working with Definition 2 we will adopt the convention that $F_{n k}$ is the element in $\mathscr{P}_{0}$ whose transform is $\varphi_{n k}$, similarly $\varphi_{n}$ is the transform of $F_{n}, \varphi$ of $F$. We begin with the following result.

Theorem 7.2. Condition (7.1) of definition (2) is equivalent to

$$
\begin{equation*}
\max _{k} \int_{\varepsilon}^{\infty} d F_{n k}(\lambda) \rightarrow 0 \tag{7.3}
\end{equation*}
$$

as $n \rightarrow \infty$ for all $\varepsilon>0$.
Proof. Suppose (7.3) holds then

$$
\begin{aligned}
\max _{k} \mid \varphi_{n k}(x) & -1 \mid \leqq \max _{k} \int_{0}^{\varepsilon}[1-K(x, \lambda)] d F_{n k}(\lambda) \\
& +\max _{k} \int_{\varepsilon}^{\infty}[1-K(x, \lambda)] d F_{n k}(\lambda) \\
& \leqq \varepsilon^{2} M_{R}+2 \max _{k} \int_{\varepsilon}^{\infty} d F_{n k}(\lambda)
\end{aligned}
$$

provided $\varepsilon<\lambda_{0}$ and $0 \leqq x \leqq R$ where $\lambda_{0}$ and $M_{R}$ are defined in Lemma 7.1. Thus (7.1) follows.

Suppose (7.1) holds and (7.3) does not hold, then there exists an $\varepsilon>0$ and a subsequence $n_{\text {, }}$ such that

$$
\begin{equation*}
\max _{k} \int_{\varepsilon}^{\infty} d F_{n j k} \geqq \eta>0 . \tag{7.4}
\end{equation*}
$$

Let $k$, be the value of $k$ at which the maximum in (7.4) is attained ( $0 \leqq k_{j} \leqq k_{n_{j}}$ ) and let $G_{j}=F_{n_{j} k j}$. Let $\psi_{j}$ be the transform of $G_{j}$, then (7.1) implies that $\psi_{j}(x) \rightarrow 1$ which is the transform of $E$ (unit mass at the origin). Thus $G_{j} \rightarrow E$ weakly, but this is clearly a contradiction since $\int_{\varepsilon}^{\infty} d G_{j} \geqq \eta>0$.

Theorem 7.3. If $\varphi$ is generalized limit then $\varphi(x)=\exp [-\psi(x)]$ where

$$
\begin{equation*}
\psi(x)=\int_{0}^{\infty}[1-K(x, \lambda)] \frac{1+\lambda^{2}}{\lambda^{2}} d \Omega(\lambda) \tag{7.5}
\end{equation*}
$$

with $\Omega \in \mathscr{F}$.
Proof. Theorem 6.1 implies that each $\varphi_{n} \in \mathscr{P}_{0}$. Hence $F_{n}(\infty)=1=$ $F(\infty)$ and since $\varphi_{n}(x) \rightarrow \varphi(x)$ we see that $F_{n} \rightarrow F$. Combining these facts yields $F_{n} \Rightarrow F$. Thus $\varphi_{n}(z) \rightarrow \varphi(z)$ uniformly on each strip $-1 / 2 \leqq$ $y \leqq 1 / 2$ and $0 \leqq x \leqq x_{0}$. (Remarks following Theorem 5.2). Also $\varphi(x)$ can not vanish near $x=0$ since $\varphi \in \mathscr{P}_{0}$. Let $x_{0}$ be the first zero of $\varphi$, then $\varphi_{n}(x) \rightarrow \varphi(x)$ uniformly on $0 \leqq x \leqq x_{0}$. Condition (7.1) implies that $\varphi_{n k}(x)$ doesn't vanish for $0 \leqq x \leqq x_{0}$ and all $k$ provided that $n$ is sufficiently large (how large depending only on $x_{0}$ ). Thus for $0 \leqq x<x_{0}$ and $n$ sufficiently large we can write

$$
-\log \varphi_{n k}(x)=-\log \left\{1-\int_{0}^{\infty}[1-K(x, \lambda)] d F_{n k}(\lambda)\right\}
$$

Letting

$$
a_{n k}(x)=1-\varphi_{n k}(x)=\int_{0}^{\infty}[1-K(x, \lambda)] d F_{n k}(\lambda) \geqq 0
$$

it follows from (7.1) that $\alpha_{n k}(x) \rightarrow 0$ uniformly on $0 \leqq x \leqq x_{0}$ uniformly in $k$ as $n \rightarrow \infty$. Hence

$$
\begin{equation*}
-\log \varphi_{n}(x)=-\sum_{k=1}^{k_{n}} \log \varphi_{n k}(x)=\sum_{k=1}^{k_{n}} \sum_{j=1}^{\infty}(j)^{-1}\left(a_{n k}\right)^{j}, \tag{7.6}
\end{equation*}
$$

and letting $n \rightarrow \infty$ we obtain

$$
\begin{equation*}
-\log \varphi(x)=\lim _{n \rightarrow \infty}\left\{\sum_{k=1}^{k_{n}} a_{n k}+\sum_{k=1}^{k_{n}} \sum_{j=2}^{\infty}(j)^{-1}\left(a_{n k}\right)^{j}\right\} \tag{7.7}
\end{equation*}
$$

provided $0 \leqq x<x_{0}$.
Since all the terms involved are nonnegative we have for $0 \leqq x<x_{\text {c }}$

$$
\begin{equation*}
0 \leqq \sum_{k=1}^{k_{n}} \sum_{j=2}^{\infty}(j)^{-1}\left(a_{n k}\right)^{j} \leqq \max \left(a_{n k}\right) \sum_{k=1}^{k_{n}} \sum_{j=1}^{\infty}(j)^{-1}\left(a_{n k}\right)^{j} \tag{7.8}
\end{equation*}
$$

$$
\rightarrow 0(-\log \varphi(x))=0
$$

as $n \rightarrow \infty$. If we define

$$
G_{n}(\lambda)=\sum_{k=1}^{k_{n}} F_{n k}(\lambda)
$$

and use (7.7) and (7.8) we obtain

$$
\begin{equation*}
-\log \varphi(x)=\lim _{n \rightarrow \infty} \int_{0}^{\infty}\left[1-K(x, \lambda) d G_{n}(\lambda)\right. \tag{7.9}
\end{equation*}
$$

provided $0 \leqq x<x_{0}$.
We now investigate the behavior of the functions $G_{n}$ as $n \rightarrow \infty$. It is an immediate consequence of Lemma 7.2 that for each $T>0$ there exists a constant $A(T)>0$ such that

$$
\frac{1}{T} \int_{0}^{T}[1-K(x, \lambda)] d x \geqq A(T) \frac{\lambda^{2}}{1+\lambda^{2}}
$$

for all $\lambda \geqq 0$. Also from (7.6) and the definition of $G_{n}$ it is clear that

$$
-\log \varphi_{n}(x) \geqq \int_{0}^{\infty}[1-K(x, \lambda)] d G_{n}(\lambda)
$$

for $0 \leqq x<x_{0}$ and $n$ sufficiently large. Moreover since $\varphi_{n}(x) \rightarrow \varphi(x)$ uniformly on $0 \leqq x \leqq x_{0}$ and $\varphi(x)$ is continuous and bounded away from zero on $0 \leqq x \leqq 1 / 2 x_{0}$ it follows that $\log \varphi_{n}(x) \rightarrow \log \varphi(x)$ uniformly on $0 \leqq x \leqq 1 / 2 x_{0}$. Thus if $0<T<1 / 2 x_{0}$ and $n$ large enough we have

$$
\begin{aligned}
\int_{0}^{\infty} \frac{\lambda^{2}}{1+\lambda^{2}} d G_{n}(\lambda) & \leqq[T A(T)]^{-1} \int_{0}^{T}-\log \varphi_{n}(x) d x \\
& \rightarrow[T A(T)]^{-1} \int_{0}^{T}-\log \varphi(x) d x<\infty .
\end{aligned}
$$

Hence there exists a constant $M<\infty$ such that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\lambda^{2}}{1+\lambda^{2}} d G_{n}(\lambda) \leqq M . \tag{7.10}
\end{equation*}
$$

Next we will show that given $\varepsilon>0$ there exists an $R$ (independent of $n$ ) such that

$$
\begin{equation*}
\int_{R}^{\infty} d G_{n}(\lambda) \leqq \varepsilon . \tag{7.11}
\end{equation*}
$$

To this end we first note that $\varphi_{n}(i y) \rightarrow \varphi(i y)$ uniformly an $-1 / 2 \leqq y \leqq 1 / 2$. Also (4.2) and (4.9) yield $0<K(i y, \lambda) \leqq 1$ for $\lambda \geqq 0$ and $-1 / 2 \leqq y \leqq 1 / 2$ with $K(-i / 2, \lambda)=K(i / 2, \lambda)=1$. Thus $\varphi_{n}(i y)$ and $\varphi(i y)$ are strictly positive on $-1 / 2 \leqq y \leqq 1 / 2$. Since $a_{n k}(i y)=1-\varphi_{n k}(i y)<1$ an argument similar to the one leading to (7.6) yields

$$
\begin{equation*}
-\log \varphi_{n}(i y) \geqq \int_{0}^{\infty}[1-K(i y, \lambda)] d G_{n}(\lambda) \tag{7.12}
\end{equation*}
$$

Let $\eta>0$ be given, then since $\varphi(-i / 2)=1$ we can choose $T$ such that $-1 / 2<T<1 / 2$ and

$$
\frac{-2}{2 T+1} \int_{-\frac{1}{2}}^{T} \log \varphi(i y) d y<\eta
$$

Moreover (4.4) and (4.9) imply $K(i y, \lambda) \rightarrow 0$ as $\lambda \rightarrow \infty$ for each fixed $y$ with $-1 / 2<y<1 / 2$. Thus we can choose $R_{0}$ so that

$$
\frac{2}{2 T+1} \int_{-\frac{1}{2}}^{T}[1-K(i y, \lambda)] d y>1-\eta
$$

for all $\lambda \geqq R_{0}$. Since $\varphi_{n}(i y) \rightarrow \varphi(i y)$ uniformly on $-1 / 2 \leqq y \leqq T$ and $\varphi$ is bounded away from zero there we can choose $n_{0}$ so that for $n>n_{0}$

$$
\frac{-2}{2 T+1} \int_{-\frac{1}{2}}^{T} \log \varphi_{n}(i y) d y \leqq \frac{-2}{2 T+1} \int_{-\frac{1}{2}}^{T} \log \varphi(i y) d y+\eta \leqq 2 \eta
$$

Thus for $n>n_{0}$ we have

$$
\begin{aligned}
\int_{R_{0}}^{\infty}(1-\eta) d G_{n}(\lambda) & \leqq \frac{2}{2 T+1} \int_{-\frac{1}{2}}^{T} \int_{0}^{\infty}[1-K(i y, \lambda)] d G_{n}(\lambda) d y \\
& \leqq \frac{-2}{2 T+1} \int_{-\frac{1}{2}}^{T} \log \varphi_{n}(i y) d y \leqq 2 \eta,
\end{aligned}
$$

or $\int_{R_{0}}^{\infty} d G_{n} \leqq \frac{2 \eta}{1-\eta}$ if $n>n_{0}$. It is now evident that given $\varepsilon>0$ one can choose an $R$ so that (7.11) holds (each $G_{n}$ being monotone nondecreasing and bounded).

Define

$$
\begin{equation*}
\Omega_{n}(\lambda)=\int_{0}^{\lambda} \frac{t^{2}}{1+t^{2}} d G_{n}(t) \tag{7.13}
\end{equation*}
$$

Then each $\Omega_{n}$ is in $\mathscr{F}$. Using (7.10), the Helly theorem implies the existence of a subsequence (call it $\Omega_{n}$ again) such that $\Omega_{n} \rightarrow \Omega$ with $\Omega \in \mathscr{F}$ and $\Omega(\infty) \leqq M$. Moreover from (7.11)

$$
\int_{R}^{\infty} d \Omega_{n}(\lambda) \leqq \int_{R}^{\infty} d G_{n}(\lambda) \leqq \varepsilon
$$

uniformly in $n$ for $R$ sufficiently large and this easily implies that $\Omega_{n} \Rightarrow$ $\Omega$. Therefore

$$
\begin{equation*}
\int_{0}^{\infty}[1-K(x, \lambda)] \frac{1+\lambda^{2}}{\lambda^{2}} d \Omega_{n}(\lambda) \rightarrow \int_{0}^{\infty}[1-K(x, \lambda)] \frac{1+\lambda^{2}}{\lambda^{2}} d \Omega(\lambda) \tag{7.14}
\end{equation*}
$$

where the integrand is defined by continuity, using Lemma 7.1 , to be $1 / 4\left(1 / 4+x^{2}\right)$ at $\lambda=0$. Combining (7.9), (7.13), and (7.14) we obtain

$$
\begin{equation*}
-\log \varphi(x)=\int_{0}^{\infty}[1-K(x, \lambda)] \frac{1+\lambda^{2}}{\lambda^{2}} d \Omega(\lambda) \tag{7.15}
\end{equation*}
$$

provided $0 \leqq x<x_{0}$. But $x_{0}$ was the smallest zero of $\varphi(x)$ and thus $-\log \varphi(x) \rightarrow \infty$ as $x \uparrow x_{0}$ while the integral in (7.15) remains bounded. Hence $\varphi(x)$ never vanishes and (7.15) must hold for all $x$. Finally defining $\psi(x)=-\log \varphi(x)$ we obtain Theorem 7.3.

Theorem 7.4. A function $\psi$ has the representation (7.5) if and only if it can be written in the form

$$
\begin{equation*}
\psi(x)=\frac{c}{4}\left(\frac{1}{4}+x^{2}\right)+\int_{0+}^{\infty}[1-K(x, \lambda)] d G(\lambda) \tag{7.16}
\end{equation*}
$$

where $c \geqq 0$ and $G$ is monotone nondecreasing, right continuous for $\lambda>0$, $G(\infty)=0$, and satisfying.

$$
\begin{equation*}
\int_{0+}^{1} \lambda^{2} d G(\lambda)<\infty \tag{7.17}
\end{equation*}
$$

Proof. If $\psi$ has the representation (7.5) define $c=\Omega(0+) \geqq 0$ and $G(\lambda)=-\int_{\lambda+}^{\infty} t^{-2}\left(1+t^{2}\right) d \Omega(t)$ for $\lambda>0$, then using Lemma 7.1 (ii) it is clear that (7.16) holds and that $G$ has the required properties. Conversely if (7.16) hold define $\Omega(0)=0$ and $\Omega(\lambda)=c+\int_{0+}^{\lambda} t^{2}\left(1+t^{2}\right)^{-1} d G(t)$, then clearly $\Omega \in \mathscr{F}$ and (7.5) holds.
8. Uniqueness and Simple Consequences of (7.5). In order that our theory be reasonably complete the following uniqueness theorem is required.

Theorem 8.1. The representation (7.5), and hence (7.16) also, is unique.

Proof. It is sufficient to prove that if $\Omega$ is of bounded variation and

$$
\begin{equation*}
\psi(x)=\int_{0}^{\infty}[1-K(x, \lambda)] \frac{1+\lambda^{2}}{\lambda^{2}} d \Omega(\lambda)=0 \tag{8.1}
\end{equation*}
$$

for all $x$, then $\psi=0$. We will use the following formula [5, p. 168]

$$
\begin{equation*}
(\operatorname{ch} \lambda+\operatorname{ch} \mu)^{-1}=\pi \int_{0}^{\infty} \frac{x \operatorname{sh} \pi x}{c^{2} \pi x} K(x, \lambda) K(x, \mu) d x \tag{8.2}
\end{equation*}
$$

which holds for all $\lambda, \mu \geqq 0$. (Robin's $K_{x}(\operatorname{ch} \lambda)$ is our $K(x, \lambda)$.) Since $K(0, \lambda)=1$, if we multiply (8.1) by $\pi x \operatorname{sh} \pi x(c h \pi x)^{-2} K(x, \mu)$ and integrate from 0 to $\infty$ we obtain, using (8.2),

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\operatorname{ch} \lambda-1}{\operatorname{ch} \lambda+\operatorname{ch} \mu} \frac{1+\lambda^{2}}{\lambda^{2}} d \Omega(\lambda)=0 \tag{8.3}
\end{equation*}
$$

The interchange of order of integration is justified since $(|K(x, \mu)| \leqq 1$ and $K(0, \mu)=1)$

$$
\begin{aligned}
\pi \int_{0}^{\infty} \frac{x \operatorname{sh} \pi x}{c h^{2} \pi x}|K(x, \mu)| & \int_{0}^{\infty}[1-K(x, \lambda)] \frac{1+\lambda^{2}}{\lambda^{2}} d|\Omega|(\lambda) d x \\
& \leqq \int_{0}^{\infty} \frac{c h \lambda-1}{2(1+\operatorname{ch} \lambda)} \frac{1+\lambda^{2}}{\lambda^{2}} d|\Omega|(\lambda)<\infty,
\end{aligned}
$$

where $|\Omega|$ stands for the total variation of $\Omega$. But (8.3) may be written

$$
\begin{equation*}
\int_{1}^{\infty}(t+s)^{-1} d \Omega^{*}(t)=0 \tag{8.4}
\end{equation*}
$$

for all $s \geqq 1$, where for $t \geqq 1$

$$
\begin{equation*}
\Omega^{*}(t)=\int_{0}^{c h^{-1}(t)} \lambda^{-2}\left(1+\lambda^{2}\right)(\operatorname{ch} \lambda-1) d \Omega(\lambda) . \tag{8.5}
\end{equation*}
$$

Noting that $\Omega^{*}$ is of bounded variation on each finite interval $1 \leqq t \leqq T$, we can apply the uniqueness theorem for Stieltjes transform [7, p. 336]. This leads to the conclusion that $\Omega^{*}$, and hence $\Omega$, is identically zero.

Theorem 8.2. Given $a$ $\psi$ of the form (7.5) then $\varphi=e^{-\psi}$ is an infinitely divisible element of $\mathscr{F}_{0}$.

Proof. Since $K(\cdot, \lambda)$ is in $\mathscr{P}$ for each $\lambda \geqq 0$, it follows from Theorem 6.2 that $\exp \{-b[1-K(\cdot, \lambda)]\}$ is in $\mathscr{P}_{0}$ for all $b, \lambda \geqq 0$. Thus if we approximate the integral defining $\psi(x)$ by a Riemann sum and use the above fact and Theorem 5.2, we find that $\varphi(x)=\exp [-\psi(x)]$ is in $\mathscr{P}$. Since $\varphi$ is in $\mathscr{P}$ it can be extended to a function $\varphi(z)$ which is continuous on the strip $-1 / 2 \leqq y \leqq 1 / 2$ and analytic on $-1 / 2<y<1 / 2$.

Using Lemma 7.1 (i) it is immediate that the integral in (7.5) converges for $z$ in the strip $-1 / 2 \leqq y \leqq 1 / 2$ to a function which we denote by $\psi(z)$. It is also clear that $\psi$ is continuous on $-1 / 2 \leqq y \leqq 1 / 2$ and analytic on $-1 / 2<y<1 / 2$. It now follows that $\varphi(z)=\exp [-\psi(z)]$ for all $z$ in the strip $-1 / 2 \leqq y \leqq 1 / 2$. Since $\psi(-i / 2)=0$ it follows that $\varphi \in \mathscr{P}_{0}$. Similarly $\exp [-1 / n \psi]$ is in $\mathscr{P}_{0}$ for each $n>0$ and thus $\varphi=$ $\exp (-\psi)$ is infinitely divisible.

Corollary 8.1. $\varphi$ is a generalized limit if and only if $\varphi$ is infinitely divisible.

Proof. This results from Theorems 7.1, 7.3, and 8.2.
Actually contained in the proofs of Theorem 7.3, 8.1, and 8.2 is the following result which we state explicitly for completeness.

Theorem 8.3. Let $\varphi_{n K} \in \mathscr{P}_{0}$ for $n=1,2, \cdots$ and $k=1,2, \cdots, k_{n}$ with $k_{n} \rightarrow \infty$ and satisfy (7.1). Let $\varphi_{n}$ be defined by (7.2), then $a$ necessary and sufficient condition $\varphi_{n} \rightarrow \varphi \in \mathscr{P}_{0}$ is that

$$
\Omega_{n}(\lambda)=\sum_{k=1}^{k_{n}} \int_{0}^{\lambda} \frac{t^{2}}{1+t^{2}} d F_{n k}(t)
$$

be Bernoulli convergent to $\Omega \in \mathscr{F}$. In this case $\varphi=\exp (-\psi)$ where $\psi$ is defined by (7.5).
9. Proofs of the Lemmas. We begin with Lemma 7.1 (i). In view of the definition (4.9) of $K(z, \lambda)$ it will suffice to show $\lambda^{-2}\left|1-P_{\nu}(c h \lambda)\right| \leqq$ $M_{r}$ for $0 \leqq \lambda \leqq \lambda_{0}$ and $|\nu| \leqq r$. Choose $\lambda_{0}$ such that the inequalities.

$$
\begin{equation*}
\operatorname{ch} \lambda-1<1 ; \lambda^{-2}(\operatorname{ch} \lambda-1)<1 \tag{9.1}
\end{equation*}
$$

hold for $0 \leqq \lambda \leqq \lambda_{0}$. Since [3, p. 122]

$$
\begin{equation*}
P_{\nu}(\operatorname{ch} \lambda)=F\left(-\nu, \nu+1 ; 1 ; \frac{1}{2}(1-\operatorname{ch} \lambda)\right) \tag{9.2}
\end{equation*}
$$

provided $|1-\operatorname{ch} \lambda|<2$, we easily find that for $0 \leqq \lambda \leqq \lambda_{0}$

$$
\lambda^{-2}\left|1-P_{\nu}(\operatorname{ch} \lambda)\right| \leqq F\left(|\nu|,|\nu|+1 ; 1 ; \frac{1}{2}\right) .
$$

Taking $M_{r}=F(r, r+1 ; 1 ; 1 / 2)$ we obtain the desired conclusion.
Let $\lambda_{0}$ be as above, then from (9.2) and (4.9) we have for $0 \leqq \lambda \leqq \lambda_{0}$

$$
K(x, \lambda)=F\left[\frac{1}{2}-i x, \frac{1}{2}+i x ; 1 ; \frac{1}{2}(1-c h \lambda)\right] .
$$

Expanding the hypergeometric function we find that

$$
\lambda^{-2}[1-K(x, \lambda)]+\frac{1}{2} \lambda^{-2}\left[\left(\frac{1}{4}+x^{2}\right)(1-c h \lambda)\right]=G(x, \lambda)
$$

where $G(x, \lambda) \rightarrow 0$ as $\lambda \rightarrow 0$ for each fixed $x$. The second conclusion of Lemma 7.1 is now immediate.

Finally all of the conclusions of Lemma 7.2 with the possible exception of $H_{T}(\lambda)>0$ for $\lambda>0$ are easy consequences of Lemma 7.1 and
(4.5). But if $H_{T}\left(\lambda_{0}\right)=0$ for $\lambda_{0}>0$ we would have $K\left(x, \lambda_{0}\right)=1$ for all $x$ in $[0, T]$. In particular $K\left(0, \lambda_{0}\right)=1$. Using (4.5) and the fact that $K(0,0)=1$ this leads to the conclusion that

$$
\int_{0}^{\infty} \frac{d t}{\left[\operatorname{ch} \lambda_{0}+c h t\right]^{1 / 2}}=\int_{0}^{\infty} \frac{d t}{[1+c h t]^{1 / 2}}
$$

which is clearly impossible if $\lambda_{0}>0$. This then completes the proofs of our lemmas.
10. Gaussian and Stable Distributions. It is an immediate consequence of Theorems 8.2 and 7.4 that for each $t>0$ the function

$$
\begin{equation*}
\varphi(x)=\exp \left[-t\left(\frac{1}{4}+x^{2}\right)\right] \tag{10.1}
\end{equation*}
$$

is an infinitely divisible element of $\mathscr{P}$. Following Bochner [1] a $\varphi$ of the form (10.1) will be called Gaussian (or normal). Let $U_{t}(\lambda)$ be the element in $\mathscr{F}_{0}$ corresponding to $\exp \left[-t\left(1 / 4+x^{2}\right)\right]$. If one uses the inversion formula of Fock [5, p. 165] and the fact that [5, p. 154]

$$
K(x, \lambda)=\frac{\sqrt{2}}{\pi} \operatorname{coth} \pi x \int_{\lambda}^{\infty} \frac{\sin x t d t}{(\operatorname{cht}-\operatorname{ch} \lambda)^{1 / 2}}
$$

one finds that

$$
U_{t}(\lambda)=\int_{0}^{\lambda} u(t, \mu) \operatorname{sh} \mu d \mu
$$

where

$$
\begin{equation*}
u(t, \lambda)=\frac{e^{-t / 4}}{(2 t)^{3 / 2}} \int_{\lambda}^{\infty} \frac{s e^{-s^{2} / 4 t} d s}{(c h s-\operatorname{ch} \lambda)^{1 / 2}} . \tag{10.2}
\end{equation*}
$$

The function $u(t, \lambda)$ defined in (10.2) is therefore the density (with respect to $\operatorname{sh} \lambda d \lambda$ ) of the rotationally invariant Gaussian distribution on the hyperbolic plane. It is not difficult to check directly that

$$
\int_{0}^{\infty} u(t, \lambda) \operatorname{sh} \lambda d \lambda=1 \text { for all } t>0
$$

although it is not necessary for us to do so since we know that $U_{t} \in \mathscr{F}_{0}$. Finally it is interesting, but not unexpected, to note that

$$
\begin{equation*}
\frac{\partial u}{\partial t}=(\operatorname{sh} \lambda)^{-1} \frac{\partial}{\partial \lambda}\left(\operatorname{sh} \lambda \frac{\partial u}{\partial \lambda}\right) . \tag{10.3}
\end{equation*}
$$

The differential operator on the right side of (10.3) is the radial part of the Laplace-Beltrami operator in geodesic polar coordinates $(\lambda, \theta)$ for the hyperbolic plane.

Let $0<\alpha<1$ and let $g_{\alpha}(u)$ be the positive continuous function defined on $u \geqq 0$ by the relation

$$
\begin{equation*}
e^{-s^{x}}=\int_{0}^{\infty} e^{-s u} g_{\alpha}(u) d u \tag{10.4}
\end{equation*}
$$

for $s \geqq 0$. See $\S 4.3$ of [1]. (The function $g_{\alpha}$ is the density of a onesided stable law of index $\alpha$ on the real line.) For $t>0$ we define

$$
\begin{equation*}
u_{\alpha}(t, \lambda)=\int_{0}^{\infty} u\left(t^{\frac{1}{\alpha}} s, \lambda\right) g_{\alpha}(s) d s \tag{10.5}
\end{equation*}
$$

where $u(t, \lambda)$ is the normal density (10.2). Clearly $u_{\alpha}(t, \cdot)$ is a probability density with respect to $\operatorname{sh} \lambda d \lambda$. Moreover

$$
\begin{equation*}
\int_{0}^{\infty} K(x, \lambda) u_{\alpha}(t, \lambda) \operatorname{sh}(\lambda) d \lambda=\exp \left[-t\left(1 / 4+x^{2}\right)^{\alpha}\right] \tag{10.6}
\end{equation*}
$$

Thus for each $t>0$ the function $\exp \left[-t\left(1 / 4+x^{2}\right)^{x}\right]$ is an infinitely divisible element of $\mathscr{P}_{0}$. By analogy with the Euclidean case one might call the densities (10.5) or the transforms (10.6) stable. We will investigate the properties of these distributions in a future paper, in particular, we will give a fuller justification of the name stable.
11. Higher Dimensional Hyperbolic Spaces. All that has gone before can be easily extended to a more general class of integral transforms that are related to the higher dimensional hyperbolic spaces. Let $\mu$ be a real parameter with $\mu>-1 / 2$ and define the kernels

$$
\begin{gather*}
K_{\mu}(x, \lambda)=2^{\mu} \Gamma(\mu+1)(\operatorname{sh} \lambda)^{-\mu} P_{-1 / 2+i x}^{(\mu)}(c h \lambda)  \tag{11.1}\\
=\left(\frac{1+c h \lambda}{2}\right)^{-\mu} F\left(1 / 2-i x, 1 / 2+i x ; \mu+1 ; \frac{1-c h \lambda}{2}\right),
\end{gather*}
$$

where $P_{\nu}^{(\mu)}$ is the usual associated Legendre function [3]. Similarly we define $K_{\mu}(z, \lambda)$ for complex $z$ by replacing $x$ by $z$ in (11.1). Clearly $K_{\mu}(z, \lambda)$ is analytic in $z$ and it is not difficult to verify that

$$
\begin{equation*}
\left|K_{\mu}(z, \lambda)\right| \leqq 1 \quad \text { if } \quad-\mu-1 / 2 \leqq y \leqq 1 / 2 \tag{11.2}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\mu}(z, 0)=1, \quad K_{\mu}(-i(\mu+1 / 2), \lambda)=1 \tag{11.3}
\end{equation*}
$$

Moreover it follows from 3.7(8) of [3] that

$$
\begin{equation*}
K_{\mu}(x, \lambda)=\sqrt{\frac{2}{\pi}} \frac{2^{\mu} \Gamma(\mu+1)}{\Gamma(\mu+1 / 2)(\operatorname{sh} \lambda)^{2 \mu}} \int_{0}^{\lambda}(\operatorname{ch\lambda }-\operatorname{ch} t)^{\mu-1 / 2} \cos x t d t \tag{11.4}
\end{equation*}
$$

and combining this with (11.2) results in

$$
\begin{equation*}
-1 \leqq K_{\mu}(x, \lambda) \leqq 1 \tag{11.5}
\end{equation*}
$$

If $\mu=0$ then $K_{\mu}$ reduces to the kernel $K$ considered in the previous sections.

Let $\mu=N / 2-1$ where $N \geqq 2$ is an integer, then the functions $K_{\mu}(z, \cdot)$ are the spherical functions on $N$-dimensional hyperbolic space and the functions $K_{\mu}(x, \cdot)$ are the spherical functions of positive type.

If for arbitrary $\mu>-1 / 2$ we define the $\mu$-transform of an element $F \in \mathscr{F}$ by

$$
\begin{equation*}
\varphi(x)=\int_{0}^{\infty} K_{\mu}(x, \lambda) d F(\lambda) \tag{11.6}
\end{equation*}
$$

then all of the results of the preceding sections can be carried over to $\mu$-transforms with only minor changes. In particular, in (7.16) one must replace $c / 4\left(1 / 4+x^{2}\right)$ by $c /[4(\mu+1)]\left[(\mu+1 / 2)^{2}+x^{2}\right]$ and then the Gaussian elements have the form $\exp \left(-t\left[(\mu+1 / 2)^{2}+x^{2}\right]\right)$. The proofs require only minor technical changes with the exception of Theorem 6.1.

In order to prove the analog of Theorem 6.1 for $\mu$-transforms one needs the following formula

$$
\begin{equation*}
K_{\mu}(x, \lambda) K_{\mu}(x, t)=\frac{2^{2 \mu} \Gamma(1+\mu)^{2}}{\pi \Gamma(2 \mu+1)} \int_{0}^{\pi} K_{\mu}(x, w) \sin ^{2 \mu} \theta d \theta \tag{11.7}
\end{equation*}
$$

where

$$
w=\operatorname{ch} \lambda \operatorname{ch} t+\operatorname{sh} \lambda \operatorname{sh} t \cos \theta
$$

Formula (11.7) is a simple consequence of the addition theorem for associated Legendre functions (formula 80 of Peter Henrici, Addition Theorems for General Legendre and Gegenbauer Functions, Journ. of Rat. Mech. and Anal. (4) 1955; note the misprint in this formula, namely $-\mu-n$ should be $-\nu-n$ ) and the orthogonality relations for Gegenbauer polynomials. Using (11.7) the fact that the product of two $\mu$-transforms is again a $\mu$-transform is proved by an argument similar to the one used in § 6.

Note added in proof. Some results which are similar to a part of ours appeared in a paper by F. I. Karpelevitch, V. N. Tutubalin, and M. G. Šur entitled "Limit theorems for convolutions of distributions on Lobachevsky's plane and space", Theory of Probability and its Applications, 4, (1959), 432-436. These authors were particularly interested in convergence to the normal distribution.
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Seattle Washington

# SEQUENCES IN GROUPS WITH DISTINCT <br> PARTIAL PRODUCTS 

Basil Gordon

1. In an investigation concerning a certain type of Latin square, the following problem arose:

Can the elements of a finite group $G$ be arranged in a sequence $a_{1}, a_{2}, \cdots, a_{n}$ so that the partial products $a_{1}, a_{1} a_{2}, \cdots, a_{1} a_{2} \cdots a_{n}$ are all distinct?

In the present paper a complete solution will be given for the case of Abelian groups, and the application to Latin squares will be indicated. Let us introduce the term sequenceable group to denote groups whose elements can be arranged in a sequence with the property described above. The main result is then contained in the following theorem.

Theorem 1. A finite Abelian group $G$ is sequenceable if and only if $G$ is the direct product of two groups $A$ and $B$, where $A$ is cyclic of order $2^{k}(k>0)$, and $B$ is of odd order.

Proof (i). To see the necessity of the condition, suppose that $G$ is sequenceable, and let $a_{1}, a_{2}, \cdots, a_{n}$ be an ordering of the elements of $G$ with $a_{1}, a_{1} a_{2}, \cdots, a_{1} a_{2} \cdots a_{n}$ all distinct. The notation $b_{i}=a_{1} a_{2} \cdots a_{i}$ will be used throughout the remainder of the paper. It is immediately seen that $a_{1}=b_{1}=e$, the identity element of $G$; for if $a_{i}=e$ for some $i>1$, then $b_{i-1}=b_{i}$, contrary to assumption. Hence $b_{n} \neq e$, i.e., the product of all the elements of $G$ is not the identity. It is well known (cf [2]) that this implies that $G$ has the form $A \times B$ with $A$ cyclic of order $2^{k}(k>0)$ and $B$ of odd order.
(ii) To prove sufficiency of the condition, suppose that $G=A \times B$, with $A$ and $B$ as above. We then show that $G$ is sequenceable by constructing an ordering $a_{1}, a_{2}, \cdots, a_{n}$ of its elements with distinct partial products. From the general theory of Abelian groups, it is known that $G$ has a basis of the form $c_{0}, c_{1}, \cdots, c_{m}$, where $c_{0}$ is of order $2^{k}$, and where the orders $\delta_{1}, \delta_{2}, \cdots, \delta_{m}$ of $c_{1}, c_{2}, \cdots, c_{m}$ are odd positive integers each of which divides the next, i.e., $\delta_{i} \mid \delta_{i+1}$ for $0<i<m$. If $j$ is any positive integer, then there exist unique integers $j_{0}, j_{1}, \cdots, j_{m}$ such that

$$
\begin{align*}
& j \equiv j_{0}\left(\bmod \delta_{1} \delta_{2} \cdots \delta_{m}\right)  \tag{1}\\
& j_{0}=j_{1}+j_{2} \delta_{1}+j_{3} \delta_{1} \delta_{2}+\cdots+j_{m} \delta_{1} \cdots \delta_{m-1} \\
& \quad 0 \leqq j_{1}<\delta_{1}
\end{align*}
$$

[^18]\[

$$
\begin{aligned}
& 0 \leqq j_{2}<\delta_{2} \\
& \vdots \\
& 0 \leqq j_{m}<\delta_{m}
\end{aligned}
$$
\]

The proof of the existence and uniqueness of this expansion will be omitted here; it is entirely analogous to the expansion of an integer in powers of a number base.

We are now in a position to define the desired sequencing of $G$. It is convenient to define the products $b_{1}, b_{2}, \cdots, b_{n}$ directly, to prove they are all distinct, and then to verify that the corresponding $a_{i}$, as calculated from the formula $a_{1}=e, a_{i}=b_{i-1}^{-1} b_{i}$, are all distinct. If $i$ is of the form $2 j+1(0 \leqq j<n / 2)$, let

$$
b_{2 j+1}=c_{0}^{-j} c_{1}^{-j_{1}} c_{2}^{-j_{2}} \cdots c_{m}^{-j_{m}}
$$

where $j_{1}, j_{2}, \cdots, j_{m}$ are the integers defined in (1). On the other hand, if $i$ is of the form $2 j+2(0 \leqq j<n / 2)$, let

$$
b_{2 j+2}=c_{0}^{j+1} c_{1}^{j_{1}+1} c_{2}^{j_{2}+1} \cdots c_{m}^{j_{m}+1}
$$

The elements $b_{1}, b_{2}, \cdots, b_{n}$ thus defined are all distinct. For if $b_{s}=b_{t}$ with $s=2 u+1, t=2 v+1$, then

$$
\begin{align*}
& u \equiv v\left(\bmod 2^{k}\right)  \tag{2}\\
& u_{1} \equiv v_{1}\left(\bmod \delta_{1}\right) \\
& \vdots \\
& u_{m} \equiv v_{m}\left(\bmod \delta_{m}\right)
\end{align*}
$$

From the inequalities in (1) we conclude that $u_{1}=v_{1}, \cdots, u_{m}=v_{m}$. Hence $u_{0}=v_{0}$, so that $u \equiv v\left(\bmod \delta_{1} \cdots \delta_{m}\right)$; coupled with the first of equations (2), this gives $u \equiv v(\bmod n)$, which implies $u=v$. Similarly $b_{2 u+2}=b_{2 v+2}$ implies $u=v$, so that the "even" $b$ 's are distinct.

Next suppose

$$
b_{2 u+1}=b_{2 v+2} .
$$

Then

$$
\begin{aligned}
& -u \equiv v+1\left(\bmod 2^{k}\right) \\
& -u_{1} \equiv v_{1}+1\left(\bmod \delta_{1}\right) \\
& \vdots \\
& -u_{m} \equiv v_{m}+1\left(\bmod \delta_{m}\right)
\end{aligned}
$$

or equivalently,

$$
\begin{equation*}
u+v+1 \equiv 0\left(\bmod 2^{k}\right) \tag{3}
\end{equation*}
$$

$$
\begin{gathered}
u_{1}+v_{1}+1 \equiv 0\left(\bmod \delta_{1}\right) \\
\vdots \\
u_{m}+v_{m}+1 \equiv 0\left(\bmod \delta_{m}\right) .
\end{gathered}
$$

Since $0<u_{1}+v_{1}+1 \leqq 2\left(\delta_{1}-1\right)+1<2 \delta_{1}$, we must have $u_{1}+v_{1}+1=$ $\delta_{1}$. Reasoning similarly for $i=2, \cdots, m$ we obtain

$$
\begin{aligned}
& u_{1}+v_{1}+1=\delta_{1} \\
& u_{2}+v_{2}+1=\delta_{2} \\
& \vdots \\
& u_{m}+v_{m}+1=\delta_{m}
\end{aligned}
$$

Multiplying the $(i+1)$ 'st equation of this system by $\delta_{1} \delta_{2} \cdots \delta_{i}(1 \leqq i<m)$ and adding, we get $u_{0}+v_{0}+1=\delta_{1} \cdots \delta_{m}$, which implies $u+v+1 \equiv$ $o\left(\delta_{1} \cdots \delta_{m}\right)$. Combining this with the first of equations (3), we find that $u+v+1 \equiv 0(\bmod n)$, which, on account of the inequality $0<u+v+$ $1<n$, is impossible. Hence $b_{1}, b_{2}, \cdots, b_{n}$ are all distinct.

Next we calculate $a_{1}, a_{2}, \cdots, a_{n}$. If $i=2 j+2(0 \leqq j<n / 2)$, then

$$
a_{i}=b_{i-1}^{-1} b_{i}=c_{0}^{2 j+1} c_{1}^{2 j_{1}+1} \cdots c_{m}^{2 j_{m}+1}
$$

These are all different by the same argument as above. If $i=2 j+1$, and $j_{1} \neq 0$, then

$$
a_{i}=c_{0}^{-2 j} c_{1}^{-2 \jmath_{1}} c_{2}^{-2 j_{2}-1} \cdots c_{m}^{-2 j_{m}-1}
$$

If $i=2 j+1$ and $j_{1}=0$, but $j_{2} \neq 0$, then $a_{i}=c_{0}^{-2 j} c_{2}^{-2 j_{2}} c_{3}^{-2 j_{3}-1} \cdots c_{m}^{-2 j_{m}-1}$, while if $j_{1}=j_{2}=0$ but $j_{3} \neq 0$, then $a_{i}=c_{0}^{-2 j} c_{3}^{-2 j_{3}} c_{4}^{-2 j_{4}-1} \cdots c_{m}^{-2 j_{m}-1}$, etc. These $a_{i}$ 's are obviously distinct from each other by the same reasoning as before. Because of the exponent of $c_{0}$ they are also distinct from the $a_{i}$ with $i$ even. This completes the proof of the theorem.

As an example of the construction of Theorem 1, consider the group $G=C_{2} \times C_{3} \times C_{3}$. We use basis elements $c_{0}, c_{1}, c_{2}$ of orders $2,3,3$ respectively. Using the notation $(\alpha, \beta, \gamma)$ for the element $c_{0}^{\alpha} c_{1}^{\beta} c_{2}^{\gamma}$, the sequences $a_{i}$ and $b_{i}$ are then the following:

| $a_{i}$ | $b_{i}$ |
| :---: | :---: |
| $\left(\begin{array}{lll}0 & 0 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 0 & 0\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)$ | $\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 1 & 2\end{array}\right)$ | $\left(\begin{array}{lll}1 & 2 & 0\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 0 & 1\end{array}\right)$ | $\left(\begin{array}{lll}0 & 2 & 1\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 2 & 2\end{array}\right)$ | $\left(\begin{array}{lll}0 & 1 & 0\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 2 & 1\end{array}\right)$ | $\left(\begin{array}{lll}1 & 0 & 1\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 0 & 1\end{array}\right)$ | $\left(\begin{array}{lll}1 & 0 & 2\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 1 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 1 & 2\end{array}\right)$ |


| $a_{i}$ | $b_{i}$ |
| :---: | :---: |
| $\left(\begin{array}{lll}0 & 1 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 2 & 2\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)$ | $\left(\begin{array}{lll}1 & 2 & 2\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 2 & 0\end{array}\right)$ | $\left(\begin{array}{lll}1 & 1 & 2\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 2 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 0 & 2\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 0 & 2\end{array}\right)$ | $\left(\begin{array}{lll}0 & 0 & 1\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 1 & 2\end{array}\right)$ | $\left(\begin{array}{lll}1 & 1 & 0\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 1 & 1\end{array}\right)$ | $\left(\begin{array}{lll}1 & 2 & 1\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 0 & 2\end{array}\right)$ | $\left(\begin{array}{lll}0 & 2 & 0\end{array}\right)$ |
| $\left(\begin{array}{lll}0 & 2 & 1\end{array}\right)$ | $\left(\begin{array}{lll}0 & 1 & 1\end{array}\right)$ |
| $\left(\begin{array}{lll}1 & 2 & 2\end{array}\right)$ | $\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)$ |

2. Application to Latin squares. Consider the following Latin square:

| 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- |
| 2 | 4 | 1 | 3 |
| 3 | 1 | 4 | 2 |
| 4 | 3 | 2 | 1 |

Given any ordered pair $(\alpha \beta)$ with $\alpha \neq \beta$, it occurs as a pair of consecutive entries in some row of this square. In general, an $n \times n$ Latin square $\left(c_{s t}\right)$ whose elements are the integers $1, \cdots, n$ will be called horizontally complete if for every ordered pair $(\alpha, \beta)$ with $1 \leqq \alpha, \beta \leqq n$ and $\alpha \neq \beta$, the equations

$$
\begin{array}{r}
c_{s t}=\alpha  \tag{4}\\
c_{s, t+1}=\beta
\end{array}
$$

are solvable. Similarly a vertically complete square is one for which

$$
\begin{array}{r}
c_{s t}=\alpha \\
c_{s+1, t}=\beta
\end{array}
$$

can be solved for any such choice of $\alpha, \beta$. A square which is both horizontally and vertically complete is called complete.

Note that in a horizontally complete square, the solution of equations (4) is unique, since the total number of consecutive pairs $a_{s t}, a_{s, t+1}$ is equal to the total number of order pairs $(\alpha, \beta)$ with $\alpha \neq \beta$. Conversely, uniqueness implies existence for the same reason.

Complete Latin squares are useful in the design of experiments in which it is desired to investigate the interaction of nearest neighbors.

Theorem 2. Suppose that $G$ is a sequenceable group, and let $a_{1}$, $a_{2} \cdots, a_{n}$ be an ordering of its elements such that $b_{1}, b_{2}, \cdots, b_{n}$ are distinct. Then the matrix $\left(c_{s t}\right)=\left(b_{s}^{-1} b_{t}\right)$ is a complete Latin square.

Proof. It is immediately seen that $\left(c_{s t}\right)$ is a Latin square, since either $b_{s}^{-1} b_{t}=b_{s}^{-1} b_{u}$ or $b_{t}^{-1} b_{s}=b_{u}^{-1} b_{s}$ imply $t=u$ by elementary properties of groups. To show that $\left(c_{s t}\right)$ is horizontally complete, suppose

$$
\begin{gathered}
c_{s t}=c_{u v} \\
c_{s, t+1}=c_{u, v+1}
\end{gathered}
$$

We must show that $s=u$ and $t=v$. From the definition of $c_{s t}$,

$$
\begin{align*}
b_{s}^{-1} b_{t} & =b_{u}^{-1} b_{v}  \tag{5}\\
b_{s}^{-1} b_{t+1} & =b_{u}^{-1} b_{v+1} . \tag{6}
\end{align*}
$$

Inverting both sides of (5) yields $b_{t}^{-1} b_{s}=b_{u}^{-1} b_{u}$. Combining this with (6) we get $\left(b_{t}^{-1} b_{s}\right)\left(b_{s}^{-} b_{t+1}\right)=\left(b_{v}^{-1} b_{u}\right)\left(b_{u}^{-1} b_{v+1}\right)$, or $b_{t}^{-1} b_{t+1}=b_{v}^{-1} b_{v+1}$, i.e., $a_{t+1}=a_{v+1}$. This implies $t=v$. Substituting in (5) we obtain $b_{s}^{-1} b_{t}=b_{u}^{-1} b_{t}$, from which $s=u$ follows immediately. The proof that $\left(c_{s t}\right)$ is vertically complete is entirely similar and will be omitted.

This method enables one to construct a complete Latin square of order $n$ for any even $n$ (note that $B$ may be trivial in Theorem 1). Whether or not complete, or even horizontally complete, squares exist for odd $n$ is an open question.
3. Extension to non-Abelian groups. The problem of determining which non-Abelian groups $G$ are sequencable is unsolved at the present time. Considerable information about the nature of a sequence $a_{1}, \cdots, a_{n}$ with distinct partial products, if one exists, can be obtained by mapping $G$ onto the Abelian group $G / C$, where $C$ is the commutator subgroup. Using this technique, for example, it can be shown that the non-Abelian group of order 6 and the two non-Abelian groups of order 8 are not sequencable. On the other hand the non-Abelian group of order 10 is sequencable. To see this, denote its elements by $e, a, b, a b, b a, a b a, b a b$, $a b a b, b a b a, a b a b a$, where $a^{2}=b^{2}=(a b)^{5}=e$. A suitable ordering is then given by $e, a b, a b a b, a b a b a, b a b, a b a, b, a, b a b a, b a$, the partial products being $e, a b, b a b a, a, a b a b, b a b, b a, b, a b a, a b a b a$. In view of Theorem 1 and the results of [2], one might conjecture that $G$ is sequencable if and only if it does not possess a complete mapping. However, the symmetric group $S_{3}$ does not possess a complete mapping (cf [1]) and is also not sequenceable. Whether or not the two properties are at least mutually exclusive is still an open question.
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# RELATIVE SELF-ADJOINT OPERATORS IN HILBERT SPACE 

Magnus R. Hestenes

1. Introduction. Let $A$ be a closed operator from a Hilbert space $\mathfrak{F}$ to a Hilbert space $\mathfrak{S}^{\prime}$. The main purpose of this present paper is to develop a spectral theory for an operator $A$ of this type. This theory is analogous to the given in the self-adjoint case and reduces to the standard theory when $A$ is self-adjoint. The spectral theory here given is based on generalization of the concept of self-adjointness. Let $A^{*}$ denote the adjoint of $A$. An operator $T$ on $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ will be said to be an elementary operator if $T T^{*} T=T$. If $T$ is elementary, the operator $T A^{*} T$ can be considered to be an adjoint of $A$ relative to $T$. If $A=T A^{*} T$, then $A$ will be said to be self-adjoint relative to $T$. The polar decomposition theorem for $A$ implies the existence of a unique elementary operator $R$ relative to which $A$ is self-adjoint and having the further property that $R$ has the same null space as $A$ and that $A^{*} R$ is a nonnegative self-adjoint operator in the usual sense. Every elementary operator $T$ relative to which $A$ is self-adjoint is of the form $T=T_{0}+R_{1}-R_{2}$, where $R=R_{1}+R_{2}$ and $T_{0}, R_{1}, R_{2}$ are $*$-orthogonal. Two operators $B$ and $C$ are said to be $*$-orthogonal if $B^{*} C=0$ and $B C^{*}=0$ on dense sets in $\mathfrak{S}_{2}$ and $\mathfrak{S}^{\prime}$ respectively.

An operator $B$ will be called a section of an operator $A$ if there is an operator $C *$-orthogonal to $B$ such that $A=B+C$. If $R$ is the elementary operator associated with $A$, there exists a one parameter family $A_{\lambda}, R_{\lambda}(0<\lambda<\infty)$ of sections of $A, R$ respectively such that $R_{\lambda}$ is the elementary operator belonging to $A_{\lambda},\left\|A_{\lambda}\right\| \leqq \lambda, A_{\mu}(\mu<\lambda)$ is a section of $A_{\lambda}$ and $A=\int_{0}^{\infty} \lambda d R_{\lambda}$. From this result it is seen that $A$ possesses a spectral decomposition relative to any elementary operator $T$ relative to which $A$ is self-adjoint. These results can be extended to the case in which $A$ is normal relative to $T$. When $\mathfrak{S}^{\prime}=\mathfrak{K}$ and $T$ is the identity, these results give the usual spectral theory for selfadjoint operators. Examples are given in $\S \S 4$ and 10 below. In particular spectral resolutions are given for the gradient of a function and its adjoint, the divergence of a vector. The finite dimensional case has been treated in a recent paper by the author ${ }^{1}$.

The results given below are elementary in nature and are based

[^19]upon the fundamental ideas concerning Hilbert spaces. These ideas can be found in the standard treatises on Hilbert space. The concept of *-commutativity is introduced. This concept is used in the development of the spectral theory. It is shown that a reciprocally compact operator has a discrete principal spectrum. The concept of reciprocal compactness is connected with the concept of ellipticity of differential operators, as is indicated in the last section below.
2. Preliminaries. Let $\mathfrak{S}$ and $\mathfrak{S}_{2}$ be two Hilbert Spaces over a scalar field $\mathfrak{F}$. The field $\mathfrak{F}$ will be taken to be either the field of real numbers or the field of complex numbers. The two case can be treated simultaneously by defining the conjugate $\bar{b}$ of $b$ to be $b$ itself in the field of reals. The spaces $\mathfrak{S}_{2}$ and $\mathfrak{S}^{\prime}$ may coincide. The same notations will be used for the inner product in each of the two spaces. Thus, the symbol $\left(x_{1}, x_{2}\right)$ denotes the inner product of $x_{1}$ and $x_{2}$, whether $x_{1}$ and $x_{2}$ are in $\mathfrak{S}$ or in $\mathfrak{S}_{2}$. The norm of $x$ will be denoted by $\|x\|$. Strong convergence of a sequence $\left\{x_{n}\right\}$ to $x_{0}$ will be denoted by $x_{n} \Rightarrow x_{0}$ and weak convergence by $x_{n} \rightarrow x_{0}$.

The closure of a subclas; $\mathscr{B}$ of $\mathscr{S}$ will be denoted by $\overline{\mathscr{B}}$ and its orthogonal complement in $\mathfrak{F}$ by $\mathscr{B}^{\perp}$. Clearly $\mathscr{B}^{\perp}$ is a subspace of $\mathfrak{K}$. By the sum $\mathfrak{X}+\mathscr{B}$ of two linear subclasses $\mathfrak{A}$ and $\mathscr{B}$ will be meant the class of all elements of the form $x+y$ with $x$ in $\mathfrak{H}$ and $y$ in $\mathscr{B}$. It will be called a direct sum if $\mathfrak{A}$ and $\mathscr{B}$ have no nonnull elements in common.

A linear tranformation $A$ will be said to be from $\oint$ to $\mathfrak{Q}^{\prime}$ if its domain $\mathfrak{D}_{A}$ is in $\mathfrak{W}$ and its range $\mathscr{R}_{A}$ is in $\mathfrak{Q}^{\prime}$. If $\mathscr{D}_{A}=\underset{\sim}{\mathscr{S}}$ the phrase "on $\mathfrak{S}$ to $\mathfrak{K}$ "" will be used to emphasize this fact. The phrase " $A$ in $\mathfrak{6}$ " will be used occassionally in case $\mathfrak{S} \mathfrak{S}^{\prime}=$ A linear transformation $B$ from $\mathfrak{S}$ to $\mathfrak{W}^{\prime}$ will be called an extension of $A$, written $A \leqq B$ or $B \geqq A$, in case $\mathscr{D}_{B} \supset \mathscr{D}_{A}$ and $B=A$ on $\mathscr{D}_{A}$. If $\overline{\mathscr{D}}_{A}=\mathscr{S}$, then $A$ will be said to be dense in $\mathfrak{S}$. The transformation $A$ will be said to be bounded if it maps bounded subsets of $\mathscr{D}_{A}$ into bounded sets of $\mathfrak{W}^{\prime}$. If $A$ is bounded, its norm $\|A\|$ is defined to be the least upper bound of $\|A x\|$ for all $x$ in $\mathscr{D}_{A}$ having $\|x\|=1$. If whenever $x_{n} \in D_{A}, x_{n} \Rightarrow x_{0}, A x_{n} \Rightarrow$ $y_{0}$ we also have $x_{0} \in \mathscr{D}_{A}$ and $A x_{0}=y_{0}$, then $A$ will be said to be closed. If whenever $x_{0}, x_{n} \in \mathscr{D}_{A}$ and $x \Rightarrow x_{0}, A x_{n} \Rightarrow y_{0}$ we have $A x_{0}=y_{0}$ then $A$ is said to be preclosed. A closed dense linear transformation is bounded if and only if $\mathscr{D}_{A}=\mathfrak{W}$. The minimal closed extension of $A$, if it exists, will be called the closure of $A$ and will be denoted by $\bar{A}$. If $A$ is preclosed, its closure exists. By the null class $\mathfrak{R}_{A}$ of $A$ will be meant all $x$ in $\mathscr{D}_{A}$ such that $A x=0$. There is a unique extension of $A$ whose domain is $\mathscr{D}_{A}+\overline{\mathfrak{N}}_{A}$ and whose null space is $\overline{\mathfrak{R}}_{A}$. If $A$ is closed then $\mathfrak{R}_{\Delta}$ is closed.

Consider now a dense linear transformation $A$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ and let
$\mathscr{D}_{A}{ }^{*}$ be the class of all vectors $y$ in $\mathscr{S}^{\prime}$ for which there exists a vector $A^{*} y$ in $\mathfrak{W}$ such that the relation.

$$
(A x, y)=\left(x, A^{*} y\right)
$$

holds for all $x$ in $\mathscr{D}_{A}$. The transformation $A^{*}$ from $\mathfrak{W}^{\prime}$ to $\mathfrak{h}$ so defined is a closed linear transformation whose domain is $\mathscr{D}_{A}{ }^{*}$, whose null class $\mathfrak{R}_{A}{ }^{*}$ is $\mathscr{R}_{A}^{\perp}$ and whose range $\mathscr{R}_{A}{ }^{*}$ is a subclass of $\mathfrak{R}_{A}^{\perp}$.

A linear transformation $A$ from $\mathfrak{S}$ to $\mathfrak{S}$ will be said to be selfadjoint if it is dense and if $A^{*}=A$. A self-adjoint linear transformation $A$ will be said to be nonnegative, written $A \geqq 0$, if the inequality $(A x, x) \geqq 0$ holds for all $x$ in $\mathscr{D}_{4}$. By a projection $E$ in $\mathscr{S}$ will be meant a self-adjoint operator such that $E^{2}=E$.

It will be convenient to use the term "operator" to denote a closed dense linear transformation. We shall have occassion to use the following well known result.

Theorem 2.1. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{W}$. Then its adjoint $A^{*}$ is an operator from $\mathfrak{S}^{\prime}$ to $\mathfrak{S}$. Moreover, $A^{* *}=A, \mathfrak{R}_{A}^{*}=\mathscr{R}_{A}^{\perp}, \mathfrak{R}_{A}$ $=\mathscr{R}_{A}{ }^{+}$. For each vector $x_{0}$ in $\mathfrak{S}$ and $y_{0}$ in $\mathfrak{S}^{\prime}$ there is a unique vector $x$ in $\mathscr{D}_{A}$ and $y$ in $\mathscr{D}_{A}{ }^{*}$ such that

$$
\begin{equation*}
x_{0}=x+A^{*} y, \quad y_{0}=A x-y \tag{2.1}
\end{equation*}
$$

The transformation $A^{*} A$ is a nonnegative self-adjoint operator in $\mathfrak{W}$ whose null space is $\mathfrak{R}_{A}$. Similarly $A A^{*}$ is a nonnegative self-adjoint operator in $\mathfrak{S}^{\prime}$ whose null space is $\mathfrak{R}^{*}$. The operator $A$ is bounded if and only if $A^{*}$ is bounded. In this event $\|A\|=\left\|A^{*}\right\|$.
3. The reciprocal and $*$-reciprocal of a closed operator. Consider a linear transformation $A$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ whose domain $\mathfrak{D}_{A}$ is expressible as a direct sum $\mathscr{R}_{A}=\mathscr{C}_{A}+\mathfrak{R}_{A}$, where $\mathfrak{R}_{A}$ is the null space of $A$ and $\mathscr{C}_{A}$ is orthogonal to $\mathfrak{W}_{A}$. The class $\mathscr{C}_{A}$ will be called the carrier of $A$. If $\mathfrak{n}_{A}$ is closed, then $\mathscr{D}_{A}$ has such a representation. Consequently, the carrier of a closed linear transformation is well defined.

The transformation $A$ establishes a one-to-one correspondence between its carrier and its range. The inverse transformation on $\mathscr{R}_{A}$ onto $\mathscr{C}_{A}$, when extended linearly so as to have $\mathscr{R}_{A}^{\perp}$ as its null space and $\mathscr{R}_{A}+$ $\mathscr{P}_{A}^{\perp}$ as its domain, defines a linear transformation $A^{-1}$ which will be called the reciprocal ${ }^{2}$ of $A$. The carrier of $A^{-1}$ is the range of $A$ and the range of $A^{-1}$ is the carrier of $A$. It is clear that $A^{-1}$ is dense in $\mathfrak{S}^{\prime}$ and that $\mathfrak{N}_{A-1}$ is closed.

The reciprocal of $A^{-1}$ for an arbitrary linear transformation $A$ will

[^20]be defined to be the reciprocal of the extension $A_{0}$ of $A$ whose domain is $\mathscr{D}_{A}+\overline{\mathscr{V}}_{A}$ and whose null space is $\overline{\mathscr{S}}_{A}$. The carrier of $A_{0}$ will be defined to be the carrier of $A$. The reciprocal of $A^{-1}$ is accordingly the extension of $A$ whose domain is $\mathscr{D}_{A}+\overline{\mathfrak{R}}_{A}+\mathscr{D}_{A}^{\frac{1}{A}}$ and whose null space is $\overline{\mathfrak{R}}_{A}+\mathscr{D}_{A}^{\perp}$. Hence $A$ is the reciprocal of $A^{-1}$ if and only if $A$ is dense in $\mathfrak{K}$ and its null space is closed. If $\mathfrak{R}_{A}$ is closed, then $A$ is closed if and only if $A^{-1}$ is closed. If $A$ possesses an inverse, then $A^{-1}$ is the inverse of $A$.

Theorem 3.1. The adjoint of the reciprocal of an operator $A$ is the reciprocal of its adjoint, that is, $\left(A^{-1}\right)^{*}=\left(A^{*}\right)^{-1}$. The operators $A$ and $A^{-1 *}$ have the same null spaces.

Clearly $\mathfrak{R}_{A^{-1 *}}=\mathscr{R}_{A^{-1}}^{\frac{1}{1}}=\mathfrak{R}_{A}$. Let $x$ be a vector in $\mathscr{C}_{A^{-1 *}}$. Then $\left(A^{-1} y_{0}, x\right)=\left(y_{0}, A^{-1^{*}} x\right)$ for every $y_{0}$ in $\mathscr{C}_{A^{-1}}=\mathscr{R}_{A}$. Hence $\left(x_{0}, x\right)=\left(A x_{0}\right.$, $A^{-1^{*}} x$ ) if $x_{0} \in \mathscr{C}_{A}$ and hence if $x_{0} \in \mathscr{D}_{A}$. It follows that $A^{-1^{*}} x$ is in $\mathscr{D}_{A}$ and that $x=A^{*} A^{-1} x$. Consequently $\mathscr{C}_{A^{-1 *}} \subset \mathscr{R}_{A^{*}}=\mathscr{C}_{A^{*}=1}$. Conversely if $x \in \mathscr{C}_{A^{*-1}}$, then $\left(x_{0}, x\right)=\left(A x_{0}, A^{*-1} x\right)$ holds for all $x_{0}$ in $\mathscr{C}_{A}$ or equivalently $\left(A^{-1} y_{0}, x\right)=\left(y_{0}, A^{*-1} x\right)$ holds for all $y_{0}$ in $\mathscr{C}_{A^{-1 *}}$. It follows that $x$ is in $\mathscr{C}_{A^{-1 *}}$ and that $A^{-1 *} x=A^{*-1} x$. It follows that $A^{-1 *}, A^{*-1}$ coincide on their carriers, as well as their null spaces and hence are identical.

The element $A^{*-1}$ plays an important role in the results given below and will be called the $*$-reciprocal of $A$.

As an immediate consequence of the last theorem we have
Theorem 3.2. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{W}^{\prime}$. Then $A^{-1}, A^{*}$, $A^{*-1}=A^{-1 *}$ are operators. The products $A^{*} A, A^{-1} A^{*-1}$ are nonnegative self-adjoint operators, are reciprocals of each other and have the same null space as $A$. Similarly, the products $A A^{*}, A^{*-1} A^{-1}$ are nonnegative self-adjoint operators, are reciprocals of each other and have the same null space as $A^{*}$.

A linear transformation A will be said to be reciprocally bounded if its reciprocal is bounded, or, equivalently if there is a positive number $m>0$ such that $\|A x\| \geqq m\|x\|$ on the carrier of $A$. The following theorem is self-evident.

Theorem 3.3. Let $A$ be an operator from $\mathfrak{W}$ to $\mathfrak{W}$. Then $A$ is reciprocally bounded if and only if its range is closed. Hence $A$ is reciprocally bounded if and only if the equation $A x=y$ has a solution $x$ in $\mathscr{D}_{\mathbf{A}}$ whenever $y$ is orthogonal to every solution $z$ of $A^{*} z=0$. The operator $A$ is reciprocally bounded if and only if $A^{*}$ is reciprocally bounded. Finally, $A$ is reciprocally bounded if and only if $A^{*} A$ (or $A A^{*}$ ) is reciprocally bounded.

The concept of reciprocal boundedness is the basis for a large class of existence theorems for ordinary and partial differential equations. In view of the last conclusion in the theorem existence theorems for non-self-adjoint problems follows from those for self-adjoint problems.

Theorem 3.4. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{S}$ '. If $\alpha$ and $\beta$ are positive numbers, then

$$
\alpha A+\beta A^{*-1}, \quad \alpha A^{*}+\beta A^{-1}
$$

are reciprocally bounded operators and are adjoints of each other.
In order to prove the theorem it is sufficient to consider a transformation of the form $B=\lambda A+(1 / \lambda) A^{*-1}$, where $\lambda$ is a positive number. Let $y_{0}$ be a vector in $\overline{\mathscr{R}}_{A}$. By Theorem 2:1, with $A$ replaced by $\lambda A$, there is a unique vector $x$ in $\mathscr{D}_{A}$ and $y$ in $\mathscr{D}_{A^{*}}$ such that

$$
0=x+\lambda A^{*} y, \quad y_{0}=\lambda A x-y
$$

The vector $y$ is therefore in $\overline{\mathscr{R}}_{A}=\mathfrak{R}_{A^{*}}^{\perp}$ and in the carrier of $A^{*}$. Consequently, $y=(1 / \lambda) A^{*-1} x$ and

$$
y_{0}=\left(\lambda A+\frac{1}{\lambda} A^{*-1}\right) x=B x .
$$

The range of $B$ is therefore closed. It follows that $B$ is reciprocally bounded and closed. Similarly $C=\lambda A^{*}+(1 / \lambda) A^{-1}$ is reciprocally bounded and closed. Clearly $C=B^{*}$. This proves the theorem.

Corollary 1. If $A$ is self-adjoint operator, and $\alpha, \beta$ are positive numbers, then $\alpha A+\beta A^{-1}$ is a reciprocally bounded self-adjoint operator, Moreover the reciprocal of $A^{2}$ is $A^{-2}=\left(A^{-1}\right)^{2}$.

Theorem 3.5. Let $C=B A, D=A^{-1} B^{-1}$, where $A$ is an operator from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ and $B$ is an operator from $\mathfrak{S}^{\prime}$ to a Hilbert space $\mathfrak{S}^{\prime \prime}$. Suppose that $\mathfrak{R}_{A^{*}}=\mathfrak{R}_{B}$. Then $\mathfrak{R}_{\sigma}=\mathfrak{N}_{A}, \mathfrak{R}_{D}=\mathfrak{R}_{B^{*}}$. If $D$ is dense, then $D=C^{-1}$. If either $A$ or $B^{-1}$ is bounded then $C$ and $D$ are closed.

Suppose that $x_{n} \in \mathscr{D}_{0}, x_{n} \Rightarrow x_{0}, C x_{n} \Rightarrow z_{0} . \quad$ Set $y_{n}=A x_{n}, z_{n}=B y_{n}=$ $C x_{n}$. If $A$ is bounded, then $y_{n} \Rightarrow A x_{0}$. Since $\mathrm{By}_{n}=C x_{n} \Rightarrow z_{0}$ it follows that $z_{0}=B A x_{0}=C x_{0}$. Consequently $C$ is closed. Observe that this conclusion is valid even if $\mathfrak{R}_{A^{*}} \neq \mathfrak{R}_{B}$. Since $y_{n} \in \mathscr{C}_{B}$ we have $y_{n}=\boldsymbol{A} x_{n}$ $=B^{-1} z_{n}$. If $B^{-1}$ is bounded, then $y_{n}=A x_{n} \Rightarrow B^{-1} z_{0}$. Hence $B^{-1} z_{0}=$ $A x_{0}$, that is $z_{0}=B A x_{0}=C x_{0}$. Consequently $C$ is closed in this event also. The remaining statements in the theorem are readily verified.

Corollary. If $A$ is bounded and reciprocally bounded and $\mathfrak{R}_{4}$. $\Re_{B}$, then the products $C$ and $D$ described in Theorem 3.5 are operators and are reciprocals of each other.

This follows readily from Theorem 3.5 because we can replace $A$ by $F^{\prime \prime} A$ where $F^{\prime}$ is the projection in $\mathfrak{夕}^{\prime}$ whose null class is $\Re_{B}$. We then have $\mathfrak{\Re}_{A^{*}}=\Re_{B}$.
4. Examples. The results here given were motivated in part by certain applications to differential equations. It will be convenient to explain in part two of these applications at this time.

Example 1. Let $\mathfrak{S}$ be the class of all real valued Lebesgue square integrable functions $x$ in the interval $0 \leqq t \leqq \pi$. This class with

$$
(x, y)=\int_{0}^{\pi} x(t) y(t) d t
$$

as its inner product and the real numbers as scalars from a Hilbert space. Let $\mathfrak{X}$ be the class of all absolutely continuous functions $x(t)$ $(0 \cong t \cong \pi)$ whose derivatives $\dot{x}$ are in $\mathfrak{~}$. Let $A$ be the differential operator $d / d t$ having as its domain the class $\mathscr{D}_{A}$ of all functions in $\mathfrak{A}$ having $x(0)=x(\pi)=0$. The carrier of $A$ is $\mathscr{D}_{A}$ itself. Then range $\mathscr{R}_{A}$ consists of all functions $y$ in $\mathfrak{G}$ satisfying the condition

$$
\begin{equation*}
\int_{0}^{\pi} y(t) d t=0 . \tag{4:1}
\end{equation*}
$$

Since $\mathscr{R}_{A}$ is closed it follows that $A$ is reciprocally bounded. The reciprocal of $A$ is

$$
A^{-1} y=\int_{0}^{t} y(s) d s-\frac{t}{\pi} \int_{0}^{\pi} y(s) d s
$$

The adjoint $A^{*}$ of $A$ is the operator $-d / d t$ with $\mathscr{D}_{4^{*}}=\mathfrak{H}$ as its domain and $\mathfrak{U} \cap \mathscr{R}_{A}$ as its carrier. Since $A$ is reciprocally bounded so also $A^{*}$. Moreover $\mathscr{R}_{A^{*}}=\mathfrak{W}$. The reciprocal of $A^{*}$ is

$$
A^{*-1} x=-\int_{0}^{t} x(s) d s+\frac{1}{\pi} \int_{0}^{\pi} \int_{0}^{r} x(s) d s d r
$$

by virtue of the relation (4.1). Let $\mathscr{B}$ be all functions in $\mathfrak{A}$ whose derivatives are also in $\mathfrak{A}$. The operator $A^{*} A$ is the operator $-d^{2} / d t^{2}$ having as its domain all functions in $\mathscr{B}$ such that $x(0)=x(\pi)=0$. The range of $A^{*} A$ is $\mathfrak{\varrho}$. The operator $A A^{*}$ is the operator $-d^{2} / d t^{2}$ having as its domain all functions $x$ in $\mathscr{B}$ whose derivative $\dot{x}$ satisfies the conditions $\dot{x}(0)=\dot{x}(\pi)=0$. The range of $A A^{*}$ coincides with that of $A$.

The operator $A A^{*}$ is also reciprocally bounded.
A preview of the theory to be presented below can be given for this example by recalling certain known facts. Let
$x_{n}(t)=\sqrt{\frac{2}{\pi}} \sin n t, \quad y_{0}(t)=\sqrt{\frac{1}{\pi}}, \quad y_{n}(t)=\sqrt{\frac{2}{\pi}} \cos n t \quad(n=1,2,3, \cdots)$.
The function $x_{n}$ form a complete orthonormal system in $\mathfrak{W}$. A function $x$ in $\$$ is accordingly given by the fourier sine series.

$$
x=\sum_{n=1}^{\infty} a_{n} x_{n}, \quad a_{n}=\left(x, x_{n}\right)
$$

where convergence is taken to be convergence in the mean of order 2. Similarly a function $y$ in $\mathcal{S}$ is expressible in the form

$$
y=b_{0} y_{0}+\sum_{n=1}^{\infty} b_{n} y_{n}, \quad b_{j}=\left(y, y_{j}\right)(j=1,2, \cdots)
$$

If $x$ and $y$ are in the appropriate domains we have

$$
\begin{align*}
& A x=\sum_{n=1}^{\infty} n a_{n} y_{n}, \quad A^{-1} y=\sum_{1=n}^{\infty} \frac{1}{n} b_{n} x_{n}, \\
& A^{*-1} x=\sum_{n=1}^{\infty} \frac{1}{n} a_{n} y_{n}, \quad A^{*} y=\sum_{n=1}^{\infty} n b_{n} x_{n}, \tag{4.2}
\end{align*}
$$

as one readily verifies. These formulas can be put in another form by defining the operators $R$ and $R_{i}(i=1,2,3, \cdots)$ by the formulas

$$
R x=\sum_{n=1}^{\infty} a_{n} y_{n}, \quad R_{i} x=a_{i} y_{i} \quad(i=1,2,3, \cdots)
$$

Observe that

$$
R^{*} y=\sum_{n=1}^{\infty} b_{n} x_{n}, \quad R_{\imath}^{*} y=b_{i} x_{i} \quad(i=1,2,3, \cdots)
$$

The operator $R$ maps $\mathscr{S}_{2}$ isometrically onto $\mathscr{R}_{4}$. Its adjoint $R^{*}$ maps $\mathscr{R}_{A}$ isometrically onto $\mathscr{F}$ and annihilates $\mathscr{R}_{A}^{\frac{1}{A}}$. We have the relations

$$
\begin{array}{ll}
R=\sum_{n=1}^{\infty} R_{n}, & R^{*} R_{n}=R_{n}^{*} R_{n}, \quad R R_{n}^{*}=R_{n} R_{n}^{*}  \tag{4.3}\\
R_{i}^{*} R_{j}=0, & R_{i} R_{j}^{*}=0 \quad(i \neq j)
\end{array}
$$

Moreover, by (4.2) we have

$$
\begin{align*}
A & =\sum_{n=1}^{\infty} n R_{n}, \quad A^{-1}=\sum_{n=1}^{\infty} \frac{1}{n} R_{n}^{*} \\
A^{*-1} & =\sum_{n=1}^{\infty} \frac{1}{n} R_{n}, \quad A^{*}=\sum_{n=1}^{\infty} n R_{n}^{*} . \tag{4.4}
\end{align*}
$$

These formulas constitute a spectral resolution of $A, A^{-1}, A^{*-1}, A^{*}$. It is our purpose to show that every operator $A$ can be resolved in terms of elementary operators having the properties similar to those given in (4.3).

The example just given can be modified so as to include all complex valued functions in $\mathfrak{W}$ and so that $A=i(d / d t)$. Then $A$ is a symmetric operator but is not self-adjoint. The theory for this case is not significantly different from that just described.

Example 2. Let $\mathfrak{S}$ be the class of all real valued Lebesgue square integrable functions $x(s, t)$ on the square $0 \leqq s \leqq \pi, 0 \leqq s \leqq \pi$. Then $\mathfrak{S}$ together with the inner product $(x, y)=\int_{0}^{\pi} \int_{0}^{\pi} x(s, t) y(s, t) d s d t$ defines a Hilbert space with the real numbers as its scalar field. Let $\mathfrak{A}$ be the class of all functions $x$ in $\mathfrak{S}$ such that
(i) $x(s, t)$ is absolutely continuous in $s$ on $0 \leqq s \leqq \pi$ for almost all $t$ on $0 \leqq t \leqq \pi$ and is absolutely continuous in $t$ on $0 \leqq t \leqq \pi$ for almost all $s$ on $0 \leqq s \leqq \pi$;
(ii) The partial derivatives $x_{s}, x_{t}$, (which exist almost everywhere) are in $\mathfrak{N}$. Let $\mathfrak{K}^{\prime}$ be the Hilbert space defined by the cartesian product $\mathfrak{F} \times \mathfrak{F}$. Observe that the gradient of $x$, written grad $x$, is defined on $\mathfrak{A}$ and maps $\mathfrak{X}$ into $\mathfrak{S}^{\prime}$.

We shall be concerned with the operator $A x=\operatorname{grad} x$ whose domain $\mathscr{D}_{A}$ consists of all functions $x$ in $\mathfrak{X}$ which vanish on the boundary, in the sense that $x(0, t)=x(\pi, t)=0$ for almost all $t$ on $0 \leqq t \leqq \pi$ and $x(s, 0)=(x \pi)=0$ for almost all $s$ on $0 \leqq s \leqq \pi$. It can be shown that the mapping $A$ so defined is a closed dense operator $A$ from $\$$ In fact it is the closure of the transformation grad $x$ restricted to functions of class $C^{\prime}$ that vanish on the boundary of the given square. Its adjoint $A^{*}$ is defined by $A^{*} y=-\operatorname{div} y$, where $\operatorname{div} y$ is the closure of the usual divergence operator defined on the class of all vectors $y$ in $\mathfrak{W}^{\prime}$ of class $C^{\prime}$. The ranges of $A$ and $A^{*}$ are closed. Consequently $A$ and $A^{*}$ are reciprocally bounded. The operators $A^{-1}$ and $A^{*-1}$ are bounded and can be given an integral representation but we shall not pause to do so here.

The functions

$$
x_{m n}(s, t)=\frac{2}{\pi} \sin m s \sin n t \quad(m, n=1,2,3, \cdots)
$$

form a complete orthonormal system in $\mathfrak{F}$. Consequently every vector $x$ in $\mathfrak{6}$ can be expressible in the form

$$
x=\sum_{m, n=1}^{\infty} a_{m n} x_{m n}
$$

where convergence is taken in the mean of order 2. The vectory $y_{m n}$ in $\mathfrak{g}^{\prime}$ whose components are

$$
\frac{2 m}{\pi \sqrt{m^{2}+n^{2}}} \cos m s \sin n t, \quad \frac{2 n}{\pi \sqrt{m^{2}+n^{2}}} \sin m s \cos n t
$$

form an orthonormal system in $\mathfrak{S}^{\prime}$ that is incomplete. However, it is complete in $\mathscr{R}_{A}$. Consequently every vector $y$ in $\mathfrak{S}^{\prime}$ is expressible in the form

$$
y=y_{0}+\sum_{m, n=1}^{\infty} b_{m n} y_{m n}
$$

where $y_{0} \in \mathscr{R}_{A}^{\perp}$, that is, $A^{*} y_{0}=0$. If $x$ and $y$ are in the appropriate domains we have.

$$
\begin{array}{ll}
A x=\sum \lambda_{m n} a_{m n} y_{m n}, & A^{-1} y=\sum \frac{b_{m n}}{\lambda_{m n}} x_{m n} \\
A^{*-1} x=\sum \frac{a_{m n}}{\lambda_{m n}} y_{m n}, \quad A^{*} y=\sum \lambda_{m n} b_{m n} x_{m n}
\end{array}
$$

where $\lambda_{m n}=\left(m^{2}+n^{2}\right)^{1 / 2}$ and $m, n$ summed over the positive integers. Defining $R$ and $R_{m n}$ by the formulas.

$$
R x=\sum a_{m n} y_{m n}, \quad R_{m n} x=a_{m n} y_{m n}
$$

it is found that $R$ and $R_{m n}$ satisfies relation analogous to (4.3) and that $R$ maps $\mathfrak{S}$ isometrically onto $\mathscr{R}_{A}$. Moreover,

$$
\begin{aligned}
& A=\sum \lambda_{m n} R_{m n}, \quad A^{-1}=\sum \lambda_{m n}^{-1} R_{m n}^{*} \\
& A^{*-1}=\sum \lambda_{m n}^{-1} R_{m n}, \quad A^{*}=\sum \lambda_{m n} R_{m n}^{*}
\end{aligned}
$$

These formulas are analogous to (4:4) and with minor modifications illustrate the spectral theory given below for an arbitrary closed operator whose reciprocal is compact.
5. Some properties of nonnegative self-adjoint operators. It is the purpose of this section to establish certain properties of nonnegative self-adjoint operators. The first of these is given in the following

Theorem 5.1. Let $A$ be a nonnegative self-adjoint operator from $\mathfrak{S}$ to $\mathfrak{W}$ and let $E$ be the projection

$$
\begin{equation*}
E=\overline{A^{-1} A}=\overline{A A^{-1}} \tag{5.1}
\end{equation*}
$$

There exists a unique pair of nonnegative self-adjoint operators $C$ and D such that

$$
\begin{equation*}
C+D=E, \quad A=C D^{-1}=D^{-1} C, \quad A^{-1}=C^{-1} D=D C^{-1} \tag{5.2}
\end{equation*}
$$

The operators $C$ and $D$ are bounded and are given by the formulas

$$
\begin{equation*}
C^{-1}=A^{-1}+E, \quad D^{-1}=A+E . \tag{5.3}
\end{equation*}
$$

They have the same null space as $A$. Moreover

$$
\begin{equation*}
C D=D C, \quad C^{-1} D^{-1}=D^{-1} C^{-1}=C^{-1}+D^{-1} . \tag{5.4}
\end{equation*}
$$

In order to prove this result let $C$ and $D$ be defined by the formula (5.3). Then $C$ and $D$ are bounded. In fact $\|C\| \leqq 1,\|D\| \leqq 1$. The set $\mathscr{D}=\mathscr{D}_{A} \cap \mathscr{D}_{A^{-1}}$ is the domain of each of the transformations $C^{-1} D^{-1}, D^{-1} C^{-1}, C^{-1}+D^{-1}$. In view of (5:1) we have

$$
C^{-1} D^{-1}=A^{-1} A+A+A^{-1}+E=C^{-1}+D^{-1}=D^{-1} C^{-1} .
$$

These operators are accordingly reciprocally bounded operators and are the reciprocals of $C D$ and $D C$, by Theorem 3.5. Hence (5.4) holds. In addition

$$
\begin{aligned}
& C^{-1} C=D^{-1} D=E=D^{-1} C^{-1} C D=\left(C^{-1}+D^{-1}\right) C D=D+C, \\
& C^{-1}=C^{-1}(C+D)=E+C^{-1} D=(C+D) C^{-1}=E+D C^{-1}, \\
& D^{-1}=D^{-1}(C+D)=D^{-1} C+E=(C+D) D^{-1}=C D^{-1}+E .
\end{aligned}
$$

Comparing this result with (5.3) it is seen that (5.2) holds. On the other hand equations (5.2) imply that $A, C, D$ have the same null space and it follows from the computation just made that (5.3) holds. This proves the theorem.

Theorem 5.2. Let $A$ be a nonnegative self-adjoint operator from $\mathfrak{W}$ to $\mathfrak{\varrho}$. There is a unique nonnegative self-adjoint operator $P$ from $\mathfrak{W}$ to $\mathfrak{W}$ such that $P^{2}=A$. The operator $P$ will be called the square root of $A$ and will be denoted alternatively by $A^{1 / 2}$. The square root of $A^{-1}$ is $P^{-1}$.

If $A$ is bounded, this result can be established by elementary means ${ }^{3}$. In this event every bounded self-adjoint operator that commutes with $A$ also commutes with $A^{1 / 2}$. The truth of the theorem for the unbounded case can be obtained from the spectral theorem. Assuming the truth of the theorem for the bounded case one can establish its truth for the unbounded case without the direct use of the spectral theorem. As a first step in the proof we shall prove the following

Lemma 5.1. Let $P$ and $A$ be two self-adjoint operators from $\mathfrak{S}$ to $\mathfrak{5}$ such that $P^{2}=A$. Then $A$ is nonnegative and $\left(P^{-1}\right)^{2}=A^{-1}$.

Clearly $A$ is nonnegative. In order to show that $C=\left(P^{-1}\right)^{2}$ is the

[^21]reciprocal of $A$ observe that on $\mathscr{D}_{A}$ we have $C A=\left(P^{-1} P\right)^{2} \subseteq E$, where $E=\overline{A^{-1} A}$. It follows that $C \supseteqq A^{-1}$. Since $C$ and $A^{-1}$ are self-adjoint we have $A^{-1}=\left(A^{-1}\right)^{*} \supseteqq C^{*}=C$. Hence $A^{-1}=C$, as was to be proved.

Corollary. A reciprocally bounded nonnegative self-adjoint operator possesses a unique square root.

We are now in position to complete the proof of Theorem 5.2. To this end let $C$ and $D$ be related to $A$ as described in Theorem 5.1. Since $C$ and $D$ are bounded and commute, their square roots $M$ and $N$ satisfy the relations

$$
M^{2}+N^{2}=E, \quad M N=N M, \quad M^{-1} N^{-1}=N^{-1} M^{-1}
$$

Moreover $E=M^{-1} M=N^{-1} N$ and

$$
N^{-1}=N^{-1}\left(M^{2}+N^{2}\right)=N^{-1} M^{2}+N=\left(M^{2}+N^{2}\right) N^{-1}=M^{2} N^{-1}+N
$$

Hence $N^{-1} M^{2}=M^{2} N^{-1}$ and

$$
\begin{aligned}
M N^{-1} & =E M N^{-1}=N^{-1} M^{2} N^{-1}=M^{-1} N^{-1} M^{2}=N^{-1} M^{-1} M^{2} \\
& =N^{-1} E M=N^{-1} M
\end{aligned}
$$

Similarly $M^{-1} N=N M^{-1}$. In addition

$$
\left(N^{-1} M\right)^{2}=N^{-1} M N^{-1} M=N^{-2} M^{2}=D^{-1} C=A, \quad\left(M^{-1} N\right)^{2}=A^{-1} .
$$

Setting $y=N x$ with $x$ in the carrier of $N$ and using the fact that $M N=N M \geqq 0$ we find that

$$
\left(M N^{-1} y, y\right)=(M x, N x)=(M N x, x) \geqq 0
$$

for all $y$ in the carrier of $M N^{-1}$. Hence $M N^{-1}$ is a nonnegative selfadjoint operator whose square is $A$. It remains to show that if $P$ is a nonnegative self-adjoint operator whose square is $A$, then $P=M N^{-1}$. To do so observe that

$$
\left(P+P^{-1}\right)^{2}=P^{2}+P^{-2}+2 E=A+A^{-1}+2 E=C^{-1} D^{-1}=\left(M^{-1} N^{-1}\right)^{2} .
$$

Since reciprocally bounded operators have unique square roots it follows that

$$
P+P^{-1}=M^{-1} N^{-1}
$$

Moreover

$$
\begin{aligned}
& P M^{-2}=P C^{-1}=P A^{-1}+P \cong P+P^{-1}=M^{-1} N^{-1}=N^{-1} M^{-1} \\
& P=P M^{-2} M^{2} \cong N^{-1} M^{-1} M^{2}=N^{-1} M .
\end{aligned}
$$

Since $P$ and $N^{-1} M$ are self-adjoint, they are equal. This completes the
proof of Theorem 5.2.
6. Elementary operators and the polar form. By an elementary operator $R$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ will be meant one that is its own *-reciprocal, or equivalently one whose adjoint is its reciprocal. It is characterized by the relation

$$
\begin{equation*}
R R^{*} R=R \tag{6.1}
\end{equation*}
$$

An elementary operator maps its carrier isometrically onto its range. If $R \neq 0$ then $\|R\|=1$. It is easily seen that an operator $R$ is elementary if and only if $E=R^{*} R$ is a projection in $\mathfrak{S}$. Similarly $R$ is elementary if and only if $E^{\prime}=R R^{*}$ is a projection in $\mathfrak{K}^{\prime}$. If $\mathfrak{g}=$ $\mathfrak{S}^{\prime}$, then an elementary operator $R$ is normal if and only if $\mathrm{E}=E^{\prime}$, that is, if and only if $R$ and $R^{*}$ have the same null spaces. A projection is a nonnegative self-adjoint elementary operator. An elementary operator $R$ is self-adjoint if and only if it is expressible as the difference $R=E_{+}-E_{-}$of two projections $E_{+}$and $E_{-}$that are orthogonal. For if $R$ is self-adjoint, then

$$
E_{+}=\frac{1}{2}(E+R), \quad E_{-}=\frac{1}{2}(E-R)
$$

satisfy the relations

$$
E_{+}^{2}=E_{+}=E_{+}^{*}, \quad E_{-}^{2}=E_{-}=E_{-}^{*}, \quad E_{+} E_{-}=E_{-} E_{+}=0
$$

and hence are projections. Moreover

$$
R=E_{+}-E_{-}, \quad E=E_{+}=E_{-}=R^{2}
$$

Conversely, if $R$ is expressible in this form it is a self-adjoint elementary operator, as one readily verifies.

It should be observed in passing that if $R$ is an elementary operator from $\mathfrak{W}$ to $\mathfrak{S}^{\prime}$ and $F$ is a projection in $\mathfrak{W}$ that commutes with the projection $E=R^{*} R$, then $S=R F$ is also elementary. This follows because $S^{*} S=F R^{*} R F=F E F=F E$ is projection. Similarly if $F^{\prime}$ is a projection in $\mathfrak{S}^{\prime}$ that commutes with $R R^{*}$, then $F^{\prime} R$ is elementary.

Let $R$ be an elementary operator from $\mathfrak{S}$ to $\mathfrak{S}_{2}^{\prime}$. An operator $A$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ will be said to be self-adjoint relative to $R$ in case

$$
\begin{equation*}
A=R A^{*} R \tag{6.2}
\end{equation*}
$$

If $\mathfrak{K}=\mathfrak{S}^{\prime}$ and $R$ is the identity, this concept reduces to the usual definition of self-adjointness. We have the following

Theorem 6.1. Let $A$ be an operator from $\mathfrak{W}$ to $\mathfrak{W}^{\prime}$ that is selfadjoint relative to an elementary operator $R$. Then $A^{*-1}$ is selfadjoint relative to $R$. Similarly $A^{*}, A^{-1}$ are self-adjoint relative to
$R^{*}$. Moreover $\mathfrak{N}_{R} \subset \mathfrak{R}_{A}$ and $\mathfrak{R}_{R^{*}} \subset \mathfrak{N}_{\mathbf{A}^{*}} \quad$ The operators $A$ and $R$ satisfy the further relations

$$
\begin{align*}
& A=R R^{*} A=A R^{*} R, \quad R A^{*} A=A A^{*} R  \tag{6.3a}\\
& A^{*} R=R^{*} A, \quad A R^{*}=R A^{*}  \tag{6.3b}\\
& \left(A^{*} R\right)^{2}=A^{*} A, \quad\left(A R^{*}\right)^{2}=A A^{*} \tag{6.3c}
\end{align*}
$$

It is clear from (6.2) that $\mathfrak{R}_{R} \subset \mathfrak{R}_{A}, \mathfrak{R}_{R^{*}} \subset \mathfrak{R}_{A^{*}}$ and $R^{*} A R^{*}=A^{*}$. Moreover

$$
\begin{aligned}
R R^{*} A & =R R^{*} R A^{*} R=R A^{*} R=A=A R^{*} R \\
R A^{*} A & =R A^{*} R A^{*} R=A A^{*} R
\end{aligned}
$$

Hence (6.3a) holds. The relation (6.3b) and (6.3c) follow from the computations

$$
\begin{aligned}
& A^{*} R=R^{*} A R^{*} R=R^{*} A, \quad R A^{*}=R R^{*} A R^{*}=A R^{*} \\
& \left(A^{*} R\right)^{2}=A^{*} R R^{*} A=A^{*} A, \quad\left(A R^{*}\right)^{2}=A R^{*} A R^{*}=A A^{*}
\end{aligned}
$$

In view of the corollary to Theorem 3.5 it is seen that $R A^{-1} R$ is the reciprocal of $A^{*}=R^{*} A R^{*}$, that is, $A^{*-1}=R A^{-1} R$. This proves the theorem.

It is easily seen from the formula (6.2) that $\mathfrak{n}_{R}=\mathfrak{R}_{A}$ if and only if $\mathfrak{R}_{R^{*}}=\mathfrak{R}_{A^{*}}$. In addition we have the following

Corollary. An operator $A$ is self-adjoint relative to an elementary operator and only if

$$
\begin{equation*}
A=R R^{*} A=A R^{*} R, \quad R^{*} A=A^{*} R, \quad R A^{*}=A R^{*} \tag{6.4}
\end{equation*}
$$

The existence of elementary operator $R$ relative to which $A$ is selfadjoint is established in the following

Theorem 6.2. Given an operator A from $\mathfrak{5}$ to $\mathfrak{S}^{\prime}$ there is a unique elementary operator $R$ such that $A$ is self-adjoint relative to $R, \mathfrak{N}_{A}=$ $\mathfrak{R}_{R}$ and $A^{*} R$ is nonnegative. The operators $A^{-1} R, A R^{*}$ and $A^{*-1} R^{*}$ are also nonnegative and $\mathfrak{R}_{A^{*}}=\mathfrak{\Re}_{R^{*}}$.

In order to prove this result $P$ be the square root of $A^{*} A$. Then $P$ is nonnegative and $\mathfrak{R}_{P}=\mathfrak{R}_{A}$. We shall show that the operator $R=$ $\left(P^{-1} A^{*}\right)^{*}$ has the properties described theorem. Observe first that

$$
\begin{equation*}
R \supseteqq A P^{-1}, \quad R^{*} \supseteqq P^{-1} A^{*}, \tag{6.5}
\end{equation*}
$$

and hence that

$$
E=R^{*} R \supseteqq P^{-1} A^{*} A P^{-1}=P^{-1} P^{2} P^{-1}=\left(P^{-1} P\right)\left(P P^{-1}\right)
$$

This is possible only in case $E$ is a projection. Hence $R$ is elementary
and $\mathfrak{N}_{R}=\mathfrak{N}_{P}=\mathfrak{N}_{A}, \mathfrak{R}_{A^{*}}=\mathfrak{N}_{R^{*}}$. By Theorem 3.5, the operators $R^{*} A$ and $A^{*} R$ are closed. Moreover by (6.4).

$$
E=R^{*} R \supseteqq R^{*} A P^{-1}, \quad E=R^{*} R \supseteqq P^{-1} A^{*} R
$$

It follows that $P^{*} R=R^{*} A \geqq 0$. Consequently

$$
R P=R A^{*} R=R R^{*} A=A
$$

the last inequality holding since $\mathfrak{R}_{A^{*}}=\mathfrak{R}_{R^{*}}$ and $R R^{*}$ is a projection on $\mathfrak{S}^{\prime}$. Since $A^{-1} R=P^{-1}, A R^{*}=R P R^{*}, \quad A^{*-1} R^{*}=R A^{-1} R R^{*}=R P^{-1} R^{*}$, these products are nonnegative. The uniqueness of $R$ follows from (6.3c) and the uniqueness of the square root of $A^{*} A$.

The elementary operator $R$ described in Theorem 6.2 will be called the elementry operator belonging to or associated with $A$. The projections $E=R^{*} R, E^{\prime}=R R^{*}$ are such that $E^{\prime} A=A E=A$ and will be called the projection associated with $A$. It should be observed that if we set $P=A^{*} R, Q=A R^{*}$, then, $A=R A^{*} R=R P=Q R$. This formula is commonly called the polar decomposition of $A$. It was first established for an unbounded operator in Hilbert space by J. von Neumann. ${ }^{4}$

Corollary. If $R$ is the elementary operator associated with $A$, then $R$ is the elementary operator associated with $A^{*-1}$ and $R^{*}$ is the elementary operator associated with $A^{*}$ and $A^{-1}$.

Theorem 6.3. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{S}$ and let $R$ be the associated elementary operator. Then $A$ is normal if and only if $R^{*}$ commutes with $A$. If $A$ is normal so also is $R$. The operator $A$ is self-adjoint if and only if $R$ is self-adjoint and commutes with $A$. Finally $A$ is self-adjoint and nonnegative if and only if $R$ is a projection.

Since $A^{*} A$ and $A A^{*}$ are equal if and only if their square roots $R^{*} A$ and $A R^{*}$ are equal, it follows that $A$ is normal if and only if $A$ commutes with $R^{*}$. If $A=A^{*}$ then $R^{*} A=A R^{*}=R A$, by ( 6.3 b ). Hence $R=R^{*}$ and $R$ commutes with $A$. Conversely if $R$ commutes with $A$ and $R=R^{*}$, then $A$ is normal and $A^{*} R=R A=A R$. Hence $A^{*}=A$. If $R$ is a projection, $A R=R A^{*} R^{2}=R A^{*} R=A=R A$. Hence $A$ is self-adjoint and nonnegative. The converse is immediate and the theorem is established.

Corollary 1. If $A$ is a self-adjoint operator from $\mathfrak{W}$ to $\mathfrak{F}$, it is expressible as the difference $A=A_{+}-A_{-}$of orthogonal nonnegative

[^22]self-adjoint operators.
This follows because its associated elementary operator $R$ is selfadjoint and hence is the difference $R=E_{+}-E_{-}$of two orthogonal projections. Since $R$ and $E=E_{+}+E_{-}$commute with $A$ so also does $E_{+}$and $E_{-}$. Using this fact it is seen that $A_{+}=A E_{+}, A_{-}=A E_{-}$have properties described in the corollary.

Corollary 2. If $A$ is self-adjoint relative to an elementary operator $T$ so also is its associated elementary operator $R$, that is $R$ $=T R^{*} T$.
7. *-orthogonality and sections. Two operators $A$ and $B$ will be said to be $*$-orthogonal if their carriers are orthogonal and their ranges are orthogonal. This is equivalent to the statemnt that $A^{*} B=0$ (or $B^{*} A=0$ ) on a dense set in $\mathfrak{K}$ and $A B^{*}=0$ (or $B A^{*}=0$ ) on a dense set in $\mathscr{S}^{\prime}$. It is clear that $A$ is $*$-orthogonal to $B$ if and only if $A^{*-1}$ is $*$-orthogonal to $B$. If one of the pairs $A, B ; A^{*}, B^{*} ; A^{-1}, B^{-1}$; $A^{*-1}, B^{*-1}$ form a $*$-orthogonal pair, then the remaining pairs form *-orthogonal pairs. Finally two operators $A$ and $B$ are $*$-orthogonal if and only if their associated elementary operators $R$ and $S$ are $*$-orthogonal. The following result is readily verified.

Theorem 7.1. Let $B$ and $C$ be *-orthogonal operators from $\mathfrak{S}$ to $\mathfrak{夕}^{\prime}$. Then $A=B+C$ is an operator and $A^{-1}=B^{-1}+C^{-1}, A^{*}=B^{*}+$ $C^{*}, A^{*-1}=B^{*-1}+C^{*-1}$. Moreover $A$ is elementary if and only if $B$ and $C$ are elementary. If $S$ and $T$ are respectively the elementary operators associated with $B$ and $C$, then $R=S+T$ is the elementary operator associated with $A=B+C$.

An operator $B$ will be called a section of an operator $A$, if there is an operator $C$ *-orthogonal to $B$ such that $A=B+C$. If $B$ is a section of $A$, its associated elementary operator $S$ is a section of the associated elementary operator $R$ of $A$. As a first result characterizing sections of $A$ we have the following.

Theorem 7.2. Let $E=\overline{A^{-1} A}, E^{\prime}=\overline{A A^{-1}}$ be the projections associated with $A$. Let $F, F^{\prime}$ be projections in $\mathfrak{S}$ and $\mathfrak{S}^{\prime}$ respectively. Suppose that $A F \supseteqq F^{\prime} A$. Then $E F=F E$ and $F^{\prime} F^{\prime}=F^{\prime} E^{\prime}$. Moreover $A F$ is a section of $A$ and its adjoint is $A^{*} F^{\prime}$.

Since the domain of $F^{\prime} A$ is $\mathscr{D}_{A}$ it follows from the relation $A F \supseteqq$ $F^{\prime \prime} A$ that $B=A F$ is dense. Since $B$ is closed, it is an operator. Since $A E=A$ it follows that $A F E \supseteq F^{\prime} A$. Hence $A F E-A F=A(E F E-$
$E F)=0$ on $\mathscr{D}_{A}$. This possible only in case $E F E=E F$ and hence only in case $E F=F E$. Similarly, since $A^{*} F^{\prime} \supseteqq F A^{*}$, it follows that $F^{\prime} E^{\prime}$ $=E^{\prime} F^{\prime}$. Moreover $B^{*}=A^{*} F^{\prime}$. The projections associated with $B$ are accordingly $G=E F$ and $G^{\prime}=E^{\prime} F^{\prime}$. The operator $C=A(E-G)$ has $E-G$ and $E^{\prime}-G^{\prime}$ as its associated projections. It follows that $C$ and $B$ are $*$-orthogonal. Moreover $A=B+C$ and the theorem is established.

Theorem 7.3. An operator $B$ is a section of $A$ if and only if $A^{*} B$ $=B^{*} B$ and $A B^{*}=B B^{*}$.

If $A=B+C$, where $B$ is *-orthogonal to $C$, then $A^{*} B=\left(B^{*}+C^{*}\right) B$ $=B^{*} B$ and $A B^{*}=B^{*} B$. Conversely suppose that $A^{*} B=B^{*} B$ and $A B^{*}=$ $B B^{*}$. Let $F=\overline{B^{-1} B}, F^{\prime}=\overline{B B^{-1}}$. Then

$$
B^{*}=A^{*} B B^{-1} \cong A^{*} F^{\prime}, \quad B=A B^{*} B^{*-1} \cong A F
$$

It follows that $F^{\prime} A \subseteq B \subseteq A F$ and hence that $B=A F$. In view of Theorem 7.2 the operator $B$ is a section of $A$, as was to be proved.

Theorem 7.4. Let $R$ be an elementary operator and let $E=R^{*} R$. Let $F$ be a projection in $\mathfrak{S}$. Then $S=R F$ is a section of $R$ if and only if $E F=F E$. Similarly if $F^{\prime}$ is projection to $\mathfrak{S}^{\prime}$, then $F^{\prime \prime} R$ is a section of $R$ if and only if $E^{\prime} F^{\prime}=F^{\prime} E^{\prime}$, where $E^{\prime}=R R^{*}$.

If $S=R F$ is a section of $R$, then

$$
S^{*} S=R^{*} S=R^{*} R F=E F
$$

is a projection in $\mathfrak{K}$. Hence $E F=F E$. Conversely if $E F=F E$ then

$$
\begin{aligned}
& R^{*} S=R^{*} R F=E F=F E F=F R^{*} R F=S^{*} S \\
& S S^{*}=R F R^{*}=R S^{*}
\end{aligned}
$$

Consequently, $S$ is a section of $R$, by Theorem 7.3. The last statement in the theorem follows similarly.
8. *-commutativity. A bounded operator $B$ from $\mathfrak{W}$ to $\mathfrak{S}^{\prime}$ will be said to $*$-commute with an operator $A$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ if

$$
\begin{equation*}
A^{*} B \supseteqq B^{*} A, \quad A B^{*} \supseteqq B A^{*} \tag{8.1}
\end{equation*}
$$

It should be observed that products $A^{*} B$ and $A B^{*}$ appearing in (8.1) are closed and dense and hence are operators. In the present section we shall derive some elementary properties of $*$-commutative operators of this type. Throughout this section the operator $B$ is restricted to be bounded, while $A$ is arbitary. The associated projections will be
denoted by

$$
\begin{equation*}
E=\overline{A^{-1} A}, \quad E^{\prime}=\overline{A A}^{-1}, \quad F=\overline{B^{-1} B}, \quad F^{\prime}=\overline{B B}^{-1} \tag{8.2}
\end{equation*}
$$

as a first result we have

Lemma 8.1. Suppose that $B$ *-commutes with $A$. The product $A^{*} B$ is self-adjoint and is the closure of $B^{*} A$. Similarly, the product $A B^{*}$ is self-adjoint and is the closure of $B A^{*}$.

Suppose that $B^{*}$-commutes with $A$ and that $A^{*} B$ is not the closure of $B^{*} A$. Then there is vector $x_{0} \neq 0$ in the domain of $A^{*} B$ such that

$$
\left(x_{0}, x\right)+\left(A^{*} B x_{0}, B^{*} A x\right)=0
$$

for all $x$ in $\mathscr{D}_{A}$. Since $\left(B^{*} A\right)^{*}=A^{*} B$ it follows that

$$
\begin{equation*}
\left(x_{0}, x\right)+\left(A^{*} B A^{*} B x_{0}, x\right)=0 \tag{8.3}
\end{equation*}
$$

for all $x$ in $\mathscr{D}_{A}$, and hence for all $x$ in $\mathfrak{S}_{2}$. Choosing $x=B^{*} B x_{0}$ and making use of (8.1) we find that

$$
\left(x_{0}, B^{*} B x_{0}\right)+\left(A^{*} A B^{*} B x_{0}, B^{*} B x_{0}\right)=0
$$

Since $B^{*} B x_{0}$ is in $\mathscr{D}_{A}$ we have

$$
\left\|B x_{0}\right\|^{2}+\left\|A B^{*} B x_{0}\right\|^{2}=0
$$

and hence $B x_{0}=0$. Using (8.3) we find that $x_{0}=0$, contrary to our choice of $x_{0}$. The closure of $B^{*} A$ is accordingly $A^{*} B$. The last statement in the lemma follows by symmetry.

Lemma 8.2. Suppose that $\mathfrak{N}_{A}=\mathfrak{\Re}_{B}$ and $\mathfrak{R}_{A^{*}}=\mathfrak{N}_{B^{*}}$. If the first of the relations

$$
\begin{align*}
& A^{*} B \supseteqq B A, \quad A B^{*} \supseteqq B A^{*},  \tag{8.4a}\\
& A^{-1} B \supseteqq B^{*} A^{*-1}, \quad A^{*-1} B^{*} \supseteqq B A^{-1}  \tag{8.4b}\\
& B^{-1} A^{*-1} \supseteqq A^{-1} B^{*-1}, \quad B^{*-1} A^{-1} \supseteqq A^{*-1} B^{-1}, \tag{8.4c}
\end{align*}
$$

holds, so the others hold also. If (8.4) holds, the products appearing on the right are operators.

The last statement in the theorem follows from Theorem 3.5. Suppose now that (8.4a) holds. Then $A^{*} B=B^{*} A$ on $\mathscr{D}_{4}$. Consequently, on $\mathscr{D}_{A-1}$ we have

$$
A^{*-1} A^{*} B A^{-1}=A^{*-1} B^{*} A A^{-1}=A^{*-1} B^{*}
$$

Hence the second relation in (8.4b) holds. The first relation follows similarly. The right and left members of (8.4c) are the reciprocals of the corresponding right and left numbers of (8.4a). Hence (8.4c) holds. Similarly (8.4d) holds.

Lemma 8.3. Suppose that $B$-commutes $A$. Then $A$ and $B$ are expressible uniquely as sums of sections

$$
\begin{equation*}
A=A_{0}+A_{1}, \quad B=B_{0}+B_{1} \tag{8.5}
\end{equation*}
$$

such that $(\alpha) A_{0}$ is *-orthogonal to $B$ and $B_{0}$ is *-orthogonal to $A:(\beta)$ $B_{1} *$-commutes with $A_{1}$ and $\mathfrak{n}_{A_{1}}=\mathfrak{R}_{B_{1}}, \mathfrak{N}_{A_{1}^{*}}=\mathfrak{n}_{B_{1}^{*}}$. Moreover

$$
\begin{equation*}
A_{1}=B^{*-1} A^{*} B, \quad A_{1}^{*}=B^{-1} A B^{*} \tag{8.6}
\end{equation*}
$$

Conversely, if $A$ and $B$ are expressible in the form (8.5) such that $(\alpha)$ and $(\beta)$ hold, then $B$-commutes with $A$.

Suppose first that $B *$-commutes with $A$. Using (8.1) and (8.2) it is seen that

$$
E B^{*} A=B^{*} A, \quad E^{\prime} B A^{*}=B A^{*}, \quad F A^{*} B=A^{*} B, \quad F^{\prime} A B^{*}=A B^{*}
$$

## Hence

$$
E B^{*} E^{\prime}=B^{*} E^{\prime}: \quad E^{\prime} B E=B E, \quad F A^{*} F^{\prime}=A^{*} F^{\prime} \quad F^{\prime} A F=A F .
$$

Consequently $B E=E^{\prime} B, A F \supseteqq F^{\prime} A$. In view of Theorem 7.2 it follows that $A_{1}=A F, B_{1}=B E$ are respectively sections of $A$ and $B$, each having $E F$ and $E^{\prime} F^{\prime}$ as their associated projections. We have accordingly $\mathfrak{N}_{A_{1}}=\mathfrak{N}_{B_{1}}, \mathfrak{N}_{A^{*}}=\mathfrak{N}_{B_{1}^{*}}={ }_{B} \mathfrak{l}_{1}$. Choose $A_{0}$ and $\mathrm{B}_{0}$ so that (8.5) holds. The operator $A_{0}$ has $E-E F$ and $E^{\prime}-E^{\prime} F^{\prime}$ as its associated projections and is accordingly ${ }^{*}$-orthogonal to $B, B_{0}, B_{1}$ and $A_{1}$. Similarly $\mathrm{B}_{0}$ is *-orthogonal to $A, A_{0}, A_{1}$ and $B_{1}$. Using (8.1) again we see that

$$
B_{1}^{*} A_{1}=E B^{*} A F \cong E A^{*} B F=\left(A_{0}^{*}+A_{1}^{*}\right)\left(B_{0}+B_{1}\right)=A_{1}^{*} B_{1} .
$$

Likewise $B_{1} A_{1}^{*} \subseteq A_{1} B_{1}^{*}$. This proves the first conclusion of the lemma. The last statement is immediate.

It remains to obtain the formulas (8.6). To this end observe that

$$
B^{*-1} A^{*} B=B_{1}^{*-1} A_{1}^{*} B_{1} \supseteqq B_{1}^{*-1} B_{1}^{*} A_{1}=A_{1}
$$

In view of the result we may suppose that $A=A_{1}$. Assume that $A \neq$ $\mathrm{B}^{*-1} A^{*} B$. Since $B^{*-1} A B^{*}$ and $A$ are closed, there is a vector $x_{0} \neq 0$ such that

$$
\begin{equation*}
\left(x_{0}, x\right)+\left(B^{*-1} A^{*} B x_{0}, A x\right)=0 \tag{8.7}
\end{equation*}
$$

for all $x$ in $\mathscr{D}_{4}$. Consequently, by (8.4d),

$$
\left(x_{0}, x\right)=-\left(A^{*} B^{*-1} A^{*} B x_{0} x\right)=-\left(B^{-1} A A^{*} B x_{0}, x\right)
$$

for all $x$ in $\mathscr{D}_{A}$ and hence for $x$ in $\mathfrak{E}$. Choosing $x=B^{*} B x_{0}$ we find that

$$
\left\|B x_{0}\right\|^{2}=-\left(A A^{*} B x_{0} B x_{0}\right)=-\left\|A^{*} B x_{0}\right\|^{2}
$$

This relation together with (8.7) can hold only in case $x_{0}=0$. It follows that the first formula in (8.6) holds. The second is obtained by symmetry and the lemma is established.

Corollary 1. Suppose that $B$ *-commutes with $A$. The associated projections (8.2) satisfy the relation $E F=F E, E^{\prime} F^{\prime \prime}=F^{\prime} E^{\prime}$. Moreover $\mathfrak{N}_{A}=\mathfrak{R}_{B}$ if and only if $\mathfrak{R}_{A}^{*}=\mathfrak{R}_{B}^{*}$.

As a further result we have
Corollary 2. If an elementary operator $T$ *-commutes with $A$, then $T A^{*} T$ is a section of $A$.

In view of Lemma 8.2 and 8.3 we have

Corollary 3. Suppose that $B$ *-commutes with $A$. Then $B$ *-commutes with $A^{*-1}$ and with $\alpha A+\beta A^{*-1}$, where $\alpha$ and $\beta$ are positive numbers.

The restriction that $\alpha, \beta$ are positive is made only to insure that $\alpha A+\beta A^{*-1}$ be closed.

Lemma 8.4. Let $T$ be an elementary operator such that $T A^{*} T=$ $A$ and suppose that $B *$-commutes with $T$. Then $B *$-commutes with $A$ if and only if $A T^{*} B \supseteqq B T^{*} A$.

If $B *$-commutes with $A$ then

$$
A T^{*} B=T A^{*} T T^{*} B=T A^{*} B \supseteqq T B^{*} A=B T^{*} A
$$

Conversely, if $A T^{*} B \supseteqq B T^{*} A$, then

$$
\begin{aligned}
& A^{*} B=T^{*} A T^{*} B \supseteqq T^{*} B T^{*} A=B^{*} T T^{*} A=B^{*} A \\
& A B^{*}=T A^{*} T B^{*} \supseteqq T B^{*} T A^{*}=B T^{*} T A^{*}=B A^{*}
\end{aligned}
$$

as was to be proved.
9. Decomposition of an operator. As a first result we have

Theorem 9.1. Let $R$ be the elementary operator associated with
an operator $A$ from $\mathfrak{S}$ to $\mathfrak{K}^{\prime}$. Let $T$ be second elementary operator that *-commutes with $A$. Then $T$ *-commutes with $R$ and the operators $A, R, T$ are expressible uniquely as sums and difference

$$
\begin{equation*}
A=A_{0}+A_{+}+A_{-}, \quad R=R_{0}+R_{+}+R_{-}, \quad T=T_{0}+R_{+}-R_{-} \tag{9.1}
\end{equation*}
$$

of mutually *-orthogonal operators such that $R_{0}, R_{+}, R_{-}$are the elementary operators associated respectively with $A_{0}, A_{+}, A_{-}$and $T_{0}$ is *-orthogonal to $A$. Moreover $T$ is *-orthogonal to $A_{0}$ and $R_{0}$ and *-commutes with $A_{+}, A_{-}, R_{+}$and $R_{-}$. Conversely if $A, R, T$ are expressible in the form (9.1) then $T *$-commutes with $A$ and $R$.

Suppose that $T *$-commutes with $A$. Then, by Lemma 8:3, they are expressible in the forms $A=A_{0}+A_{1}, T=T_{0}+T_{1}$, where $A_{0}$ is *-orthogonal to $T$ and $A_{1}, T_{0}$ is *-orthogonal to $A$ and $T, \mathfrak{R}_{T_{1}}=\mathfrak{R}_{\Lambda_{1}}$, $\mathfrak{\Re}_{T_{1}^{*}}=\mathfrak{R}_{A_{1}^{*}}$ and $T_{1} *$-commutes with $A_{1}$ Moreover, by Theorem 7.1 $R=$ $R_{0}+R_{1}$, where $R_{0}$ is the elementary operator belonging to $A_{0}$ and $R_{1}$ is the elementary operator belonging to $A_{1}$. In view of this result we can restrict ourselves to the case in with $A_{0}=0, T_{0}=0, R_{0}=0$. Then $\mathfrak{R}_{A}=\mathfrak{n}_{T}=\mathfrak{M}_{R}$ and $\mathfrak{n}_{A^{*}}=\mathfrak{n}_{T^{*}}=\mathfrak{R}_{R^{*}}$. Since $A^{*} T$ is self-adjoint, its associated elementary operator $S$ is self-adjoint and hence is expressible as the difference $S=E_{+}-E_{-}$of two orthogonal projections $E_{+}, E_{-}$ whose sum is $E=R^{*} R$. The operator $A^{*} T S$ is nonnegative and selfadjoint. It follows from Theorem 6.1 that $\mathrm{R}=T S$ and $T=R S$. Setting $R_{+}=R E_{+}, R_{-}=R E_{-}$we see that

$$
R=R E=R_{+}+R_{-}, \quad \mathrm{T}=R S=R_{+}-R_{-} .
$$

Since $A R^{*}=A R_{+}^{*}+A R_{-}^{*}$ and $A T^{*}=A R_{+}^{*}-A R_{-}$are self-adjoint, so also are $A R_{+}^{*}$ and $A R_{-}^{*}$. Moreover $A R_{+}^{*} \geqq 0$ and $A R_{-}^{*} \geqq 0$ since they are orthogonal and $A R^{*} \geqq 0$. The elementary operators $R_{+}$and $R_{-}$are therefore the elementary operators associated respectively with $A_{+}=A E_{+}$and $A_{-}=A E_{-}$. Since $R_{+}$and $R_{-}$are $*$-orthogonal it follows that $A_{+}$and $A_{-}$are $*$-orthogonal. Consequently $A, R, T$ are expressible in the form (9.1). The remaining statements in the theorem are easily established.

Corollary. Two elementary operators $R$ and $T$ on $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ *-commute if and only if there exist mutually *-orthogonal elementary operators $R_{0}, R_{+}, R_{-}, T_{0}$ such that $R=R_{0}+R_{+}+R_{-}, T=T_{0}+R_{+}-$ $R_{-}$. Moreover, this representation is unique.

ThEOREM 9.2. Let $R$ be the elementary operator associated with an operator $A$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$. Given a positive number $\lambda$ there are unique decompositions.

$$
\begin{equation*}
A=A_{\lambda+}+A_{\lambda_{0}}+A_{\lambda_{-}}, \quad R=R_{\lambda+}+R_{\lambda_{0}}+R_{\lambda-} \tag{9.2}
\end{equation*}
$$

of $A$ and $R$ into sections such that $R_{\lambda_{+}}, R_{\lambda_{0}}, R_{\lambda_{-}}, R_{\lambda_{+}}-R_{\lambda_{-}}$are respectively the elementary operators associated with $A_{\lambda_{+}}, A_{\lambda_{0}}, A_{\lambda_{-}}, A-$ $\lambda R$. Moreover,

$$
\begin{equation*}
A_{\lambda+}=R_{\lambda+} A^{*} R_{\lambda+}, \quad A_{\lambda 0}=\lambda R_{\lambda 0}, \quad A_{\lambda-}=R_{\lambda-} A^{*} R_{\lambda-} \tag{9.3a}
\end{equation*}
$$

The relations

$$
\begin{equation*}
\left\|A_{\lambda+} x\right\|>\lambda\left\|R_{\lambda+} x\right\|, \quad\left(A_{\lambda+} x, R_{\lambda+} x\right)>\lambda\left\|R_{\lambda+} x\right\|^{2} \tag{9.3b}
\end{equation*}
$$

hold for all $x$ in $\mathscr{D}_{A}$ such that $R_{\lambda+} x \neq 0$ and the relations

$$
\begin{equation*}
\left\|A_{\lambda-} x\right\|<\lambda\left\|R_{\lambda-} x\right\|, \quad\left(A_{\lambda-} x, R_{\lambda-} x\right)<\lambda\left\|R_{\lambda-} x\right\|^{2} \tag{9.3c}
\end{equation*}
$$

hold for all $x$ in $\$$ such that $R_{\lambda-} x \neq 0$. If $\lambda<\mu$, then $A_{\lambda_{-}}+A_{\lambda_{0}}$ is a section of $A_{\mu-}$, and $A_{\mu_{0}}+A_{\mu_{+}}$is a section of $A_{\lambda_{+} .}$. Similarly $R_{\lambda_{-}+}$ $R_{\lambda 0}$ is a section of $R_{\mu-}$ and $R_{\mu 0}+R_{\mu+}$ is a section of $R_{\lambda+}$.

In order to prove this result let $C=A-\lambda R$, where $\lambda$ is a fixed positive number. Let $T$ be the elementary operator associated with $C$. Since $R$-commutes with $A$ and $R$, it follows that $R *$-commutes with $C$. By virtue of Theorem $9: 1 R$ also *-commutes with $T$. Similarly $T$ *-commutes $R$ and $C$ and hence also with $A=C+\lambda R$. Applying Theorem 9.1 to $A, R, T$ and to $C, T, R$ it is seen that they aree xpressible uniquely as sums

$$
\begin{array}{ll}
A=A_{0}+A_{+}+A_{-}, & R=R_{0}+R_{+}+R_{-} \\
C=C_{0}+C_{+}-C_{-}, & T=T_{0}+R_{+}-R_{-}
\end{array}
$$

of mutually $*$-orthogonal operators such that $R_{+}$is the elementary operator associated with $A_{+}$and $C_{+} ; R_{-}$is the elementary operator associated with $\mathrm{A}_{-}$and $C_{-} ; R_{0}$ is the elementary operator associated with $A_{0}$. Since $\mathfrak{R}_{\sigma} \supset \mathfrak{R}_{A}$ it follows that $C_{0}=T_{0}=0$. From the relation $C=A-\lambda R$ we obtain the relations

$$
A_{0}=\lambda R_{0}, \quad A_{+}=C_{+}+\lambda R_{+}, \quad A_{-}=-C_{-}+\lambda R_{-} .
$$

Moreover, if we set $E_{+}=R_{+}^{*} R_{+}, E_{-}=R_{-}^{*} R_{-}$

$$
R_{+}^{*} A_{+}=R_{+}^{*} C_{+}+\lambda E_{+}, \quad R_{-}^{*} A_{-}=-R_{-}^{*} C_{-}+\lambda E_{-} .
$$

It follows that the second relations in (9.3b) and (9.3c) hold. If $x$ is in $\mathscr{D}_{4}$, then

$$
\left\|A_{+} x\right\|^{2}-\lambda^{2}\left\|R_{+} x\right\|^{2}=\left\|C_{+} x\right\|^{2}+2 \lambda\left(R_{+}^{*} C_{+} x, x\right) \geqq 0 .
$$

Hence the first relation in (9.3c) holds. Since $P=R_{-}^{*} A_{-} \geqq 0$ and $Q=$ $R_{-}^{*} C_{-} \geqq 0$ satisfy the relation $P+Q=\lambda E_{-}$, they are bounded and
commute. Hence $P Q=A_{-}^{*} C_{-}=C_{-}^{*} A_{-} \geqq 0$. Using the relations

$$
\left\|A \_x\right\|^{2}+2\left(A_{-}^{*} C \_x, x\right)+\left\|C_{-} x\right\|^{2}=\lambda^{2}\left\|R \_x\right\|^{2}
$$

it is seen that the first relation in (9.3c) holds.
In order to prove the last statement with $\mu>\lambda$ apply the results described in the first part with $A_{\lambda+}, R_{\lambda+}, \mu$ playing role of $A, R, \lambda$. One then obtains the partitions

$$
\begin{equation*}
A_{\lambda+}=A_{\mu+}+A_{\mu 0}+A_{\lambda \mu}, \quad R_{\lambda+}-R_{\mu+}+R_{\mu 0}+R_{\lambda \mu} \tag{9.4a}
\end{equation*}
$$

Setting

$$
\begin{equation*}
A_{\mu-}=A_{\lambda \mu}+A_{\lambda_{0}}+A_{\lambda-}, \quad R_{\mu-}=R_{\lambda \mu}+R_{\lambda 0}+R_{\lambda-} \tag{9.4b}
\end{equation*}
$$

We have

$$
A=A_{\mu+}+A_{\mu 0}+A_{\mu-}, \quad R=R_{\mu+}+R_{\mu 0}+R_{\mu-}
$$

with $R_{\mu+}-R_{\mu-}$ as the elementary operator $A-\mu R$. The last statement of theorem follows from the relations (9.4). This completes the proof of Theorem 9.2.

Corollary 1. Suppose that $A$ is bounded and set $M=\|A\|$. Let $m$ be the largest number such that $\|A x\| \geqq m\|R x\|$. If $\lambda \geqq M$, then $R_{\lambda_{+}}=0$. If $m>0$ and $0<\lambda \leqq m$, then $R_{\lambda_{-}}=0$. If $m<\lambda<M$, then $\|A-\lambda R\| \leqq \max [M-\lambda, \lambda-m]$.

Corollary 2. The operator $R_{\lambda}=R_{\lambda 0}+R_{\lambda-}(0<\lambda<\infty)$ is the elementary operator belonging to $A_{\lambda}=A_{\lambda_{0}}+A_{\lambda-}=R_{\lambda} A^{*} R_{\lambda}$. Moreover
(1) $\lim _{\lambda=\infty} R_{\lambda}=R, \quad \lim _{\lambda=0} R_{\lambda}=0, \quad \lim _{\lambda=\infty} A_{\lambda}=A, \quad \lim _{\lambda=0} A_{\lambda}=0$.
(2) If $\lambda<\mu$, then $R_{\lambda}$ is a section of $R_{\mu}, A_{\lambda}$ is a section of $A_{\mu}$, and

$$
\lambda\left\|R_{\lambda} x\right\| \leqq\left\|A_{\mu} x-A_{\lambda} x\right\| \leqq \mu\left\|R_{\mu} x\right\| .
$$

(3) $\lim _{\mu=\lambda+0} R_{\mu}=R_{\lambda}, \lim _{\mu=\lambda+0} A_{\mu}=A_{\lambda}$.

Let $A_{\lambda}(0<\lambda<\infty)$ be the one parameter family of sections of $A$ described in the last corollary. By the principal spectrum $A$ of $A$ will be meant the set of all numbers $\lambda_{0}$ on $0 \leqq \lambda<\infty$ such that $A_{\lambda}$ is constant on no neighborhood of $\lambda_{0}$. The principal spectrum of $A^{*}$ is also 1. The spectrum of $A^{-1}$ and $A^{*-1}$ is the closure of the reciprocals $1 / \lambda$ of the points $\lambda \neq 0$ in $\Lambda$.

If $R_{\lambda}$ is the elementary operator of $A_{\lambda}$ described in the last corol-
lary, we have the representations

$$
\begin{aligned}
& A=\int_{0}^{\infty} \lambda d R_{\lambda}, \quad A^{*}=\int_{0}^{\infty} \lambda d R_{\lambda}^{*}, \\
& A^{*-1}=\int_{0}^{\infty} \lambda^{-1} d R_{\lambda}, \quad A^{-1}=\int_{0}^{\infty} \lambda^{-1} d R_{\lambda}^{*},
\end{aligned}
$$

where the integrals are defined in the usual manner. It should be observed that $E_{\lambda}=R_{\lambda}^{*} R_{\lambda}$ and $E_{\lambda}^{\prime}=R_{\lambda} R_{\lambda}^{*}$ are resolutions of $E=R^{*} R$ and $E^{\prime}=R R^{*}$, respectively. Since $R_{\lambda}=R E_{\lambda}=E_{\lambda}^{\prime} R$ we have, from the polar form of $A$,

$$
A=R \int_{0}^{\infty} \lambda d E_{\lambda}=\left(\int_{0}^{\infty} \lambda d E_{\lambda}^{\prime}\right) R
$$

It follows that the results given above can be derived from the selfadjoint case, if one so desires.

An extension of the results given above is found in the following
Theorem 9.3. Let $A$ be an operator and $T$ be an elementary operator such that $A=T A^{*} T$. Given a real number $\lambda$ there exist a unique decomposition

$$
\begin{equation*}
A=A_{\lambda+}+A_{\lambda_{0}}+A_{\lambda_{-}}, \quad T=T_{\lambda+}+T_{\lambda 0}+T_{\lambda-} \quad(-\infty<\lambda<\infty) \tag{9.6}
\end{equation*}
$$

of $A$ and $T$ into sections such that

$$
\begin{equation*}
A_{\lambda+}=T_{\lambda_{+}} A^{*} T_{\lambda_{+}}, \quad A_{\lambda_{0}}=\lambda T_{\lambda_{0}}, \quad A_{\lambda_{-}}=T_{\lambda_{-}} A^{*} T_{\lambda_{-}} \tag{9.7a}
\end{equation*}
$$

(9.7b) $\quad\left(A_{\lambda+} x, T_{\lambda} x\right)>\lambda\left\|T_{\lambda_{+}} x\right\|^{2}$ for all $x$ in $\mathscr{D}_{A}$ having $T_{\lambda+} x \neq 0$,
(9.7c) $\quad\left(A_{\lambda-} x, T_{\lambda} x\right)<\lambda\left\|T_{\lambda-} x\right\|^{2}$ for all $x$ in $\mathscr{D}_{A}$ having $T_{\lambda-} x \neq 0$.

If $\mu>\lambda$, then $A_{\lambda 0}+A_{\nu_{-}}$is a section of $A_{\mu_{-}}, T_{\lambda_{0}}+T_{\lambda_{-}}$is a section of $T_{\mu-}, A_{\mu+}+A_{\mu 0}$ is a section of $A_{\lambda+}$ and $T_{\mu}+T_{\mu 0}$ is a section of $T_{\lambda+}$.

In order to prove this result observe first that by Theorem 9.1 the operators $A, R, T$ have unique decompositions

$$
A=A_{1}+A_{2}, \quad R=R_{1}+R_{2}, \quad T=T_{0}+R_{1}-R_{2}
$$

where $\mathrm{R}_{1}, \mathrm{R}_{2}$ are the elementary operators associated with $A_{1}, A_{2}$ respectively and $T_{0}$ is *-orthogonal to $A$. The terms $A_{0}$ and $R_{0}$ described in Theorem 9.1 are zero since $A=T A^{*} T$. If $\lambda$ is positive let

$$
A_{1}=A_{1 \lambda+}+A_{1 \lambda 0}+A_{1 \lambda-}, \quad R_{1}=R_{1 \lambda+}+R_{1 \lambda 0}+R_{1 \lambda-}
$$

be the decompositions of $A_{1}$ and $R_{1}$ described in Theorem 9.2. Then

$$
\begin{array}{lll}
A_{\lambda+}=A_{1 \lambda+}, & A_{\lambda 0}=A_{1 \lambda 0}, & A_{\lambda_{-}}=A_{1 \lambda-}+A_{2} \\
T_{\lambda+}=R_{1 \lambda+}, & T_{\lambda 0}=R_{2 \lambda 0}, & T_{\lambda-}=R_{2 \lambda-}-R_{2}+T_{0}
\end{array}
$$

have the properties described in Theorem 9.3. If $\lambda=0$ set

$$
\begin{aligned}
& A_{\lambda+}=A_{1}, \quad A_{\lambda 0}=0, \quad A_{\lambda-}=A_{2} \\
& T_{\lambda+}=R_{1}, \quad T_{\lambda 0}=T_{0}, \quad T_{\lambda-}=-R_{2} .
\end{aligned}
$$

If $\lambda=-\mu<0$ let

$$
A_{2}=A_{2 \mu+}+A_{2 \mu 0}+A_{2 \mu-}, \quad R_{2}=R_{2 \mu+}+R_{2 \mu_{0}}+R_{2 \mu-}
$$

be the decomposition of $A_{2}, R_{2}$ described in Theorem 9.2. Then

$$
\begin{array}{lll}
A_{\lambda+}=A_{1}+A_{2 \mu-}, & A_{\lambda 0}=A_{2 \mu 0}, \quad A_{\lambda-}=A_{2 \mu+} & (\mu=-\lambda) \\
T_{\lambda+}=R_{1}-R_{2 \mu-}, & T_{\lambda 0}=-R_{2 \mu 0}, \quad T_{\lambda-}=-R_{2 \mu+} &
\end{array}
$$

have the properties described in Theorem 9.3. The uniqueness of the decomposition follows from (9.7) and the connections between $T$ and $R$.

Corollary. The operators $T_{\lambda}=T_{\lambda 0}+T_{\lambda_{-},} A_{\lambda}=A_{\lambda_{0}}+A_{\lambda_{-}}=T_{\lambda}$ $=A^{*} T_{\lambda}$ have the following properties:
(1) $\lim _{\lambda=+\infty} T_{\lambda}=T, \quad \lim _{\lambda=-\infty} T_{\lambda}=0, \lim _{\lambda=+\infty} A_{\lambda}=A, \lim _{\lambda=-\infty} A_{\lambda}=0$.
(2) If $\lambda<\mu, T_{\lambda}$ is a section of $T_{\mu}, A_{\lambda}$ is a section of $A_{\mu}$
(3) $\lim _{\mu=\lambda+0} T_{\mu}=T_{\lambda}, \lim _{\mu=\lambda+0} A_{\mu}=A_{\lambda}$.
(4) $\left(T_{\lambda} x, A_{\lambda} x\right) \leqq \lambda\left\|T_{\lambda} x\right\|^{2}$ for all $x$ in $\mathscr{D}_{A}$.

In view of the results obtained in the last corollary we shall define the spectrum $\Lambda$ of A relative to $T$ to be the set of all real numbers $\lambda_{0}$ such that the operators $A_{\lambda}$ described in the last corollary is constant on no neighborhood of $\lambda_{0}$. The spectrum of $A^{*}$ relative to $T^{*}$ is also A. Similarly the spectrum of $A^{*-1}$ relative to $T$ and $A^{-1}$ relative to $T^{*}$ is the closure of the reciprocal $1 / \lambda$ of the points $\lambda \neq 0$ in $\Lambda$. Moreover $A$ and $A^{*}$ are representable

$$
A=\int_{-\infty}^{\infty} \lambda d T_{\lambda}, \quad A^{*}=\int_{-\infty}^{\infty} \lambda d T_{\lambda}^{*} .
$$

If $\mathfrak{R}_{A}=\mathfrak{R}_{\boldsymbol{T}}$, then

$$
A^{*-1}=\int_{-\infty}^{\infty} \lambda^{-1} d T_{\lambda}, \quad A^{-1}=\int_{-\infty}^{\infty} \lambda^{-1} d T_{\lambda}
$$

When $\mathfrak{K}=\mathfrak{S}^{\prime}$ and $T$ is the identity one obtains the usual spectral resolution for self-adjoint operators.
10. Spectrum of the gradient operator. Let $\mathfrak{S}$ be the class of all complex valued Lebesgue square integrable functions $x(t)=x\left(t_{1}, \cdots, t_{m}\right)$
of points $t=\left(t_{1}, \cdots, t_{m}\right)$ in an $m$-dimensional Euclidean space. It is convenient to normalize a function in $\mathcal{S}$ to be equal to the limit of its integral mean whenever these limits exist and setting $x(t)=0$ elsewhere. The class so normalized forms a Hilbert space over the field of complex numbers with

$$
\left(x_{1}, x_{2}\right)=\int_{-\infty}^{\infty} x_{1}(t) \overline{x_{2}(t)} d t
$$

as the inner product, where $\bar{x}(t)$ denotes the conjugate of $x(t)$. As is well known the Fourier transform

$$
\begin{equation*}
\widehat{x}(s)=c \int_{-\infty}^{\infty} e^{-i s t} x(t) d t, \quad s t=s_{1} t_{1}+\cdots+s_{m} t_{m} \tag{10.1}
\end{equation*}
$$

where $c=(2 / \pi)^{m / 2}$, defines an isometry on $\mathfrak{S}$ onto $\mathcal{S}$ and hence is an elementary operator, whose inverse is given by

$$
\begin{equation*}
x(t)=c \int_{-\infty}^{\infty} e^{i s t} \hat{x}(s) d s \tag{10.2}
\end{equation*}
$$

Let $\mathscr{D}$ be the class of all functions $x$ in $\mathscr{S}$ that are linearly absolutely continuous ${ }^{5}$ and whose partial derivatives are in $\mathfrak{W}$. A function $x$ in $\mathscr{D}$ is characterized by the condition that $s_{1} \hat{x}(s), \cdots, s_{m} \hat{x}(s)$ are square integrable, where $\hat{x}(s)$ is the Fourier transform of $x$. In fact one has

$$
-i \frac{\partial x(t)}{\partial t_{\alpha}}=c \int_{-\infty}^{\infty} e^{i s t} s_{\alpha} x(s) d s
$$

The gradient operator $A$ defined by $-i\left(\partial / \partial t_{1}\right), \cdots,-i\left(\partial / \partial t_{m}\right)$ is a closed operator from $\mathfrak{K}$ to the cartesian product $\mathfrak{N}$ of $\mathfrak{K}$ by itself $m$ times. The domain $A$ is $\mathscr{D}$. It is not difficult to see that $A$ is the closure of the restriction of $A$ to the class of functions of class $C^{\infty}$ with compact support.

Let $y(t)=\left[y_{1}(t), \cdots, y_{m}(t)\right]$ be a function in $\mathfrak{W}^{\prime}$. If $y(t)$ is of class $C^{\infty}$ and has compact support, then the divergence

$$
\operatorname{div} y=i \frac{\partial y_{1}}{\partial t_{1}}+\cdots+i \frac{\partial y_{m}}{\partial t_{m}}
$$

is in $\mathfrak{S}$. This operator from $\mathfrak{S}^{\prime}$ to $\mathfrak{S}$ is preclosed and its closure is the adjoint $A^{*}$ of $A$. If $\widehat{y}(s)$ is the Fourier transform of $y(t)$ then $y$ is in $\mathscr{D}_{4^{*}}$ if and only if the sum $s_{\alpha} \hat{y}_{\alpha}(s)$ is square integrable. Moreover

$$
A^{*} y=c \int_{-\infty}^{\infty} e^{i s t} s_{\alpha} \hat{y}_{\alpha}(s) d s, \quad(\alpha \text { summed })
$$

[^23]The elementary operator $R$ associated with $A$ is given by the formulas.

$$
\begin{aligned}
& (R x)_{\alpha}=c \int_{-\infty}^{\infty} e^{i s t} \frac{s_{\alpha} \hat{x}(s)}{|s|} d s \\
& R^{*} y=c \int_{-\infty}^{\infty} e^{i s t} \frac{s_{\alpha} \hat{y}_{\alpha}(s)}{|s|} d s
\end{aligned}
$$

where $|s|$ is the distance from $s$ to the origin. The carrier of $R^{*}$ is the set of all functions $y$ in $\mathfrak{S}^{\prime}$ whose Fourier transforms $\hat{y}_{\alpha}(s)$ are of the form $s_{\alpha} \hat{x}(s) /|s|$ such that $\widehat{x}(s)$ is in $\mathfrak{S}$. Similarly the carrier of $A^{*}$ consists of all functions $y$ in $\mathfrak{S}^{\prime}$ whose Fourier transform is of the form $\hat{y}_{\alpha}(s)=s_{\alpha} \hat{x}(s)$., such that $|s|^{2} \widehat{x}(s)$ is in $\mathfrak{W}$. It is easily seen that

$$
\begin{aligned}
& \left(A^{*-1} x\right)_{\alpha}=c \int_{-\infty}^{\infty} e^{i s t} \frac{s_{\alpha} \hat{x}(s)}{|s|^{2}} d s \\
& A^{-1} y=c \int_{-\infty}^{\infty} e^{i s t} \frac{s_{\alpha} \hat{y}_{\alpha}(s)}{|s|^{2}} d s
\end{aligned}
$$

The operator $A^{*} A$ is, of course, the Laplacian.
The operators $A_{\lambda}, R_{\lambda}$ described in Corollary 2 to Theorem 9.2 are defined by the formulas

$$
\begin{aligned}
& \left(A_{\lambda} x\right)_{\alpha}=c \int_{-\infty}^{\infty} e^{i s t} \varphi_{\lambda}(s) s_{\alpha} \hat{x}(s) d s \\
& \left(R_{\lambda} x\right)_{\alpha}=c \int_{-\infty}^{\infty} e^{i s t} \varphi_{\lambda}(s) \frac{s_{\alpha} \hat{x}(s)}{|s|} d s
\end{aligned}
$$

where $\varphi_{\lambda}(s)$ is the characteristic function of the sphere $|s| \leqq \lambda$. The principal spectrum of $A$ is accordingly point set $0 \leqq \lambda<\infty$.
11. Principal values and principal vectors. In the present section we shall be interested in certain special points of the principal spectrum of $A$ which we shall call principal values of $A$. Before defining this concept it will be convenient to introduce the concept of the rank of an operator. By the rank of an operator $A$ will be meant the dimension of its carrier, or equivalently the dimension of its range. It is clear that the ranks of $A, A^{*}, A^{-1}, A^{*-1}, A^{*} A, A A^{*}$ are the same. If the rank of $A$ is finite, then $A$ is bounded and reciprocally bounded.

A number $\lambda$ on $0<\lambda<\infty$ will be said to be a principal value of an operator $A$ if the rank of the section $A_{\lambda_{0}}=\lambda R_{\lambda_{0}}$ of $A$ described in Theorem 9.2 is not zero. The rank of $A_{\lambda 0}$ will be called the order of $\lambda$ as a principal value of $A$ and $A_{\lambda_{0}}$ will be called the corrersponding principal section of $A$. The non-null vectors in the carrier of $A_{\lambda 0}$ will be called the principal vectors of $A$ corresponding to $\lambda$. The non-null
vectors in range of $\mathrm{A}_{\lambda 0}$ will be called the principal reciprocal vectors of $A$ corresponding to $\lambda$. The latter are the principal vectors of $A^{-1}$ corresponding to $1 / \lambda$. The order of $1 / \lambda$ as principal value of $A^{-1}$ is equal to the order of $\lambda$ as a principal value of $A$. A number $\lambda$ is a principal value of $A$ if and only if it is a principal value of $A^{*}$ and its order as a principal value of $A$ is equal to its order as a principal value of $A^{*}$. A positive number $\lambda$ is a principal value of $A$ if and only if $\lambda^{2}$ is a principal value of $A^{*} A$. Again the order of corresponding principal values are the same. The principal values of $A^{*} A$ are the nonzero eigenvalues of $A^{*} A$. The eigenvectors $A^{*} A$ corresponding to nonzero eigenvalues are the principal vectors of $A$. Similarly the eigenvectors of $A A^{*}$ corresponding to nonzero eigenvalues are the principal reciprocal vectors of $A$. Principal values of $A$ belong to the principal spectrum of $A$. Isolated points of the principal spectrum of $A$ are principal values of $A$.

A principal value $\lambda$ of $A$ can be characterized in another way. $A$ value $\lambda$ is a principal value of $A$ if and only if there is a non-null vector $x$ in its carrier such that $A x=\lambda R x$, where $R$ is its associated elementary operator of $A$. The vector $y=R x$ is a principal reciprocal vector of $A$ and satisfies the relation $A^{*} y=\lambda R^{*} y$. Consequently,

$$
\begin{equation*}
A x=\lambda y, \quad A^{*} y=\lambda x \tag{11.1}
\end{equation*}
$$

Conversely if $\lambda$ is a positive number such that there exist a vector $x \neq 0$ on $\mathscr{D}_{A}$ and a vector $y \neq 0$ in $\mathscr{D}_{A}$ such that (11.1) holds, then $\lambda$ is a principal value of $A, x$ is a principal vector and $y$ is a principal reciprocal vector. From these remarks, it follows that the principal values of $A$ are the positive eigenvalues of the self-adjoint operator

$$
\left(\begin{array}{cc}
0 & A^{*} \\
A & 0
\end{array}\right)
$$

from the cartesian product $\mathfrak{W} \times \mathfrak{S}^{\prime}$ to $\mathfrak{W} \times \mathfrak{S}^{\prime}$. It is clear that the foregoing results could have been obtained from the study of this selfadjoint operator. However, the author prefers the more direct approach here given.

Theorem 11.1. Suppose the principal spectrum of $A$ apart from $\lambda=0$ consists of $a$ set of isolated points $\lambda_{1}, \lambda_{2}, \cdots$. Then $\lambda_{i}$ is a principal value of $A$ and has associated with it a unique elementary operator $R_{i}$ as described in Theorem 9.2. The elementary operators $R_{1}, R_{2}, \cdots$, are mutually $*$-orthogonal and

$$
A=\Sigma \lambda_{i} R_{i}, \quad A^{*}=\Sigma \lambda_{i} R_{i}^{*}, \quad A^{*-1}=\Sigma \frac{1}{\lambda_{i}} R_{i}, \quad A^{-1}=\Sigma \frac{1}{\lambda_{i}} R_{i}^{*}
$$

12. Further results on $*$-commutativity. Throught this section we shall be concerned with a closed operator $A$ and bounded operator $B$ from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$. As a first results we have the following converse of a statement in Lemma 8:4.

Lemma 12.1. If $B$ *-commutes with $\alpha A+\beta A^{*-1}$ for every pair of positive numbers $\alpha$ and $\beta$, then $B$ *-commutes with $A$.

Suppose that $B *$-commutes with $C=\alpha_{1} A+\beta_{1} A^{*-1}$ and $D=\alpha_{2} A+$ $\beta_{2} A^{*-1}$ where $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}$ are positive numbers such that $\alpha_{1} \beta_{2}-\beta_{2} \alpha_{1}$ $=1$. These operators have the common domain $\mathscr{D}=\mathscr{D}_{A} \cap \mathscr{D}_{A^{*-1}}$. The operator $\beta_{2} C-\alpha_{1} D$ is the restriction of $A$ to $\mathscr{D}$. Since $C^{*} B=$ $B^{*} C$ and $D^{*} B=B^{*} D$ on $\mathscr{D}$ it follows that $A^{*} B=B^{*} A$ on $\mathscr{D}$. In order to show that $A^{*} B=B^{*} A$ on $\mathscr{D}_{A}$ consider a vector $x$ in $\mathscr{D}_{A}$. Let $x_{n}=E_{n} x-E_{1 / n} x$, where $E_{\lambda}=R_{\lambda}^{*} R_{\lambda}$ and $R_{\lambda}$ is the section of $R$ described in Corollary 2 to Theorem 9.2. The vector $x_{n}$ is in $\mathscr{D}$ and $x_{n} \Rightarrow x, A x_{n} \Rightarrow A x$. Consequently $A^{*} B x_{n}=B^{*} A x_{n} \Rightarrow B^{*} A x$. Since $A^{*} B$ is closed we have $A^{*} B x=B^{*} A x$. We have accordingly $A^{*} B \supseteqq B^{*} A$. Similarly $A B^{*} \supseteqq B^{*} A$ and the lemma is proved.

Corollary. If $\mathfrak{W}^{\prime}=\mathfrak{S}$ and $\alpha A+\beta A^{*-1}$ is self-adjoint for all pairs of positive numbers $\alpha$ and $\beta$, then $A$ is also self-adjoint.

This result is obtained from lemma by selecting $B=I$, the identity.

Lemma 12.2. Suppose that $\mathfrak{S}^{\prime}=\mathfrak{S}$ and that $B$-commutes with A. If one of $A$ or $B$ is self-adjoint and positive, the other is selfadjoint.

Consider first the case in which $A$ is bounded and $A=A^{*}>0$. Since $A B=B^{*} A$ and $A B^{*}=B A$, the difference $C=B-B^{*}$ satisfies the relation $A C=-C A$. Hence $A^{n} C=(-1)^{n} C A^{n}$ and $e^{t s} C=C e^{-t A}$. The inverse $e^{t \Delta}$ is $e^{-t \Delta}$. We have accordingly

$$
C=e^{-t \Lambda} C e^{-t A}
$$

Since $A>0$ it follows from the spectral theorem for $A$ that $\lim _{t=+\infty} e^{-t A} x$ $=0$ for each $x$ in $\mathfrak{K}$. Consequently $C=0$, that is, $B=B^{*}$ for the case here considered.

If $A$ is reciprocally bounded, then $A^{*-1}$ is bounded and $B *$-commutes with $A^{*-1}$. If $A$ is self-adjoint and positive, so also is $A^{*-1}=A^{-1}$ and $B *$-commutes with $A^{-1}$. Hence $B=B^{*}$ by virture of the result just obtained. If $B=B^{*}>0$ then $A^{*-1}$ is self-adjoint and hence $A$ is also self-adjoint.

In the general case if $A=A^{*}>0$, then $A+A^{-1}$ is self-adjoint, reciprocally bounded and positive. Since $B *$-commutes with $A+A^{-1}$, it follows that $B=B^{*}$. If on the other hand $B=B^{*}>0$, then $C=$ $\alpha A+\beta A^{*-1}$ is self-adjoint whenever $\alpha$ and $\beta$ are positive. This follows because $C$ is reciprocally bounded and $*$-commutes with $B$. By virtue of the last corollary the operator $A$ is self-adjoint and the lemma is established.

Lemma 12.3. Let $R$ and $S$ be the elementary operators associated with $A$ and $B$ respectively. If $B *$-commutes with $A$, then $B *$-commutes with $R$, and $S *$-commutes with $A$.

In order to prove this result we may suppose, by Lemma 8.3 that $\mathfrak{R}_{A}=\mathfrak{R}_{B}$ and $\mathfrak{R}_{A^{*}}=\mathfrak{R}_{B^{*}}$. In fact, we may assume that $\mathfrak{R}_{A}=\mathfrak{R}_{B}=0$, $\mathfrak{R}_{A^{*}}=\mathfrak{R}_{B^{*}}=0$. Under these assumptions $P=A^{*} R=R^{*} A$ is positive and self-adjoint. Setting $Q=R^{*} B$ we obtain

$$
\begin{aligned}
& P Q=A^{*} R R^{*} B=A^{*} B \supseteqq B^{*} A=B^{*} R R^{*} A=Q^{*} P \\
& P^{*} Q=R^{*} A B^{*} R \supseteqq R^{*} B A^{*} R=Q P
\end{aligned}
$$

Hence $Q$ *-commutes with $P$ and $Q=R^{*} B=B^{*} R$ by the last lemma. Similarly $R B^{*}=B R^{*}$. Consequently $B *$-commutes with $R$.

In order to prove that $S *$-commutes with $A$ it is sufficient, by Lemma 12.1, to show that $S *$-commutes with $C=\alpha A+\beta A^{*-1}$, where $\alpha$ and $\beta$ are positive numbers. The operator $C$ is reciprocally bounded and $*$-commutes with $B$. The operator $C^{*-1}$ is bounded and $*$-commutes with $B$. Hence $S$-commutes $C^{*-1}$ and also with $C$. This completes the proof of the lemma.

Lemma 12.4. If an elementary operator $T$-commutes with $A$, then $T$ *-commutes with a section $A_{1}$ of $A$ if and only if it *-commutes with the elementary operator $R_{1}$ associated with $A_{1}$.

Let $A_{1}$ be a section of $A$ and let $A_{0}$ be the section of $A$ such that $A=A_{0}+A_{1}$. Let $R_{0}, R_{1}$ be the elementary operator associcated with $A_{0}, A_{1}$ respectively. Suppose that $T *$-commutes with $R_{1}$. Since $T$ *-commutes with $R=R_{0}+R_{1}$, it follows that $T *$-commutes with $R_{0}$. Consequently $T_{0}=R_{0} T^{*} R_{0}$ and $T_{1}=R_{1} T^{*} R_{1}$ are *-orthogonal sections of $T$. The section $T_{2}=T-T_{0}-T_{1}$ is $*$-orthogonal to $A$. Consequently the operators $A^{*} T$ and $A T^{*}$ are expressible as sums

$$
A^{*} T=A_{0}^{*} T_{0}+A_{1}^{*} T_{1}, \quad A T^{*}=A_{0} T_{0}^{*}+A_{1} T_{1}^{*}
$$

of orthogonal operators. Hence $A_{1}^{*} T_{1}$ and $A_{1} T_{1}^{*}$ are self-adjoint and $T_{1}$ *-commutes with $A_{1}$. Since $A_{1}^{*} T=A_{1}^{*} T_{1}$ and $A_{1} T^{*}=A_{1} T_{1}^{*}$, it follows
that $T *$-commutes with $A_{1}$ as was to be proved.
13. Representations of operators as products. The present section will be devoted to an extension of Lemma 5.2 and some of its consequences.

Theorem 13.1. Let $A$ be an operator from $\mathfrak{S}$ to and let $R$ be its associated elementary operator. There is a unique pair of operators $C$ and $D$ from $\mathfrak{S}$ to $\mathfrak{W}$ such that

$$
\begin{equation*}
C+D=R, \quad A=D^{*-1} R^{*} C=C R^{*} D^{*-1} \tag{13.1}
\end{equation*}
$$

The operators $C$ and $D$ are determined by the formulas

$$
\begin{equation*}
C^{-1}=A^{-1}+R^{*}, \quad D^{-1}=A^{*}+R^{*} \tag{13.2}
\end{equation*}
$$

and have $R$ as their associated elementary operator. The operators $C$ and $D$ are bounded and *-commute. In addition

$$
\begin{align*}
& C^{-1} R D^{-1}=D^{-1} R C^{-1}=C^{-1}+D^{-1}  \tag{13.3a}\\
& A^{-1}=C^{-1} R D^{*}=D^{*} R C^{-1}, \quad A^{*}=C^{*} R D^{-1}=D^{-1} R C^{*}  \tag{13.3b}\\
& A^{*-1}=C^{*-1} R^{*} D=D R^{*} C^{*-1}
\end{align*}
$$

This result is an easy consequence of Lemma 5.2. The operator $A_{1}=R^{*} A$ is self-adjoint and nonnegative. Let $C_{1}$ and $D_{1}$ be the bounded nonnegative self-adjoint operators related to $A_{1}$ as described in Lemma 5.2. The operators $C=R C_{1}, D=R D_{1}$ have the properties described in the theorem, as one readily verifies. An alternate proof can be made by defining $C$ and $D$ by (13.2) and making computations analongous to those made in the proof of Lemma 5.2. Finally, a proof can be made by the use of the integral representation (9.5) of $A$. In this case $C$ and are defined by the formulas.

$$
C=\int_{0}^{\infty} \frac{\lambda}{1+\lambda} d R_{\lambda}, \quad D=\int_{0}^{\infty} \frac{1}{1+\lambda} d R_{\lambda} .
$$

Theorem 13.2. Let $C$ be the operator related to $A$ as described in Theorem 13.1. A bounded operator $B *$-commutes with $A$ if and only if $B$-commutes with $C$.

If $B *$-commutes with $A$, then $B *$-commutes with $R$ and $A^{*-1}=$ $c^{*-1}-R$. Consequently $B$-commutes with $C^{*-1}$ and hence with $C$. Conversely if $B *$-commutes with, C , then $B$ *-commutes with $R, C^{*-1}$ $=A^{*-1}+R, A^{*-1}$ and $A$. This proves the theorem. It is clear that the results described in the theorem hold equally well with $C$ replaced by $D=R-C$.

We state without proof the following
Theorem 13.3. Let $C$ be the operator related to $A$ as described in Theorem 13.1 and let

$$
C_{t}=\left(\frac{1-t}{2}\right) R+t C, \quad D_{t}=R-C_{t}(-1 \leqq t \leqq 1)
$$

The one-parameter family of operators

$$
A_{t}=D_{t}^{-1} R^{*} C_{t}=C_{t} R^{*} D_{t}^{-1} \quad(-1 \leqq t \leqq 1)
$$

contains $A$ for $t=1, A^{*-1}$ for $t=-1, R$ for $t=0$ and is such that $A_{t}(-1<t<1)$ is bounded and reciprocally bounded.

As a further result we have
Theorem 13.4. Let $C$ and $C_{1}$ be the bounded operators related respectively to two operators $A$ and $A_{1}$ as described in Theorem 13.1. Then $A_{1}$ is a section of $A$ if and only if $C_{1}$ is a section of $C$.

Let $R_{1}$ and $R$ be the elementary operator associated with $A_{1}$ and $A$ hence also with $C_{1}$ and $C$. If $A_{1}$ is a section of $A$, then

$$
R_{1} C^{-1} R_{1}=R_{1} A^{-1} R_{1}+R_{1} R^{*} R_{1}=A_{1}^{-1}+R_{1}=C_{1}^{-1} .
$$

Since $R_{1} *$-commutes with $C$ it follows that $C_{1}$ is a section of $C$. The converse is readily verified.

The result given in Theorem 13.2 enables us to extend the definition of $*$-commutativity to two unbounded operators $A_{1}$ and $A_{2}$. To this end let $C_{1}$ and $C_{2}$ be the bounded operators related respectively to $A_{1}$ and $A_{2}$ as described in Theorem 13.1. The operators $A_{1}$ and $A_{2}$ will be said to $*$-commute if the operators $C_{1}$ and $C_{2} *$-commute. This definition is consistent with the one given heretofore for the case in which one of the operators is bounded. The result described in Lemma 12.3 is valid without the assumption that $B$ is bounded.
14. Further decomposition of operators. In this section we assume that $A$ and $B$ are arbitrary operators from $\mathfrak{K}$ to $\mathfrak{K}^{\prime}$. As an extension of Theorem 9.1 we have

Theorem 14.1. Let $R$ and $S$ be the elementary operators associated with $A$ and $B$ respectively. If $B$ *-commutes with $A$, then $A, R, B$ $S$ are expressible uniquely as sums and differences

$$
\begin{array}{ll}
A=A_{0}+A_{+}+A_{-}, & R=R_{0}+R_{+}+R_{-}  \tag{14.1}\\
B=B_{0}+B_{+}-B_{-}, & S=S_{0}+R_{+}-R_{-}
\end{array}
$$

of mutually *-orthogonal operators such that $(\alpha) R_{0}, R_{+}, R_{-}$are the elementary operators beloging to $A_{0}, A_{+}, A_{-}$respectively; $(\beta) S_{0}, R_{+}, R_{-}$ are the elementary operators belonging to $B_{0}, B_{+}, B_{-}$respectively; $(\gamma) A_{0}$ and $R_{0}$ are $*$-orthogonal to $B_{0}$ and $S_{0}$; ( $\delta$ ) $B_{+} *$-commutes with $A_{+}$and $B_{-}$*-commutes with $A_{-}$. Conversely if $A, R, B, S$ are so expressible then $B$ and $S$-commute with $A$ and $R$.

In view of the results given in the last section we may assume that $A$ and $B$ are bounded. Suppose that $B *$-commutes with $A$, then $B$ *-commutes with $R$, and $S *$-commutes with $A$, by Lemma 12.3 . By virtue of Theorem 9.1 applied to $A, R, S$, it is seen that $A, R, S$ have the decomposition (14.1) such that condition $(\alpha)$ holds and $S_{0}$ is $*$-orthogonal to $R_{0}$. Applying Theorem 9.1 to the operators $B, S, R$ it is seen that $B, S, R$ have the decomposition (14.1) such that condition ( $\beta$ ) holds and $S_{0}$ is *-orthogonal to $R_{0}$. Since the decomposition of R and $S$ are unique, the decomposition (14.1) holds such that $(\alpha)$, $(\beta)$, and ( $\gamma$ ) hold. Since

$$
A^{*} B=A_{+}^{*} B_{+}-A_{-}^{*} B_{-}, \quad A B^{*}=A_{+} B_{+}^{*}-A_{-} B_{-}^{*}
$$

are self-adjoint it follows that each of the operators on the right are also self-adjoint. Consequently $B_{+} *$-commutes with $A_{+}$and $B_{-} *$-commutes with $A_{-}$. The converse is immediate and the lemma is established.

Corollary. If $B *$-commutes with $A$ there is elementary operator $T$ such that $A=T A^{*} T$ and $B=T B^{*} T$.

The operator $\mathrm{T}=S_{0}+R$ has this property.
Theorem 14.2. Suppose that $A$ and $B$-commute and are selfadjoint relative to an elementary operator $T$. Then the operators $A_{0}$, $A_{+}, A_{-} B_{0}, B_{+}, B_{-}$described in Theorem 14.1 are also self-adjoint relative to $T$.

Since the elementary operators $R$ and $S$ belonging to $A$ and $B$ are selfadjoint relative to $T$ it follows that

$$
R_{+}=\frac{1}{2}\left(S R^{*} S+R S^{*} R\right), \quad R_{-}=\frac{1}{2}\left(S R^{*} S-R S^{*} R\right)
$$

are self-adjoint relative to $T$. The same is true for $R_{0}$ and $S_{0}$. The theorem follows readily with the help of Lemma 12.4.

The result just given can be extended as described in the following
Theoem 14.3. Suppose that $B$-commutes with $A$ and $T$ is an elementary operator such that $A=T A^{*} T$ and $B=T B^{*} T$. Then $T$,
$A$ and $B$ can be decomposed uniquely in the form

$$
\begin{gather*}
T=T_{0}=T_{1}+T_{2}+T_{3}+T_{4}+T_{5}+T_{6}+T_{7}+T_{8} \\
A=A_{1}-A_{2}+A_{3}+A_{4}+A_{5}-A_{6}  \tag{14.2}\\
B=B_{3}-B_{4}-B_{5}+B_{6}+B_{7}-B_{8}
\end{gather*}
$$

into mutually *-orthogonal operators such that $(\alpha) T_{j}$ is the elementary operator associated with $A_{j}(j=1,2, \cdots, 6)(\beta) T_{k}$ is the elementary operator associated with $B_{k}(k=3,4, \cdots, 8)(\gamma)$. The operators $T_{i}$, $A_{j}, B_{k} *$-commute.

In order to prove this result let $A, B, R, S$ have the decomposition (14.1). By virtue of the last theorem the operator $T *$-commutes with each of the operators given in (14.1). Applying Theorem 14.1 to $A_{0}$ and $T$ we see that $A_{0}$ can be expressed as the difference $A_{0}=A_{1}-A_{2}$ of $*$-orthogonal operators $A_{1}$ and $A_{2}$ whose associated elementary operators $T_{1}$ and $T_{2}$ are sections of $T$. Similarly $B_{0}=B_{7}-B_{8}$, where $B_{7}$ and $B_{8}$ are *-orthogonal operators whose associated elementary operators $T_{7}$ and $T_{8}$ are section of $T$. Applying Theorem 14.1 to $A_{+}, T ; B_{+}, T ; A_{-}, T$ and $B_{-}, T$ we obtain differences $A_{+}=A_{3}-A_{4}, B_{+}=B_{3}-B_{4}, A_{-}=A_{5}$ $-A_{8}, B_{-}=B_{0}-B_{6}$ of $*$-orthogonal operators such that $A_{i}, B_{i}$ have the same associated elementary operator $T_{i}$, a section of $T$.

From these relations one obtains the decomposition (14.2), the section $T_{0}$ of $T$ being *-orthogonal to $A$ and $B$. In view of Theorem 14.1, the operator $T_{i}, A_{j}, B_{k}$ *-commute. This proves the theorem.

Theorem 14.4. Let $A_{\lambda_{+}}, A_{\lambda_{0}}, A_{\lambda_{-}}(0<\lambda<\infty)$ be the sections of $A$ described in Theorem 9.2 and let $B_{\mu+}, B_{\mu 0}, B_{\mu_{-}}(0<\mu<\infty)$ be the corresponding sections of $B$. Suppose that $B *$-commutes $A$. Then the operators $B, B_{\mu+}, B_{\mu 0}, B_{\mu-}, B_{\mu}=B_{\mu_{0}}+B_{\mu-} *$-commute with each of the operators $A, A_{\lambda+}, A_{\lambda 0}, A_{\lambda-}, A_{\lambda}=A_{\lambda 0}+A_{\lambda_{-}}$.

In order to prove this result recall, by Theorem 9.2, that $\mathrm{T}=R_{\lambda+}$ $-R_{\lambda-}$ is the elementary operator associated with $C=A-\lambda R$. Since $B *$-commutes with $A$ it *-commutes with $R, C, T, R C^{*} T$ and hence also with
$C_{+}=C+R C^{*} T=2\left(A_{\lambda_{+}}-\lambda R_{\lambda_{+}}\right), \quad C_{-}=C-R C^{*} T=2\left(A_{\lambda_{-}}-\lambda R_{\lambda_{-}}\right)$.
The elementary operators of $C_{+}$and $C_{-}$are $R_{\lambda+}$ and $R_{\lambda_{-}}$respectively. It follows that $B *$-commutes with $A_{\lambda+}, A_{\lambda-}$ and hence also with $A_{\lambda_{0}}$. Similarly $B_{\mu+}, B_{\mu 0}, B_{\mu-}$ *-commutes with $A$. The operators therefore *-commute, as described in the theorem.

Theorem 14.5. Suppose that $B$ *-commutes with $A$ and that $T$ is
an elementary operator such that $A=T A^{*} T, B=T B^{*} T$. Let $A_{\lambda}, T_{\lambda}$ $(-\infty<\lambda<\infty)$ be the sections $A$ and $T$ described in the corollary to Theorem 9.3. Let $\widetilde{B}_{\mu}, \widetilde{T}_{\mu}(-\infty<\mu<\infty)$ be the sections of $B$ and $T$ obtained by having $B$ playing the role of $A$ in this corollary. Then $A, A_{\lambda}, T_{\lambda}, B, \widetilde{B}_{\mu}, \widetilde{T}_{\mu}, T_{\lambda \mu}=T_{\lambda} T_{*} \widetilde{T}_{\mu} *$-commute with each other. Moreover

$$
A=\int_{-\infty}^{\infty} \lambda d T_{\lambda}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \lambda d T_{\lambda \mu}, \quad B=\int_{-\infty}^{\infty} \mu d \widetilde{T}_{\mu}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mu d T_{\lambda \mu} .
$$

If the scalars are the complex numbers, then

$$
A+i B=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}(\lambda+i \mu) d T_{\lambda \mu}
$$

15. Bounded normal operators relative to $T$. In the present section it will be assumed that the scalars are the complex numbers. Let $T$ be an elementary operator from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ and let $\mathfrak{A}(T)$ be the class of all bounded operators $A$ such that the relation

$$
\begin{equation*}
A T^{*} T=T T^{*} A=A \tag{15.1}
\end{equation*}
$$

holds. Let $\mathscr{B}(T)$ be the class of all operators $A$ in $\mathfrak{A}(T)$ that $*$-commute with $T$. These are the operators $A$ in $\mathfrak{Y}(T)$ that satisfy the relation $A=T A^{*} T$, that is, the operators in $\mathscr{B}(T)$ that are self-adjoint relative to $T$. Every operator $A$ in $\mathfrak{Y}(T)$ is expressible uniquely in the form $A=A_{1}+i A_{2}$ where $A_{1}$ and $A_{2}$ are in $\mathfrak{B}(T)$. The operators $A_{1}$ and $A_{2}$ are given by the formulas

$$
\begin{equation*}
A_{1}=\frac{1}{2}\left(A+T A^{*} T\right), \quad A_{2}=\frac{1}{2 i}\left(A-T A^{*} T\right) \tag{15.2}
\end{equation*}
$$

It should be observed that, by virtue of Lemma 8.4, two operators $A$ and $B$ in $\mathscr{B}(T) *$-commute if and only if $A T^{*} B=B T^{*} A$.

Let $\mathscr{C}(T)$ be the class of all operators $A$ in $\mathfrak{Y}(T)$ such that $T A^{*} A$ $=A A^{*} T$. An operator $A$ in $\mathscr{C}(T)$ will be said to be normal with respect to $T$. It is clear that an operator that is self-adjoint relative to $T$ is also normal relative to $T$. An operator $A$ in $\mathfrak{U}(T)$ is in $\mathscr{C}(T)$ if and only if the operators $A_{1}$ and $A_{2}$ defined by (15.2) *-commute. In order to prove this fact observe that

$$
B=A_{1} T^{*} A_{1}+A_{2} T^{*} A_{2}, \quad C=A_{1} T^{*} A_{2}-A_{2} T^{*} A_{1}
$$

are in $\mathscr{B}(T)$ and

$$
T A^{*} A=B+i C, \quad A A^{*} T=B-i C
$$

Consequently $T A^{*} A=A A^{*} T$ if and only if $C=0$, that is, if and only if $A_{1} *$-commutes with $A_{2}$. If $A$ is in $\mathscr{C}(T)$, there is by virtue of Theorem 14.5, a section $T_{\alpha}$ corresponding to each complex number $\alpha$
such that

$$
A=\int \alpha d T_{\alpha}
$$

where the integral is taken over the complex plane.
Given an operator $A$ in $\mathscr{C}(T)$ let $\mathscr{C}(A, T)$ be the class of all operators $B$ in $\mathscr{C}(T)$ such that $T A^{*} B=B A^{*} T$ and $A T^{*} B=B T^{*} A$. If $B$ is in $\mathscr{C}(A, T)$, then $T B^{*} A=A B^{*} T$ also. Moreover, $T B^{*} T$ is in $\mathscr{C}(A, T)$. Let $\mathfrak{M}(A, T)$ be all operators $B$ in $\mathscr{C}(T)$ such that $\mathscr{C}(A, T)$ $\subset \mathscr{C}(B, T)$. If $B$ and $C$ are in $\mathfrak{M}(A, T)$, so also are $\alpha B+\beta C$ and $B T^{*} C$, where $\alpha$ and $\beta$ are complex mumbers. Moreover

$$
\left\|B T^{*} C\right\| \leqq\|B\|\|C\|
$$

It follows that if we define $B T^{*} C$ to be the product of $B$ and $C$, the class $\mathfrak{M}(A, T)$ is a Banach algebra with the operator $T$ as a unit element and $T B^{*} T$ as an involution. The subclass $\mathscr{L}(A, T)$ of all operators $B$ in $\mathfrak{M}(A, T)$ such that $B=T B^{*} T$ form a Banach algebra over the reals.
16. Compact and reciprocally compact operators. An operator $A$ from $\mathfrak{W}$ to $\mathfrak{S}^{\prime}$ will be said to be compact if given a bounded sequence $\left\{x_{n}\right\}$ in $\mathscr{D}_{A}$, the sequence $\left\{A x_{n}\right\}$ has a strongly convergent subsequence. An operator $A$ will be said to be reciprocally compact if its reciprocal is compact. Since compact operators are bounded, it follows that reciprocally compact operators are reciprocally bounded. It should be observed that an operator $A$ is compact if an only if given a weakly convergent sequence $\left\{x_{n}\right\}$ in $\mathscr{D}_{4}$, the sequence $\left\{A x_{n}\right\}$ converges strongly.

Theorem 16.1 An operator $A$ is of finite rank if and only if it is compact and reciprocally bounded. An operator $A$ is of finite rank if and only if it is bounded and reciprocally compact $A n$ operator $A$ is of finite rank if and only if it is compact and reciprocally compact.

Suppose that $A$ is compact and reciprocally bounded. Then $\mathscr{C}_{\Delta}$ and $\mathscr{R}_{\Delta}$ are closed. Let $\left\{x_{n}\right\}$ be a sequence in $\mathscr{C}_{A}$ converging weakly to a point $x_{0}$. Since $A$ is compact $y_{n}=A x_{n}$ converges strongly to $y_{0}=A x_{0}$. it follows that $x=A^{-1} y_{n}$ converges strongly to $x_{0}=A^{-1} y$. Consequently weak convergence on $\mathscr{C}_{A}$ implies strong convergence. It follows that $\mathscr{C}_{A}$ is of finite dimension. Hence $A$ is of finite rank. Conversely if $A$ is of finite rank, then $A$ is compact and reciprocally bounded. The remaining statements follow readily.

Theorem 16.2 Let $A$ be the sum $A=B+C$ of two *-orthogonal
operators $B$ and $C$ from $\mathfrak{S}$ to $\mathfrak{\mathfrak { L }}$. Then $A$ is compact, reciprocally compact, bounded, or reciprocally bounded if and only if $B$ and $C$ have the same property. If $C$ is of finite rank, then $A$ is compact, reciprocally compact, bounded, or reciprocally bounded if and only if $B$ has the same property.

The first conclusion is immediate from the definitions of the terms involved. The second follows from the first. In view of the second statement sections of finite rank can be disregarded in determining the properties of compactness, reciprocal compactness, boundedness and reciprocal boundedness.

Theorem 16.3. An operator $A$ is compact if and only if its reciprocally bounded sections are of finite rank. Similarly, an operator $A$ is reciprocally compact if and only if its bounded sections are of finite rank.

The second statement follows from the first. If $A$ is compact, its sections are compact and hence its reciprocally bounded sections are of finite rank, by Theorem 16.1. Suppose now that $A$ is an operator whose reciprocally bounded sections are finite rank. Then as was seen in §9, given a number $\lambda>0$, the operator $A$ can be written as the sum $A=$ $A_{\lambda+}+A_{\lambda}$ of two *-orthogonal operators such that $A_{\lambda+}$ is reciprocally bounded and $A_{\lambda}$ is of norm at most $\lambda$. In view of our hypothese $A_{\lambda+}$ is of finite rank and hence is compact. It follows that $A$ is bounded and that $\mathscr{D}_{A}=\mathfrak{S}$. Let $\left\{x_{n}\right\}$ be a sequence in $\mathscr{D}_{A}$ converging weakly to zero. Then,

$$
\left\|A x_{n}\right\| \leqq\left\|A_{\lambda+} x_{n}\right\|+\left\|A_{\lambda} x_{n}\right\| \leqq\left\|A_{\lambda+} x_{n}\right\|+\lambda\left\|x_{n}\right\| .
$$

Since $A_{\lambda+}$ is compact we have $\lim _{n=\infty}\left\|A_{\lambda+} x_{n}\right\|=0$. Consequently $\lim _{n=\infty}$ sup $\left\|A x_{n}\right\| \leqq \lambda M$ where $M$ is a bound for the sequence $\left\|x_{n}\right\|$. Since $\lambda$ is arbitrary it follows that $A x_{n} \Rightarrow 0$ and hence that $A$ is compact, as was to be proved.

TheOrem 16.4. An operator $A$ is compact if and only if its spectrum (apart from $\lambda=0$ ) consists of a bounded set of isolated principal values of finite order. It is reciprocally compact if and only if its spectrum consists of isolated principal values of finite order bounded away from zero.

Again, the second statement follows from the first. In order to prove the first statement we use the decomposition $A=A_{\lambda+}+A_{\lambda}$ of $A$ into the $*$-orthogonal sections described in $\S 9$, where $\lambda$ is an arbi-
trary positive number. The points of the spectrum of $A$ that exceed $\lambda$ comprise the spectrum of $A_{\lambda+}$. The remaining points of the spectrum of $A$ comprise the spectrum of $A_{\lambda}$. If $A$ is compact, then $A_{\lambda+}$ is of finite rank. Consequently the points of the spectrum of $A$ that exceed $\lambda$ consist of a finite number of principal values of $A_{\lambda+}$, each being of finite order. Since $\lambda$ is arbitrary it follows that the spectrum of $A$ consists of a bounded set of isolated principal values of finite order. Conversely if the spectrum of $A$ consists of a bounded set of isolated principal values of finite order, then $A_{\lambda+}$ is of finite rank for every value of $\lambda$. Consequently $A$ is compact, as was to be proved.

The following corollary is immediate.

Corollary. If one of the operators $A, A^{*}, A^{*} A, A A^{*}$ is compact, then the others are compact. Similarly, if one of the operators $A$, $A^{*}, A^{*} A, A A^{*}$ is reciprocally compact so also are the others.
17. Operators of finite character. By the nullity of an operator will be meant the dimension of its null space. An operator $A$ will be said to be of finite character if it is of finite nullity and if its bounded sections have finite rank, or equivalently by, if it is of finite nullity and is reciprocally compact. Operators of this type play an important role in the calculus of variations and in existence theorems for elliptic partial differential equations. In fact the condition of ellipticity is equivalent to the condition that an operator be of finite character relative to a suitably chosen norm, provided the domain of the independent variable is bounded. The operators described in $\S 4$ are of finite character.

Theorem 17.1. An operator $A$ is of finite character if and only if given a bounded sequence $\left\{x_{n}\right\}$ in $\mathscr{D}_{A}$ such that $\left\{A x_{n}\right\}$ is also bounded, then $\left\{x_{n}\right\}$ has a strongly convergent subsequence. An operator $A$ is of finite character if and only if it is of finite nullity and given a sequence $\left\{x_{n}\right\}$ in the carrier $\mathscr{C}_{A}$ of $A$ such that $\left\{A x_{n}\right\}$ is bounded, then $\left\{x_{n}\right\}$ has a strongly convergent subsequence.

Suppose that $A$ is of finite character. Then the nullity of $A$ is finite, and $A^{-1}$ is compact. Let $\left\{x_{n}\right\}$ be a sequence in $\mathscr{C}_{A}$ such that $\left\{A x_{n}\right\}$ is bounded. Setting $y_{n}=A x_{n}$ we have $x_{n}=A^{-1} y_{n}$. Since $\left\{y_{n}\right\}$ is in the carrier of $A^{-1}$ and $A^{-1}$ is compact it follows that $\left\{x_{n}\right\}$ has a strongly convergent subsequence. Suppose next that $\left\{x_{n}\right\}$ is a bounded sequence in $\mathscr{D}_{A}$ such that $\left\{A x_{n}\right\}$ is bouneded. Then $x$ is expressible in the form $x_{n}=x_{n 0}+x_{n 1}$, where $x_{n 0} \in \mathfrak{N}_{A}$ and $x_{n 1} \in \mathscr{C}_{A}$. Since $\mathfrak{N}_{A}$ is of finite dimension and $A x_{n}=A x_{n 1}$, the boundedness conditions imposed imply that $\left\{x_{n}\right\}$ has a strongly convergent subsequence. The criteria
given in the theorem are accordingly necessary conditions for $A$ to be of character.

Suppose conversely that every bounded sequence $\left\{x_{n}\right\}$ in $\mathscr{D}_{A}$ for which $\left\{A x_{n}\right\}$ is bounded has a strongly convergent subsequence. Then the nullity of $A$ is finite, since otherwise there would exist a orthonormal sequence $\left\{x_{n}\right\}$ in $\mathfrak{N}_{A}$. Such a sequence would have $A x_{n}=0$ and would possess no strongly convergent subsequence. The reciprocal $A^{-1}$ is bounded. If this were not so we could select a sequence $\left\{x_{n}\right\}$ in $\mathscr{C}_{\boldsymbol{A}}$ such that $\left\|x_{n}\right\|=1$ and $\left\|A x_{n}\right\| \leqq 1 / n$. In view of the last inequality the sequence could be chosen so as to converge strongly to a vector $x_{0}$. Since $A$ is closed it would follow that $x_{0}$ would be in $\mathscr{C}_{A},\left\|x_{0}\right\|=1$ and $A x_{0}=0$. This is impossible. Hence $A^{-1}$ is bounded. Consider next a bounded sequence $\left\{y_{n}\right\}$ in $\mathscr{C}_{A-1}$. Set $x_{n}=A^{-1} y_{n}$. Since $A^{-1}$ is bounded the sequence $\left\{x_{n}\right\}$ is also bounded and hence, by our criterion, has a strongly convergent subsequence. The operator $A^{-1}$ is therefore compact. Hence $A$ is of finite character, as was to be proved.

Corollary 1. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ and let $\boldsymbol{B}$ be the operator that maps a point $x$ in $\mathscr{D}_{A}$ into the pair $\{x, A x\}$ in $\mathfrak{S} \times \mathfrak{S}^{\prime}$. The nullity of $B$ is zero. Moreover $A$ is of finite character if and only if $B$ is of finite character.

Corollary 2. If $B$ and $C$ are *-orthogonal operators and $C$ is finite rank, then $A=B+C$ is of finite character if and only if $B$ is of finite character.

Let $T$ be an elementary operator such that $A=T A^{*} T$ and let $R$ be the elementary operator associated with $A$. By Theorem 9.1, T is expressible uniquely in the form $\mathrm{T}=T_{0}+R_{+}-R_{-}$where $T_{0}, R_{+}, R_{-}$ are $*$-orthogonal and $\mathrm{R}=R_{+}+R_{-}$. The operator $T$ will be said to be of finite index relative to $A$ in case one of the operators $R_{+}$and $R_{-}$is of finite rank. The minimum of the ranks of $R_{+}$and $R_{-}$will be called the index of $T$. Clearly the index of $T$ is the minimum of the ranks of the sections $A_{+}=R_{+} A^{*} R_{+}$and $A_{-}=R_{-} A^{*} R_{-}$of $A$. In the selfadjoint case with $T=I$, the identity, this index is the smaller of the ranks of the orthogonal nonnegative operators $A_{1}, A_{2}$ such that $A=A_{1}$ $-A_{2}$. In this event this index is frequently called the index of $A$ or of the quadratic form $(A x, x)$.

Theorem 17.2. Let $T$ be an elementary operator such that $T A^{*} T$ $=A . \quad$ Every bounded sequence $\left\{x_{n}\right\}$ such that $\left\{\left(A x_{n}, T x_{n}\right)\right\}$ is bounded has a strongly convergent subsequence if and only if $A$ is of finite character and $T$ is of finite index relative to $A$.

This criterion, stated in a somewhat different form, is the basis for a large class of existence theorems for weak solutions of partial differential equations.

Since $\left\|T^{*} A x\right\|=\|A x\|$ it follows from Theorem 17.1 that $A$ is finite character if and only if $T^{*} A$ is of finite character. Moreover $T^{*} A$ is self-adjoint. It follows that it is sufficient to consider the case $A=A^{*}$ and $T=I$. Let $\left\{x_{n}\right\}$ be a bounded sequence such that $\left\{A x_{n}\right\}$ is bounded. From the inequality

$$
|(A x, x)| \leqq\|x\|\|A x\|
$$

it follows that $\left\{\left(A x_{n}, x_{n}\right)\right\}$ is bounded. Consequently if the criterion described in the theorem holds, then $\left\{x_{n}\right\}$ has a strongly convergent subsequence. By virtue of Theorem 17.1 the operator $A$ is of finite character. It remains to show that if $A$ is expressed as the difference $A=B-C$ of two orthogonal nonnegative self-adjoint operators, then either $B$ or $C$ is of finite rank. If this were not the case one could select an orthogonal sequence $\left\{y_{n}\right\}$ in $\mathscr{C}_{B}$ and $\left\{z_{n}\right\}$ in $\mathscr{C}_{0}$ such that $\left(B y_{m}, y_{n}\right)=\left(C z_{m} z_{n}\right)=\delta_{m n}$. The vectors $x_{n}=\alpha_{n}\left(y_{n}+z_{n}\right)$ then satisfy the relation

$$
\left(A x_{m}, x_{n}\right)=\alpha_{m} \alpha_{n}\left[\left(B y_{m}, y_{n}\right)-\left(C y_{m}, y_{n}\right)\right]=0(m, n=1,2,3 \cdots)
$$

Choosing $\alpha_{n}$ such that $\left\|x_{n}\right\|=1$, we obtain an orthogonal sequence $\left\{x_{n}\right\}$ such that $\left(A x_{n}, x_{n}\right)=0$. This sequence cannot have a strongly convergent subsequence. Consequently either $B$ or $C$ is of finite rank, as was to be proved.

Conversely suppose that $B$ or $C$ is of finite rank and $A=B-C$ is of finite character. For definiteness suppose that $C$ is of finite rank. Then $B$ is of finite character. Consider now a bounded sequence of vectors $\left\{x_{n}\right\}$ in $\mathscr{C}_{A}$, such that $\left\{\left(A x_{n}, x_{n}\right)\right\}$ is bounded. Select $y_{n}$ in $\mathscr{C}_{B}$ and $z_{n}$ in $\mathscr{C}_{\sigma}$ such that $x_{n}=y_{n}+z_{n}$. Then

$$
\left(A x_{n}, x_{n}\right)=\left(B y_{n}, y_{n}\right)-\left(C z_{n}, z\right) .
$$

It follows that $\left\{\left(B y_{n}, y_{n}\right)\right\}$ is bounded. Consequently, $\left\{y_{n}\right\}$ has a convergent subsequence. Since $\left\{z_{n}\right\}$ is restricted to a finite dimensional subspace of $\mathscr{D}_{A}$, it follows that $\left\{x_{n}\right\}$ has a strongly convergent subsequence. This completes the proof of the theorem.

TheOrem 17.3. Let $A$ be an operator from $\mathfrak{W}$ to $\mathfrak{S}^{\prime}$ of finite character and let $B$ be an operator from $\mathfrak{S}$ to a Hilbert space $\mathfrak{S}^{\prime \prime}$. $I f$ $\mathscr{D}_{B} \subset \mathscr{D}_{A}$, then $B$ is of finite character.

Since $\mathscr{D}_{B} \subset \mathscr{D}_{A}$ there is a constant $\alpha$ such that if $x$ is in $\mathscr{D}_{B}$ then

$$
\|A x\| \leqq \alpha\{\|B x\|+\|x\|\}
$$

If $\left\{x_{n}\right\}$ is a sequence in $\mathscr{D}_{B}$ such that $\left\|x_{n}\right\|,\left\|B x_{n}\right\|$ are bounded, then $\left\|A x_{n}\right\|$ is bounded also. It follows from Theorem 17.1 that $\left\{x_{n}\right\}$ converges strongly in subsequence. Consequently $B$ is of finite character, by virtue of Theorem 17.1.

A linear transformation $K$ from $\mathfrak{G}$ to $\mathfrak{S}^{\prime \prime}$ will be said to be compact relative to $A$ if $\mathscr{D}_{K} \supset \mathscr{D}_{A}$ and if for every bounded sequence $\left\{x_{n}\right\}$ in $\mathscr{D}_{A}$ such that $\left\{A x_{n}\right\}$ is bounded, the sequence $\left\{K x_{n}\right\}$ has a strongly convergent subsequence.

Theorem 17.4. Let $A$ be an operator from $\mathfrak{G}$ to $\mathfrak{\xi}^{\prime}$ of finite character. Let $K$ be an operator from $\mathfrak{G}$ to $\mathfrak{\xi}^{\prime \prime}$ such that $\mathscr{D}_{K} \supset \mathscr{D}_{4}$. Then $K$ is compact relative to $A$ if and only if given a positive number $\alpha$ there is a number $\beta$ such that the inequality

$$
\begin{equation*}
\|K x\| \leqq \alpha\|A x\|+\beta\|x\| \tag{17.1}
\end{equation*}
$$

holds on $\mathscr{D}_{\mathrm{A}}$.
Suppose that $K$ is compact relative to $A$. Suppose further there is an $\alpha>0$ such that (17.1) holds on $\mathscr{D}_{4}$ for no constant $\beta$. We can select a non-null sequence $\left\{x_{n}\right\}$ such that

$$
\left\|K x_{n}\right\| \geqq \alpha\left\|A x_{n}\right\|+n\left\|x_{n}\right\| .
$$

We can suppose that $\left\|K x_{n}\right\|=1$. Then $\left\|A x_{n}\right\|$ is bounded and $x_{n} \Rightarrow 0$. Since $K$ is compact relative to $A$ it follows that $K x_{n} \Rightarrow 0$, in subsequence, contrary to the fact that $\left\|K x_{n}\right\|=1$.

Suppose that (17.1) holds as stated. Let $\left\{x_{n}\right\}$ be a bounded sequence such that $\left\{A x_{n}\right\}$ is bounded. A subsequence, rename it $\left\{x_{n}\right\}$, converges strongly to a vector $x_{0}$. The point $x_{0}$ is in $\mathscr{D}_{A}$ since $A$ is closed. Given $\alpha>0$ choose $\beta$ so that (17.1) holds. Then

$$
\left\|K\left(x_{n}-x_{0}\right)\right\| \leqq \alpha\left\|A\left(x_{n}-x_{0}\right)\right\|+\beta\left\|x_{n}-x_{0}\right\|
$$

and

$$
\lim _{n=\infty} \sup \left\|K x_{n}-K x_{0}\right\| \leqq \alpha \lim \sup \left\|A\left(x_{n}-x_{0}\right)\right\| .
$$

Since $\alpha$ is arbitrary it follows that $\left\{K x_{n}\right\}$ converges strongly to $K x_{0}$. The operator $K$ is therefore compact relative to $A$, as was to be proved.

Theorem 17.5. Let $A$ and $K$ be operators from $\mathfrak{S}$ to $\mathfrak{g}$ such that $K$ is compact relative to $A$. The operator $A$ is of finite character if and only if $B=A+K$ is an operator of finite character.

In order to see that $B$ is closed when $A$ is of finite character let $\left\{x_{n}\right\}$ be a sequence such that $x_{n} \Rightarrow x_{0}, B x_{n} \Rightarrow y_{n}$. In view of (17.1) with $\alpha<1$

$$
\left\|K x_{n}\right\| \leqq \alpha\left\|A x_{n}\right\|+\beta\left\|x_{n}\right\| \leqq \alpha\left\|B x_{n}\right\|+\alpha\left\|K x_{n}\right\|+\beta\left\|x_{n}\right\|
$$

We see that $\left\{K x_{n}\right\}$ is bounded. Consequently $\left\{A x_{n}\right\}$ is bounded also. It follows that $\left\{K x_{n}\right\}$ converges to $K x_{0}$ and that $A x_{n} \Rightarrow y_{0}-K x_{0}$. Since $A$ is closed $y_{0}-K x_{0}=A x_{0}$, that is, $y_{0}=B x_{0}$. The operator $B$ is accordingly closed. Since $B$ and $A$ has the same domain, $B$ is of finite character. Conversely if $B$ is an operator of finite character, so also is $A$ since $\mathscr{D}_{B}=\mathscr{D}_{A}$.

In a similar manner we obtain
Theorem 17.6. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{S}^{\prime}$ and let $K$ be an operator from $\mathfrak{S}$ to $\mathfrak{S}^{\prime \prime}$ that is compact relative to $A$. Let $B$ be the operator that maps a point $x$ in $\mathscr{D}_{A}$ into the point $\{A x, K x\}$ in $\mathfrak{S}^{\prime} x$ $\mathfrak{S}^{\prime \prime}$. Then $A$ is of finite character if and only if $B$ is an operator of finite character.

TheOrem 17.7. Let $A$ be an operator from $\mathfrak{S}$ to $\mathfrak{S}$ and suppose that every bounded sequence $\left\{x_{n}\right\}$ in $\mathscr{D}_{A}$ for which $\left\{\left(A x_{n}, x_{n}\right)\right\}$ is bounded has a strongly convergent subsequence. Then $A$ is of finite character. Moreover, a linear subclass $\mathscr{B}$ of $\mathscr{D}_{A}$ on which $(A x, x)=0$ is of finite dimension.

The proof of this result is like that of Theorem 17.2 and is equivalent to the result given in Theorem 17.2 is $A=A^{*}$. In this theorem the role of $(A x, x)$ may be replaced by $(A x, x)+(x, A x)$.
18. Elliptic partial differential equations. The purpose of the present section is to indicate the connections between the results described in the preceding pages with the theory of elliptic partial differential equations. To this end let $\Omega$ be a bounded region in an $m$ dimensional Euclidean space of points $t=\left(t_{1}, \cdots, t_{m}\right)$. The boundary of $\Omega$ will be assumed to be nonsingular and to be of class $C^{\infty}$. The results given below are valid under much weaker assumptions but we shall not consider them at this time.

The symbol $\alpha$ will be used to designate an $m$-tuple $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}\right)$ of nonnegative integers. Let $|\alpha|=\alpha_{1}+\cdots+\alpha_{m}$. The symbol $D_{\alpha}$. will be used to denote the differential operator

$$
D_{\alpha}=(-i)^{|\alpha|} \frac{\partial^{|\alpha|}}{\partial t_{1}^{\alpha 1} \cdots \partial t_{m}^{\alpha m}} .
$$

Let $\mathfrak{K}_{n k}$ be the class of all Lebesgue square integrable complex valued
functions $x_{\alpha}^{j}(t)(t \in \Omega ; j=1, \cdots, n ;|\alpha|=k)$, normalized so as to be equal to the limit of their integral means whenever this limit exists and to be zero elsewhere. The class $\mathfrak{S}_{n k}$ with

$$
(x, y)_{k}=\int_{\Omega} x_{\alpha}^{j}(t) \overline{y_{\alpha}^{j}(t)} d t(j \leqq n,|\alpha|=k),
$$

( $j$ and $\alpha$ summed) as its inner product forms a Hilbert space over the field of complex number. The symbol $x_{k}$ will be used to denote an element in $\mathfrak{S}_{n k}$. The cartesian product of $\mathfrak{K}_{n 0}, \mathfrak{K}_{n 1}, \cdots, \mathfrak{S}_{n k}$ will be denoted by $\mathfrak{S}_{n}^{k}$. Its elements $x$ are of the form $x=\left(x_{0}, x_{1}, \cdots, x_{k}\right)$. An element $x$ in $\mathfrak{S}_{n}^{k}$ such that $x_{0}: x^{\jmath}(t)$ is of class $C^{k}$ and such that $x_{r}$ is the set of derivatives $x_{\alpha}^{j}=D_{\alpha} x^{j}|\alpha|=r$ of order $r$ will be denoted by $\mathscr{C}_{n}^{k}$. The closure of $\mathscr{C}_{n}^{k}$ will be denoted by $\mathscr{D}_{n}^{k}$. In view of our normalization of the functions in $\mathfrak{S}_{n r}$, it can be shown the formula $x_{\alpha}^{i}(t)=D_{\alpha} x^{3}(t)$ $|\alpha|=r \leqq k$ holds almost everywhere on $\Omega$, where $x^{j}(t)$ are the functions defining $x_{0}$ in $\left(x_{0}, x_{1}, \cdots, x_{k}\right)$. The projection of $\mathscr{D}_{k}^{n}$ in $\mathscr{S}_{n k}$ will be denoted by $\mathscr{D}_{n k}$. The class $\mathscr{D}_{n k}$ is a closed subspace of $\mathfrak{S}_{n k}$.

Since an element $\left(x_{0}, x_{1}, \cdots, x_{k}\right)$ in $\mathscr{D}_{n}^{k}$ is uniquely determined by its inital element $x_{0}$, a function $G_{k}$ on $\mathfrak{S}_{n}^{0}=\mathfrak{S}_{n o}$ to $\mathfrak{S}_{n}^{k}$ is defined. The range of the function is $\mathscr{D}_{n}^{k}$. Its domain $\mathscr{D}_{\epsilon_{k}}$ is the projection of $\mathscr{D}_{n}^{k}$ on $\mathfrak{S}_{n 0}$. The functions $G_{k}(k=1,2,3, \cdots)$ have the following properties:
(1) The function $G_{k}$ is a closed and dense linear transformation from $\mathfrak{K}=\mathfrak{S}_{n 0}$ to $\mathfrak{S}_{n}^{k}$.
(2) The operator $G_{k}(k>0)$ is of finite character and zero nullity.
(3) The operator $G_{j}(j<k)$ is compact relative to $G_{k}$.

These results follow from well known connections between partial derivatives and can be found in papers on this subject.

Let $C$ be a bounded operator from $\mathscr{D}_{n}^{k}(k>0)$ to a Hilbert space $\mathfrak{S}_{q 0}$. Given a restriction $B_{k}$ of $G_{k}$ that is closed and dense in $\mathfrak{S}_{2}=\mathfrak{S}_{n 0}$, the product $A_{k}=C B_{k}$ defines a dense linear transformation. Such an operator will be said to be elliptic in case it is closed. This definition of ellipticity is an extension of the one usually given. An elliptic operator of this type is necessarily of finite character by Theorem 17.3 since $B_{k}$ has this property. It is clear that $A_{k}$ is elliptic if and only if there is a constant $h>0$ such that

$$
\begin{equation*}
\left\|B_{k} x\right\| \leqq h\left[\left\|A_{k} x\right\|+\|x\|\right] \tag{18.1}
\end{equation*}
$$

for all $x$ in $\mathscr{D}_{B_{k}}$. It should be observed that if $A_{k}(k \geqq 1)$ is elliptic, then the equation $A_{k} x=y$ has a solution $x$ for all $y$ orthogonal to the
solutions $z$ of $A^{*}{ }_{k} z=0$. The existence of strong solutions is thereby established.

In order to illustrate these ideas consider the case in which the operator C is defined by a formula of the form

$$
\begin{equation*}
c_{\alpha}^{\delta j}(t) x_{\alpha}^{j}(t) \quad(\delta=1, \cdots, q ; j=1, \cdots, n:|\alpha| \leqq k) \tag{18.2}
\end{equation*}
$$

where $j$ and $\alpha$ are summed and the coefficients are continuous on the closure of $\Omega$. Select $B_{k}=G_{k}$. Then $A_{k}=C B_{k}$ is elliptic, that is, an inequality of the form (17.1) holds if and only if the following two conditions are met:
(1) Given a point $t$ in $\Omega$ there is no non-null set of real numbers $\xi=\left(\xi_{1}, \cdots, \xi_{m}\right)$ and no non-null set of complex numbers $\zeta=\left(\zeta^{1}, \cdots, \zeta^{n}\right)$ such that the relations

$$
\begin{equation*}
C_{\alpha}^{\sigma j} \xi^{\alpha} \zeta^{j}=0(\sigma=1, \cdots, q,|\alpha|=k) \tag{18.3}
\end{equation*}
$$

holds, where $\xi^{\alpha}=\xi_{1}^{\alpha_{1}} \xi_{2}^{\alpha_{2}} \cdots \xi_{m}^{\alpha_{m}}$.
(2) Given a point $t$ on the boundary of $\Omega$ the relations (18.3) cannot be satisfied by non-null complex numbers $\zeta=\left(\zeta^{1}, \cdots, \zeta^{n}\right)$ and by non-null numbers $\xi=\left(\xi_{1}, \cdots, \xi_{m}\right)$ whose normal component is complex and whose tangential components are real.

If the first of these conditions is met then $A_{k}=C B_{k}$ is elliptic, where $B_{k}$ is the restriction of $G_{k}$ defined by the closure of the subclass of $\mathscr{D}_{n}^{k}$ whose elements are continuous and have $x_{\alpha}^{j}(t)=0(|\alpha|<k)$ on the boundary of $\Omega$.

These and related results can be found in the recent papers ${ }^{6)}$ on partial differential equations by Aronszajn Browder, Friedrichs, Gaarding, Hormander, Morrey, Nirenberg, Schechter and the author.

[^24]
# ON A THEOREM OF FEJÉR 

Fu Cheng Hsiang

1. Let

$$
T:\left(\tau_{n \nu}\right) \quad(n=0,1,2, \cdots ; \nu=0,1,2, \cdots)
$$

be an infinite Toeplitz matrix satisfying the conditions

$$
\begin{equation*}
\lim \tau_{n \nu}=0 \tag{i}
\end{equation*}
$$

for every fixed $\nu$,

$$
\begin{equation*}
\lim \sum_{\nu=0}^{\infty} \tau_{n \nu}=1 \tag{ii}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\nu=0}^{\infty}\left|\tau_{n \nu}\right| \leqq K \tag{iii}
\end{equation*}
$$

$K$ being an absolute constant independent of $n$.
Given a sequence $\left(S_{n}\right)$ if

$$
\lim \sum_{\nu=0}^{\infty} \tau_{n \nu} S_{\nu}=S,
$$

then we say that the sequence $\left(S_{n}\right)$ or the series with partial sums $S_{n}$ is summable ( $T$ ) to the sum $S$.
2. Suppose that $f(x)$ is integrable in the Lebesgue sense and periodic with period $2 \pi$. Let

$$
f(x) \sim \frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) .
$$

Let

$$
\sum_{n=1}^{\infty} n\left(b_{n} \cos n x-a_{n} \sin n x\right)=\sum B_{n}(x)
$$

be the derived series of the Fourier series of $f(x)$. Fixing $x$, we write

$$
\psi_{x}(t)=f(x+t)-f(x-t)
$$

Fejer [1] has proved the following

Theorem A. If $f(x)$ is of bounded variation in $(0,2 \pi)$, then $\left\{B_{n}(x)\right\}$ is summable $(C, r)$ to the jump $l(x)=\{f(x+0)-f(x-0)\} / \pi$ for every $r>0$ at each point $x$.

Recently, Siddiqi [3] extended Fejér's result and established the following

Theorem B. Let $1:\left(\lambda_{n z}\right)$ be a triangular Toeplitz matrix, i.e., $\lambda_{n \nu}=0$ for $\nu>n$. If it satisfies, in addition, the condition

$$
\begin{equation*}
\sum_{\nu=0}^{n}\left|\Delta \lambda_{n \nu}\right|=0(1) \tag{iv}
\end{equation*}
$$

as $n \rightarrow \infty$, then $\left\{B_{n}(x)\right\}$ is summable ( 1 ) to $l(x)$.
It is known [2] that a series which is summable by the harmonic means is also summable ( $C, r$ ) for every $r>0$ but not conversely. We take, for the ( $C, r$ ) means, $\lambda_{n \nu}=A_{n-2}^{r-1} / A_{n}^{r}$,

$$
A_{n}^{r}=\Gamma(n+r+1) / \Gamma(n+1) \Gamma(r+1),
$$

and for the harmonic means, $\lambda_{n \nu}=1 /(n-\nu+1)$. Both satisfy (iv). Thus, we infer that Siddiqi's theorem contains Fejér's as a special case.

In this note, we develop Siddiqi's theorem into the following general form for the summability ( $T$ ) of $\left\{B_{n}(x)\right\}$ at a given point.

Theorem. If $\psi_{x}(t)$ is of bounded variation in the neighborhood of $t=0$ and absolutely continuous in $(\eta, \pi)$ for any $0<\eta<\pi$, then $\left\{B_{n}(x)\right\}$ is summable (T) to the jump $l(x)$ at $x$.
3. Let us consider

$$
\begin{aligned}
\sigma_{n}(x) & =\sum_{\nu=0}^{\infty} \tau_{n \nu} B_{v}(x) \\
& =\frac{1}{\pi} \sum_{\nu=0}^{\infty} \tau_{n \nu} \int_{0}^{\pi} \psi_{x}(t) \nu \sin \nu t d t \\
& =l(x) \sum_{\nu=0}^{\infty} \tau_{n \nu}+\frac{1}{\pi} \sum_{\nu=0}^{\infty} \tau_{n \nu} \int_{0}^{\pi} \cos \nu t d \psi_{x}(t) \\
& =l(x)+0(1)+\frac{1}{\pi} \sum_{v=0}^{\infty} \tau_{n \nu} I_{\nu} .
\end{aligned}
$$

We are going to prove that $\sum \tau_{n \nu} I_{\nu}=0(1)$ as $n \rightarrow \infty$. Since $\psi_{x}(\boldsymbol{t})$ is of bounded variation in the neighborhood of $t=0$, for a given $\varepsilon>0$, we can choose $\delta>0$ such that

$$
\int_{0}^{\delta}\left|d \psi_{x}(t)\right|<\varepsilon
$$

Write

$$
\begin{aligned}
I_{\nu} & =\left(\int_{0}^{\delta}+\int_{\delta}^{\pi}\right) \cos \nu t d \psi_{x}(t) \\
& =I_{\nu}^{\prime}+I I_{\nu}^{\prime \prime}
\end{aligned}
$$

say. Then

$$
\begin{aligned}
\left|\sum_{\nu=0}^{\infty} \tau_{n \nu} I_{\nu}^{\prime}\right| & \leqq \sum_{\nu=0}^{\infty}\left|\tau_{n \nu}\right| \int_{0}^{\delta}\left|d \psi_{x}(t)\right| \\
& <\varepsilon \sum_{\nu=0}^{\infty}\left|\tau_{n \nu}\right| \\
& \leqq K \varepsilon
\end{aligned}
$$

Remembering that $\psi_{x}(t)$ is absolutely continuous in $(\delta, \pi)$, we have

$$
\int_{\delta}^{\pi} \cos \nu t d \psi_{x}(t)=\int_{\delta}^{\pi} \cos \nu t \psi_{x}^{\prime}(t) d t
$$

For the given $\varepsilon>0$, we can find $\nu_{0}$ such that

$$
\left|\int_{\delta}^{\pi} \cos \nu t \psi_{x}^{\prime}(t) d t\right|<\varepsilon
$$

for $\nu<\nu_{0}$ by Riemann-Lebesgue's theorem. Fixing $\nu_{0}$, we can take a positive integer $n_{0}$ making $\left|\tau_{n \nu}\right|<\varepsilon /\left(\nu_{0}+1\right) 0 \leqq \nu \leqq \nu_{0}, n<n_{0}$. If we write

$$
\begin{aligned}
\sum_{\nu=0}^{\infty} \tau_{n \nu} I_{\nu}^{\prime \prime} & =\left(\sum_{\nu=0}^{\nu_{0}}+\sum_{\nu_{0}+1}^{\infty}\right) \tau_{n \nu} \int_{\delta}^{\pi} \cos \nu t \psi_{x}^{\prime}(t) d t \\
& =I_{1}+I_{2}
\end{aligned}
$$

say, then

$$
\begin{aligned}
\left|I_{1}\right| & \leqq \sum_{\nu=0}^{\nu_{0}}\left|\tau_{n \nu}\right| \int_{\delta}^{\pi}\left|\psi_{x}^{\prime}(t)\right| d t \\
& \leqq M \sum_{\nu=0}^{\nu_{0}}\left|\tau_{n \nu}\right| \\
& <M\left(\nu_{0}+1\right) /\left(\nu_{0}+1\right) \\
& =M \varepsilon
\end{aligned}
$$

for $n>n_{0}$, where

$$
\begin{gathered}
M=\int_{0}^{\pi}\left|\psi_{x}^{\prime}(t)\right| d t \\
\left|I_{2}\right|=\left|\sum_{\nu=\nu_{0}+1}^{\infty} \tau_{n \nu}\right|_{\delta}^{\pi} \cos \nu t \psi_{x}^{\prime}(t) d t \mid \\
<\varepsilon \sum_{\nu=\nu_{0}+1}^{\infty}\left|\tau_{n \nu}\right|
\end{gathered}
$$

$$
\begin{aligned}
& \leqq \varepsilon \sum_{\nu=0}^{\infty}\left|\tau_{n \nu}\right| \\
& \leqq K \varepsilon
\end{aligned}
$$

by (iii). From the above analysis, it follows that

$$
\left|\sum_{\nu=0}^{\infty} \tau_{n \nu} I_{\nu}\right|<(M+2 K) \varepsilon
$$

for $n>n_{0}$. Since $\varepsilon$ is an arbitrary quantity, we obtain $\sum \tau_{n \nu} I_{\nu}=0(1)$ as $n \rightarrow \infty$. This proves the theorem.
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# ON $N$-HIGH SUBGROUPS OF ABELIAN GROUPS 

John M. Irwin and Elbert A. Walker

In a recent paper [2] the concept of high subgroups of Abelian groups was discussed. The purpose of this paper is to give further results concerning these high subgroups. All groups considered in this paper are Abelian, and our notation is essentially that of L. Fuchs in [1]. Let $N$ be a subgroup of a group $G$. A subgroup $H$ of $G$ maximal with respect to disjointness from $N$ will be called an $N$-high subgroup of $G$, or $N$-high in $G$. When $N=G^{1}$ (the subgroup of elements of infinite height in $G$ ), $H$ will be called high in $G$.

After considering $N$-high subgroups in direct sums, we give a characterization (Theorem 3) of $N$-high subgroups of $G$ in terms of a divisible hull of $G$. Next we show (Theorem 5) that if $G$ is torsion, $N \cong G^{1}$, and $H$ is $N$-high in $G$, then $H$ is pure and (Lemma 7) the primary components of any two $N$-high subgroups have the same Ulm invariants (see [3]). These results generalize the results in [2]. The concept of $\Sigma$-groups is introduced, and it is shown that any two high subgroups of torsion $\Sigma$-groups are isomorphic. Further, torsion $\Sigma$-groups are characterized in terms of their basic subgroups. Theorem 3 of [2] is generalized to show that high subgroups of arbitrary Abelian groups are pure. This leads to the solution of a more general version of Problem 4 of L. Fuchs in [1]. Finally, the question of whether any two high subgroups of a torsion group are isomorphic is considered, and a theorem in this direction is proved.

## Preliminaries.

Lemma 1. Let $M$ and $N$ be subgroups of a primary group $G$ such that $M$ is neat in $G$ and $M[p] \oplus N[p]=G[p]$. Then $M$ is $N$-high in $G$.

Proof. Suppose $M$ is not $N$-high in $G$. Then there exists an $N$ high subgroup $S$ of $G$ properly containing $M$. Let $0 \neq s+M$ be in $(S / M)[p]$. By the neatness of $S$ in $G$ ([1], pg. 92) we may suppose that $s \in S[p]$. But this contradicts $M[p] \oplus N[p]=G[p]$, and so $M$ is $N$-high in $G$.

As a consequence of Lemma 1, we obtain a standard
Corollary. ([3], pg. 24). Let G be a primary group, and H a pure subgroup containing $G[p]$. Then $H=G$.

[^25]Proof. Purity implies neatness. Now put $N=0$ in Lemma 1. A useful generalization of Lemma 1 to torsion groups is

Lemma 2. Let $M$ and $N$ be subgroups of a torsion group $G$ such that $M$ is neat in $G$ and $M[p] \oplus N[p]=G[p]$ for each relevant prime p. Then $M$ is $N$-high in $G$.

Proof. Use the proof of Lemma 1 with the observation that since $S$ properly contains $M,(S / M)[p] \neq 0$ for some relevant prime $p$.

Concerning $N$-high subgroups in a direct sum, we have
Theorem 1. Let $G=\Sigma G_{a}$ be an arbitrary direct sum of torsion groups, where $H_{\alpha}$ and $N_{\alpha}$ are subgroups of $G_{\alpha}$, and where $H_{\infty}$ is $N_{\alpha}-h i g h$ in $G_{\alpha}$ for each $\alpha$. Let $N=\Sigma N_{\alpha}$. Then $H=\Sigma H_{\alpha}$ is $N$-high in $G$.

Proof. First notice that $H$ is neat in $G$. To see this, use the neatness of $H_{\alpha}$ in $G_{\alpha}$ for each $\alpha$ (see [2] Lemma 10). Next observe that $G[p]=\Sigma G_{\alpha}[p]=\Sigma H_{\alpha}[p] \oplus \Sigma N_{\alpha}[p]=H[p] \oplus N[p]$ for each relevant prime $p$. Now apply Lemma 2 to get $H$ to be $N$-high in $G$.

An interesting result concerning high subgroups (which are our main interest) in a direct sum is a corollary of Theorem 1.

Theorem 2. Let $G=\Sigma G_{a}$ be an arbitrary direct sum of torsion groups where $H_{\alpha}$ is a high subgroup of $G_{\alpha}$ for each $\alpha$. Then $H=\Sigma H_{\alpha}$ is high in $G$.

Proof. By [2], Lemma 9 we have $G^{1}=\Sigma\left(G_{\alpha}\right)^{1}$. Now use Theorem 1 and the definition of high subgroup.

Divisible hulls and high subgroups. Now we shall discuss the notion of a divisible hull for a group $G$, and the connection of such a hull with high subgroups. A group $E$ minimal among those divisible groups containing $G$ as a subgroup will be called a divisible hull of $G$. We need a few lemmas. The following lemma is almost obvious, and its proof is omitted.

Lemma 3. Let $E$ be a divisible hull of a torsion group G. Let $E_{1}=\Sigma E_{p}$ and $G=\Sigma G_{p}$. Then $E_{1}=E$, and $E_{p}$ is the unique divisible hull of $G_{p}$ in $E$ for each relevant prime $p$.

Lemma 4. Let $D$ be a divisible hull of a mixed group $G$, and $E$ be a divisible hull of the torsion subgroup $T$ of $G$ in $D$. Then $D=E \oplus F$ where $E$ is torsion and $F$ is torsion free divisible.

Proof. Since $E$ is divisible, it is a direct summand of $D$. Thus $D=E \oplus F$ for some subgroup $F$ of $D$. That $E$ is torsion follows from Lemma 3. Next we show that the torsion subgroup $T_{F}$ of $F$ is zero. To see this, consider $T_{F} \cap G \subset T_{F} \cap T \subset E \cap F=0$ to get $T_{F} \cap G=0$. Then by Kulikov's Lemma, ([1], pg. 66) applied to $D, T_{F}=0$ and $F$ is torsion free. That $F$ is divisible is clear, and the lemma is proved.

The following theorem gives a characterization in terms of divisible hulls of $N$-high subgroups of a torsion group $G$.

Theorem 3. Let $N$ be any subgroup of a torsion group $G$, and $E$ be a divisible hull of $G$ with $D$ a divisible hull of $N$ in $E$. Then the set of $N$-high subgroups of $G$ is the set of intersections of $G$ with complementary summands of $D$ in $E$.

Proof. Let $H=A \cap G$, where $A \oplus D=E$. Now by [2], Lemma 1, and [1] pg. 67, we have for each relevant prime $p$,

$$
G[p]=E[p]=A[p] \oplus D[p]=(A \cap G)[p] \oplus N[p]=H[p] \oplus N[p]
$$

By [1] pg. 92, $H$ is neat in $G$, and finally by Lemma $2, H$ is $N$-high in $G$. Now for the converse, suppose $H$ is $N$-high in $G$, so that $H \cap N=0$. Now $H \cap D=0$. To see this, notice that $(H \cap D) \cap N=H \cap N=0$, and by Kulikov's lemma, $H \cap D=0$. Since $D$ is an absolute direct summand (see [1]), there exists $A$ containing $H$ with $A \oplus D=E$. But $H \subset A \cap G$, and since $(A \cap G) \cap N=0$, by the maximality of $H$ with respect to $H \cap N=0$, we have $H=A \cap G$.

The reader will note that in particular Theorem 3 yields a characterization of high subgroups in torsion groups.

In general, a group $G$ may have many high subgroups. It is even possible that $H \cap K=0$ for two high subgroups $H$ and $K$ of $G$. The following theorem indicates the extent of the non-uniqueness of $N$-high subgroups.

Theorem 4. Let $G$ be a primary group, let $N$ be a subgroup such that $|N[p]|=|G|$ and such that $[G[p]: N[p]=|G|$. Then there exist $2^{|G|}$ distinct $N$-high subgroups of $G$. Furthermore, there exists an independent set $\left\{H_{\alpha}\right\}_{\alpha \in R}$ of $N$-high subgroups of $G$ such that $|R|=|G|$.

Proof. Let $H$ be an $N$-high subgroup of $G$. By [2], $G[p]=$ $H[p] \oplus N[p]$. Clearly $|H[p]|=|N[p]|=|G|$. Let $H[p]=\sum_{\alpha \in S}\left\langle x_{a}\right\rangle$ and $N[p]=\sum_{\beta \in T}\left\langle y_{\beta}\right\rangle$. Then $|S|=|T|=|G|$. There exists $2^{|G|}$ one-toone mappings of $S$ onto $T$. Let $f$ be such a mapping, and let

$$
P_{f}=\sum_{\alpha \in S}\left\langle x_{\alpha}+y_{f(\alpha)}\right\rangle
$$

If $g$ is any one-to-one mapping of $S$ onto $T$ such that $f \neq g$, then it is easy to see that $P_{f} \neq P_{g}$. Let $H_{f}$ be an $N$-high subgroup of $G$ containing $P_{f}$. Then $H_{f}[p]=P_{f}$, and since $P_{f} \neq P_{g}$, it follows that $H_{f} \neq H_{g}$. Hence there exist $2^{|G|} N$-high subgroups of $G$. Let $T=\bigcup_{\beta \in R} T_{\beta}$, where $\left|T_{\beta}\right|=|T|,|R|=|T|$, and $T_{\beta} \cap T_{\delta}=\phi$ if $\beta \neq \delta$. That is, partition $T$ into $|T|$ subsets each of cardinal $|T|$. Let $f_{\beta}$ be a one-to-one mapping of $S$ onto $T_{\beta}$, and let $H_{\beta}$ be an $N$-high subgroup containing

$$
P_{\beta}=\sum_{\alpha \in S}\left\langle x_{\alpha}+y_{f_{\beta}(\alpha)}\right\rangle .
$$

It is straightforward to verify that $\left\{P_{\beta}\right\}_{\beta \in R}$ is an independent set of subgroups of $G$, that $H_{\beta}[p]=P_{\beta}$, and hence that $\left\{H_{\beta}\right\}_{\beta \in R}$ is an independent set of subgroups such that $|R|=|G|$. This concludes the proof.

It is easy to find examples of reduced primary groups $G$ such that $\left|G^{1}[p]\right|=\left[G[p]: G^{1}[p]\right]=|G|$.

Purity of $N$-high subgroups of torsion groups. We now state and prove a generalization to $N$-high subgroups of torsion groups of [2] Theorem 3, namely that high subgroups of torsion groups are pure.

Theorem 5. Let $N$ be a subgroup of a torsion group $G$ with $N \subset G^{1}$, and let $H$ be an N-high subgroup of $G$. Then $H$ is pure in $G$.

Proof. That it suffices to consider the primary case here follows from the fact $H_{p}$ is $N_{p}$-high in $G_{p}$ (see [2] Lemma 10 and [2] Lemma 11). So let $G$ be primary. Now by [2] Lemma 1, we have $G[p]=$ $H[p] \oplus N[p]$. Since $G^{1}[p] \supset N[p]$, then $G^{1}[p]=\left(H \cap G^{1}\right)[p] \oplus N[p]$. Now let $H_{1}$ be an $\left(H \cap G^{1}\right)[p]$-high subgroup of $H$. Since $N$-high subgroups are neat (see [1] c, d pg. 92) and neatness is transitive, we have that $H_{1}$ is neat in G. By [2] Lemma 1, $H[p]=H_{1}[p] \oplus\left(H \cap G^{1}\right)[p]$, so that $G[p]=H_{1}[p] \oplus G^{1}[p]$. An application of Lemma 1 yields $H_{1}$ high in $G$. Finally, by [2], Lemma 8, $H_{1}$ contains $B$ basic in $G$, so that by [2] Lemma $2, H$ is pure in $G$ as stated.

Before stating some corollaries, we would like to pose the following question: characterize all subgroups $T$ of an Abelian group $G$ such that $T$-high subgroups of $G$ are pure. Suitable examples are easy to find which show that just any subgroup $T$ will not do.

A couple of corollaries of Theorem 5 are

Corollary 1. Let $N_{1}$ and $N_{2}$ be subgroups of a torsion group $G$ with $N_{1} \subseteq N_{2} \subseteq G^{1}$. Then every $N_{1}$-high subgroup of $G$ contains an $N_{2}$-high subgroup, and in particular every $N_{1}$-high subgroup K contains a subgroup $H$ high in $G$.

Proof. The proof is similar to the proof of Theorem 5.
Corollary 2. Let $N$ be a subgroup of $G^{1}$ in a torsion group $G$, and let $S$ be an infinite subgroup of $G$ with $S \cap N=0$. Then there exists a subgroup $K$ pure in $G$ with $|K|=|S|$ and $K \cap N=0$.

Proof. Substitute $N$ for $G^{1}$ in the proof of [2], Theorem 2.
This last corollary is a generalization of the solution in [2] of Fuchs' Problem 4.
$\Sigma$-groups. The following ideas arose from an investigation of the question of whether or not all high subgroups of a given group are isomorphic. A natural query in this direction is: If one of the high subgroups of a given group $G$ is a direct sum of cyclic groups, are all of them direct sums of cyclic groups? The answer for torsion groups is yes. It is this observation that gives rise to so called $\Sigma$-groups. Before discussing this notion further, we need a few lemmas.

Lemma 5. Let $N$ be a subgroup of a torsion group $G$ with $H$ and $K$ both $N$-high subgroups of $G$. Then $((H \oplus N) / N)[p]=((K \oplus N) / N)[p]$ for each relevant prime $p$.

Proof. For $h \in H$ we have that $o(h+N)=p$ if and only if $o(h)=p$. Suppose $h \in H[p] \backslash(K \cap H)$. Then there exists $k \in K, n \in N$ with $h-k=$ $n$, whence $o(k)=p$. Thus $h+N=(k+N) \in((K \oplus N) / N)[p]$; and since $p$ was arbitrary, we have by symmetry that

$$
((H \oplus N) / N)[p]=((K \oplus N) / N)[p]
$$

as stated.
Lemma 6. Let $N$ be a subgroup of a torsion group $G$ with $N \subseteq G^{1}$. Let $H$ be an $N$-high subgroup of $G$. Then $((H \oplus N) / N)$ is pure in $G / N$.

Proof. Suppose $m(g+N)=h+N$ for some $h \in H, g \in G, m$ a nonzero integer. Then $m g-n=h$ for some $n \in N$, and since $n \in G^{1}$ and $H$ is pure (Theorem 5), we have $h=m h_{1}$ for some $h_{1} \in H$. Thus $h+N=$ $m\left(h_{1}+N\right)$ and the lemma is proved.

Corollary. Let $N$ be a subgroup of a reduced torsion group $G$ with $N \subseteq G^{1} \neq 0$, and let $H$ be an $N$-high subgroup of $G$. Then $H$ is not closed.

Proof. This follows easily from a theorem of Kulikov and Papp ([1] pg. 117).

Lemma 7. Let $H$ and $K$ be any two N-high subgroups of a primary group $G$ with $N$ a subgroup of $G^{1}$. Then for all positive integers $n$
(a) $p^{n} H$ is $N$-high in $p^{n} G$,
(b) $p^{n} H$ is pure in $p^{n} G$,
(c) $\quad\left(p^{n}((H \oplus N) / N)\right)[p]=\left(p^{n}((K \oplus N) / N)\right)[p]$,
(d) $H, K$, and $G$ have the same $n$th Ulm invariants (see [3]).

Proof. (a) Use the proof of Theorem 5 (e) in [2] and the fact that $N \subseteq p^{n} G$ for all $n$.
(b) Use (a), $N \cong\left(p^{n} G\right)^{1}$, and Theorem 5 .
(c) First notice that $p^{n}((H \oplus N) / N)=\left(p^{n} H \oplus N\right) / N$. Now (c) follows immediately from Lemma 5 applied to the right sides of this equation and the corresponding one for $K$.
(d) The proof is similar to that of Theorem 6 in [2].

The following theorem is a slight generalization of the fact that any two high subgroups of a countable group $G$ are isomorphic. (See [2], Theorem 5 (u).)

Theorem 6. Let $N$ be a subgroup of a countable torsion group $G$ with $N \subseteq G^{1}$, and $G^{1}$ elementary. Then any two $N$-high subgroups $H$ and $K$ of $G$ are isomorphic.

Proof. Write $G=\Sigma G_{p}, H=\Sigma H_{p}, K=\Sigma K_{p}$. Now $H_{p}$ and $K_{p}$ are both $N_{p}$ high in $G_{p}$, and $N_{p} \cong G_{p}^{1}$ for each relevant prime $p$. Let $\bar{H}_{p}=\left(H_{p} \oplus N_{p}\right) / N_{p}$ and $\bar{K}_{p}=\left(K_{p} \oplus N_{p}\right) / N_{p}$. Using Lemmas 5 and 6 and the fact that $G^{1}$ is elementary, we get immediately that $\left(p^{\omega} \bar{H}_{p}\right)[p]=$ $\left(p^{\omega} \bar{K}_{p}\right)[p]$, and that $\left(p^{\omega+1} \bar{H}_{p}\right)[p]=\left(p^{\omega+1} \bar{K}_{p}\right)[p]=0$. Thus for $\alpha \geqq \omega$, the $\alpha$ th Ulm invariants of $\bar{H}_{p}$ and $\bar{K}_{p}$ are the same. Since $\bar{H}_{p} \cong H_{p}$ and $\bar{K}_{p} \cong K_{p}$, Lemma 7 (d) implies that $H_{p}$ and $K_{p}$ have the same Ulm invariants. Since $G^{1}$ is elementary, $H$ and $K$ are reduced, and Ulm's theorem yields $H \cong K$.

Remark. In Theorem 6, if we take $N$ to be a subgroup of $G^{1}$ such that $N[p] \neq G^{1}[p]$, then neither $H$ nor $K$ will be a direct sum of cyclic groups as is easily seen.

A $\Sigma$-group is any group $G$ all of whose high subgroups are direct sums of cyclic groups. This means that in a torsion $\Sigma$-group every high subgroup is basic. This implies further that in $\Sigma$-groups, every high subgroup is an endomorphic image. Examples of $\Sigma$-groups are very to easy to find. For instance, direct sums of countable groups turn out to
be $\Sigma$-groups. Also, any group $G$ such that $G / G^{1}$ is a direct sum of cyclic groups is a $\Sigma$-group. (See the proof of Theorem 7.) For a non- $\Sigma$-group, see [2], Theorem $5(t)$.

Theorem 7. Let $H$ and $K$ be high subgroups of a torsion group $G$. Then if $H$ is a direct sum of cyclic groups, so is K. Moreover $H \cong K$.

Proof. Let $\widetilde{S}$ be the image of $S$ under the natural homomorphism of $G$ onto $G / G^{1}$. Now $\widetilde{H} \cong H, \widetilde{K} \cong K$, and by Lemma 5 we have $\widetilde{K}[p]=$ $\tilde{H}[p]$ for each relevant prime $p$. By [3], Theorem 12, we have that $\widetilde{H}[p]$ is the union of a sequence $\widetilde{P}_{n}$ of subgroups of bounded height in $\widetilde{H}$. The purity of $\widetilde{H}$ (Theorem 5) tells us that $\widetilde{P}_{n}$ has bounded height in $\widetilde{K}$ for each $n$. Hence by [3], Theorem 12, each $\widetilde{K}_{p}$ is a direct sum of cyclic groups, so that $\widetilde{K}$ is a direct sum of cyclic groups. Thus $K$, which is isomorphic to $\widetilde{K}$, is a direct sum of cyclic groups. Since $H$ and $K$ are both basic in $G$, we have $H \cong K$. Thus we have shown that in a torsion group, if one high subgroup is a direct sum of cyclic groups, they all are, and they are all isomorphic.

From Theorem 7 we see that if in a torsion group $G$ there exist two non-isomorphic high subgroups, then no high subgroup is a direct sum of cyclic groups. The next theorem shows that torsion $\Sigma$-groups are closed under direct sums.

Theorem 8. For torsion groups it is true that a direct sum of $\Sigma$-groups is a $\Sigma$-group.

Proof. By Theorem 2, a direct sum of highs is high. But such a direct sum is basic. An application of Theorem 7 completes the proof.

Corollary. A direct sum of countable torsion group is a 5 -group.
Proof. It suffices by Theorem 8 to verify that a countable torsion group is a $\Sigma$-group, and this is very easy.

Remark. Examples exist of torsion groups $G$ such that $G / G^{1}$ is a direct sum of cyclic groups, but such that $G$ is not a direct sum of countable groups. Therefore, we see that the class of torsion $\Sigma$-groups properly contains the class of all torsion groups that are the direct sum of countable groups.

The next theorem gives an interesting characterization of torsion $\Sigma$-groups.

THEOREM 9. A torsion group $G$ is a $\Sigma$-group if and only if $G$
contains a maximal basic subgroup.
Proof. If $G$ is a $\Sigma$-group, then any high subgroup will be a maximal basic subgroup of $G$. Now suppose $G$ contains a maximal basic subgroup $B$. Let $H$ be a high subgroup containing $B$, and suppose $B \neq H$. By [1] pg. 114, there exists $B_{1}$ basic in $H$ with $B_{1}>B$. Since $H$ is pure and $G / H$ is divisible, $B_{1}$ is basic in $G$, a contradiction. Therefore $B=H$, and $G$ is a $\Sigma$-group by Theorem 7.

The next theorem is a result concerning the $\Sigma$-groups of a torsion group.

Theorem 10. Every torsion group $G$ contains a $\Sigma$-subgroup $R$ pure in $G$ such that $R^{1}=G^{1}$.

Proof. First if $G^{1}=0$, put $R=B$ basic in $G$. Also if $G$ is a $\Sigma$ group, but $R=G$. So suppose that $G^{1} \neq 0$ and $G$ is not a $\Sigma$-group. Let $B$ be a basic subgroup of $G$. Embed $B$ in a high subgroup $H$ of $G$. By Theorem 8 and the assumptions on $G, H / B \neq 0 . \quad B$ is basic in $H$ so that $G / B=H / B \oplus R / B$, where the divisibility of $H / B$ guarantees that $R / B$ may be chosen to contain $\left(G^{1} \oplus B\right) / B$. Hence $R$ contains $G^{1}$. The purity of $R / B$ in $G / B$ gives us that $R$ is pure in $G$. Hence $R^{1}=G^{1}$. Now $H \cap R=B$, so that $G[p]=H[p] \oplus G^{1}[p]$ and

$$
R[p]=(R \cap H)[p] \oplus G^{1}[p]=B[p] \oplus R^{1}[p]
$$

By Lemma 2, $B$ is high in $R$ so that by Theorem $7, R$ is a $\Sigma$-group, and the proof is complete.

We do not know whether every subgroup of a $\Sigma$-group is a $\Sigma$-group. However, every pure subgroup of a torsion $\Sigma$-group is a $\Sigma$-group. In fact, we have

Theorem 11. Every subgroup $L$ of a torsion $\Sigma$-group $G$ with $\mathbf{L}^{1}=$ $L \cap G^{1}$ is a $\Sigma$-group.

Proof. Embed a high subgroup $H_{L}$ of $L$ in a high subgroup $H$ $G$. Since $G$ is a $\Sigma$-group, $H$ is a direct sum of cyclic groups and hence so is $H_{L}$. Now apply Theorem 7 to $L$ to get that $L$ is a $\Sigma$-group.

Corollary. Every pure subgroup $R$ of a torsion $\Sigma$-group $G$ is a $\Sigma$-group.

Proof. $R^{1}=R \cap G^{1}$, and Theorem 11 then yields the desired result.
Corollary. Every pure subgroup of a direct sum of countable torsion groups is a $\Sigma$-group.

High subgroups in mixed groups. In this section we will discuss some properties of high subgroups of arbitrary Abelian groups and generalize some of our results for the torsion case. A lemma which is useful is

Lemma 8. Let $S$ be any subgroup of an Abelian group $G$ with $S \cap G^{1}=0$. Then for any subgroup $T$ with $(T / S) \cap(G / S)^{1}=0$, we have $T \cap G^{1}=0$.

Proof. Suppose $T \cap G^{1} \neq 0$. Then $(T / S) \cap(G / S)^{1} \neq 0$.
The following theorem was proved in [2] for the torsion case. The fact that $G^{1}$ is divisible in the torsion free case makes this case easy, so we proceed directly to the general case.

Theorem 12. Let $H$ and $K$ be any two high subgroups of a group G. Then
(a) $G / H$ is divisible
(b) $G / H$ is a divisible hull of $\left(G^{1} \oplus H\right) / H \cong G^{1}$
(c) $G / H \cong G / K$.

Proof. (a) Let $T / H$ be the torsion subgroup of $G / H$. Now $T / H$ is divisible, for if not, $T / H$ would have a non-zero cyclic direct summand $L / H$. But $L / H$ would be a direct summand of $G / H$ since $T / H$ is pure in $G / H$. Hence $(L / H) \cap(G / H)^{1}=0$, and Lemma 8 gives us that $L \cap G^{1}=0$. Consequently $H$ is not high in $G$, a contradiction. Thus we have $G / H=T / H \oplus F / H$, where $F / H$ is torsion free. This means that $(F / H)^{1}$ is divisible, whence $F / H=(F / H)^{1} \oplus R / H$. Now clearly, $(R / H) \cap(G / H)^{1}=0$, so that by Lemma $8, R=H$, and $G / H$ is divisible as stated.
(b) As a divisible group, $G / H$ must contain a divisible hull $D / H$ of $\left(G^{1} \oplus H\right) / H$. Put $G / H=D / H \oplus L / H$. Clearly $L \cap G^{1}=0$, hence $L / H=0$ and (b) is proved.
(c) This follows from $\left(G^{1} \oplus H\right) / H \cong G^{1} \cong\left(G^{1} \oplus K\right) / K$ and the fact that divisible hulls of isomorphic groups are isomorphic. Thus we see that $G / H$ is a structural invariant of $G$.

We shall now discuss a generalization to arbirary Abelian groups of a theorem proved in [2] for the torsion case. Here again, the torsion free case is easy ( $G^{1}$ is divisible), and for a torsion free group $G$ we see easily that all high subgroups are isomorphic. First we need

Theorem 13. Let $T$ be the torsion subgroup of an Abelian group $G, H$ be a high subgroup of $G$, and $T_{H}$ be the torsion subgroup of $H$. Then $T_{\text {н }}$ is high in $T$.

Proof. We need only consider the case of a mixed group G. Let $E$ be a divisible hull of $G$ with $D_{H}$ and $D_{\sigma^{1}}$ divisible hulls in $E$ of $H$ and $G^{1}$. Then $E=D_{H} \oplus D_{G^{1}}$ (see [2]). Next let $D_{T_{H}}$ and $D_{T_{G^{1}}}$ be divisible hulls of $T_{H}$ and $T_{G^{1}}$ in $D_{H}$ and $D_{G^{1}}$ respectively. Then

$$
E=D_{H} \oplus D_{G^{1}}=D_{T_{I}} \oplus D_{1} \oplus D_{T_{G^{1}}} \oplus D_{2}=D_{T_{H}} \oplus D_{T_{G^{1}}} \oplus D_{1} \oplus D_{2}
$$

Applying Lemmas 3 and 4 to $D_{H}$ and $D_{G^{1}}$, we have that $T_{E}=D_{T_{H}} \oplus T_{F_{G}}$ is the torsion subgroup of $E$, and $D_{1} \oplus D_{2}$ is torsion free. Clearly (Lemma 3) $T_{E}$ is a divisible hull of $T$ in $E$. Now by Theorem 3, it remains to verify that $T \cap D_{T_{I I}}=T_{H}$. To this end put $L=T \cap D_{T_{H}}$. That $T_{H} \subset L$ is clear. By Lemma 4, $H \cap D_{T_{H}}=T_{H}$. So suppose there exists $t \in(G \backslash H) \cap L$. Then by the definition of $H$, there exists $h \in H$ with $h+m t=g_{1} \neq 0$, where $g_{1} \in G^{1}$. But since $L$ is torsion we have that $h \in T_{H}$. Hence $(h+m t) \in D_{T_{H}}$, and $h+m t=g_{1} \neq 0$ together with $D_{T_{H}} \subset D_{H}$ contradict $D_{H} \cap D_{G^{1}}=0$, and $T_{H}$ is high in $T$ as desired.

Corollary. Let $H$ be a high subgroup of $G$, and let $T_{H}$ be the torsion subgroup of $H$. Then $T_{H}$ is pure in $G$.

Proof. By Theorem 13, $T_{H}$ is high in $T$, and consequently pure in $T$. Since $T$ is pure in $G$, it follows that $T_{H}$ is pure in $G$.

Theorem 14. Let $H$ be a high subgroup of an Abelian group $G$. Then $H$ is pure in $G$.

Proof. Let the notation be the same as in Theorem 13. Now by Theorem $13 T / T_{H}$ is divisible, so that $G / T_{H}=T / T_{H} \oplus R / T_{H}$, where $R$ is chosen such that $R / T_{H}$ contains $H / T_{H}$. Since $T_{H}$ is pure in $G, R$ is pure in $G$, and since $H$ is neat in $G, H / T_{H}$ is neat in $R / T_{H}$. But $R / T_{H}$ is torsion free and since a neat subgroup of a torsion free group is pure we have that $H / T_{H}$ is pure in $R / T_{H}$. Thus $H$ is pure in $R$, so that $H$ is pure in $G$, and the proof is complete.

The following embedding theorem is a generalization to arbitrary Abelian groups of the solution to Fuchs' Problem 4 (see [1]).

Theorem 15. Let $S$ be any infinite subgroup of an Abelian group $G$ with $S \cap G^{1}=0$. Then there exists a subgroup $K$ pure in $G$ with $S \subset K, K \cap G^{1}=0$, and $|K|=|S|$.

Proof. Embed $S$ in $H$ high in $G$. By [1] pg. $78 N$, there exists a pure subgroup $K$ of $H$ with $S \subset K$ and $|S|=|K|$. The purity of
$H$ implies the purity of $K$ in $G$, and $K \cap G^{1} \subset H \cap G^{1}=0$, so that $K \cap G^{1}=0$, completing the proof.

An unsolved problem. To conclude the present paper we shall make a few remarks concerning the question of whether all high subgroups of an Abelian torsion group are isomorphic. The reader may have observed, from the proof of Theorem 6, that this question is a special case of the more general open question: Given two pure subgroups $A$ and $B$ of a primary group $G$ with $A[p]=B[p]$, is it true in general that $A \cong B$ ? The authors feel that an affirmative answer to this question would have important consequences in the theory of Abelian torsion groups. A step in this direction is

Theorem 16. Let $A$ and $B$ be pure subgroups of primary group $G$ with $A[p]=B[p]$. Then $G=A \oplus C$ implies $G=B \oplus C$ and $A \cong B$.

Proof. Let $G=A \oplus C$. Then $G[p]=A[p] \oplus C[p]=B[p] \oplus C[p]$. We will show that $G=B \oplus C$. First notice that $A[p]=B[p]$ gives us that $B \cap C=0$. To prove $G=B \oplus C$, it suffices to verify that $G \subset B \oplus C$. For this purpose it is sufficient that $G\left[p^{n}\right] \subset B \oplus C$ for each $n$. But this is true if and only if $A\left[p^{n}\right] \subset B \oplus C$ for each $n$. Now we use induction to show that $G\left[p^{n}\right] \subset B \oplus C$ for each $n$. First, $G[p] \subset B \oplus C$ by hypothesis. Next suppose that $G\left[p^{n}\right] \subset B \oplus C$, and let $a \in A$ with $o(a)=p^{n+1}$. Then $p^{n} a=b \in A[p]=B[p]$. By the purity of $B, p^{n} a=p^{n} b_{1}$ with $b_{1} \in B$, and $p^{n}\left(a-b_{1}\right)=0$, so that $a-b_{1} \in B \oplus C$ by the induction hypothesis. Hence $a \in B \oplus C$, therefore

$$
A\left[p^{n+1}\right] \subset B \oplus C
$$

which means that $G\left[p^{n+1}\right] \subset B \oplus C$. Thus $G=B \oplus C$. Finally $A \cong G / C$ $\cong B$, and the proof is complete.

The foregoing theorem suggests the following generalization.
Theorem 17. Let $G$ be a direct sum of torsion groups, $G=\sum_{\alpha \in A} G_{\alpha}$, and let $\left\{T_{\alpha}\right\}_{\alpha \in_{A}}$ be a family of subgroups pure in $G$ with $T_{\alpha}[p]=G_{\alpha}[p]$ for each relevant prime $p$ and each $\alpha \in A$. Then for any subfamily $\left\{T_{\alpha}\right\}_{\alpha \in S}, G=\sum_{\alpha \in S} T_{\alpha} \oplus \sum_{\alpha \notin S} G_{\alpha} . \quad$ In particular, $G=\sum_{\alpha \in A} T_{\alpha}$ and $G_{\alpha} \cong T_{\alpha}$ for each $\alpha \in A$.

Proof. Put $T=\sum_{\alpha \in A} T_{\alpha}$. It suffices to show that $G=T$. We show as before that for each $n$ we have $G\left[p^{n}\right] \subset T$. This is true if for each $\alpha \in A$ we have for the primary components $G_{\alpha_{p}}$, that $G_{\alpha_{p}}\left[p^{n}\right] \subset T$ for each $n$. This is accomplished as in the proof of Theorem 16. Finally, that $T_{\alpha} \cong G_{\alpha}$ for each $\alpha$ follows as before.
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## HIGH SUBGROUPS OF ABELIAN TORSION GROUPS

John M. Irwin

The results in this paper were part of a doctor's thesis completed in February 1960 under Professor W. R. Scott at the University of Kansas. The author wishes to express his gratitude to Professor Scott for his advice and for checking the results.

In what follows, all groups considered are Abelian. Let $G^{1}$ be the subgroup of elements of infinite height in an Abelian group $G$ (see [2]). A subgroup $H$ of $G$ maximal with respect to disjointness from $G^{1}$ will be called a high subgroup of $G$. If $N$ is a subgroup of $G, H$ will be called $N$-high if and only if $H$ is a subgroup of $G$ maximal with respect to disjointness from $N$. Zorn's lemma guarantees the existence of $N$ high subgroups for any subgroup $N$ of $G$. A group $E$ minimal divisible among those groups containing $G$ will be called a divisible hull of $G$. Unless otherwise specified, the notation and terminology will be essentially that of L. Fuchs in [1].

The main theorem says that high subgroups of Abelian torsion groups are pure. After proving some preparatory lemmas, we will prove the main theorem. Then we will discuss Fuchs' Problem 4 and list some of the more important properties of high subgroups. Finally we will state some generalizations.

A lemma describing $N$-high subgroups is
Lemma 1. Let $G$ be a primary group with $H$ an $N$-high subgroup of $G, D$ a divisible hull of $G, A$ any divisible hull of $H$ in $D$ (this means that $A \subset D$ ), and $B$ any divisible hull of $N$ in $D$.

Then
(a) $D=A \oplus B$.
(b) $A \cap G=H$, and $H$ and $B \cap G$ are neat in $G$.
(c) Any complementary direct summand of $A$ in $D$ containing $N$ is a divisible hull of $N$.
(d) Any complementary direct summand of $B$ in $D$ containing $H$ is a divisible hull of $H$.
(e) $D$ is a divisible hull of any subgroup $M$ with $(H \oplus N)[p] \subset$ $M \subset G$.
(f) $D[p]=(H \oplus N)[p]=H[p] \oplus N[p]=G[p]$.
(g) All $N$-high subgroups $H$ of $G$ may be obtained as $E \cap G$, where $E$ is a complementary direct summand of a divisible hull $F$ of $N$ in $D$.

Proof. When $N=0$ there is nothing to prove, so suppose $N \neq 0$.

[^26](a) To see this, we first show that $A \cap B=0$. If $0 \neq x \in A \cap B$, then by Kulikov's lemma ([1], p.66) there exist positive integers $r$ and $s$ such that $p^{r} x \neq 0 \neq p^{s} x$ and $p^{r} x \in H, p^{s} x \in N$. But $0 \neq p^{\max (r, s)} x \in H \cap N$ $=0$, which is impossible. The divisibility of $A \oplus B$ provides a decomposition $D=A \oplus B \oplus C$. If $C \cap G \neq 0, H$ will not be $N$-high in $G$, whence $C \cap G=0$. By Kulikov's lemma, $C=0$, and we have $D=A \oplus B$ as stated.
(b) That $A \cap G=H$ is clear. The neatness follows from [1], p. 92, $h$,
(c) and (d) follow from (a) and the definition of $H$,
(e) and (f) follow from Kulikov's lemma,
(g) follows from (a) and (b). This concludes the proof of Lemma 1.

In what follows $\langle x\rangle$ will denote the cyclic subgroup of $G$ generated by $x \in G$. An interesting and helpful lemma is

Lemma 2. Let $N$ be a subgroup of a primary group $G, H$ an $N$ high subgroup of $G$, and let $H$ contain a basic subgroup $B$ of $G$. Then $H$ is pure in $G$.

Proof. The group $G / B$ is divisible since $B$ is basic in $G$. Now $H \mid B \subset G / B$, and by [1], p. 66, Theorem 20.2, there exists a divisible hull $E / B$ of $H / B$ in $G / B$. Suppose $E / B>H / B$. Then $E>H$, and hence $E \cap N \neq 0$. Thus there exists a nonzero element $g \in N$ with $0 \neq$ $\langle g+B\rangle \subset E \mid B$. Now $\langle g+B\rangle \cap(H \mid B)=0$. To see this, suppose $0 \neq$ $m(g+B)=m g+B=h+B$. Then $m g-h=b \in B$, and $0 \neq m g=$ $h+b \in H$, contradicting $H \cap N=0$. Thus we have $\langle g+B\rangle \cap(H \mid B)=$ 0 . By Kulikov's lemma, $\langle g+B\rangle=0$, and therefore $g \in B$, which implies that $g=0$, contrary to the choice of $g$. Thus $E / B=H / B$ is divisible, and therefore is pure in $G / B$. Then the purity of $B$ in $G$ together with [1], p. 78, $M$ imply that $H$ is pure in $G$.

A useful lemma with a standard proof is
Lemma 3. If $G=S \oplus T$, where each element of $S$ has finite height, then $G^{1} \subset T$ and $T^{1}=G^{1}$.

A lemma which displays an inheritance property is
Lemma 4. If $G=S \oplus T$, where $S \subset H$ and $H$ is high in $G$, then $H=S \oplus H \cap T$, and $H \cap T$ is high in $T$. (Note: This implies that $H \cap T$ is maximal with respect to disjointness from $G^{1}$ in $T$ by Lemma 3.)

Proof. Put $M=H \cap T$, and suppose that there exists $0 \neq t \in T \backslash H$, with $\{M, t\} \cap T^{1}=0$. But this means that $\{M, t\} \cap G^{1}=0$, and hence $[S \oplus\{M, t\}] \cap G^{1}=0$; for otherwise we would have $s+(m+k t)=g \neq 0$ with $s \in S, m \in M, g \in G^{1}$. Then $s=0$ and $m+k t=g \neq 0$. But $m+$ $k t \in\{M, t\}$, which is not possible. Thus $[S \oplus\{M, t\}] \cap G^{1}=0$ and
[ $S \oplus\{M, t\}]>H$, contrary to the assumption that $H$ is high in $G$.
A lemma on making new basic subgroups out of old ones is
Lemma 5. Let $B_{1} \oplus \cdots \oplus B_{n} \oplus G_{n}=G$, where $B=\Sigma B_{n}$ is basic in G. Let $T_{n}=B_{n+1}^{\prime} \oplus B_{n+2}^{\prime} \oplus \cdots$ be basic in $G_{n}$. Then $C=B_{1} \oplus \cdots \oplus$ $B_{n} \oplus T_{n}$ is basic in $G$.

Proof [1], p. 109, Exercise 9a.
An $x \in G$ will be called a pure element of $G$ if and only if $\langle x\rangle$ is a pure subgroup (and therefore is a direct summand) of $G$.

The next lemma is the kingpin in the proof that if $H$ is high in $G$, then $H$ contains $B$ basic in $G$. It is not altogether obvious that $H$ contains nonzero pure subgroups of $G$. The proof of the next lemma will be carried out in several steps. We will consider special cases which are perhaps unnecessary, but which will help to clarify the method of proof.

Lemma 6. Let $H$ be a high subgroup of a primary group $G$. If $G$ contains nonzero pure elements of order $p^{n}$, but not of smaller order, then $H$ contains pure elements of $G$ of order $p^{n}$.

Proof.
Case 1. $n=1$. Let $b \in G$ be pure of order $p$ with $b \notin H$. Then there exists $h \in H$ such that $h+b=g \neq 0$, where $g \in G^{1}$. Clearly this means that the orders of $h$ and $b$ are the same. Now $h$ and $b$ both have finite height, and hence their heights must be equal (since their sum is an element of infinite height in $G$ ). Here we are making use of the fact that if $o(h)=p$ and $h(h)=0$, then $\langle h\rangle$ is pure in $G$. The fact that $b$ is a pure element of order $p$ in $G$ necessarily means that $h(b)=0$; whence $h(h)=0$, and $h$ is a pure element of $G$.

Case 2. $n>1$. Let $b$ be a pure element of $G$ of order $p^{n}$ such that $b \notin H$. Then there exists an $h \in H$ such that $h+p^{s} b=g \neq 0$, where $g \in G^{1}$ and $0 \leqq j<n$.

Case 2.1. $j=0$. Then we have $h+b=g$ and $p^{n-1} h+p^{n-1} b=$ $p^{n-1} g \in G^{1}$. Clearly $p^{n-1} h$ has order $p$ and height $n-1$ in $G$ and in $\langle h\rangle$. Thus by [1], p. 78, $J$, we have that $h$ is a pure element of $G$.

Case 2.2. $1 \leqq j<n$. Now the equation $h+p^{\prime} b=g \neq 0$ clearly implies that the height of $h$ in $G$ is $j$. If the height of $h$ in $H$ were also $j$, that is if $h=p^{3} h^{\prime}$ for some $h^{\prime} \in H$, then $h^{\prime}$ would be a pure
element of $G$ of order $p^{n}$. To see this simply consider the equation $p^{n-1} h^{\prime}+p^{n-1} b=p^{n-j-1} g \in G^{1} . \quad o\left(p^{n-1} h^{\prime}\right)=p$ and obviously $h\left(p^{n-1} h^{\prime}\right)=$ $n-1$. The height of $p^{n-1} h^{\prime}$ in $\left\langle h^{\prime}\right\rangle=n-1$, so that by [1], p.78, J, $h^{\prime}$ is a pure element of $G$ of order $p^{n}$ in $H$. Thus it remains to verify that the height of $h$ in $H$ is $j$.

From the neatness of $H$ and the fact that $g \in G^{1}$, it follows that $h=p h_{1}$ for some $h_{1} \in H$. Now if $h\left(h_{1}\right)>0$, we again have by the neatness of $H$ that $h_{1}=p h_{2}$ for some $h_{2} \in H$. Continuing in this way, we must eventually arrive at $h=p^{j-k} h_{k}, h_{k} \in H$ where the height of $h_{k}$ in $G$ is 0 . If $k>0$, then let $m$ be the least positive integer such that $p^{m} h_{k}=p^{m+1} z$ for $z \in G$ (if worst comes to worst $m=j-k$ will do). Then clearly $0<m \leqq j-k<j<n, \quad p^{m}\left(h_{k}-p z\right)=0, \quad$ and $\quad p^{m-1}\left(h_{k}-p z\right) \neq 0 \quad$ has height $m-1$ in $G$ by the choice of $m$ and $h_{k}$. Thus since $o\left(p^{m-1}\left(h_{k}-p z\right)\right)$ $=p$, and the height of $p^{m-1}\left(h_{k}-p z\right)$ is $m-1$ in $\left\langle h_{k}-p z\right\rangle$, we have by [1], p. 78, $J$, that $h_{k}-p z$ is a pure element of $G$ of order $p^{m}<p^{n}$. This contradicts the hypotheses on $G$. Hence we must have $k=0$, $h=p^{\dagger} h_{k}$, and $h_{k}$ is a pure element of $G$ in $H$ of order $p^{n}$.

If $B=\Sigma B_{n}$ is a basic subgroup of $G$ where $B_{n}$ is a direct sum of cyclic groups of order $p^{n}$, then such a subgroup $B_{n}$ which does not consist of 0 alone will be referred to as a $B_{n}$ of $G$.

Lemma 7. Let $G$ be a primary group, $H$ a high subgroup of $G$, and $n$ the least positive integer such that $G$ contains $a B_{n}$. Then $H$ contains a $B_{n}$ of $G$.

Proof. By Lemma 6, $H$ contains pure elements of $G$ of order $p^{n}$. The fact that the union of an ascending chain of pure subgroups is pure together with [1], p. 80, Theorem 24.5 allows us to apply Zorn's lemma to obtain a $p^{n}$-bounded direct summand $H_{n}$ of $G$, maximal with respect to the property of being contained in $H$. We wish to show that $H_{n}$ is a $B_{n}$ for $G$. To see this write $G=H_{n} \oplus R_{n}$ and $H=H_{n} \oplus H \cap R_{n}$ where by Lemma 4, $H \cap R_{n}$ is high in $R_{n}$. Suppose that $H_{n}$ is not a maximal $p^{n}$-bounded direct summand (a $B_{n}$ ) of $G$. Then there exists a $B_{n}$ of $G$ with $H_{n}<B_{n}$. Now $G=H_{n} \oplus R_{n}$, so that $B_{n}=H_{n} \oplus B_{n} \cap R_{n}$. Now the transitivity of purity tells us that $B_{n} \cap R_{n} \neq 0$ is pure in $G$. Thus $R_{n}$ contains pure elements of order $p^{n}$ since $G$ contains no pure elements of order less than $p^{n}$. This means by Lemma 6 that $H \cap R_{n}$ as a high subgroup of $R_{n}$ must contain a pure element $h$ of order $p^{n}$. Then $G=H_{n} \oplus R_{n}=H \oplus\langle h\rangle \oplus R_{n}^{\prime}$, and $\left(H_{n} \oplus\langle h\rangle\right)>H_{n}$ implies that $H_{n}$ is not a maximal $p^{n}$-bounded direct summand of $G$ contained in $H$, contrary to the choice of $H_{n}$. This means that $H_{n}$ is a $B_{n}$ of $G$ contained in $H$ after all, and this concludes the proof.

Lemma 8. Let $G$ be a primary group, and let $H$ be a high sub-
group of $G$. Then $H$ contains a basic subgroup of $G$.
Proof. By a theorem of Baer ([1], p.62), it suffices to consider the reduced case. Lemma 7 provides a start for the induction. Let $B_{n_{1}}^{\prime}$ be a first $B_{n}$ of $G$. By lemma $7, H$ contains a $B_{n_{1}}$ and $G=B_{n_{1}} \oplus R_{1}$ with $H=B_{n_{1}} \oplus H \cap R_{1}$. Let $B_{n_{2}}$ be the next $B_{j}$ of $G$. By Szele's theorem ([1], p.99) and Lemma 5, $R_{1}$ contains a $B_{n_{2}}$ but no preceding $B_{j}$. We apply Lemma 7 to $H \cap R_{1}$ as a high subgroup of $R_{1}$ to see that $H \cap R_{1}$ contains a $B_{n_{2}}$ of $G$. By successive application of this procedure, we have by induction, Szele's theorem, Lemmas 5 and 7 that $H$ contains a basic subgroup of $G$.

We are now ready to state and prove our main theorem.
Theorem 1. Let $G$ be a primary group and $H$ a high subgroup of $G$. Then $H$ is pure in $G$.

Proof. As in the proof of Lemma 8, it suffices to consider the case where $G$ is reduced. Lemmas 2 and 8 complete the proof.

In his book [1], L. Fuchs asks the following question: "Let $G$ be a primary group and $H$ an infinite subgroup without elements of infinite height. Under what conditions can $H$ be imbedded in a pure subgroup of the same power and again without elements of infinite height?'" Theorem 1 allows us to give the best possible solution to this problem.

Theorem 2. Let $G$ be an Abelian primary group. If $S$ is any infinite subgroup of $G$ with $S \cap G^{1}=0$, then $S$ can be embedded in a pure subgroup $K$ of $G$ so that $K \cap G^{1}=0$ and $|K|=|S|$.

Proof. By Zorn's lemma, there exists a subgroup $H$ high in $G$ with $H \supset S$. By Theorem 1, $H$ is pure in $G$. Szele has shown that every infinite subgroup can be embedded in a pure subgroup of the same power ([1], p. 78). So let $K$ be a pure subgroup of $H$ containing $S$ and of the same power as $S$. Then by the transitivity of purity, we have that $K$ is pure in $G$. Since $K \subset H$, it follows that $K \cap G^{1}=0$. This concludes the proof.

The following discussion yields the solution to Fuchs' question in the torsion case. The proofs of the next two lemmas are standard and consequently will be omitted.

Lemma 9. Let $G$ be a torsion group. If $G=\Sigma G_{\alpha}$, then $G^{1}=\Sigma G_{\alpha}^{1}$.
Lemma 10. Let $G$ be a torsion group. Then an internal direct sum of pure subgroups of the direct summands of a given direct decomposition of $G$ is a pure subgroup of $G$.

Concerning the primary decomposition of a torsion group $G$, we have,

Lemma 11. If $H$ is a high subgroup of a torsion group $G$, then writing $G$ and $H$ in terms of their primary components $G=\Sigma G_{p}$ and $H=\Sigma H_{p}=\Sigma H \cap G_{p}$, we have that $H_{p}$ is a high subgroup of $G_{p}$ for each relevant prime $p$ in the primary decomposition of $G$.

Proof. Clearly $H_{p} \cap G_{p}^{1}=0$. So suppose for some $p, H_{p}$ is not high in $G_{p}$. Then there exists an $x \in G_{p} \backslash H_{p}$ with $\left\{H_{p}, x\right\} \cap G_{p}^{1}=0$. Replacing $H_{p}$ by $S_{p}=\left\{H_{p}, x\right\}$ in $H=\Sigma H_{p}$, we obtain from Lemma 9 a subgroup $S>H$ with $S \cap G^{1}=0$. But this is contrary to $H$ high in $G$.

A generalization of Theorem 1 is
Theorem 3. If $H$ is a high subgroup of a torsion group $G$, then $H$ is pure in $G$.

Proof. Write $G=\Sigma G_{p}$ and $H=\Sigma H_{p}$ and by Lemma 11, we have that $H_{p}$ is high in $G_{p}$ so that by Theorem 1 we have $H_{p}$ is pure in $G_{p}$. Now by Lemma 10, $H$ is pure in $G$.

The generalization of the solution to Fuchs' question to torsion groups is

Theorem 4. Any infinite subgroup $S$ of a torsion group $G$ with $S \cap G^{1}=0$ can be embedded in a pure subgroup $K$ of $G$ so that $|\boldsymbol{K}|=$ $|S|$ and $K \cap G^{1}=0$.

Proof. Use Theorem 3 and the proof of Theorem 2.
We mention for completeness that Lemma 8 has a suitable generalization to torsion groups.

Lemma. 12. Let $G$ be a torsion group and let $H$ be a high subgroup of $G$. Then $H$ contains a basic subgroup of $G$.

Proof. Use Lemma 8, the primary decomposition of $H$, and [1], p.109, Exercise 9a.

Some of the more interesting properties of high subgroups are contained in

Theorem 5. Let $G$ be a reduced primary group with $G^{1} \neq 0$, and let $H$ and $K$ be high subgroups of $G$. Then
(a) $H$ contains $B$ basic in $G$
(b) $H$ is pure in $G$
(c) $G / H$ is a divisible hull of $\left(G^{1} \oplus H\right) / H \cong G^{1}$
(d) $G / K \cong G / H$
(e) $p^{n} H$ is high in $p^{n} G$ for all $n \in I$ ( $I$ is the set of positive integers.)
(f) $p^{n} H$ is pure in $p^{n} G$ for all $n \in I$
(g) $G=\left\{H, p^{n} G\right\}$ for all $n \in I$
(h) $H$ is infnite
(i) $H$ is of unbounded height in $G$
(j) $p^{n} G=\left\{p^{n} H, p^{n+k} G\right\}$ for all $n, k \in I$
(k) $p^{n} H / p^{n+\varepsilon} H \cong p^{n} G / p^{n+k} G$ for all $n, k \in I$.
(1) $p^{n} G / p^{n} H \cong G / H$ for all $n \in I$.
(m) $G$ is minimal pure containing $H \oplus G^{1}$
(n) $H \oplus G^{1}<G$
(o) $\left|H \oplus G^{1}\right|=|G|$
(p) $\left|G^{1}\right|<|G|$ implies $|H|=|G|$
(q) $|K|=|H|$ (This also holds for $N$-high subgroups of infinite rank.)
(r) $\quad|G| \leqq|H|{ }^{\aleph_{0}}$
(s) $\quad G / p^{n} H=H / p^{n} H \oplus p^{n} G / p^{n} H$ for all $n \in I$.
(t) $H$ is not always basic
(u) If $H$ is countable, then $H$ is basic in $G$, and $H \cong K$.

Proof. (a) and (b) have already been proved.
(c) Is easy.
(d) Follows from (c) and the fact that isomorphic groups have isomorphic divisible hulls (see [1], p. 66, Theorem 20.2).
(e) To see that $p^{n} H$ is high in $p^{n} G$, suppose that there exists $x \in G$ with $\left\{p^{n} H, p^{n} x\right\} \cap G^{1}=0$ and $p^{n} x \notin p^{n} H$. (Here we are using the fact that $\left(p^{n} G\right)^{1}=G^{1}$.). Now by purity of $H, p^{n} x \notin p^{n} H$ implies $p^{n} x \notin H$. Thus we have some $h \in H$ with $h+m p^{n} x=g \neq 0, g \in G^{1}$. But then $h$ must be in $p^{n} H$ contrary to $\left\{p^{n} H, p^{n} x\right\} \cap G^{1}=0$.
(f) The purity of $p^{n} H$ in $p^{n} G$ follows from (e), and Theorem 1 applied to $p^{n} G$.
(g) This is an immedite consequence of (c).
(h) And (i) both follow from (g) and the fact that a high subgroup of a reduced group is not a direct summand.
(j) Follows from (e) and (g).
(k) Follows from (j), the second isomorphism theorem, and (f).
(1) Is an immediate consequence of the fact that both quotient groups are divisible hulls of $G^{1}$. This is also a straightforward application of (g).
(m) This follows from Lemma 1 (f) and [1], p. 78, $K$.
(n) Follows from the fact that (c) holds and hence $H$ is not a direct summand of $G$.
(o) Follows from Lemma 1 (f) and an easy set theoretic argument.
(p) Is an easy consequence of (o).
(q) Here some cases are taken care of by (d), but a proof for the general case is not difficult. To show that $|H|=|K|$, it suffices (by an
easy set theoretic argument) to verify that $H[p] \cong K[p]$. For this purpose let $D$ be a divisible hull of $G$, and $C$ be a divisible hull of $G^{1}$ in $D$. By Lemma 1, if $A$ and $B$ are divisible hulls in $D$ of $H$ and $K$ respectively, then $A$ and $B$ are complementary direct summands of $C$ in $D$. Finally $A \cong D / C \cong B$ and $H[p]=A[p] \cong B[p]=K[p]$. The same argument shows the result for $N$-high subgroups of infinite rank.
(r) Follows trivially from (a) and [1], p. 102, Theorem 30.1.
( s ) To see this, use (g) and the purity of $H$.
( t$)$ Let $G$ be the direct sum of an unbounded closed primary group and any primary group with nonzero elements of infinite height.
(u) This follows from (b), (c), (q), the fact that a countable $H$ is a direct sum of cyclic groups, and that any two basic subgroups of $G$ are isomorphic.

For a comparison with the properties of basic subgroups see [1], p.101. The reader will notice that (d) is an interesting property of high subgroups which basic subgroups do not possess.

We are now ready to discuss the question of whether or not any two high subgroups of a reduced primary group are isomorphic. Let $A$ be a subgroup of $G$, and let $\widetilde{A}$ be the image under the natural homomorphism from $G$ onto $G / G^{1}$. It is a simple matter to verify that $\widetilde{G}$ is a reduced primary group without elements of infinite height. Thus if $H$ is a high subgroup of $G$, we have that $H \cong \widetilde{H}$. This provides us a natural way to study the properties of high subgroups without actually looking at these subgroups themselves.

A result concerning Ulm invariants as defined by Kaplansky in [2], and providing another proof that two countable high subgroups of a group $G$ are isomorphic is the following

Theorem 6. Let $H$ and $K$ be high subgroups of a primary group G. Then $\left(p^{n} \widetilde{H}\right)[p] /\left(p^{n+1} \widetilde{H}\right)[p]=\left(p^{n} \widetilde{K}\right)[p] /\left(p^{n+1} \widetilde{K}\right)[p]$. In particular, $H$ and $K$ have the same Ulm invariants. Moreover, their nth Ulm invariants are the same as the nth Ulm invariant of $G$.

Proof. Consider $\widetilde{H}$ and $\widetilde{K}$. First we notice
(i) $\widetilde{H}[p]=\widetilde{K}[p]$.

To see this we observe that $o(h)=o\left(h+G^{1}\right)$. Suppose $h \in H[p] \backslash H \cap$ $K$. Then there exists $k \in K$ with $h-k=g \neq 0$ where $g \in G^{1}$. Clearly $o(k)=p$ and we have $h=k+g$. This proves that $\tilde{H}[p] \subset \widetilde{K}[p]$. Thus by symmetery $\widetilde{H}[p]=\widetilde{K}[p]$. Next we have
(ii) $p^{n} \widetilde{H}[p]=p^{n} \widetilde{K}[p]$ for $n \in I$.

To see this use Theorem 5 (e), and the foregoing (i).
Now from (ii) we have that $\left(p^{n} \widetilde{H}\right)[p] \backslash\left(p^{n+1} \widetilde{H}\right)[p]=\left(p^{n} \widetilde{K}\right)[p] /\left(p^{n+1} \widetilde{K}\right)[p]$ since the numerators are equal and the denominators are equal, and hence the Ulm invariants of $\widetilde{H}$ and $\widetilde{K}$ are equal. Finally the fact that
$H \cong \widetilde{H}$ gives us that $H$ and $K$ have the same $n$th Ulm invariants. The last part of the theorem follows from $\left(p^{n} G\right)[\mathrm{p}] /\left(p^{m+1} G\right)[p] \cong\left(p^{n} \widetilde{H}\right)[p] /\left(p^{n+1} \tilde{H}\right)[p]$ which is obtained with the help of Lemma $1(\mathrm{f})$, Theorem 5 (e), and the second isomorphism theorem.

We will now mention a few generalizations to modules. In what follows, $R$ will denote a principal ideal ring. This means that $R$ is an integral domain (commutative ring with an identity and no divisors of zero) in which every ideal is principal. By an $R$-module we mean a unitary left $R$-module, and by submodule of an $R$-module we mean a sub- $R$-module. An $R$-module $M$ is called primary if and only if the order ideal of every element of $M$ is generated by a power of the same prime element $p$ of $R$. We shall be content with a generalization to primary modules of our main results for primary groups. We rely heavily on the generalizations of Theorems 1 to 14 in [2].

We make a blanket assertion: All of our lemmas and theorems for primary groups are true for primary modules. Only minor, straightforward modifications of the definitions and proofs are necessary, and these can be easily carried out by imitating all the previous definitions and proofs. When referring to orders of elements in a primary module, we say that $o(x)$ is smaller than $o(y)$ if and only if the generator of the order ideal of $x$ divides the generator of the order ideal of $y$.

In conclusion we state without proof the most worthwhile lemmas and theorems.

Lemma 13. Let $M$ be a primary $R$-module. Let $L, N$ be submodules of $M$ with $L$ containing a basic submodule $B$ of $M$, and $L$ maximal with respect to disjointness from $N$. Then $L$ is pure in $M$.

Theorem 7. Let $H$ be a high submodule of a primary $R$-module $M$. Then $H$ is pure in $M$.

The solution of Fuchs' question for primary modules is
Theorem 8. Let $S$ be an infinitely generated submodule of the primary $R$-module $M$ with $R$ countable and $S \cap M^{1}=0$. Then $S$ can be embedded in a pure submodule $K$ of $M$ such that $K \cap M^{1}=0$ and $|K|=|S|$.

The only essential difference between this theorem and Theorem 2 is that the word infinite has been replaced by the words infinitely generated to make $|K|=|S|$ true in all cases. The proof is the same as before. The countability assumption on $R$ makes the proof of [1] p. $78 N$ easy.

The author conjectures that all high subgroups of a given primary group are isomorphic, and also wishes to pose the questions:

For what subgroups $N$ of a primary group $G$ is it true that
(a) all $N$-high subgroups are pure
(b) all $N$-high subgroups are isomorphic
(c) all $N$-high subgroups are endomorphic images of $G$
(d) $G / N$ divisible implies $N$ contains $B$ basic in $G$ ?
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# QUOTIENT RINGS OF RINGS WITH ZERU SINGULAR IDEAL 

R. E. Johnson

Many papers have been written recently (see [2]-[14] of bibliography) on extensions of rings to rings of quotients. In most of these papers, strong enough conditions are imposed on the given rings to insure that each has a vanishing singular ideal (first defined in [5]). It seems appropriate at this time to collect these results and present them in as general a form as possible. In this paper, it is assumed that each ring has a zero right singular ideal. A subsequent paper will give the quotient structure of a ring having a vanishing right and left singular ideal.

1. Introduction. If $R$ is a ring and $M$ is an $R$-module, then $L(R)$ and $L(M, R)$ will designate the lattices of right ideal of $R$ and $R$-submodules of $M$, respectively. Superscripts " $r$ ', and " $l$ " will be used in designating the right and left annihilators, respectively, of an element or subset of a ring or module. The context will always make it clear from what set the annihilators are to be chosen.

In a lattice $L$ with 0 and $I$, an element $B$ is called an essential extension of element $A$, and we write $A \subset^{\prime} B$, if and only if $A \subset B$ and $C \cap A \neq 0$ for every $C$ in $L$ for which $C \cap B \neq 0$. An element $A$ of $L$ is called large if $A \subset^{\prime} I$. The sublattice of $L$ of all large elements is designated by $L^{\boldsymbol{\Delta}}$.

If $R$ is a ring and $M$ is a right $R$-module, then let

$$
M^{\mathbf{\Delta}}(R)=\left\{x \mid x \in M, x^{r} \in L^{\mathbf{\Delta}}(R)\right\}, \quad R^{\mathbf{\Delta}}=\left\{x \mid x \in R, x^{r} \in L^{\mathbf{\Delta}}(R)\right\} .
$$

It is easily shown that $M^{\boldsymbol{\Delta}}(R)$ is a submodule of $M$ and $R^{\mathbf{\Delta}}$ is a (twosided) ideal of $R$. The ideal $R^{\mathbf{\Delta}}$ is called the singular ideal [5; p. 894] of $R$.

A ring $R$ with zero singular ideal has the unusual property, proved in [7; Section 6], that each $A \in L(R)$ has a unique maximal essential extension $A^{s}$ in $L(R)$. The mapping $s: A \rightarrow A^{s}$ of $L(R)$ is shown there to be a closure operation on $L(R)$ having the following properties:
(1) $0^{s}=0$,
(2) $(A \cap B)^{s}=A^{s} \cap B^{s}$ for each $A, B \in L(R)$, and
(3) $\left(x^{-1} A\right)^{s}=x^{-1} A^{s}$ for each $x \in R$ and $A \in L(R)$, where $x^{-1} B=\{y \mid y \in R$, $x y \in B\}$. The set $L^{s}(R)$ of closed right ideals (i.e., $A=A^{s}$ ) may be made into a lattice in the usual way by defining the union of a set of

[^27]elements of $L^{s}(R)$ to be the least upper bound of the set. The resulting lattice $L^{s}(R)$, which is not in general a sublattice of $L(R)$, is proved to be a complete complemented modular lattice in [7; Section 6]. If $M$ is a right $R$-module for which $M^{\boldsymbol{\Delta}}(R)=0$, then the closure operation $s$ may be defined in a similar way on $L(M, R)$. The resulting lattice $L^{s}(M, R)$ has similar properties to those of $L^{s}(R)$, as was shown in [7; Section 6].

For $A, B \in L(R), B$ is called a complement of $A$ if $B \cap A=0$ whereas $C \cap A \neq 0$ for every $C \supset B, C \neq B$. If $B$ is a complement of $A$, then clearly $A+B \in L^{\mathbf{\Delta}}(R)$. Furthermore, if $R^{\mathbf{\Delta}}=0$, then $B \in$ $L^{s}(R)$.

If $A$ is a two-sided ideal of $R$ for which $A \cap A^{l}=0$, then evidently $A^{l}$ is the unique complement of $A$ in $L(R)$. Since $\left(A+A^{l}\right)^{l}=A^{l} \cap A^{l \imath}$, clearly $A^{l l}$ is the unique complement of $A^{l}$ in case $R^{\mathbf{\Delta}}=0$. In this case, both $A^{l}$ and $A^{l l}$ are in $L^{s}(R)$. By [7; 6.7], $C^{s}(R)=\{A \mid A$ ideal of $\left.R, A \cap A^{l}=0, A=A^{l l}\right\}$ is the center of the lattice $L^{s}(R)$. For each $A \in C^{s}(R)$, it is easily seen that $A^{\mathbf{\Delta}}=0$, that $L^{s}(A)=\left\{B \cap A \mid B \in L^{s}(R)\right\}$, and that $C^{s}(A)=\left\{B \cap A \mid B \in C^{s}(R)\right\}$. Of course, $L^{s}(A) \subset L^{s}(R)$ and $C^{s}(A) \subset C^{s}(R)$.

Every regular ring $R$ has a zero singular ideal. This is evident because $e^{r} \cap e R=0$ for each idempotent $e \in R$. Since $R=e R+e^{r}$, evidently $e R$ and $e^{r}$ are complements of each other and each is in $L^{s}(R)$. Consequently, each principal right ideal $a R \in L^{s}(R)$.

A ring $R$ for which $R^{\mathbf{\Delta}}=0$ and $C^{s}(R)=\{0, R\}$ is called (right) irreducible. An irreducible ring need not be prime. For example, the ring of all $n \times n$ triangular matrices over the ring $Z$ of integers is irreducible by [8; 3.5]. Clearly this ring has a nonzero nilpotent ideal. By [8; 2.1], an irreducible ring is prime if and only if it contains no nonzero nilpotent ideal.

If $R$ is a subring of ring $Q$ then $Q$ is called a (right) quotient ring of $R$, and write $R \leqq Q$, if and only if $q R \cap R \neq 0$ each nonzero $q \in Q$. It was proved in [5] that each ring $R$ for which $R^{\mathbf{\Delta}}=0$ has a unique maximal quotient ring $\hat{R}$. By [5; Theorem 2], $\hat{R}$ is a regular ring with unity. Essentially, the definition of $\hat{R}$ in [5] was as follows:

$$
\hat{R}=\bigcup_{\Delta \in L_{(R)}} \operatorname{Hom}_{R}(A, R)
$$

If $x, y \in \hat{R}$, then we take $x=y$ if and only if $x a=y a$ for every $a$ in some large right ideal $A \subset \operatorname{Dom} x \cap \operatorname{Dom} y$.

In case $R$ is a subring of a ring $Q$, then we may consider $Q$ as a right $R$-module. If we do so, then the assumption $R \leqq Q$ implies that $R \subset^{\prime} Q$, considering $R$ and $Q$ as right $R$-modules. It is easily verified

[^28]that if $R \leqq Q$ then $Q^{\mathbf{\Delta}}(R)=0$ if and only if $R^{\mathbf{\Delta}}=0$.
2. Some basic lemmas. The rest of this paper will be concerned only with a ring $R$ for which $R^{\mathbf{\Delta}}=0$. We shall prove in this section that if $Q$ is a quotient ring of such a ring $R$, then the lattices of closed right ideals of $R$ and $Q$ are isomorphic.
2.1 Lemma. If $R \leqq Q$ and $A \in L(Q)$, then $A \in L^{\mathbf{\Delta}}(Q)$ if and only if $A \cap R \in L^{\boldsymbol{\Delta}}(R)$.

Proof. If $A \in L^{\boldsymbol{\Delta}}(Q)$ and $b \in R, b \neq 0$, then $A \cap b Q \neq 0$ and $a=$ $b q \neq 0$ for some $a \in A$ and $q \in Q$. Now $q C \subset R$ for some $C \in L^{\Delta}(R)$ by [7; 6.1]. Since $Q^{\mathbf{\Delta}}(R)=0, b q C \neq 0$ and therefore $A \cap b R \neq 0$. Hence $(A \cap R) \cap b R \neq 0$ and $A \cap R \in L^{\boldsymbol{\Delta}}(R)$.

On the other hand, let us assume that $A \in L(Q)$ and $A \cap R \in L^{\Delta}(R)$. For each nonzero $q \in Q, q C \subset R$ for some $C \in L^{\boldsymbol{\Delta}}(R)$. If we let $B=C \cap$ $(A \cap R)$, then $B \in L^{\boldsymbol{\Delta}}(R)$ and $q B \neq 0$ since $Q^{\mathbf{\Delta}}(R)=0$. Hence $q B \cap(A$ $\cap R) \neq 0$ and we conclude that $q Q \subset A \neq 0$ for each nonzero $q \in \mathbb{Q}$. Thus, $A \in L^{\boldsymbol{\Delta}}(Q)$.
2.2 Lemma. If $R \leqq Q$ and $M$ is a right $Q$-module, then $M$ is a right $R$-module and $M^{\mathbf{\Delta}}(R)=M^{\mathbf{\Delta}}(Q)$.

Proof. If $x \in M$ and $A=x^{r}($ in $Q)$ then $A \in L^{\boldsymbol{\Delta}}(Q)$ if and only if $A \cap$ $R \in L^{\boldsymbol{\Delta}}(R)$ by 2.1. Therefore, $M^{\boldsymbol{\Delta}}(R)=M^{\boldsymbol{\Delta}}(Q)$.
2.3 Corollary. If $R \leqq Q$, then $Q^{\mathbf{\Delta}}=0$.

This follows from 2.2 if we let $M=Q$ and use the assumption that $R^{\mathbf{\Delta}}=0$.
2.4 Lemma. If $R \leqq Q$ and $M$ is a right $Q$-module such that $M^{\mathbf{\Delta}}(Q)=0$, then $L^{s}(M, R)=L^{s}(M, Q)$.

Proof. If $A \in L^{s}(M, R)$ and $q \in Q$, then $q B \subset R$ for some $B \in$ $L^{\boldsymbol{\Delta}}(R)$. Therefore $(A q) B \subset A$ and $A q \subset A$ by [7; 6.4]. Hence, $A \in$ $L(M, Q)$ and we conclude that $L^{s}(M, R) \subset L(M, Q)$.

If $A \in L(M, Q), x \in M$ and $B_{x}=\{b \mid b \in Q, x b \in A\}$, then $x \in A^{s}$ if and only if $B_{x} \in L^{\mathbf{\Delta}}(Q)$ by [7;6.4]. Therefore, in view of 2.1 , the closure of $A$ relative to $Q$ is the same as its closure relative to $R$. Thus, $L^{s}(M, R)=L^{s}(M, Q)$.
2.5 Theorem. If $R \leqq Q$, if $M$ is a right $Q$-module for which $M^{\mathbf{\Delta}}(Q)=0$ and if $N \in L^{\mathbf{\Delta}}(M, R)$, the $L^{s}(M, Q) \cong L^{s}(N, R)$ under the
correspondence $A \rightarrow A \cap N, A \in L^{s}(M, Q)$.
Proof. By [7; 6.8], $L^{s}(M, R) \cong L^{s}(N, R)$. Thus 2.5 follows from 2.4.
2.6 Corollary. If $R \leqq Q$, then $L^{s}(Q) \cong L^{s}(R)$ under the correspondence $A \rightarrow A \cap R, A \in L^{s}(Q)$.

If $R$ is an irreducible ring, so that $C^{s}(R)=\{0, R\}$, then $C^{s}(\hat{R})=$ $\{0, \hat{R}\}$ by 2.6. Hence $\hat{R}$ also is irreducible. Actually, since $\hat{R}$ is regular, $\hat{R}$ is a prime ring by [8;2.1]. We state this result as follows.
2.7 Theorem. If $R$ is an irreducible ring, then $\hat{R}$ is a prime ring.
3. $L^{s}(R)$ atomic. Let us assume in this section that $R$ is a ring for which $R^{\mathbf{\Delta}}=0$ and the lattice $L^{s}(R)$ is atomic. We define this to mean that $L^{s}(R)$ has minimal nonzero elements, called atoms, and that each element of $L^{s}(R)$ contains at least one atom. It is proved in [7; 6.9] that a nonzero element $x$ of $R$ is contained in an atom if and only if $x^{r}$ is a maximal element of $L^{s}(R)$. Incidentally, $(x R)^{s}$ is the atom containing $x$.

Two atoms $A$ and $B$ are said to be perspective [1; p. 118], and we write $A \sim B$, if and only if $A$ and $B$ have a common complement. It is easily shown in our case that $A \sim B$ if and only if $A \cup B$ contains a third atom [1; p. 120, Lemma 3]. We proved in [7; 6.10] that $A \sim B$ if and only if $a^{r}=b^{r}$ for some nonzero $a \in A$ and $b \in B$. If $A \sim B$ and $B \sim C$ then $a^{r}=b^{r}$ and $b_{1}^{r}=c^{r}$ for some nonzero $a \in A, b, b_{1} \in B$ and $c \in C$. Since $B$ is an atom, $b R \cap b_{1} R \neq 0$ and there exist $x, x_{1} \in R$ such that $b x=b_{1} x_{1} \neq 0$. Hence, $(a x)^{r}=(b x)^{r}=\left(b_{1} x_{1}\right)^{r}=\left(c x_{1}\right)^{r}$. It follows that perspectivity is an equivalence relation on the set of all atoms of $L^{s}(R)$. Clearly for a finite set $\left\{A_{1}, \cdots, A_{n}\right\}$ of perspective atoms, there exist nonzero $a_{i} \in A_{i}$ such that $a_{i}^{r}=a_{j}^{r}$ for each $i$ and $j$.

For each atom $A$ of $L^{s}(R)$, let $A^{*}$ be the union in $L^{s}(R)$ of all atoms perspective to $A$. It is proved in [7] that $A^{*}$ is an ideal of $R$ [7; 6.7] and that $A^{*}$ is an atom of $C^{s}(R)$ [7; 6.12]. Conversely, each atom of $C^{s}(R)$ is of the form $A^{*}$ for some atom $A$ of $L^{s}(R)$.

Since $C^{s}(R)$ is a Boolean algebra, $R$ is the direct union of all atoms of $C^{s}(R)$. Hence, if $\left\{A_{i}^{*} ; \mathrm{i} \in \Delta\right\}$ is the set of all distinct atoms of $C^{s}(R)$, then the ring-union $S$ of the atoms of $C^{s}(R)$ is a discrete direct sum of these atoms,

$$
S=\sum_{\imath \in 1} A_{\imath}^{*}
$$

Since $S^{l}=0$, evidently $S \leqq R$. Consequently, the maximal quotient
ring of $R$ is just the maximal quotient ring of $S$.
The following theorem characterizes $\hat{R}$ in terms of left full rings. We shall call a ring $R$ a left full ring if there exists a division ring $D$ and a right $D$-module $M$ such that

$$
R \cong \operatorname{Hom}_{D}(M, M)
$$

Evidently we may consider $M$ as a ( $R, D$ )-module.
3.1 Theorem. If $R$ is a right irreducible ring, then $\hat{R}$ is a left full ring. If $R$ is right reducible, then $\hat{R}$ is a complete direct sum of left full rings.

Proof. Consider first the case in which $R$ is irreducible. Since $\hat{R}$ is regular and $L^{s}(R) \cong L^{s}(\hat{R})$, the lattice $L^{s}(\hat{R})$ is atomic and its atoms are principal and hence minimal right ideals of $\hat{R}$. Since $\hat{R}$ is prime and has minimal right ideals, it is primitive. Let $e$ be an idempotent element of $\hat{R}$ such that $e \hat{R}$ is a minimal right ideal. Then $M=\hat{R} e$ is a minimal left ideal of $\hat{R}$ and $D=e \hat{R} e$ is a division ring. Since $x \hat{R} e \neq 0$ for each nonzero $x \in \hat{R}$ by the primeness of $\hat{R}$, evidently $\hat{R}$ is a right quotient ring of $M$. However, $\hat{R}$ is a maximal right quotient ring so that we must have $\hat{M}=\hat{R}$. Besides being a ring, $M$ may be considered to be a $(\hat{R}, D)$-module. Clearly the right ideals of $M$ are its $D$-submodules. Thus, $M$ is the only large right ideal of $M$. Consequently,

$$
\operatorname{Hom}_{\mu}(M, M),
$$

considering $M$ as a right $M$-module, is the maximal right quotient ring of $M$. Since $x(a e)=x(e a e)$ for each $x \in M$ and $a \in \hat{R}$, evidently

$$
\operatorname{Hom}_{H}(M, M)=\operatorname{Hom}_{D}(M, M)
$$

Since $\hat{M}=\hat{R}$, this proves that $\hat{R}$ is a left full ring.
If $R$ is not irreducible, then there exists a set $\left\{R_{i} ; i \in \Delta\right\}$ of irreducible rings, each having an atomic lattice of closed right ideals, such that

$$
\sum_{i \in A} R_{i} \leqq R
$$

by our previous results. We shall not give the details, but it is easily seen that if

$$
S=\sum_{\imath \in A} R_{i}, \quad \text { then } \hat{S}=\sum_{\imath \in I}^{\prime} \hat{R}_{i}
$$

where $\Sigma^{\prime}$ designates the complete direct sum. Since $\hat{S}=\hat{R}$, this proves the second part of 3.1.

The important special case of this theorem when $R$ is a primitive ring was proved by Utumi [12; 5.1] and Wong [13; 4.1]. Both Utumi and Lambek [10] have independently proved the theorem if $R$ is prime.
4. $L_{s}(R)$ finite-dimensional. The usual assumption that $R^{\mathbf{\Delta}}=0$ is made for each ring $R$ of this section. If either the a.c.c. or the d.c.c. holds for $L^{s}(R)$ then so does the other one. In fact, each is equivalent to the assumption that $L^{s}(R)$ contains a maximal chain of finite length. When this condition is satisfied, a dimension function $d$ may be defined on $L^{s}(R)$ as follows [1; p. 67]: for each $A \in L^{s}(R), d(A)$ is the length of the longest chain joining 0 to $A$. Incidentally, every maximal chain joining 0 to $A$ has the same length $d(A)$. We shall assume in this section that such a dimension function $d$ is defined on $L^{s}(R)$ and that $d(R)$ is finite. Since the lattice $L^{s}(R)$ is also complemented, each $A \in$ $L^{s}(R)$ is a direct union of $d(A)$ atoms [1; p. 105].

It is proved in [9; 3.4] that if $d(R)$ is finite then for each $a \in R$, $a R \in L^{\boldsymbol{\Delta}}(R)$ if and only if $a^{r}=0$. Of course, $a^{l}=0$ whenever $a R \in L^{\boldsymbol{\wedge}}(R)$. Thus, $D(R)=\left\{a \mid a \in R, a R \in L^{\boldsymbol{\wedge}}(R)\right\}$ is the set of regular elements of $R$. Each $a \in D(R)$ has an inverse in $\hat{R}$. For, by the regularity or $\hat{R}$, $(a b-1) a=a(b a-1)=0$ for some $b \in \hat{R}$. Since $(a b-1)^{r} \supset a R$, a large element of $L^{\Delta}(R), a b-1=0$ in view of 2.1 and 2.3. Also, $b a-1=0$ since $a^{r}=0$ in $\hat{R}$ as well as in $R$. Consequently, $b=\mathrm{a}^{-1}$.
4.1 Theorem. If $R$ is irreducible and $d(R)=n$, then $\hat{R}$ is a full ring of dimension $n$.

By a full ring of dimension $n$ we mean a ring isomorphic to $\operatorname{Hom}_{D}(M, M)$ where $D$ is a division ring and $M$ is a right $D$-module of dimension $n$.

If we select $M=\hat{R} e$ as in the proof of 3.1 , then $M \leqq \hat{R}$ and the lattices $L^{s}(R), L^{s}(M)$ and $L^{s}(\hat{R})$ are isomorphic by 2.6. Since the right ideals of $M$ are its $D$-submodules, $M$ is an $n$-dimensional vector space over $D$. Hence 4.1 follows from 3.1.

A different proof of 4.1 was given in [9; 3.6].
If $R$ is a prime ring for which $d(R)$ is finite, then it was proved in [3; Theorem 10] and in [9; 3.5] that every large right ideal of $R$ contains a regular element. Since $B=\{b \mid b \in R, q b \in R\}$ is a large right ideal of $R$ for each $q \in \hat{R}$, clearly $q b=a$ for some $b \in D(R)$ and $a \in R$; that is, $q=a b^{-1}$. This proves the following theorem of Goldie ${ }^{2}$ [3] (also proved in [11] and [9]).

[^29]4.2 Theorem. If $R$ is a prime ring for which $d(R)=n$, then not only is $\hat{R}$ the full ring of linear transformations of an $n$-dimensional vector space over a division ring but also $R=\left\{a b^{-1} \mid a \in R, b \in D(R)\right\}$.

From 3.1 and 4.1, we easily deduce the following theorem.
4.3 Theorem. If $R$ is a ring for which $d(R)$ is finite, then $\hat{R}$ is a direct sum of a finite number of finite-dimensional full rings.

A ring $R$ is called semiprime if it contains no nonzero nilpotent ideal. We recall that if $S$ is the direct sum of the atoms of $C^{s}(R)$, then $S \leqq R$. Since each nonzero ideal of $R$ has nonzero intersection with some atom of $C^{s}(R)$, evidently $R$ is semiprime if and only if each atom of $C^{s}(R)$ is prime. The following theorem was recently proved by Goldie [4].
4.4 Theorem. If $R$ is a semiprime ring for which $d(R)$ is finite, then not only is $\hat{R}$ a direct sum of a finite number of finite-dimensional full rings but also $R=\left\{a b^{-1} \mid a \in R, b \in D(R)\right\}$.

The first part of 4.4 follows directly from 4.3. To prove the second part, let $S=R_{1} \oplus \cdots \oplus R_{k}$ be the sum of the atoms of $C^{s}(R)$. Then $\hat{R}=\hat{S}=\hat{R}_{1} \oplus \cdots \oplus \hat{R}_{k}$. If $q_{i} \in \hat{R}$, then $q_{i}=a_{i} b_{i}^{-1}$ for some $a_{i} \in R_{i}$ and $b_{i} \in D\left(R_{i}\right)$ by 4.2. Thus, if $q=q_{1}+\cdots+q_{k}, a=a_{1}+\cdots+a_{k}$, and $b=b_{1}+\cdots+b_{k}, q=a b^{-1}$. This proves the second part of 4.4.

A converse of 4.4 has been given by Goldie [5; 4.4]. He proved that if $R$ is a ring for which $d(\hat{R})$ is finite and $\hat{R}=\left\{a b^{-1} \mid a \in R, b \in\right.$ $D(R)\}$, then $R$ is semiprime. Naturally, this implies the following converse of 4.2: If $R$ is a ring for which $\hat{R}$ is a finite-dimensional full ring and $\hat{R}=\left\{a b^{-1} \mid a \in R, b \in D(R)\right\}$ then $R$ is prime.
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# THE ASYMPTOTIC DISTRIBUTION OF THE TIME-TOESCAPE FOR COMETS STRONGLY BOUND TO THE SOLAR SYSTEM 

David G. Kendall and J. L. Mott.

1. Introduction This paper is one of a series (Hammersley and Lyttleton [1], [2], Kerr [3], Kendall [4], [5], [6]) concerned with the statistical-dynamical properties of the sun's family of comets. For the astronomical background, terminology, conventions, units, etc., we refer the reader to [5].

We consider a comet in the energy-state $x>0$ (so that the total energy per unit mass is equal to $-x$ ) which is approaching perihelion, not necessarily for the first time, and we write $T$ for the total time spent by the comet in describing complete circuits subsequent to this perihelion. We ignore the low energy (high $x$ ) catastrophes (capture by Jupiter, falling into the sun, etc.) and consider the fate of the comet subject to independent energy-perturbations at perihelion, the magnitudes of which we suppose to be distributed according to the probability law

$$
\frac{1}{2} e^{-|w| / b} d w / b \quad(-\infty<w<\infty)
$$

the so-called 'double-exponential law'. It is then known [5] that $T$ is almost certainly finite.

The probability distribution of $T$ cannot be found explicitly, but its Laplace-Stieltjes transform $\phi$ satisfies a differential equation which we treat by a perturbation method. At first sight it seems unlikely that a perturbation procedure followed by a Laplace inversion could yield any positive information about the distribution being studied, but in fact by a careful arrangement of the argument we are able to calculate the exact limit-law

$$
\lim _{x \rightarrow \infty} \operatorname{Pr}\left\{\left.\frac{T}{\sqrt{x}} \leqq c \right\rvert\, x\right\}
$$

for the reduced random variable $T / \sqrt{ } x$; the result is given at (15) below.
If we are chiefly interested in the origin of comets we can identify the given perihelion with the comet's first, and $x$ is then its initial energy-state. There are indications ([5], [6]) that this value of $x$ is small when compared with the average size of the perturbations, but information about solutions for large $x$ can be extracted from Hammersley [2], and the present result thus forms a useful complement to some of his results, with which it is consistent: in fact, the same (limit-) law was obtained by Hammersley in his exact solution to the corresponding problem involv-

[^30]ing Brownian motion.
If we do not identify the given perihelion with the comet's first, then our result tells us the distribution of the remaining time-to-escape $T$ for a comet which happens to have entered a high energy-state. From this point of view the result is of value whatever opinion we may hold about the origin of comets, but it is of course limited by the fact that when $x$ is large (i.e., the comet is strongly bound) then one cannot properly neglect the low-energy (high $x$ ) catastrophes.

The justification for the use of the double-exponential perturbation law will be found in [3], [4], [5], [6]. Because of the asymptotic character of the present result one might expect the detailed form of the perturbation law to be unimportant, and one might hope that identically the same result would follow for any perturbation with zero mean and a finite variance. The proof that this is so is the object of an investigation by C. Stone and J. Lamperti, who will in a forthcoming paper discuss the appropriate invariance theorem.

In the course of our work we shall make use of some Bessel function formulae given by Watson [7]. We shall refer to these formulae as $(1 \mathrm{~W}), \cdots,(5 \mathrm{~W})$, where $(1 \mathrm{~W})$ is given on p .80 of [7] at (19), (2W)-77(2), (3W)-202(1), (4W)-203(2) and (5W)-80(15).
2. The asymptotic distribution of $T / \sqrt{ } x . \quad T$ is the total time during which a comet remains in the system, measured from (say first) perihelion; thus $T$ is the total time spent in describing complete circuits. The comet is subject to energy perturbations at perihelion distributed according to the double-exponential law, and there is also a chance $k(0 \leqq k<1)$ of disintegration at each perihelion passage; for the moment we retain the possibility of disintegration but our main results depend on a method which would not be very easy to handle when $k>0$, and we shall shortly put $k=0$.

Define

$$
\phi(s \mid x) \equiv \mathscr{E}\left(e^{-s T} \mid x\right) ;
$$

here $x$ is the energy-state of the comet during the approach to first perihelion, so that $x>0$, and $s \geqq 0 . \quad V(y)=y^{-3 / 2}(y>0)$ gives the periodic time of an orbit in state $y$, but (following Hammersley [2]) we shall first set $V(y)=y^{-\alpha}$. We shall later put $\alpha=3 / 2$ to give our main result, and afterwards remark briefly on the more general case.

Consideration of the possible events at first perihelion leads to the integral equation for $\phi$ :

$$
\begin{aligned}
\phi(s \mid x)=k & +(1-k)\left\{\frac{1}{2} e^{-x / b}+\int_{0}^{\infty} \frac{1}{2} b^{-1} e^{-w / b} e^{-s \nabla(x+w)} \phi(s \mid x+w) d w\right. \\
& \left.+\int_{0}^{x} \frac{1}{2} b^{-1} e^{-w / b} e^{-s V(x-w)} \phi(s \mid x-w) d w\right\}
\end{aligned}
$$

whence
(1) $\phi(s \mid x)=k+(1-k)\left\{\frac{1}{2} e^{-x / b}+\frac{1}{2} b^{-1} e^{x / b} \int_{x}^{\infty} e^{-w / b} e^{-s V(w)} \phi(s \mid w) d w\right.$

$$
\left.+\frac{1}{2} b^{-1} e^{-x / \delta} \int_{0}^{x} e^{w / b} e^{-s V(\omega)} \phi(s \mid w) d w\right\}
$$

Since $0 \leqq \phi \leqq 1$ for $x>0$ and $s \geqq 0$, and $\phi(s \mid \cdot)$ is measurable for $s \geqq 0$, we see from (1) that $\phi(s \mid \cdot)$ is continuous on the interval $0<x<\infty$. But then $\phi(s \mid \cdot)$ is also differentiable, and with $D \equiv \partial / \partial x$,
(2) $(1-k)^{-1} D \phi=-\frac{1}{2} b^{-1} e^{-x / b}+\frac{1}{2} b^{-2} e^{x / b} \int_{x}^{\infty} e^{-w / b} e^{-s V(w)} \phi(s \mid w) d w$

$$
-\frac{1}{2} b^{-2} e^{-x / b} \int_{0}^{x} e^{w / b} e^{-s V(w)} \phi(s \mid w) d w
$$

also

$$
\begin{align*}
(1-k)^{-1} D^{2} & \phi=\frac{1}{2} b^{-2} e^{-x / b}+\frac{1}{2} b^{-3} e^{x / b} \int_{x}^{\infty} e^{-w / b} e^{-s V(w)} \phi(s \mid w) d w  \tag{3}\\
& -b^{-2} e^{-s \nabla(x)} \phi(s \mid x)+\frac{1}{2} b^{-3} e^{-x / b} \int_{0}^{x} e^{w / b} e^{-s V(w)} \phi(s \mid w) d w
\end{align*}
$$

Thus from (1) and (3)

$$
\begin{equation*}
D^{2} \phi=b^{-2}\left\{1-(1-k) e^{-s D(x)}\right\} \phi(s \mid x)-k b^{-2} \quad(x>0) \tag{4}
\end{equation*}
$$

and now we have that, in fact, $\phi \in C^{\infty}$.
We now put $k=0$, and then write (4) as

$$
\begin{equation*}
D^{2} \phi-g \phi=f \phi, \tag{5}
\end{equation*}
$$

where

$$
g=s b^{-2} V(x) \quad \text { and } \quad f=\left\{1-s V(x)-e^{-s V(x)}\right\} b^{-2} .
$$

We discuss the nature of $\phi$ by using the standard method of variation of parameters, and so postulate as a solution of (5) (for the moment we suppress the variable $s$ )

$$
\phi(x)=A(x) \theta_{1}(x)+B(x) \theta_{2}(x)
$$

where $\theta_{1}(x), \theta_{2}(x)$ are independent solutions of

$$
\begin{equation*}
D^{2} \phi-g \phi=0 \tag{6}
\end{equation*}
$$

We find that
(7) $\phi(x)=\theta_{1}(x) \int_{c}^{x} f(y) \phi(y) \theta_{2}(y) d y / W-\theta_{2}(x) \int_{a}^{x} f(y) \phi(y) \theta_{1}(y) d y \mid W$, where $W=\theta_{1}^{\prime}(y) \theta_{2}(y)-\theta_{2}^{\prime}(y) \theta_{1}(y)$ (actually a nonzero constant) and $c, d$
here are constants. When $\alpha=3 / 2$, which is the case we shall work through in detail, we can take (cf. Watson [7], p. 96)

$$
\begin{equation*}
\theta_{1}(x)=x^{1 / 2} K_{2}\left(4 b^{-1} s^{1 / 2} x^{1 / 4}\right) \quad \text { and } \quad \theta_{2}(x)=x^{1 / 2} I_{2}\left(4 b^{-1} s^{1 / 2} x^{1 / 4}\right) ; \tag{8}
\end{equation*}
$$

also $W=-\frac{1}{4}$, using ( $1 W$ ). We now rewrite (7) in the more convenient form:

$$
\begin{gather*}
\phi(x)=A \theta_{1}(x)+B \theta_{2}(x)-4 \theta_{1}(x) \int_{0+}^{x} f(y) \phi(y) \theta_{2}(y) d y  \tag{9}\\
-4 \theta_{2}(x) \int_{x}^{\infty} f(y) \phi(y) \theta_{1}(y) d y
\end{gather*}
$$

where $A$ and $B$ are constants (possibly involving $s$ ) to be found later; this we can do because, for fixed $s, \theta_{2}(y) \sim C y(y \rightarrow 0)$ and $\theta_{1}(y) \sim$ $C y^{3 / 8} e^{-c y^{1 / 4}}(y \rightarrow \infty)$, by ( $2 W$ ) and ( $3 W$ ). Here (and elsewhere) $C$ is some positive constant (often depending on $s$ ), but not necessarily the same each time it occurs. Thus the effect of our work so far has been to replace the natural integral equation, (1), by a second, (9); but (9) is the easier to handle.

We now find $A$ and $B$. We first note that $B=0$. For
(i) $\theta_{1}(y) \sim C y^{3 / 8} \exp \left(-4 b^{-1} s^{1 / 2} y^{1 / 4}\right)(y \rightarrow \infty)$, by $(3 W)$,
(ii) $\theta_{2}(y) \sim C y^{3 / 8} \exp \left(4 b^{-1} s^{1 / 2} y^{1 / 4}\right)(y \rightarrow \infty)$, by $(4 W)$ and
(iii) $f(y)=O\left(y^{-3}\right)(y \rightarrow \infty)$; thus the two integral terms of (9) tend to zero as $x \rightarrow \infty$. Since $0 \leqq \phi \leqq 1$ for all $x$, there is (for $x \rightarrow \infty$ ) just one unbounded term in (9) if $B \neq 0$, and so $B=0$.

To find $A$ we need further boundary conditions on $\phi$. From (1) (with $k=0$ ) we have

$$
\begin{equation*}
\phi(s \mid 0+)=\frac{1}{2}+\frac{1}{2} b^{-1} J, \tag{10}
\end{equation*}
$$

where

$$
J=\int_{0}^{\infty} e^{-w / b} e^{-s V(w)} \phi(s / w) d w ;
$$

and from (2) (with $k=0$ )

$$
D \phi(s \mid 0+)=-\frac{1}{2} b^{-1}+\frac{1}{2} b^{-2} J .
$$

Thus

$$
\begin{equation*}
\phi(s \mid 0+)=1+b D \phi(s \mid 0+) \tag{11}
\end{equation*}
$$

which, with (9), allows us (after some detailed calculation) to evaluate $A$. We find, by elaboration of the methods used below, that

$$
A=\left\{\frac{b^{2}}{8 s}+\frac{s}{b} \log \left(\frac{4 s}{b^{2}}\right)+(2 \gamma-1) \frac{s}{b}\right\}^{-1} ;
$$

we shall not give the details because the asymptotic distribution of $T / V x$ is obtainable without this complete treatment of $A$. We shall show later (in § 4) that

$$
\begin{equation*}
\phi=A b^{2} / 8 s+O\left(x^{1 / 2}\right) \quad(x \rightarrow 0) \tag{12}
\end{equation*}
$$

when $s>0$, whence $\phi(s \mid 0+)=A b^{2} / 8 s$. Then from (10), recalling that $A$ depends on $s$, we see that

$$
\begin{aligned}
\lim _{s \rightarrow 0}\left(A b^{2} / 8 s\right) & =\frac{1}{2}+\frac{1}{2} b^{-1} \lim _{s \rightarrow 0} \int_{0}^{\infty} e^{-w / b} e^{-s V(w)} \phi(s \mid w) d w \\
& =\frac{1}{2}+\frac{1}{2} b^{-1} \int_{0}^{\infty} e^{-w / b} d w \operatorname{Pr}\{T<\infty\}=1
\end{aligned}
$$

(because almost certainly there will be only finitely many complete circuits), so that

$$
A \sim 8 s / b^{2} \quad(s \rightarrow 0)
$$

Now put $s \sqrt{ } x=\sigma>0$ in (9) and let $x \rightarrow \infty$ and $s \rightarrow 0, \sigma$ being fixed. Then

$$
\begin{equation*}
\mathscr{E}\left(e^{-\sigma T / \sqrt{ } x} \mid x\right)=\phi(s \mid x) \rightarrow 8 b^{-2} \sigma K_{2}\left(4 b^{-1} V \sigma\right),(\sigma>0, x \rightarrow \infty) \tag{13}
\end{equation*}
$$

if both integral terms of (9) tend to zero; this is in fact the case, as we show in §3. The (honest) probability distribution

$$
\begin{equation*}
\frac{16}{b^{4}} \exp \left(-\frac{4}{b^{2} \tau}\right) \frac{d \tau}{\tau^{3}} \quad(0<\tau<\infty) \tag{14}
\end{equation*}
$$

has the expression on the right-hand side of (13) as its Laplace transform, so that

$$
\lim _{x \rightarrow \infty} \mathscr{E}\left(e^{-\sigma \tau / \sqrt{ } x} \mid x\right)=\mathscr{E}\left(e^{-\sigma \tau}\right)
$$

for all $\sigma>0$. It follows by the continuity theorem for the LaplaceStieltjes transforms of probability distributions of nonnegative random variables that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \operatorname{Pr}\left\{\left.\frac{T}{\sqrt{ } x} \leqq c \right\rvert\, x\right\}=\frac{16}{b^{4}} \int_{0}^{c} \exp \left(-\frac{4}{b^{2} \tau}\right) \frac{d \tau}{\tau^{3}},=\left(1+\frac{4}{b^{2} c}\right) \exp \left(-\frac{4}{b^{2} c}\right) . \tag{15}
\end{equation*}
$$

This is our main result; but it is clear that (to some extent at least) the precise value of $\alpha$ affects the detail of (15) rather than its essential nature. For $\alpha \neq 2$ we can take as independent solutions of (9)

$$
\theta_{1}(x)=x^{1 / 2} K_{\nu}\left(2 \nu b^{-1} s^{1 / 2} x^{1-(1 / 2) \alpha}\right) \quad \text { and } \quad \theta_{2}(x)=x^{1 / 2} I_{\nu}\left(2 \nu b^{-1} s^{1 / 2} x^{1-(1 / 2) \alpha}\right),
$$

where $\nu=|\alpha-2|^{-1}$ (for $\alpha=2$ the solutions are powers of $x$ ), and then
find as before that $W$ is a constant independent of $y$. But some limitations on $\alpha$ are imposed by the need for suitable behaviour of various integral terms, and we merely note here one analogue of (15):
if $V(x)=x^{-1}$, then

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \operatorname{Pr}\left\{\left.\frac{T}{x} \leqq c \right\rvert\, x\right\}=\frac{1}{b^{2}} \int_{0}^{c} \exp \left(-\frac{1}{b^{2} \tau}\right) \frac{d \tau}{\tau^{2}},=\exp \left(-\frac{1}{b^{2} c}\right) \tag{16}
\end{equation*}
$$

3. Analytical details. Consider the behaviour of the integral terms in (9) when $x \rightarrow \infty$ and $s \sqrt{ } x=\sigma>0$. These terms are (apart from constant factors)
(a)

$$
\theta_{1}(x) \int_{0}^{x} f(y) \phi(s \mid y) \theta_{2}(y) d y
$$

and
(b)

$$
\theta_{2}(x) \int_{x}^{\infty} f(y) \phi(s \mid y) \theta_{1}(y) d y
$$

Write (a) as $\theta_{1}(x)\left\{\int_{0}^{1}+\int_{1}^{x} f(y) \phi(s \mid y) \theta_{2}(y) d y\right\}=A_{1}+A_{2}$, say, and consider separately the terms $A_{1}$ and $A_{2}$. Using $|f|<2 b^{-2} s y^{-3 / 2}(y>0)$, and noting that $\theta_{1}(x)=\sigma s^{-1} K_{2}\left(4 b^{-1} \sqrt{ } \sigma\right)$, we have

$$
\begin{gathered}
\left|A_{1}\right|<C \frac{\sigma}{s} \int_{0}^{1} \frac{s}{y^{3 / 2}} \cdot y^{1 / 2} I_{2}\left[\frac{4 \sqrt{ } \sigma}{b}\left(\frac{y}{x}\right)^{1 / 4}\right] d y \\
<C \int_{0}^{1} \frac{1}{y}\left(\frac{y}{x}\right)^{1 / 2} d y
\end{gathered}
$$

for $x$ sufficiently large, since $I_{2}\left(\lambda^{1 / 4}\right)=O\left(\lambda^{1 / 2}\right)(\lambda \rightarrow 0)$. Thus $A_{1}=O\left(x^{-1 / 2}\right)$ $(x \rightarrow \infty)$. For $A_{2}$ we use $|f|<\frac{1}{2} s^{2} / y^{3} b^{2}$ and find

$$
\left|A_{2}\right|<C \frac{\sigma}{s} \int_{1}^{x} \frac{s^{2}}{y^{3}} y^{1 / 2} I_{2}\left[\frac{4 \sqrt{ } \sigma}{b}\left(\frac{y}{x}\right)^{1 / 4}\right] d y<C s \int_{1}^{x} y^{-5 / 2} d y
$$

since $I_{2}(\theta)$ is bounded for $0 \leqq \theta \leqq 4 b^{-1} \sqrt{ } \sigma$. Thus $A_{2}=O\left(x^{-1 / 2}\right)(x \rightarrow \infty)$, so that (a) $\rightarrow 0$ as $x \rightarrow \infty$ with $s \sqrt{ } x=\sigma>0$.

For (b) have

$$
|(b)|<C x^{1 / 2} \int_{x}^{\infty} y^{1 / 2} \frac{s^{2}}{y^{3}} d y=O\left(x^{-2}\right) \quad(x \rightarrow \infty)
$$

which completes the proof that the integral terms tend to zero.
4. Analytical details (continued). We now prove (12). To do this we need (part of)
(i) $\theta_{1}(x)=b^{2} / 8 s-\frac{1}{2} x^{1 / 2}+O(x \log x) \quad(x \rightarrow 0)$,
(ii) $\theta_{2}(x)=2 s b^{-2} x+O\left(x^{3 / 2}\right) \quad(x \rightarrow 0)$
and
(iii) $\quad 1-s V(x)-e^{-s V(x)}=-s x^{-3 / 2}+O(1) \quad(x \rightarrow 0)$.

Proofs. By (5W),

$$
K_{2}(z)=2 z^{-2}-\frac{1}{2}+O\left(z^{2} \log z\right) \quad(z \rightarrow 0)
$$

whence (i) follows. Likewise, using (2W), (ii) follows from

$$
I_{2}(z)=z^{2} / 8+O\left(z^{4}\right)
$$

$$
(z \rightarrow 0) .
$$

Finally, (iii) follows from $0<e^{-s V(x)}<1$ for $x>0, s>0$.
We now note that (12) follows at once from (9) if we show that

$$
\text { (iv) } \quad \theta_{1}(x) \int_{0+}^{x} f(y) \phi(y) \theta_{2}(y) d y=O\left(x^{1 / 2}\right) \quad(x \rightarrow 0)
$$

and
(v) $\quad \theta_{2}(x) \int_{x}^{\infty} f(y) \phi(y) \theta_{1}(y) d y=O\left(x^{1 / 2}\right) \quad(x \rightarrow 0)$.

These results follow from those already given. We have

$$
f(y)=O\left(y^{-3 / 2}\right)(y \rightarrow 0) \quad \text { and } \quad \theta_{2}(y)=O(y)(y \rightarrow 0)
$$

so that

$$
\int_{0}^{x} f(y) \phi(y) \theta_{2}(y) d y=O\left(x^{1 / 2}\right) \quad(x \rightarrow 0)
$$

Since $\theta_{1}(x)=O(1)(x \rightarrow 0)$, this gives (iv). The proof of (v) is similar.

## References

1, 2. J. M. Hammersley and R. A. Lyttleton, On the statistical loss of long period comets from the solar system, I, II, 4th Berkeley Symp. on Math. Stat. and Prob., Berkeley, University of California Press, 1961.
3. R. H. Kerr, Perturbations of cometary orbits, 4th Berkeley Symp. on Math. Stat. and Prob., Berkeley, University of California Press, 1961.
4. D. G. Kendall, The distribution of energy perturbations for Halley's and some other comets, 4th Berkeley Symp. on Math. Stat. and Prob., Berkeley, University of California Press, 1961.
5, 6. D. G. Kendall, Some problems in the theory of comets, I, II, 4th Berkeley Symp. on Math. Stat. and Prob., Berkeley, University of California Press, 1961.
7. G. N. Watson, A treatise on the theory of Bessel functions, second edition, Cambridge, 1944.

Magdalen College, Oxford.
University of Edinburgh.

# THE SPECTRUM OF SINGULAR SELF-ADJOINT ELLIPTIC OPERATORS 

Kurt Kreith

This note deals with the Dirichlet problem for the second order elliptic operator

$$
L=-\frac{1}{r(x)} \sum_{2, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j}(x) \frac{\partial}{\partial x_{i}}\right)+c(x)
$$

whose coefficients are defined in a bounded domain $G \subset E^{n}$. We suppose the following:
(a) The $a_{i j}(x)$ are complex valued and of class $C^{\prime}$ in $G ; a_{i j}-\bar{a}_{j i}$.
(b) $c(x)$ is real valued, continuous, and bounded below in $G$.
(c) $r(x)$ is continuous and positive in $G$.
(d) There exists a function $\sigma(x)$, continuous and positive in $G$ satisfying

$$
\sum_{i, j=1}^{n} \alpha_{i j} \xi_{i} \bar{\xi}_{j} \geqq \sigma \sum_{i=1}^{n}\left|\xi_{i}\right|^{2}
$$

for all $x$ in $G$ and all complex $n$-tuples $\vec{\xi}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$.
Under these assumptions it is easy to show that $L$ is formally self-adjoint in the Hilbert space $\mathscr{L}_{r}^{2}(G)$ of functions which satisfy

$$
\int_{G} r|u|^{2} d x<\infty
$$

We denote by $C_{0}^{\infty}(G)$ the set of infinitely differentiable functions with compact support in $G$. The operator $L$ defined on $C_{0}^{\infty}(G)$ is a semibounded symmetric operator in $\mathscr{L}_{r}^{2}(G)$ and therefore has a Friedrichs extension which is self-adjoint in $\mathscr{L}_{r}^{2}(G)$. This operator, to be denoted by $\bar{L}$, will be referred to as the Dirichlet operator associated with $L$ on $G$. It is well known that $\bar{L}$ is unique, has the same lower bound as the symmetric operator $L$, and that in sufficiently regular cases, $\bar{L}$ can be obtained by imposing Dirichlet boundary conditions on the domain of $L^{*}$. The purpose of this note is to state a criterion for the discreteness of the spectrum of $\bar{L}$.

We shall say that the spectrum of an operator $A$ is discrete if the spectrum of $A$ consists of a set of isolated eigenvalues of finite multiplicity. The complex number $\lambda$ belongs to the essential spectrum of $A$ if there exists an orthonormal sequence $\left\{u_{n}\right\}$ it the domain of $A$ for which $(A-\lambda I) u_{n} \rightarrow 0$. If $A$ is self-adjoint, then it can be shown (see

[^31][2]) that $\lambda$ belongs to the essential spectrum of $A$ if and only if $\lambda$ belongs to the spectrum of $A$ and is not an isolated eigenvalue of finite multiplicity. Thus the spectrum of a self-adjoint operator is discrete if and only if the essential spectrum is empty.

In case $G$ is bounded and the conditions (a)-(b) are satisfied in $\bar{G}$ as well as $G$, then it is well known that $\bar{L}$ has a discrete spectrum. Here we shall allow the possibility that $\sigma(x)$ and $r(x)$ tend to 0 or $\infty$ on a set $S \subset \partial G$. With this generalization the spectrum of $\bar{L}$ need not be discrete.

In order to state criteria for the discreteness of the spectrum of $\bar{L}$, it is convenient to express the problem in the canonical form where

$$
\begin{aligned}
& G \subset\left\{x \mid x_{n}>0\right\} \\
& S \subset\left\{x \mid x_{n}=0\right\} \\
& L=\frac{\partial}{\partial x_{n}}\left(a_{n n} \frac{\partial}{\partial x_{n}}\right)+\sum_{i, j=1}^{n-1} \frac{\partial}{\partial x_{j}}\left(a_{i j} \frac{\partial}{\partial x_{i}}\right)+c
\end{aligned}
$$

Mihlin [1] has shown that this canonical form can in general be attained by a change of variables. Previous criteria for discreteness derived by Mihlin [1], Wolf [2], and others depend on the behavior of $a_{n n}$ near $S$. The criterion to be derived here is independent of the behavior of $a_{n n}$; with minor modification, the method can also be applied if $G$ is an unbounded domain.

We define

$$
\begin{aligned}
G_{t} & =G \cap\left\{x \mid x_{n}<t\right\} \\
E_{t} & =G \cap\left\{x \mid x_{n}=t\right\}
\end{aligned}
$$

and denote by $\bar{x}$ the coordinates $\left(x_{1}, \cdots, x_{n-1}\right)$ in $E_{t}$. Let $\bar{L}_{t}$ denote the Dirichlet operator associated with $L$ on $G_{t}$. Then the following is a special case of an invariance principle due to Wolf [2].

Lemma 1. For $t>0$ the essential spectrum of $\bar{L}_{t}$ is identical with the essential spectrum of $\bar{L}$.

Lemma 2. If $\lim _{t \rightarrow 0} \inf _{u \in \theta_{0}^{\infty}\left(G_{t}\right)} \frac{(L u, u)}{\|u\|^{2}}=\infty$, then the spectrum of $\bar{L}$ is discrete.
Proof. Suppose to the contrary that there is a $\lambda_{0}<\infty$ which belongs to the essential spectrum of $\bar{L}$. We can choose $t_{0}>0$ sufficiently small so that

$$
\inf _{u \varepsilon \sigma_{0}^{\infty}\left(t_{t_{0}}\right)} \frac{(L u, u)}{\|u\|^{2}} \geqq \lambda_{0}+1
$$

Then, by the definition of $\bar{L}_{t_{0}}$

$$
\frac{\left(\bar{L}_{t_{0}} u, u\right)}{\|u\|^{2}} \geqq \lambda_{0}+1
$$

for all $u$ in the domain of $\bar{L}_{t_{0}}$, and $\lambda_{0}$ does not belong to the spectrum of $\bar{L}_{t_{0}}$. By Lemma 1 this is a contradiction.

For $t>0$ the operator

$$
T_{t}=-\frac{1}{r(\bar{x}, t)} \sum_{i, j=1}^{n-1}\left(a_{i j}(\bar{x}, t) \frac{\partial}{\partial x_{i}}\right)+c(\bar{x}, t)
$$

is a nonsingular elliptic operator defined on $E_{t}$. Therefore $\bar{T}_{t}$, the Dirichlet operator associated with $T_{t}$ on $E_{t}$, has a discrete spectrum. Let $m(t)$ denote the smallest eigenvalue of $\bar{T}_{t}$.

Theorem. If $\lim _{t \rightarrow 0} m(t)=\infty$, then the spectrum of $\bar{L}$ is discrete.
Proof. If $u \in C_{0}^{\infty}(G)$, then clearly $u(\bar{x}, t) \in C_{0}^{\infty}\left(E_{t}\right)$. Thus for all $u \in C_{0}^{\infty}(G)$

$$
\begin{aligned}
& m(t) \int_{E_{t}}|u|^{2} r d \bar{x} \leqq \int_{E_{t}}\left[\sum_{i, j=1}^{n-1} a_{i j} \frac{\partial u}{\partial \bar{x}_{i}} \frac{\partial \bar{u}}{\partial x_{j}}+r c|u|^{2}\right] d \bar{x} \\
& \quad \leqq \int_{E_{t}}\left[a_{n n}\left|\frac{\partial u}{\partial x_{n}}\right|^{2}+\sum_{i, j=1}^{n-1} \frac{\partial u}{\partial x_{i}} \frac{\partial \bar{u}}{\partial x_{j}}+r c|u|^{2}\right] d x .
\end{aligned}
$$

Defining $\bar{m}(t)=\inf _{\tau \leqq t} m(\tau)$ and integrating both sides from $x_{n}=0$ to $x_{n}=t$ we obtain

$$
\bar{m}(t) \int_{\theta_{t}}|u|^{2} r d x \leqq \int_{\theta_{t}}\left[a_{n n}\left|\frac{\partial u}{\partial x_{n}}\right|^{2}+\sum_{i, j=1}^{n-1} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial \bar{u}}{\partial x_{j}}+r c|u|^{2}\right] d x .
$$

Since $\lim _{t \rightarrow 0} \bar{m}(t)=\infty$ we have

$$
\lim _{t \rightarrow 0} \inf _{u \in \sigma_{0}^{\infty}\left(\theta_{t}\right)} \frac{(L u, u)}{\|u\|^{2}}=\infty
$$

The desired result now follows from Lemma 2.
We give two simple applications of the preceding theorem.
Corollary 1. Let $V_{t}$ denote the $(n-1)$-dimensional Lebesgue measure of $E_{t}$. Let $\phi(t)$ and $\rho(t)$ be continuous positive functions satisfying
(i) $\rho(t) \geqq r(\bar{x}, t)$
(ii) $\phi(t) \sum_{i=1}^{n-1}\left|\xi_{i}\right|^{2} \leqq \sum_{i, j=1}^{n-1} a_{i j}(x, t) \xi_{i} \xi_{\text {, }}$ for all $\vec{\xi}=\left(\xi_{1}, \cdots, \xi_{n-1}\right)$.

If $\lim _{t \rightarrow 0} \phi(t) / \rho(t) V_{t}^{2 / n-1}=\infty$, then the spectrum of $\bar{L}$ is discrete.
Proof. Let $\mu(t)$ denote the smallest eigenvalue of the Dirichlet operator associated with $-\Delta=-\sum_{i=1}^{n-1} \partial^{2} / \partial x_{i}^{2}$ on $E_{t}$. By (i) and (ii) $m(t) \geqq \phi(t) \mu(t) / \rho(t)$. It is well known that $\mu(t)$ is minimized if $E_{t}$ is a ( $n-1$ )-dimensional sphere of volume $V_{t}$ and that then $\mu(t)=C / V_{t}^{2 / n-1}, C$ being a constant. Therefore $m(t) \geqq C \phi(t) / \rho(t) V_{t}^{2 / n-1}$ and the result follows from the preceding theorem.

The preceding corollary made no use of the shape of $E_{t}$. The following corollary gives stronger results in case $E_{t}$ becomes "narrow" in the proper sense.

Corollary 2. Suppose we can find functions $\alpha_{1}\left(x_{n}\right), \cdots, \alpha_{n-1}\left(x_{n}\right)$, $\gamma\left(x_{n}\right)$ and $\rho\left(x_{n}\right)$ which satisfy conditions (a)-(d) and
(i) $\sum_{i=1}^{n-1} \alpha_{i}\left(x_{n}\right)\left|\xi_{i}\right|^{2} \leqq \sum_{i, j=1}^{n-1} a_{i j} \xi_{i} \bar{\xi}_{j}$ for all $\xi=\left(\xi_{1}, \cdots, \xi_{n-1}\right)$ and all $x$ in $G$.
(ii) $\gamma\left(x_{n}\right) \leqq c(x)$ for all $x$ in $G$.
(iii) $\rho\left(x_{n}\right) \geqq r(x)$ for all $x$ in $G$.

Suppose also that we can enclose $G$ in a region

$$
\Gamma=\left\{x \mid f_{i}\left(x_{n}\right)<x_{i}<g_{i}\left(x_{n}\right), i=1, \cdots, n-1 ; 0<x_{n}<b<\infty\right\} .
$$

If for some $i<n$

$$
\lim _{t \rightarrow 0} \frac{\alpha_{i}(t)}{\rho(t)\left[g_{i}(t)-f_{i}(t)\right]^{2}}+\gamma(t)=\infty
$$

then the spectrum of $\bar{L}$ is discrete.
Proof. Denote by $\mu(t)$ the smallest eigenvalue of the Dirichlet operator associated with

$$
\tau(t)=-\frac{1}{\rho(t)} \sum_{i=1}^{n-1} \alpha_{i}(t) \frac{\partial^{2}}{\partial x_{i}^{2}}+\gamma(t)
$$

on $\Gamma \cap\left\{x \mid x_{n}=t\right\}$. By classical variational principles $\mu(t) \leqq m(t)$. Since we can compute

$$
\mu(t)=\pi^{2} \sum_{i=1}^{n-1} \frac{\alpha_{i}(t)}{\rho(t)\left[g_{i}(t)-f_{i}(t)\right]^{2}}+\gamma(t)
$$

the discreteness of the spectrum of $\bar{L}$ follows from the preceding theorem.
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# THE SEMICONTINUITY OF THE MOST GENERAL INTEGRAL OF THE CALCULUS OF VARIATIONS IN NON-PARAMETRIC FORM.* 

Lionello Lombardi

Summary. The positive quasi-regularity of integrals depending upon any number of surfaces in non-parametric form, each with any number of dimensions, is defined. Positive quasi regularity is proved to be sufficient for lower semicontinuity.

1. Let $D_{i}(i=1,2, \cdots, m)$ be a closed bounded set of the $n$-dimensional euclidean space of the variable vector $x_{i} \equiv\left\{x_{i}^{j}\right\}(j=1,2, \cdots, n)$, bounded by surfaces which are absolutely continuous in the sense of Tonelli $[60,62,63]$, without multiple points, and let $D$ be the cartesian product $\prod_{1_{i}}^{m} D_{i}$. Let $y \equiv\left\{y_{i}\right\}(i=1,2, \cdots, m)$ denote a vertical $m$-vector, and let $p$ denote $a m x n$ matrix, whose row-vectors are $p_{i} \equiv\left\{p_{i}^{j}\right\}(j=1,2, \cdots$, $n$ ). Let $x$ be the $m \cdot n$ matrix whose row-vectors are $x_{i}$ and $\phi[x, y, p]$ a real function, defined for $x_{i} \in D_{i}(i=1,2, \cdots, m)$ and for any $y$ and $p$, which is continuous with all its partial derivatives of the types

$$
\frac{\partial \phi[x, y, p]}{\partial p_{r}^{s}}, \quad \frac{\partial^{2} \phi[x, y, p]}{\partial p_{r}^{2} \partial p_{r}^{t}} \quad(r=1, \cdots, m ; s, t=1, \cdots n) .
$$

Let $q=m$ be a positive integer and let $U_{q}$ denote a set of distinct positive integers out of the first $m$; let $\zeta$ be an index ranging over $U_{q}$, and let $\mu(\delta)$ be a mapping of $U_{q}$ into the set of the first $n$ integers. It will be assumed throughout that, for every $q$, every $U_{q}$ and every $\mu(\zeta)$, all the partial derivatives

$$
\begin{equation*}
\frac{\partial^{2 q} \phi[x, y, p]}{\prod_{1}^{q} \partial x_{\zeta}^{\mu(\zeta)} \partial p_{\zeta}^{\mu(\zeta)}} \tag{1.1}
\end{equation*}
$$

exist and are continuous for every $x \in D$ and for every $y$ and $p$.
Let $y(x) \equiv\left\{y_{i}\left(x_{i}\right)\right\}(i=1,2, \cdots, m)$ denote a vector-valued function of the matrix $x$, such that each component $y_{i}\left(x_{i}\right)$ depends only upon the row vector $x_{i}$. We assume that each $y_{i}\left(x_{i}\right)$ is absolutely continuous, in the sense of Tonelli [63]; we shall call Variety $V$ the set of $m$ surfaces represented by $y(x)$.

[^32]We shall say that $V$ is of class 1 if all the first partial derivatives of all the $y_{i}\left(x_{i}\right)$ exist and are continuous; we shall say the $V$ is of class 2 if the same is also true for all the partial derivatives of the second order.

Let

$$
p_{i}^{\jmath}(x) \equiv \frac{\partial y_{i}\left(x_{i}\right)}{\partial x_{i}^{j}} \quad(i=1,2, \cdots m ; j=1,2, \cdots, n)
$$

and

$$
d x \equiv \prod_{1}^{m} d x_{i} \equiv \prod_{i}^{m} \prod_{1} \prod_{j}^{n} d x_{\imath}^{j}
$$

The $m \cdot n$ integral'

$$
I_{V}=\int_{D} \phi[x, y(x), p(x)] d x
$$

is called variety integral in non-parametric form; all the varieties $V$ where $I$ exists and is finite are called ordinary.

Remark 1.1. Varieties $V$ of class 1 and 2 are ordinary for any function $\phi[x, y, p]$.

Let $\bar{p} \equiv\left\{\bar{p}_{i}\right\} \equiv\left\{\bar{p}_{i}^{j}\right\}$ denote another variable in the space of the matrix $p, \bar{y} \equiv\left\{\bar{y}_{i}\right\}$ another variable in the space of the vector $y, V \equiv \bar{y}(x) \equiv\left\{\bar{y}_{i}\left(x_{i}\right)\right\}$ another variety $V$; let

$$
\bar{p}_{i}^{j}\left(x_{i}\right)=\frac{\partial \bar{y}_{i}\left(x_{i}\right)}{\partial x_{i}^{j}} ;
$$

the distance $\rho(V, \bar{V})$ between $V$ and $\bar{V}$ is defined by the formula

$$
\rho(V, \bar{V})=\sup _{x, i}\left|y_{i}(x)-\bar{y}_{i}(x)\right| .
$$

Continuity and semicontinuity of the real function $I_{V}$ will be considered throughout with respect to this $m$-uniform metric.

In one of our previous papers [33] the following theorem was proved:

Continuity Theorem 1.2. Necessary and sufficient conditions for the continuity of $I_{V}$ at every $V$ is that the function $\phi[x, y, p]$ is linear with respect to each one of the vectors $p_{i}$.

Remark 1.3. As a consequence of Theorem 1.2, the most general function $\phi[x, y, p]$, such that $\int_{D} \phi[x, y(x), p(x)] d x$ is continuous at every

[^33]$V$, may be written in the form
\[

$$
\begin{equation*}
\sum_{q=1}^{m} \sum_{V_{q}} \sum_{\mu}\left\{A_{\sigma_{q}, \mu}(x, y) \prod_{\zeta \in V_{q}} p_{\zeta}^{\mu(\zeta)}\right\}, \tag{1.2}
\end{equation*}
$$

\]

where we assume by convention that, if $\eta$ is a variable integer ranging over a set $S$ and $\left\{\alpha_{\eta}\right\}$ is a sequence of numbers, then

$$
\prod_{\eta \in S} \alpha_{\eta}=0, \text { whenever } S \text { is empty }
$$

Let $L[x, y, p, \bar{p}]$ denote a polynomial in the indeterminates

$$
\begin{equation*}
\left[\bar{p}_{i}^{(j)}-p_{i}^{(j)}\right] \tag{1.3}
\end{equation*}
$$

of degree not exceeding 1 in any of the vectors $\left[\bar{p}_{i}-p_{i}\right]$, whose coefficients $W_{\sigma_{q}, \mu}(x, y, p)$ are functions of $(x, y, p)$ which are continuous together with all their derivatives of the form

$$
\begin{equation*}
\frac{\partial^{q} W_{\sigma_{q}, \mu}(x, y, p)}{\prod_{\zeta \in V_{q}} \partial x_{\zeta}^{\mu(\zeta)}} \tag{1.4}
\end{equation*}
$$

$L[x, y, p, \bar{p}]$ may be written in the form

$$
\begin{equation*}
\sum_{q=1}^{m} \sum_{V_{q}} \sum_{\mu}\left\{W_{\sigma_{q}, \mu}(x, y, p) \prod_{\zeta \in V_{q}}\left[\bar{p}_{\zeta}^{\mu(\xi)}-p_{\zeta}^{\mu}(\zeta)\right]\right\} \tag{1.5}
\end{equation*}
$$

Let us define the generalized Weierstrass function $E_{L}[x, y, p, \bar{p}]$ of $L_{V}$ with respect to $L[x, y, p, \bar{p}]$, by the formula

$$
\begin{equation*}
E_{L}(x, y, p, \bar{p})=\phi[x, y, \bar{p}]-L[x, y, p, \bar{p}] \tag{1.6}
\end{equation*}
$$

The integral $I_{V}=\int \phi[x, y(x), p(x)] d x$ is said to be positively quasiregular with respect to $L$ (abbreviation: $L P Q R$ ) if both the relations

$$
\begin{align*}
& E_{L}[x, y, p, p]=0  \tag{1.7}\\
& E_{L}[x, y, p, \bar{p}] \geqq 0 \tag{1.8}
\end{align*}
$$

hold for every $x \in D$ and for every $y, p, \bar{p}$.
Remark 1.4. Notice that if $I_{V}$ is $L P Q R$, then the element of degree 0 of the polynomial $L[x, y, p, \bar{p}]$ must be $\phi[x, y, p]$, and the vector consisting of the coefficients of the elements of degree 1 is the gradient of $[x, y, p]$ with respect to $p$ : therefore, if $m=1$, i.e., if $I_{V}$ is a usual multiple integral $[60,62]$, the fact that $I_{V}$ is $L P Q R$ completely determines the function $L[x, y, p, \bar{p}]$. This does not happen if $m>1$, as was shown by an appropriate example [30], referring to Fubini-Tonelli integrals, i.e., to the case ( $m=2, n=1$ ).

We say that $I_{V}$ is positively quasi-regular (abbreviation $P Q R$ ) if
there exists at least one function $L[x, y, p, \bar{p}]$ such that $I_{V}$ is $L P Q R$.
Remark 1.5. Let us say that $I_{V}$ is negatively quasi-regular with respect to $L$ (abbreviation: $L N Q R$ ) if $\int_{D}-\phi[x, y(x), p(x)] d x$ is $L P Q R$. Then it is easy to prove that, if $I_{V}$ is both $L_{1} P Q R$ and $L_{2} N Q R$, then $L_{1}[x, y, p, \bar{p}] \equiv L_{2}[x, y, p, \bar{p}]$, and $\phi[x, y, p]$ is a polynomial of degree not exceeding 1 in each $p_{i}$; i.e., by Theorem 1.2, $I_{V}$ is continuous. Theorem 1.2 also implies that every continuous $I_{V}$ is both $L P Q R$ and $L N Q R$ for some $L[x, y, p, \bar{p}]$.

Remark 1.6 In the case $m=1$, our definition of positive quasiregularity reduces to the one which was given by Tonelli $[59,60]$ and Cinquini [1] for simple and multiple integrals. In this particular case, the positive quasi-regularity of an integral is equivalent to the lower convexity of its figurative, i.e., of $\phi[x, y, p]$ considered as a function of $p$ only.

In the case $n=1$, the definition of positive quasi-regularity reduces to the one given by this author for the Fubini-Tonelli integrals [30].

Remark 1.7. If $I_{V}$ is $P Q R$, then its value is $+\infty$ at every nonordinary variety.
2. Let us prove the following

Theorem 2.1. If $I_{V}$ is $P Q R$, then it is lower semicontinuous at every variety $V$ of class 2; i.e., if $V$ is of class 2, there exists a positive function $\rho(\varepsilon)$ of the positive variable $\varepsilon$ such that, if $\bar{V} \equiv \bar{y}(x)$ is any variety, then

$$
\begin{equation*}
I_{\bar{v}}-I_{V}>-\varepsilon, \text { whenever } \rho(V, \bar{V})<\rho(\varepsilon) . \tag{2.1}
\end{equation*}
$$

regardless of whether or not $V$ is of class 2 .
Proof. Let $L[x, y, p, \bar{p}]$ be a function, such that $l_{v}$ is $L P Q R$. By (1.6) we may write
(2.2) $\quad I_{\bar{v}}-I_{V}=\int_{D} E_{L}[x, \bar{y}(x), p(x), \bar{p}(x)] d x-\int_{D} E_{I}[x, y(x), p(x), p(x)] d x$

$$
+\int_{D} L[x, \bar{y}(x), p(x), \bar{p}(x)] d x-\int_{D} L[x, y(x), p(x), p(x)] d x
$$

Let $V \equiv y(x)$ be a variety of class 2 ;

$$
P[x, \bar{y}, \bar{p}] \equiv L[x, \bar{y}, p(x), \bar{p}]
$$

is a polynomial of a degree not exceeding 1 in each $\bar{p}$, and all of the derivatives

$$
\begin{align*}
& \frac{\partial P[x, \bar{y}, \bar{p}]}{\partial \bar{p}_{r}^{s}}, \quad \frac{\partial^{2} P[x, \bar{y}, \bar{p}]}{\partial \bar{p}_{r}^{s} \partial \bar{p}_{r}^{t}}, \frac{\partial^{2 q} P[x, \bar{y}, \bar{p}]}{\prod_{1}^{g} \partial x_{\zeta}^{\mu(\zeta)} \partial \bar{p}_{\zeta}^{\mu(\zeta)}}  \tag{2.3}\\
&(r=1,2, \cdots, m ; s, t=1,2, \cdots n)
\end{align*}
$$

exist and are continuous for every $[x, \bar{y}, \bar{p}]$ and for every $q, U_{q}, \mu(\zeta)$, $r, s, t$ as a consequence of the existence and continuity of the functions (1.4) and of the partial derivatives of the first two orders of the functions $y_{r}(x),(r=1,2, \cdots, m)$.

By the continuity Theorem 1.2,

$$
J_{V}=\int_{D} P[x, \bar{y}(x), \bar{p}(x)] d x
$$

is continuous; hence the difference of the last two integrals on the right side of (2.2) is smaller than any predetermined real positive $\varepsilon$, whenever $\rho(V, \bar{V})$ is less than a certain positive number $\rho(\varepsilon)$. Since the first integral on the right side of (2.2) is not negative by (1.8) and the second vanishes by (1.7), (2.1) holds: the theorem is thus proved.
3. (a) In this section the concept of asymptotic evaluability of the integral $I_{V}$ is defined; the lower semicontinuity on every very variety $V$ of any positively quasi-regular and asymptocally evaluable integral is proved. The results of this chapter may be regarded as extensions of Tonelli's theorems on usual multiple integrals [59,60], and of our results on Fubini-Tonelli integrals [30].
(b) Suppose that $I_{V}=\int_{D} \phi[x, y(x), p(x)] d x$ is $P Q R$, and let $L[x, y$, $p, \bar{p}]$ be one of the functions, such that $I_{\nabla}$ is $L P Q R$.

The function

$$
\begin{equation*}
\bar{\Phi}[x, y, p] \equiv E_{L}[x, y, \Omega, p] \tag{3.b.1}
\end{equation*}
$$

where $\Omega$ is a $m \cdot n$ matrix whose elements are all 0 , is never negative. Furthermore,

$$
\begin{equation*}
\bar{I}_{V}=\int_{D} \bar{\phi}[x, y(x), p(x)] d x \tag{3.b.2}
\end{equation*}
$$

is $\vec{L} P Q R$, where

$$
\begin{equation*}
\bar{L}[x, y, p, \bar{p}]=L[x, y, p, \bar{p}]-L[x, y, \Omega, \bar{p}] \tag{3.b.3}
\end{equation*}
$$

By (1.7), the equation

$$
\bar{\Phi}[x, y, \Omega]=0
$$

holds for every $x \in D$ and every $y$.
Let $R$ denote a positive real number and let $\varphi^{R}[x, y, p]$ denote a function such that the following conditions are satisfied:
I. $\mathscr{P}^{R}[x, y, \mathrm{p}]$ is continuous with all its partial derivatives of any of the forms

$$
\frac{\partial \phi^{R}[x, y, p]}{\partial p_{r}^{s}}, \quad \frac{\partial^{2} \phi^{R}[x, y, p]}{\partial p_{r}^{s} \partial p_{r}^{t}}, \quad \frac{\partial^{2 q} \mathcal{P}^{R}[x, y, p]}{\prod_{1}^{q} \prod_{\zeta} \partial x_{\zeta}^{\mu(\zeta)} \partial p_{\zeta}^{\mu(\zeta)}} .
$$

II. The integral

$$
\begin{equation*}
Y_{V}=\int_{D} \phi^{R}[x, y,(x), p(x)] d x \tag{3.b.4}
\end{equation*}
$$

is $P Q R$.
III. The relation

$$
\begin{equation*}
0 \leqq \varphi^{R}[x, y, p] \leqq \dddot{\Phi}[x, y, p] \tag{3.b.5}
\end{equation*}
$$

holds for every $y, p$ and for every $x \in D$; furthermore

$$
\begin{equation*}
\varphi^{R}[x, y, p]=\bar{\Phi}[x, y, p], \text { whenever } \sum_{i=1}^{m} \sum_{j=1}^{n}\left(p_{1}^{j}\right)^{2} \leqq R \tag{3.b.6}
\end{equation*}
$$

IV. There exists at least one function $\Lambda[x, y, p, \bar{p}]$, such that $Y_{V}$ is $A P Q R$, and such that, for each $T>1$, there exists a number $Q$, for which the following condition is satisfied:

Let $q, U_{q}, \zeta, \mu(\zeta)$ be defined as they were in § 1; let $\bar{U}_{q}$ denote the complement of $U_{q}$ with respect to the set of the first $m$ positive integers, and let $\bar{\zeta}$ be an index ranging over $\bar{U}_{q}$. Then the inequality

$$
\left|W_{U_{q}, \mu}^{R}[x, y, p]\right|<Q\left(1+\prod_{\bar{\zeta} \in \vec{U}_{q}} p_{\bar{\zeta}}^{\mu}(\bar{\zeta}) \mid\right)
$$

where $W_{U_{q}, \mu}^{R}[x, y, p]$ denotes the coefficient of the element

$$
\prod_{\zeta \in U_{q}}\left[\bar{p}_{\zeta}^{\mu(\zeta)}-p_{\zeta}^{\mu(\zeta)}\right]
$$

of the expression $\Lambda[x, y, p, \bar{p}]$, holds for every $q, U_{q}, p$, for every $x \in D$ and for every $y$ such that

$$
\left|y_{i}\right|<T \quad(i=1,2, \cdots, n)
$$

Remark 3.1. In the case of the usual multiple integrals ( $m=1$ ), Condition IV reduces to the boundedness of the derivatives

$$
\frac{\partial \varphi^{R}[x, y, p]}{\partial p_{1}^{s}}
$$

$$
(s=1,2, \cdots, n)
$$

in any domain where $y(x)$ is bounded; this condition is exactly the one considered by Tonelli [59, 60].
In the case of Fubini-Tonelli integrals ( $n=1$ ), this condition reduces to the one that this author considered in [30, § 1, page 132].

Remark 3.2. $\quad Y_{V}$ exists and is finite on every variety $V$, i.e., every variety $V$ is ordinary for the integral $Y_{V}$.
(c) Lemma 3.3. The integral $Y_{V}$ defined by (3.b.4) is lower semicontinuous at every variety $V$.

Proof. Let $V \equiv y(x) \equiv\left\{y_{2}\left(x_{i}\right)\right\}$ be any variety; and let $1>\varepsilon>0$ and $R>0$ be given, and let $\pi \equiv \pi(x) \equiv\left\{\pi_{i}\left(x_{i}\right)\right\}$ denote a variety of class 2 , such that

$$
\begin{equation*}
\rho(\pi, V)<\varepsilon \tag{3.c.1}
\end{equation*}
$$

Let $T=\sup _{x_{i}, i}\left|y_{i}\left(x_{i}\right)\right|+2$.
Let $\pi^{\prime}(x) \equiv\left\|\pi_{i}^{\prime j}(x)\right\| \equiv\left\|\frac{\partial \pi_{i}\left(x_{i}\right)}{\partial x_{\imath}^{j}}\right\|, \quad(i=1,2, \cdots, m ; j=1,2, \cdots, n)$,
and let $\bar{D}_{i} \subset D_{i}$ denote set of the points $x_{i}$, such that, for some $j$, either $p_{i}^{\prime}\left(x_{i}\right)$ does not exist or it is such that

$$
\begin{equation*}
\left|\pi_{i}^{\prime j}\left(x_{i}\right)-p_{\imath}^{j}\left(x_{i}\right)\right| \geqq \varepsilon . \tag{3.c.2}
\end{equation*}
$$

Suppose further that, for each $i(i=1,2, \cdots, m)$,

$$
\begin{equation*}
\int_{\bar{D}_{i}} \sum_{1}^{n}\left[\left|\pi_{i}^{\prime j}\left(x_{i}\right)\right|+\left|p_{i}^{j}\left(x_{i}\right)\right|\right] d x_{i}<\varepsilon . \tag{3.c.3}
\end{equation*}
$$

The construction of such a variety $\pi$ is possible for any $V$ [68]. If $\bar{V}=\bar{y}(x) \equiv\left\{\bar{y}_{i}(x)\right\}$ is any other variety, we may write

$$
\begin{align*}
Y_{\bar{v}} & -Y_{V}=\int_{D} E_{\Lambda}^{\varphi}\left[x, \bar{y}(x), \pi^{\prime}(x), \bar{p}(x)\right] d x  \tag{3.c.4}\\
& -\int_{D} E_{\Lambda}^{\varphi}\left[x, y(x), \pi^{\prime}(x), p(x)\right] d x \\
& +\int_{D} \Lambda\left[x, \bar{y}(x), \pi^{\prime}(x), \bar{p}(x)\right] d x \\
& -\int_{D} \Lambda\left[x, y(x), \pi^{\prime}(x), p(x)\right] d x
\end{align*}
$$

where

$$
\begin{equation*}
E_{\Lambda}^{\varphi}[x, y, p, \bar{p}] \equiv \varphi[x, y, \bar{p}]-\Lambda[x, y, p, \bar{p}] \tag{3.c.5}
\end{equation*}
$$

The first integral on the right side of (3.c.4) may not be negative because $Y_{V}$ is $P Q R$; since $\pi$ is a variety of class 2 , we may show in the same way as we did for proving Theorem 2.1, that there exists a $0<\rho_{1}<1$, such that, if $P(V, \bar{V})<\rho_{1}$, then the difference between the last two integrals on the right side of (3.c.4) is less than $\varepsilon$.

Let us consider the expression

$$
\begin{equation*}
\int_{D}\left|E_{A}^{\varphi}\left[x, y(x), \pi^{\prime}(x), p(x)\right]\right| d x \tag{3.c.6}
\end{equation*}
$$

by (3.c.5), (3.b.7) and (3.c.3), recalling the defininition of $\Lambda[x, y, p, \bar{p}]$, i.e., the definition of $L[x, y, p, \bar{p}]$, since $\pi^{\prime}\left(x_{i}\right)(i=1,2, \cdots, m)$ is bounded, there exists a number $k$, which depends upon $m, n$, the variety $V$ and the diameters of the sets $D_{i}(i=1,2, \cdots, m)$, but which depends neither of $\pi$ nor of $\varepsilon$, such that the expression (3.c.6) is less than $\varepsilon \cdot k$ ([59, vol. 1, § 11, \#142]; [60, § 3, \# 9]; [30, § 3, c]). Consequently the absolute value of the integral on the right side of (3.c.4) is also less than $\varepsilon \cdot k$; hence

$$
Y_{\bar{V}}>Y_{V}-\varepsilon(1+k), \text { whenever } \rho(V, \bar{V})<\rho_{1}
$$

Thus the theorem is proved.
(d) Definition 3.4. Then integral $I_{V}$ is said to be asymptotically evaluable (abbreviation: $A E$ ), if it is $P Q R$ and if there exists a function $L[x, y, p, \bar{p}]$ such that $I_{V}$ is $L P Q R$ and if, for every positive $R$, there exists a function $\varphi^{R}[x, y, p]$ (as described in $\S 3 . b$ ).

Remark 3.5. Tonelli [59, vol. 1, page 398-9] gave a procedure by which $\varphi^{R}[x, y, p]$ may be constructed starting from any simple integral ( $m=n=1$ ), which is $P Q R$ : he thus proved that, if a simple integral is $P Q R$, it is necessarily $A E$. Some criteria of asymptotic evaluability are exhibited in [30, §2, page 140]; although it appears intuitively that every $P Q R$ integral is also $A E$, this fact was never proved, except in the case ( $m=n=1$ ); therefore the statement of any theorem of semicontinuity in whose proof the function $\varphi_{R}[x, y, p]$ is used, has to contain the hypothesis that this function can be constructed, i.e., that the integral considered is $A E$.

Theorem 3.6. If the integral $I_{V}$ is $P Q R$ and $A E$, it is lower semicontinuous on every ordinary variety.

Proof. Let us first point out that existence and lowers emicontinuity on any variety of $I_{V}$, and those of the integral $\bar{I}_{V}$ defined by (3.b.2), are equivalent, since the integral

$$
\int_{D}\{\Phi[x, y(x), p(x)]-\bar{\Phi}[x, y(x), p(x)]\} d x \equiv \int_{D} L[x, y(x), \Omega, p(x)] d x
$$

exists and is continuous at every variety, by the Continuity Theorem 1.2.

Let $V=y(x) \equiv y_{i}\left(x_{i}\right)$ be an ordinary variety, and let $\varepsilon>0$ be given.
Since $\bar{\Phi}[x, y, p]$ is never negative, it is possible to find a positive number $R$, such that, if $D_{i}^{\prime}(i=1,2, \cdots, m)$ is the subset of $D_{i}$ consisting of the points $x_{i}$ such that, for each $j(j=1,2, \cdots, n)$, the partial derivative $\partial y_{i}\left(x_{i}\right) / \partial x_{i}^{j}$ exists and its absolute value does not exceed $R$, the inequality

$$
\begin{equation*}
\bar{I}_{V}-\int_{\Pi_{1} i_{\imath}^{\prime}}^{m} \bar{\Phi}[x, y(x), p(x)] d x<\varepsilon / 2 \tag{3.d.1}
\end{equation*}
$$

holds.
The integral $Y_{V}$, that we associate with $I_{V}$ and $R$ (see §3.b) is lower semicontinuous on $V$ by Lemma 3.3; i.e., there exists a positive number $\bar{\rho}$ such that, for each variety $\bar{V}$

$$
\begin{equation*}
Y_{\bar{V}}>Y_{V}-\varepsilon / 2, \text { whenever } \rho(V, \bar{V})>\bar{\rho} \tag{3.d.2}
\end{equation*}
$$

From (3.b.5) and (3.d.1) we have

$$
\bar{I}_{V}-Y_{V}<\varepsilon / 2
$$

whence, by (3.d.2)

$$
\bar{I}_{\bar{V}}>\bar{I}_{V}-\varepsilon, \text { whenever } \rho(V, \bar{V})<\bar{\rho}
$$

i.e., $\bar{I}_{V}$ is lower semicontinuous at any ordinary variety, and so is $I_{V}$.

Definition 3.7. We shall say that the integral $I_{V}$ is lower semicontinuous at a variety $V$, such that $I_{V}=+\infty$, if there exists a positive function $\rho(\varepsilon)$, defined for each positive $\varepsilon$, such that, if $\bar{V}$ is any ordinary variety, then

$$
I_{\bar{V}}>\varepsilon, \text { whenever } \rho(V, \bar{V})<\rho(\varepsilon) .
$$

Theorem 3.8. An integral $I_{V}$, which is $P Q R$ and $A E$, is lower semicontinuous at every variety $V$.

In the case in which $V$ is ordinary, Theorem 3.6 states the lower semicontinuity of $I_{V}$ on $V$. If $V$ is not ordinary, the value of $I_{V}$ on $V$ is $+\infty$ (see Remark 1.7).

Let us again consider $\bar{I}_{V}$ instead of $I_{V}$. Let $\varepsilon$ be a given number, and let $R$ be another positive number, such that, if $\overline{\bar{D}}_{i}(i=1,2, \cdots$, $m$ ) denotes the subset of $D_{i}$ consisting of the points $x_{i}$ where all the
partial derivatives of $y_{i}\left(x_{i}\right)$ exist and are less than $R$ in absolute value, then

$$
\begin{equation*}
\int_{M_{1} i_{i} \overline{\bar{D}}_{i}} \bar{\Phi}[x, y(x), p(x)] d x>\varepsilon+1 \tag{3.e.1}
\end{equation*}
$$

Like in the proof of Theorem 3.6, we consider again $\varphi^{R}[x, y, p]$. $Y_{V}$ exists finite and is lower semicontinuous at $V$ : hence we may find a positive number $\bar{\rho}$, such that, if $V$ is any variety such that

$$
\begin{equation*}
\rho(V, \bar{V})<\bar{\rho} \tag{3.e.2}
\end{equation*}
$$

then

$$
Y_{\bar{v}}>Y_{V}-1
$$

By (3.b.5) and (3.b.6) ,

$$
\begin{aligned}
Y_{V} & \geqq \int_{\prod_{1}^{i} \overline{\bar{D}}_{i}}^{m} Q^{R}[x, y(x), p(x)] d x \\
& =\int_{\Pi_{1} i^{\prime} \overline{\bar{D}_{i}}}^{m} \bar{\Phi}[x, y(x), p(x)] d x
\end{aligned}
$$

hence, considering (3.e.1), if (3.e.2) is satisfied,

$$
\bar{I}_{\bar{v}}>\varepsilon
$$

Therefore $\bar{I}_{V}$ is semicontinuous at $V$, and so is $I_{V}$. The theorem is thus completely proved.

Conclusion. Let us list four problems which are still open in the area of the study of the semicontinuity of the integrals of the Calculus. of Variations in non-parametric form:

Problem 1. No example of any lower semicontinuous integral which is not $P Q R$ is known: it appears worth while to investigate whether or not positive quasi-regularity is also necessary for lower semicontinuity.

Problem 2. For proving Theorems 3.6,3.8, we used the construction of the function $P^{R}[x, y, p]$, and we had to assume that this construction could be made for every $R$ (see $\S 3 . b$ ). It would be interesting to prove Theorem 3.8 without using this construction, i.e., dropping the hypothesis that $I_{V}$ is $A E$.

Remark C.1. The semicontinuity at any variety $V$ of class 1 , or even just such that all the functions $y_{i}\left(x_{i}\right)$ are Lipschitzian, can easily be proved for any $I_{V}$, which is $P Q R$, without any hypothesis of asymp-
totic evaluability, by generalizing the procedure followed in $[30, \S 3$, First Theorem of Semicontinuity].

Problem 3. No example of any integral $I_{V}$, which is $P Q R$ without being $A E$, is known. It would be useful to devise a general method by which it would be possible to construct $\phi^{R}[x, y, p]$ from $R$ and $\phi[x, y, p]$ : thus proving that if $I_{V}$ is $P Q R$, it is necessarily $A E$.

Problem 4. Only varieties which are absolutely continuous in the sense of Tonelli [63] and the m-uniform metric were considered in this paper; however, it appears that positively quasi-regular integrals are lower semicontinuous even with respect to weaker metrics, on more general classes of varieties. Generalization of the results contained in this paper may be considered.
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# GAME THEORETIC PROOF THAT CHEBYSHEV INEQUALITIES ARE SHARP 

Albert W. Marshall and Ingram Olkin

1. Summary. This paper is concerned with showing that Chebyshev inequalities obtained by the standard method are sharp. The proof is based on relating the bound to the solution of a game. An optimum strategy yields a portion of the extremal distribution, and the remainder is obtained as a solution of the relevant moment problem.
2. Introduction. Let $X$ be a random vector taking values in $\mathscr{X} \subset R^{k}$, and suppose that $E f(X) \equiv E\left(f_{1}(X), \cdots, f_{r}(X)\right)=\left(\varphi_{1}, \cdots, \varphi_{r}\right)$ $\equiv \varphi$ is given, where $f_{j}$ is a real valued function on $\mathscr{X}$. For convenience, we suppose $f_{1} \equiv 1$. An upper bound for $P\{X \in \mathscr{T}\}, \mathscr{T} \subset \mathscr{P}$, may be obtained as follows. If $a=\left(a_{1}, \cdots, a_{r}\right) \in R^{r}$ and $\chi_{\mathscr{}}$ is the indicator of $\mathscr{T}$ then $a f^{\prime} \geqq \chi_{\mathscr{F}}$ on $\mathscr{X}$ implies $P\{X \in \mathscr{T}\} \leqq a \varphi^{\prime}$, and if $\mathscr{A}_{0}=\left\{a: a f^{\prime} \geqq\right.$ $\chi \mathscr{F}$ on $\mathscr{P}\}$, a "best" bound is given by

$$
\begin{equation*}
P\{X \in \mathscr{G}\} \leqq \inf _{a \in \mathscr{A}_{0}} a \mathscr{P}^{\prime} \tag{2.1}
\end{equation*}
$$

In general, a bound is called sharp if it cannot be improved. For some cases, when $\mathscr{T}$ is assumed to be closed, the bound can actually be attained by a distribution satisfying the moment hypotheses.

The main result of this paper is
Theorem 2.1. Inequality (2.1) is sharp in the following cases.
( I ) $X=\left(X_{1}, \cdots, X_{k}\right)$ with $E X_{i} X_{j}$ or $E X_{i}$ and $E X_{i} X_{j}$ given, $i, j=1, \cdots, k$.
(II) $X$ has range $(-\infty, \infty),[0, \infty)$, or $[0,1]$, and $E X^{j}$ is given, $j=1, \cdots, m$.
(III) $X$ is a random angle in $[0,2 \pi)$ and the trigonometric moments $E e^{i \alpha X}, \alpha= \pm 1, \cdots, \pm m$ are given.

Sharpness has been shown in (I) by Marshall and Olkin [6] when $\mathscr{F}$ is convex, and by Isii [3, 4] in the unbounded cases of (II). Sharpness has also been proved in a number of specialized situations.

In § 3 the proof for (I) will be given in detail. The necessary alterations for each of the remaining cases will be given in $\S 4,5,6,7$. The solution of certain moment problems depend on conditions on Hankel matrices, i.e., matrices of the form $H=\left(h_{i+j}\right)$, and some results concerning these matrices are given in $\S 8$.

[^34]The notation $A>0(\geqq 0)$ is used to mean that the matrix $A$ is symmetric and positive definite (p.s.d).
3. The multivariate case. The relation between inequality (2.1) and a game can be greatly simplified if we use matrix theoretic arguments. This is true in part because functions of the form $a f^{\prime}, a \in \mathscr{A}_{0}$, can be written very naturally as quadratic or bilinear forms.

Let $X=\left(X_{1}, \cdots, X_{k}\right)$ be a random vector on $R^{k}$ with $E X=\mu$ and moment matrix $E X^{\prime} X=\Sigma$. If $u \equiv u(x)=(1, x)$ for $x \in R^{k}$, then $E u^{\prime}(X)$ $u(X)=\left(\begin{array}{ll}1 & \mu \\ \mu^{\prime} & \Sigma\end{array}\right)=\Pi$. We assume $\Pi>0$, for otherwise the dimensionality of $X$ can be reduced.

Functions of the form $a f^{\prime}, a \in \mathscr{A}_{0}$ can be written as $u A u^{\prime}, A$ : $k+1 \times k+1, A \in \mathscr{A}=\left\{A ; A \geqq 0, u A u^{\prime} \geqq 1\right.$ for $\left.x \in \mathscr{T}\right\}$. Hence

$$
\begin{equation*}
P\{X \in \mathscr{G}\} \leqq \inf _{a \in \mathscr{A}_{0}} a \mathscr{P}^{\prime}=\inf _{A \in \mathscr{A}} \operatorname{tr} A \Pi \tag{3.1}
\end{equation*}
$$

Let $x_{1}, \cdots, x_{m}$ be points (row vectors) in $R^{k}, u_{i}=u\left(x_{i}\right), p_{1}, \cdots, p_{m}$, $\Sigma p_{i}=1$ be probabilities, $T=\left(u_{1}^{\prime}, \cdots, u_{m}^{\prime}\right), \quad D_{p}=\operatorname{diag}\left(p_{1}, \cdots, p_{m}\right)$, and $H=T D_{p} T^{\prime}$. By $H \sim \mathscr{T}$ we mean that all $x_{i} \in \mathscr{T}$. The condition $u A u^{\prime} \geqq 1$ for $x \in \mathscr{G}$ can then be written as $\operatorname{tr} A H \geqq 1$ for $H \sim \mathscr{G}$, so that $\mathscr{A}=\{A: A \geqq 0, \operatorname{tr} A H \geqq 1$ for $H \sim \mathscr{T}\}$.

With this notation, we can rewrite the bound (3.1) in a form which is suggestive of a game.

$$
\begin{align*}
& \inf _{A \in \mathscr{A}} \operatorname{tr} A \Pi=\inf _{\substack{\left\{A: \inf _{H \sim \mathcal{T}} \operatorname{tr} A H \geqq 1, A \geq 0\right\}}} \operatorname{tr} A \Pi  \tag{3.2}\\
& =\inf _{S \geqq 0}\left(\frac{\operatorname{tr} S \Pi}{\inf _{H \sim \mathscr{S}} \operatorname{tr} S H}\right)=\left(\sup _{S \geq 0} \inf _{H \sim \mathscr{F}} \frac{\operatorname{tr} S H}{\operatorname{tr} S I I}\right)^{-1} \\
& =\left(\sup _{\{S: S \geq 0, \operatorname{tr} S H \leq 1\}} \inf _{\Pi \sim \mathscr{F}} \operatorname{tr} S H\right)^{-1} \equiv \nu^{-1} .
\end{align*}
$$

In view of (3.2) it is natural to consider the game $G=(\mathscr{S}, \mathscr{H}, g)$, where $\mathscr{S}=\{S: S \geqq 0, \operatorname{tr} S \Pi \leqq 1\}$ and $\mathscr{H}=\{H: H \sim \mathscr{T}\}$ are the strategy spaces for players I and II, respectively, and $g(S, H)=\operatorname{tr} S H$ is the payoff to player I.

Clearly $\mathscr{S}$ and $\mathscr{H}$ are closed and convex. Further, $\mathscr{S}$ is bounded since

$$
\|S\|^{2} \equiv\left(\operatorname{tr} S S^{\prime}\right) \leqq(\operatorname{tr} S) c_{M}(S) \leqq(\operatorname{tr} S)^{2} \leqq(\operatorname{tr} S \Pi)^{2} / c_{m}^{2}(\Pi) \leqq 1 / c_{m}^{2}(\Pi),
$$

where $c_{m}(A), c_{m}(A)$ are the minimum and maximum characteristic roots of $A$. For the present we assume that $\mathscr{H}$ is bounded, then by [2, Section 2.5], $G$ has a value and there exist optimal strategies $S_{0} \in \mathscr{S}, H_{0} \in \mathscr{H}$, such that

$$
\begin{equation*}
\operatorname{tr} S H_{0} \leqq \operatorname{tr} S_{0} H_{0}=\nu \leqq \operatorname{tr} S_{0} H, \quad \text { for all } S \in \mathscr{S}, H \in \mathscr{H} \tag{3.3}
\end{equation*}
$$

The optimal strategy $S_{0}$ has the property that $\inf A \in \mathscr{A}^{\operatorname{tr}} A \Pi=\operatorname{tr} A_{0} \Pi$, where $A_{0}=S_{0} / \nu$.

To prove sharpness of (3.1), we must show that there exists a distribution for $X$ such that $P\{X \in \mathscr{G}\}=1 / \nu$, and $E u^{\prime} u=\Pi . H_{0}$ is the moment matrix of a distribution $F_{1}$ on points in $\mathscr{T}$. If we can prove the existence of a probability distribution $F$ for $X$ of the form $F=$ $F_{1} / \nu+F_{2}$, and with moment matrix $\Pi$, then this distribution attains equality in (3.1). To see this, note that $F$ assigns at least probability $\nu$ to $\mathscr{T}$, and by (3.1) it can assign at most probability $\nu$ to $\mathscr{T}$.

To show the above, we need only show that a distribution $F_{2}$ exists with total variation $1-1 / \nu$ and moment matrix $\Psi=\Pi-H_{0} / \nu$. The following Lemma yields this result.

Lemma 3.1. Let $\Pi>0, \mathscr{S}=\{S: S \geqq 0, \operatorname{tr} S \Pi \leqq 1\}$.
(i) If $\operatorname{tr} S H \leqq \nu$ for all $S \in \mathscr{S}$, then $\Psi=\Pi-H / \nu \geqq 0$.
(ii) If $\operatorname{tr} S H=\nu$ for some $S_{0} \in \mathscr{S}$, then $\Psi$ is not strictly $>0$.
(iii) If $\operatorname{tr} S H<\nu$ for all $S \in \mathscr{S}$, then $\Psi>0$.

Proof. There exists a representation $\Pi=W W^{\prime}, H=W D_{\theta} W^{\prime}$, $|W| \neq 0, D_{\theta}=\operatorname{diag}\left(\theta_{0}, \cdots, \theta_{k}\right)$, and hence $\Psi \geqq 0$ if and only if $\theta_{i} \leqq \nu$, $i=0, \cdots, k$. If $W^{\prime} S W=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$, then $S \in \mathscr{S}$, and from $\operatorname{tr} S H=$ $\operatorname{tr} W^{\prime} S W D_{\theta} \leqq \nu$, we obtain $\theta_{0} \leqq \nu$. Part (i) follows using permutations. If $\operatorname{tr} S H<\nu$, then in the above argument, each $\theta_{i}<\nu$. If $\operatorname{tr} S_{0} H=$ $\operatorname{tr}\left(W^{\prime} S_{0} W\right) D_{\theta}=\nu$ and $\operatorname{tr} W^{\prime} S_{0} W \leqq 1$, then at least one of the $\theta_{i}$ is equa to $\nu$.

The condition that $\mathscr{H}$ be bounded now can be removed, since $\left\|H_{0}\right\|^{2} \leqq\left(\operatorname{tr} H_{0}\right)^{2} \leqq[\nu \operatorname{tr} \Pi]^{2}$, by Lemma 3.1.

Remark 3.1. We note that $\operatorname{tr} S_{0} I=1$, for if not, $\alpha S_{0}$ for $\alpha>1$ would violate (3.3).
$S_{0}$ and $H_{0}$ are related by $\nu S_{0} \Pi=S_{0} H_{0}$. This follows from the fact that $\operatorname{tr} S_{0} \Psi=\operatorname{tr} S_{0}\left(\Pi-H_{0} / \nu\right)=0$ and $\Psi \geqq 0$ implies that $S_{0}^{1 / 2} \Psi S_{0}^{1 / 2}=0$, or equivalently that $S_{0}^{1 / 2} \Psi^{1 / 2}=0$, which yields the result.

Remark 3.2. In the above development we assumed that $E X=\mu$ was given. If this is not the case, then choose $\mathscr{S}=\left\{S=\left(\begin{array}{cc}\alpha & 0 \\ 0 & S_{1}\end{array}\right): S>0\right.$, $\operatorname{tr} S I \leqq 1\}, S_{1}: k \times k$, and the entire development remains unchanged with $S_{1}$ replacing $S$, since $S \geqq 0$ if and only if $\alpha>0, S_{1} \geqq 0$ and $\operatorname{tr} S \Pi=$ $\alpha+\operatorname{tr} S_{1} \Sigma$.

We now summarize the essential points of the proof which are appropriately modified in each of the remaining cases.
(1) Introduce vectors $u(x)$ and $v(x)(u=v$ in the above) such that
(i) $E v^{\prime}(X) u(X)=I$ is a matrix of given moments,
(ii) $a f^{\prime}, a \in \mathscr{A}_{0}$ can be written as $u A v^{\prime}$ with $A \in \mathscr{A}$.

To define $\mathscr{A}$ we first must characterize $\mathscr{A}_{0}$.
(2) Define $\mathscr{C}$, a set of moment matrices of the same kind as $\Pi$, but corresponding to distributions on $\mathscr{T}$.
(3) Define $\mathscr{S}$ and show that $\mathscr{S}$ is bounded.
(4) Use the game to assert that $H_{0}$ exists, and show that the moment problem with moments defined by $\Psi=\Pi-H_{0} / \nu$ has a solution with $\psi_{11}=1-1 / \nu$.
4. Univariate distributions on $(-\infty, \infty)$. Let $u(x)=v(x)=(1, x$, $\left.\cdots, x^{n}\right)$. Then polynomials $a f^{\prime}(x)$ of degree $\leqq 2 n$ which are nonnegatve in $(-\infty, \infty)$ can be expressed as $u A u^{\prime}, A \geqq 0,[7, \mathrm{p} .82]$. Hence $\mathscr{A}=$ $\left\{A: A \geqq 0, u A u^{\prime} \geqq 1\right.$ for $\left.x \in \mathscr{G}\right\}$, and (3.1) holds. Note that $\Pi=\left(\pi_{i+j-2}\right)=$ $\left(E X^{i+j-2}\right), i, j=1, \cdots, n+1$. Let $-\infty<t_{i}<\infty, u_{i}=u\left(t_{i}\right), i=1, \cdots, m$, $T=\left(u_{1}^{\prime}, \cdots, u_{m}^{\prime}\right), \quad D_{p}=\operatorname{diag}\left(p_{1}, \cdots, p_{m}\right) \geqq 0, \quad \operatorname{tr} D_{p}=1, \quad H=T D_{p} T^{\prime}=$ $\left(h_{i+j-2}\right), i, j=1, \cdots, n+1$. Define $\mathscr{C}=\left\{H: t_{i} \in \mathscr{S}, i=1, \cdots, m\right\}, \mathscr{S}=$ $\{S: S \geqq 0, \operatorname{tr} S \Pi \leqq 1\}$. We assume that the moment problem corresponding to the given moments $\left\{\pi_{0}, \cdots, \pi_{2 n}\right\}$ is not determined so that $I I>0$, [8, Th. 3.3], and the previous argument that $\mathscr{P}$ is bounded holds. Assuming that $\mathscr{C}$ is bounded, there exists an $S_{0}$ and $H_{0}=\left(h_{i+j-2}^{0}\right)$ satisfying (3.3), and with Lemma 3.1 we conclude as before that the boundedness condition on $\mathscr{C}$ can be removed.

Since $\pi_{0}=h_{0}^{0}=1, \psi_{0}=1-1 / \nu$. Define $\Delta_{r}=\left|\psi_{i+j-2}\right|_{i, j=1}^{r+1}$; then since $\Psi \geqq 0$, by Theorem 8.1 it follows that $\Delta_{1}>0, \cdots, \Delta_{r-1}>0, \Delta_{r}=0, \cdots$, $\Delta_{n}=0$, for some $r$. The reduced (Hamburger) moment problem has a solution if and only if $\Psi \geqq 0$, in which case there exists a (unique) representation $\psi_{j}=\sum_{i=1}^{r} p_{i} \xi_{i}^{j}, j=0,1, \cdots, 2 n-1$, and $\psi_{2 n}=\sum_{\imath=1}^{r} p_{i} \xi_{i}^{2 n}+$ $c, c \geqq 0$, and $c=0$ if $r=n$, [8, p.85].

In the event $c>0$, by using an $\varepsilon$-good strategy for player II to guarantee $\Psi$ strictly $>0$, we obtain a distribution with moments $\left\{\pi_{0}, \cdots\right.$, $\pi_{2 n}$, which assigns probability $1 /(\nu+\varepsilon)$ to $\mathscr{T}$.

Remark 4.1. The representation obtained from [7, p. 82] is of the form $\left(\Sigma u_{i} c_{i}\right)^{2}+\left(\Sigma u_{\imath} d_{i}\right)^{2}$, which is expressible as $u A u^{\prime}$, where $A=c^{\prime} c+d^{\prime} d$. However, the same class of polynomials is obtained if we include all $A \geqq 0$.

Remark 4.2. If $\mathscr{S}^{-}$is bounded, there exists an extremal distribution with a spectrum consisting of at most $2(n+1)$ points. This follows from the fact that the least number of points contributing to $H_{0}$ is at most $(n+1),[2, \S 2.5]$, and to $\Psi$ is at most $(n+1)$ points by the previous argument.
5. Univariate Case on $[0, \infty)$. Consider first the case $m=2 n-1$, and let $u(x)=\left(1, x, \cdots, x^{n-1}\right), v(x)=\left(1, x, \cdots, x^{n}\right)$. Then polynomials $a f^{\prime}(x)$ of degree $\leqq 2 n-1$ can be expressed as $u[(B, 0)+(0, C)] v^{\prime} \equiv u A v^{\prime}$, where $B \geqq 0, C \geqq 0$ are $n \times n$ matrices (See [7, p. 82] and Remark 4.1). Hence $\mathscr{A}=\left\{A: B \geqq 0, C \geqq 0, u A v^{\prime} \geqq 1\right.$ for $\left.x \in \mathscr{T}\right\}$, and (3.1) holds. Now $\Pi=\left(\pi_{i+j-2}\right)=\left(E X^{i+j-2}\right), i=1, \cdots, n+1 ; j=1, \cdots, n$. Let $0<t_{i}<\infty$, $u_{i}=u\left(t_{i}\right), v_{i}=v\left(t_{i}\right), \quad i=1, \cdots, m, \quad T_{1}=\left(u_{1}^{\prime}, \cdots, u_{m}^{\prime}\right), \quad T_{2}=\left(v_{1}^{\prime}, \cdots, v_{m}^{\prime}\right)$, $D_{p}=\operatorname{diag}\left(p_{1}, \cdots, p_{m}\right) \geqq 0, \operatorname{tr} D_{p}=1, H=T_{1} D_{p} T_{2}^{\prime}=\left(h_{i+j-2}\right), i=1, \cdots, n+$ $1 ; j=1, \cdots, n$. Define $\mathscr{H}=\left\{H: t_{i} \in \mathscr{T}, \quad i=1, \cdots, m\right\}, \mathscr{S}=\{S=$ $\left.\left(S_{1}, S_{2}\right): S_{1} \geqq 0, S_{2} \geqq 0, \operatorname{tr}\left[\left(S_{1}, 0\right)+\left(0, S_{2}\right)\right] \Pi \leqq 1\right\}, S_{1}, S_{2}: n \times n, 0: n \times 1$. Assuming that the moment problem corresponding to $\Pi$ is not determined, i.e., $\Pi_{(1)}=\left(\pi_{i+j-2}\right), i, j=1, \cdots, n, \Pi^{(1)}=\left(\pi_{i+j-1}\right), i, j=1, \cdots, n$, are positive definite, [8, p. 6], the argument of § 3 that $\mathscr{S}$ is bounded holds, with $\|S\| \equiv\left\|\left(S_{1}, 0\right)+\left(0, S_{2}\right)\right\|$.

Assuming that $\mathscr{H}$ is bounded, there exists an $S_{0}=\left(S_{10}, 0\right)+\left(0, S_{20}\right)$ and $H_{0}=\left(h_{i+j-2}^{0}\right), i=1, \cdots, n+1 ; j=1, \cdots, n$, satisfying (3.3). Define $H_{0(1)}$ and $H_{0}^{(1)}$ in the some manner as $\Pi_{(1)}$ and $\Pi^{(1)}$. An application of Lemma 3.1 yields $\Psi_{(1)}=\Pi_{(1)}-H_{0(1)} / \nu \geqq 0$ and $\Psi^{(1)}=\Pi^{(1)}-H_{0}^{(1)} / \nu \geqq 0$. The boundedness condition of $\mathscr{C}$ can now be removed since $\left\|H_{0}\right\|^{2} \leqq$ $\left\|H_{01}\right\|^{2}+\left\|H_{0}^{(1)}\right\|^{2} \leqq \nu \operatorname{tr}\left(\Pi_{(1)}+\Pi^{(1)}\right)$. Also $\psi_{0}=\pi_{0}-h_{0} / \nu=1-1 / \nu$.

In order for the reduced (Stieltjes) moment problem to have a solution, it is necessary that both $\Psi_{(1)}$ and $\Psi^{(1)}$ be $\geqq 0 .{ }^{1}$

Recall from $\S 4$ that $\Delta_{r}=\left|\psi_{i+j-2}\right|, i, j=1, \cdots, r+1$. Now define $\Delta_{r}^{(1)}=\left|\psi_{i+j-1}\right|, \quad i, j=1, \cdots, r+1$. From Theorem 8.1 it follows that either
(i) $\Delta_{0}>0, \cdots, \Delta_{r}>0, \Delta_{r+1}=\cdots=\Delta_{n}=0$ and $\Delta_{0}^{(1)}>0, \cdots, A_{r}^{(1)}>$ $0, \Delta_{r+1}^{(1)}=\cdots=\Delta_{n}^{(1)}=0$, or
(ii) $\Delta_{0}>0, \cdots, \Delta_{r}>0, \quad \Delta_{r+1}=\cdots=\Delta_{n}=0 \quad$ and $\quad \Delta_{0}^{(1)}>0, \cdots$, $\Delta_{r-1}^{(1)}>0, \Delta_{r}^{(1)}=\cdots=\Delta_{n}^{(1)}=0$, for some $r$. But these are the conditions that there exist a distribution whose spectrum consists of $r+1$ points distinct from 0 in case (i) and including 0 in (ii).

If $m=2 n$, let $u(x)=v(x)=\left(1, x, \cdots, x^{n}\right)$. Then polynomials $a f^{\prime}(x)$ of degree $\leqq 2 n$ can be expressed as $v\left[B+\left(\begin{array}{ll}0 & C \\ 0 & 0\end{array}\right)\right] v^{\prime}$, where $B: n+1 \times$ $n+1, C: n \times n, B \geqq 0, C \geqq 0,[7, \mathrm{p} .82]$. The remainder of the proof is essentially the same as for the case $m=2 n-1$ above.
6. Univariate distribution on $[0,1]$. We first deal with the case when an odd number of moments is given. Let $u(x)=\left(1, x, \cdots, x^{n-1}\right)$, $v(x)=\left(1, x, \cdots, x^{n}\right)$. Now $\quad \Pi=\left(\pi_{i+j-2}\right)=\left(E X^{i+j-2}\right), i=1, \cdots, n+1$; $j=1, \cdots, n$. Then polynomials $a f^{\prime}(x)$ of degree $\leqq 2 n-1$ which are

[^35]nonnegative in $[0,1]$ can be expressed as $u[(B, 0)+(0, C-B)] v^{\prime} \equiv u A v^{\prime}$, where $B$ and $C$ are $n \times n$ matrices, $B \geqq 0, C \geqq 0$, (See [7, p. 82] and Remark 4.1). Hence $\mathscr{A}=\left\{A: B \geqq 0, C \geqq 0, u A v^{\prime} \geqq 1\right.$ for $\left.x \in \mathscr{T}\right\}$, and (3.1) holds. We assume that the moment problem corresponding to the given moments $\left\{\pi_{0}, \cdots, \pi_{2 n-1}\right\}$ is not determined. This means that $\Pi^{(1)}=$ $\left(\pi_{i+j-1}\right), i, j=1, \cdots, n$, and $\Pi_{(2)}=\left(\pi_{i+j-2}-\pi_{i+j-1}\right), i, j=1, \cdots, n$, are both positive definite, [5, p. 55] or [8, p.77]. (In the latter reference the conditions are presented for the interval $[-1,1]$.)

Let $0 \leqq t_{i} \leqq 1, u_{i}=u\left(t_{i}\right), v_{i}=v\left(t_{i}\right), i=1, \cdots, m, T_{1}=\left(u_{1}^{\prime}, \cdots, u_{m}^{\prime}\right)$, $T_{2}=\left(v_{1}^{\prime}, \cdots, v_{m}^{\prime}\right), \quad D_{p}=\operatorname{diag}\left(p_{1}, \cdots, p_{m}\right) \geqq 0, \quad \operatorname{tr} D_{p}=1, \quad H=T_{1} D_{p} T_{2}^{\prime}=$ $\left(h_{i+j-2}\right), i=1, \cdots, n+1 ; j=1, \cdots, n$. Define $\mathscr{\mathscr { C }}=\left\{H: t_{i} \in \mathscr{T}, i=1\right.$, $\cdots, m\}, \mathscr{S}=\left\{\left(S_{1}, S_{2}\right): S_{1} \geqq 0, S_{2} \geqq 0, \operatorname{tr}\left[\left(S_{1} 0\right)+\left(0, S_{2}-S_{1}\right)\right] \Pi \leqq 1\right\}$. We first show that $\mathscr{S}$ is bounded:

$$
\|S\|^{2} \equiv\left\|\left(S_{1}, 0\right)+\left(0, S_{2}-S_{1}\right)\right\| \leqq 2 \operatorname{tr} S_{1}^{2}+\operatorname{tr} S_{2}^{2} \leqq 2\left(\operatorname{tr} S_{1}\right)^{2}+\left(\operatorname{tr} S_{2}\right)^{2}
$$

But $\operatorname{tr} S I I=\operatorname{tr} S_{1} \Pi_{(2)}+\operatorname{tr} S_{2} \Pi^{(1)} \leqq 1$, and $\Pi_{(2)}>0, \quad \Pi^{(1)}>0$, so that $\operatorname{tr} S_{1} \leqq 1 / c_{m}\left(\Pi_{(2)}\right), \operatorname{tr} S_{2} \leqq 1 / c_{m}\left(\Pi^{(1)}\right)$, and $\mathscr{S}$ is bounded.

Assuming that $\mathscr{H}$ is bounded, there exists an $S_{0}=\left(S_{10}, 0\right)+\left(0, S_{20}-S_{10}\right)$ and $H_{0}=\left(h_{i+j-2}^{0}\right), i=1, \cdots, n+1 ; j=1, \cdots, n$, satisfying (3.3). Define $H_{0(2)}$ and $H_{0}^{(1)}$ as for $\Pi_{(2)}$ and $\Pi^{(1)}$; then an application of Lemma 3.1 yields

$$
\Psi_{(2)}=\Pi_{(2)}-H_{0(2)} / \nu \geqq 0, \Psi^{(1)}=\Pi^{(1)}-H_{0}^{(1)} / \nu \geqq 0 .
$$

The boundedness condition on $\mathscr{H}$ can now be removed since $\left\|H_{0}\right\|^{2} \leqq$ $2\left\|H_{0(2)}\right\|^{2}+2\left\|H_{0}^{(1)}\right\|^{2} \leqq \nu \operatorname{tr}\left(\Pi_{(2)}+\Pi^{(1)}\right)$. Also $\psi_{0}=\pi_{0}-h_{0} / \nu=1-1 / \nu$.

In order for the reduced (Hausdorff) moment problem to have a solution, it is necessary that both $\Psi_{(2)}$ and $\Psi^{(1)}$ be $\geqq 0$, [5, p. 55].

If an even number of moments is given, we let $u(x)=v(x)=(1, x$, $\left.\cdots, x^{n}\right)$. Now $\Pi=\left(\pi_{i+j-2}\right), i, j=1, \cdots, n+1$. Polynomials $a f^{\prime}(x)$ of degree $\leqq 2 n$ which are nonnegative in $[0,1]$ can be expressed as $u\left[\left(\begin{array}{ll}B & 0 \\ 0 & 0\end{array}\right)+\left(\begin{array}{ll}0 & C \\ 0 & 0\end{array}\right)+\left(\begin{array}{cc}0 & 0 \\ 0 & -C\end{array}\right)\right] u^{\prime} \equiv u A u^{\prime}$, where $B$ and $C$ are $n \times n$ matrices, $B \geqq 0, C \geqq 0$, (See [7, p. 82] and Remark 4.1). Hence $\mathscr{A}=$ $\left\{A: B \geqq 0, C \geqq 0, u A u^{\prime} \geqq 1\right.$ for $\left.x \in \mathscr{T}\right\}$, and (3.1) holds. We assume that the moment problem corresponding to the given moments $\left\{\pi_{0}, \cdots\right.$, $\left.\pi_{2 n}\right\}$ is not determined. This means that $\Pi$ and $\Pi_{(3)}=\left(\pi_{i+j-1}-\pi_{i+j}\right)$, $i, j=1, \cdots, n$, are positive definite, [5, p. 55] or [8, p.77].

The remainder of the argument is analogous to the odd moment case.

Remark 6.1. As in Remark 4.1, if $\mathscr{T}$ is bounded, there exists an extremal distribution with a spectrum consisting of at most $2(n+1)$ points. This follows from [2, § 2.5] and [5, § 17].

Remark 6.2. A condition for the solution of the Hausdorff moment problem with an infinite number of moments is the condition that

$$
\Delta^{k} \mu_{j}=\mu_{j}-\binom{k}{1} \mu_{j+1}+\binom{k}{2} \mu_{j+2}+\cdots+(-1)^{k} \mu_{j+k} \geqq 0, \quad k, j=0,1, \cdots
$$

However, this condition with $k, j=0,1, \cdots, n$ is not sufficient for a solution of the reduced moment problem. It is interesting to note that this condition enters naturally using an alternative formulation. Polynomials $a f^{\prime}(x)$ which are nonnegative in [0,1] may be represented as $\Sigma a_{i j}(1-x)^{i} x^{j}$, where $a_{i j} \geqq 0$. If we let $u(x)=\left(1,(1-x), \cdots,(1-x)^{n}\right)$, $v(x)=\left(1, x, \cdots, x^{n}\right)$, then the representation is $u A v^{\prime}, a_{i j} \geqq 0$. Now $\Pi=\left(E(1-X)^{i-1} X^{j-1}\right)=\left(4^{i-1} \mu_{j-1}\right), i, j=1, \cdots, n+1$. Using a similar development as before, $\mathscr{S}=\left\{S: s_{i j} \geqq 0, \operatorname{tr} S \Pi \leqq 1\right\}$, and from Lemma 3.1, $\Psi=\Pi-H_{0} / \nu=\left(\Delta^{i-1} \mu_{j-1}\right)-\left(\Delta^{i-1} \mu_{j-1} / \nu\right) \geqq 0$. Let $\psi_{j}=\mu_{j}-h_{j} / \nu$, $\Psi=\left(\Delta^{i-1} \psi_{j-1}\right)$; we wish to show that $\Delta^{i-1} \psi_{j-1} \geqq 0$. By choosing $S$ to have all zeros except $s_{i j}=1 / \Delta^{i-1} \pi_{j-1}, \operatorname{tr} S \Pi=1$. The result follows after using (3.3).
7. Random angle in $[0,2 \pi)$. If $u(x)=v(x)=\left(1, e^{\text {inx }}, \cdots, e^{\text {inx }}\right)$, then polynomials $a f^{\prime}(x)$ which are nonnegative in $[0,2 \pi)$ can be expressed as $u A u^{\prime}, A \geqq 0$, (See [7, p. 82] and Remark 4.1). Hence $\mathscr{A}=\{A: A \geqq 0$, $u A u^{\prime} \geqq 1$ for $\left.x \in \mathscr{T}\right\}$, and (3.1) holds. Now $\Pi=\left(\pi_{j-k}\right)=\left(E e^{i(j-k) X}\right)$, $j, k=1, \cdots, n+1$.

The proof is virtually that of § 4, noting only that the reduced trigonometric (Herglotz) moment problem has a solution if the Toeplitz matrix $\Pi>0$. (See footnote, §5.)
7.1. An example. The authors are unaware of any Chebyshev inequalities when trigonometric moments are available, and we present a simple illustration.

Theorem 7.1. If $X$ is a random angle in $[0,2 \pi)$ and $E \sin X=\alpha$, $E \cos X=\beta$, then

$$
\begin{align*}
& P\{2 \theta<X<2 \varphi\} \geqq 1-\frac{1-\alpha \sin (\theta+\varphi)-\beta \cos (\theta+\varphi)}{1-\cos (\varphi-\theta)}  \tag{7.1}\\
& P\{2 \theta \leqq X \leqq 2 \varphi\} \leqq \frac{1+\alpha \sin (\theta+\varphi)+\beta \cos (\theta+\varphi)}{1+\cos (\varphi-\theta)} \\
& \quad 0 \leqq \theta \leqq \varphi \leqq \pi
\end{align*}
$$

Proof. Choose $f(x)=c_{1}+c_{2} \sin x+c_{3} \cos x$. The conditions $f(\theta+\varphi)=0, \quad f(2 \theta)=f(2 \varphi)=1$ lead to (7.1), and the conditions $f(\theta+\varphi+\pi)=0, f(2 \theta)=f(2 \varphi)=1$ lead to (7.2).
8. Properties of Hankel matrices. In this section we obtain several properties of Hankel matrices which were required in §§ 4 and 5. These properties are known as a consequence of the solution of moment problems, but it may be of interest to present matrix theoretic proofs. We need the following preliminaries.

A matrix $U=\left(u_{i+j-2}\right), i, j=1, \cdots, n$ is called a Hankel matrix. By the $r$ th compound, $A^{(r)}$, of a matrix $A: n \times n$ we mean the matrix whose elements are the $r$ th order minors of $A$ arranged in lexicographic order; thus $A^{(r)}:\binom{n}{r} \times\binom{ n}{r}$. The following properties of compound matrices are well-known, e.g., [1].
(8.1) Let $A$ be symmetric. The characteristic roots of $A^{(r)}$ are the $\binom{n}{r}$ products of $r$ characteristic roots of $A$. Thus, $A^{(r)} \geqq 0$ if and only if $A \geqq 0$.

$$
\begin{equation*}
\left|A^{(r)}\right|=|A|^{\binom{n-1}{r-1}} \tag{8.2}
\end{equation*}
$$

Theorem 8.1. If the Hankel matrix $U=\left(u_{i+j-2}\right), i, j=1, \cdots$, $r+1$, is $\geqq 0$, and if $\Delta_{r}=\left|u_{i+j-2}\right|_{i, j=1}^{r}=0$, then $\Delta_{r+1}=0$.

Proof. Suppose $u_{0}=0$, then by nonnegativity of each $2 \times 2$ principal minor, it follows that $u_{0}=u_{1}=\cdots=u_{2 n-1}=0, u_{2 n} \geqq 0$. But $U^{(r)} \geqq 0$ has first element 0 , and hence its first row is 0 , so that $\Delta_{r}=0$.

Theorem 8.2. Let $U=\left(u_{i+j-2}\right), \quad i, j=1, \cdots, r+1, \quad V=\left(u_{i+j-1}\right)$, $i, j=1, \cdots, r+1, \quad U \geqq 0, \quad V \geqq 0$. Then $\Delta_{r}=0 \Rightarrow \Delta_{r}^{(1)}=0 \Rightarrow \Delta_{r+1}=0$, where $\Delta_{m}=\left|u_{i+j-2}\right|, i, j=1, \cdots, m ; \Delta_{m}^{(1)}=\left|u_{i+j-1}\right|, i, j=1, \cdots, m$.

Proof. In the $r$ th compound $U^{(r)}, \Delta_{r}=u_{11}^{(r)}=0$ implies that $u_{12}^{(r)}=$ $\Delta_{r}^{(1)}=0$. In the $r$ th compound $V^{(r)}, \Delta_{r}^{(1)}=v_{11}^{(r)}=0$, and hence all $v_{i j}^{(r)}=0$, except possibly the last diagonal element, which is a function of $u_{2 r+1}$. In $U^{(r+1)}$, the last column does not depend on $u_{2 r+1}$, and its elements are the $v_{i j}^{(r)}$ which are zero. Hence $\left|U^{(r+1)}\right|=0$, so that $\Delta_{r+1}=0$.
9. Acknowledgment. We are grateful to Herman Rubin for some valuable discussions. He also pointed out that sharpness of Chebyshev inequalities can be proved quite generally without knowledge of moment problem solutions by an application of the Hahn-Banach extension theorem. However, the present proof provides considerable information concerning extremal distributions.
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# PRIMITIVE ALGEBRAS WITH INVOLUTION 

Wallace S. Martindale, 3RD

A well known theorem of Kaplansky ([1], p. 226, Theorem 1) states that every primitive algebra satisfying a polynomial identity is finite dimensional over its center. Related to this result is the following conjecture due to Herstein: if $A$ is a primitive algebra with involution whose symmetric elements satisfy a polynomial identity, then $A$ is finite dimensional over its center. Our main object in the present paper is to verify this conjecture in the special case where $A$ is assumed to be algebraic. In the course of our proof we develop some results, which may be of independent interest, concerning the existence of nontrivial symmetric idempotents in primitive algebras with involution.

1. Some preliminary remarks. In the present section we mention a few definitions and observations which we shall need in the remainder of this paper.

By the term algebra over $\Phi$ we shall mean an associative algebra (possibly infinite dimensional) over a field $\Phi$. A primitive algebra over $\Phi$ is one which is isomorphic to a dense ring of linear transformations of a (left) vector space $V$ over a division algebra $\Delta$ containing $\Phi$ (see [1], p. 32). The rank of an element $a$ of a primitive algebra is the dimension of $V a$ over $\Delta$. We state without proof the following three remarks.

Remark 1. Let $A$ be a primitive algebra with identity 1 containing a set of nonzero orthogonal idempotents $e_{1}, e_{2}, \cdots, e_{m}$ such that
(a) $e_{1}+e_{2}+\cdots+e_{m}=1$
(b) $\operatorname{rank} e_{i}=r_{i}<\infty, i=1,2, \cdots, m$.

Then the dimension of $V$ over $\Delta$ is $\sum_{i=1}^{m} r_{i}<\infty$.
Remark 2. Let $A$ be a primitive algebra with center $Z$. If $z a=0$ for some $z \neq 0 \in Z$ and some $a \in A$, then $a=0$.

Remark 3. Let $A$ be a primitive algebra. If $a$ and $b$ are nonzero elements of $A$, then $a A b \neq 0$. More generally, if $a_{1}, a_{2}, \cdots, a_{n}$ are nonzero elements of $A$, where $n$ is any natural number, then

$$
a_{1} A a_{2} A \cdots a_{n-1} A a_{n} \neq 0 .
$$

An $I$-algebra is an algebra in which every non-nil left ideal contains a nonzero idempotent. An algebra over $\Phi$ is algebraic in case every

[^36]element satisfies a non-trivial polynomial equation $f(t)=0$, where $f(t)=$ $\sum \alpha_{i} t^{i}, \alpha_{i} \in \Phi$. One can show that every algebraic algebra is an $I$-algebra. In the proof of this fact (see [1], p. 210, Proposition 1), however, the following sharper result is obtained.

Remark 4. Let $a$ be a non-nilpotent element of an algebraic algebra. Then the subalgebra [[a]] generated by $a$ contains a nonzero idempotent.

An involution* of an algebra $A$ over $\Phi$ is an anti-automorphism of $A$ of period 2, that is,

$$
\begin{aligned}
& (a+b)^{*}=a^{*}+b^{*} \\
& (\alpha a)^{*}=\alpha a^{*} \\
& (a b)^{*}=b^{*} a^{*} \\
& a^{* *}=a
\end{aligned}
$$

for all $a, b \in A, \alpha \in \Phi$. It is to be understood that in the rest of this paper the characteristic of $\Phi$ is assumed to be unequal to 2 . An element $a$ is symmetric if $a^{*}=a ; a$ is skew if $a^{*}=-a .{ }^{*}$ is an involution of the first kind in case every central element is symmetric. ${ }^{*}$ is an involution of the second kind in case there exists a nonzero central element which is skew. Every involution is of one of these two kinds.
2. $S_{n}$-algebras. The notion of an algebra satisfying a polynomial identity can be generalized according to the following

Definition. A subspace $R$ of an algebra $A$ over $\Phi$ satisfies a polynomial identity in case there exists a nonzero element $f\left(t_{1}, t_{2}, \cdots, t_{n}\right)$ of the free algebra over $\Phi$ freely generated by the $t_{i}$ such that

$$
f\left(x_{1}, x_{2}, \cdots, x_{n}\right)=0
$$

for all $x_{i} \in R . \quad R$ will be called a $P I$-subspace of degree $d$ if the degree $d$ of $f\left(t_{1}, t_{2}, \cdots, t_{n}\right)$ is minimal.

The element $f\left(t_{1}, t_{2}, \cdots, t_{n}\right)$ is multilinear of degree $n$ if and only if it is of the form

$$
\sum_{\sigma} \alpha(\sigma) t_{\sigma_{1}} t_{\sigma_{2}} \cdots t_{\sigma_{n}}, \alpha(\sigma) \in \Phi, \text { some } \alpha(\sigma) \neq 0
$$

where $\sigma$ ranges over all the permutations of $(1,2, \cdots, n)$.
Lemma 1. Let $R$ be a PI-subspace of degree $n$ of an algebra $A$. Then $R$ satisfies a multilinear polynomial identity of degree $n$.

This lemma is a slight generalization of [1], p. 225, Proposition 1.

The same proof carries over directly and we therefore omit it.
Our main purpose in this paper is to study algebras of the following type.

Definition. Let $A$ be an algebra with an involution * over $\Phi$. Suppose that the set $S$ of symmetric elements is a $P I$-subspace of degree $\leqq n$. Then $A$ will be called an $S_{n}$-algebra. In case ${ }^{*}$ is of the first (second) kind, we shall refer to $A$ as an $S_{n}$-algebra of the first (second) kind.

It is surprisingly easy to analyze $S_{n}$-algebras of the second kind, as indicated by

Theorem 1. Let $A$ be a primitive $S_{n}$-algebra of the second kind. Then $A$ is finite dimensional over its center.

Proof. ${ }^{1}$ According to Lemma $1 S$ satisfies a multilinear polynomial identity of degree $n: f\left(t_{1}, t_{2}, \cdots, t_{n}\right)=0$. Let $z$ be a nonzero central element of $A$ which is skew. If $k$ is skew, then

$$
(z k)^{*}=k^{*} z^{*}=(-k)(-z)=k z=z k
$$

and hence $z k$ is symmetric. Therefore we have

$$
0=f\left(z k_{1}, s_{2}, s_{3}, \cdots, s_{n}\right)=z f\left(k_{1}, s_{2}, s_{3}, \cdots, s_{n}\right)
$$

for all $k_{1} \in K, s_{i} \in S$, where $K$ is the set of skew elements. By Remark 2 $f\left(k_{1}, s_{2}, s_{3}, \cdots, s_{n}\right)=0$. It follows that $f\left(x_{1}, s_{2}, s_{3}, \cdots, s_{n}\right)=0$ for all $x_{1} \in A$, $s_{i} \in S$, since every $x \in A$ can be written $x=s+k, s \in S, k \in K$. Continuing in this fashion we finally have $f\left(x_{1}, x_{2}, \cdots, x_{n}\right)=0$ for all $x_{i} \in A$. The conclusion then follows from the previously mentioned theorem of Kaplansky ([1], p. 226, Theorem 1).
3. Some basic theorems. The assumption that the symmetric elements of an $S_{n}$-algebra satisfy a polynomial identity is used chiefly to prove

Theorem 2. Let $A$ be a primitive $S_{n}$-algebra over $\Phi$. Then there exist at most $n$ orthogonal non-nilpotent symmetric elements.

Proof. Suppose $s_{1}, s_{2}, \cdots, s_{n+1}$ are $n+1$ orthogonal non-nilpotent symmetric elements. Using Remark 3 and the fact that the $s_{i}$ are nonnilpotent we may choose elements $x_{1}, x_{2}, \cdots, x_{n} \in A$ so that

$$
s_{1}^{2} x_{1} s_{2}^{2} x_{2} \cdots s_{n}^{2} x_{n} s_{n+1} \neq 0
$$

[^37]Now set $u_{i}=s_{i} x_{i} s_{i+1}+s_{i+1} x_{i}^{*} s_{i}, i=1,2, \cdots, n$. By Lemma $1 S$ satisfies a multilinear identity of degree $n$ :

$$
\begin{equation*}
f\left(t_{1}, t_{2}, \cdots, t_{n}\right)=t_{1} t_{2} \cdots t_{n}+\sum_{\sigma \neq 1} \alpha(\sigma) t_{\sigma_{1}} t_{\sigma_{2}} \cdots t_{\sigma_{n}} \tag{1}
\end{equation*}
$$

where $\sigma$ ranges over all the permutations of $(1,2, \cdots, n)$ except the identity permutation $I . \quad f\left(u_{1}, u_{2}, \cdots, u_{n}\right)=0$ since the $u_{i}$ are symmetric. To analyze the right hand side of (1) we first note that if $u_{i} u_{j} u_{k} \neq 0$, $i, j, k$ distinct, then either $j=i+1$ and $k=i+2$, or $j=i-1$ and $k=i-2$, because of the orthogonality of the $s_{i}$. It follows that

$$
f\left(u_{1}, u_{2}, \cdots, u_{n}\right)=u_{1} u_{2} \cdots u_{n}+\alpha u_{n} u_{n-1} \cdots u_{1}
$$

for some $\alpha \in \Phi$. Hence

$$
\begin{equation*}
0=s_{1} x_{1} s_{2}^{2} x_{2} s_{3}^{2} x_{3} \cdots s_{n}^{2} x_{n} s_{n+1}+\alpha s_{n+1} x_{n}^{*} s_{n}^{2} x_{n-1}^{*} \cdots s_{2}^{2} x_{1}^{*} s_{1} . \tag{2}
\end{equation*}
$$

Multiplying (2) through on the left by $s_{1}$, we have $0=s_{1}^{2} x_{1} s_{2}^{2} x_{2} \cdots s_{n}^{2} x_{n} s_{n+1}$, a contradiction.

An idempotent $e$ of an algebra $A$ is called non-trivial in case $e \neq 1$ (if $A$ has an identity) and $e \neq 0$.

Theorem 3. Let $A$ be a primitive I-algebra with an involution*. Then:
(a) If there exists an $x \neq 0 \in A$ such that $x x^{*}=0$, then either $A$ contains a non-trivial symmetric idempotent or $A$ is isomorphic to the total matrix ring $\Delta_{2}$, where $\Delta$ is a division algebra. In the latter case $E_{11}^{*}=E_{22}$, where the $E_{i j}$ are the nit matrices, $i, j=1,2$.
(b) If $x x^{*} \neq 0$ for all $x \neq 0 \in A$, then either $A$ is a division algebra or $A$ contains a non-nilpotent symmetric element which has no inverse in $A$. If $x x^{*} \neq 0$ for all $x \neq 0 \in A$ and $A$ is algebraic over $\Phi$, then either $A$ is a division algebra or $A$ contains a non-trivial symmetric idempotent.

Proof. Suppose first that there exists an $x \neq 0 \in A$ such that $x x^{*}=0$. We can choose an $a \in A$ such that $e=a x$ is a nonzero idempotent, because $A$ is an $I$-algebra. Since $x x^{*}=0, e \neq 1$. From the equations $e e^{*}=(a x)(a x)^{*}=a x x^{*} a^{*}=0$ it is easy to check that $e+e^{*}-e^{*} e$ is a non zero symmetric idempotent. We may thus assume that $1 \in A$ and $e+e^{*}-e^{*} e=1 . \quad e A e$ is a primitive $I$-algebra ([1], p. 48, Proposition 1, and p. 211, Proposition 2). If $e A e$ is not a division algebra, then it contains an idempotent $f=e b e, f \neq 0, f \neq e$. Since $f f^{*}=e b e e^{*} b^{*} e^{*}=0$, $f+f^{*}-f^{*} f$ is a nonzero symmetric idempotent. It is unequal to 1 since otherwise $e=e\left(f+f^{*}-f^{*} f\right)=f$. We may therefore assume that $e A e$ is a division algebra and consequently that rank $e=1$. Since $\left(1-e^{*}\right)(1-e)=1-\left(e+e^{*}-e^{*} e\right)=0$, a repetition of the above argu-
ment allows us to assume that $1-e$ is also an idempotent of rank 1. It follows from Remark 1 that $A$ is the complete ring of linear transformations of a two dimensional vector space $V$ over a division algebra $\Delta$.

If $e^{*} e=0$ as well as $e e^{*}=0$ it is easy to show that relative to a suitable basis of $V e=E_{11}$ and $e^{*}=E_{22}$. In this case we are finished. Therefore suppose $e^{*} e \neq 0$. We shall sketch an argument, leaving some details to the reader, whereby a non-trivial symmetric idempotent can now be found. First find a basis ( $u_{1}, u_{2}$ ) of $V$ such that $u_{1} e=u_{1}, u_{2} e=0$, $u_{1} e^{*}=0, u_{2} e^{*}=\lambda u_{1}+u_{2}$, where $\lambda \neq 0 \in \Delta$. By setting $v_{1}=\lambda^{-1} u_{1}$ and $v_{2}=u_{2}$ we obtain a basis $\left(v_{1}, v_{2}\right)$ of $V$ relative to which $e=E_{11}$ and $e^{*}=E_{21}+E_{22}$. From this we have

$$
\begin{aligned}
& E_{11}^{*}=E_{21}+E_{22} \\
& E_{21}^{*}=\left[\left(E_{21}+E_{22}\right) E_{11}\right]^{*}=\left(E_{21}+E_{22}\right) E_{11}=E_{21} \\
& E_{22}^{*}=e-E_{21}^{*}=E_{11}-E_{21}
\end{aligned}
$$

Set $E_{12}^{*}=\alpha E_{11}+\beta E_{12}+\gamma E_{21}+\delta E_{22}, \alpha, \beta, \gamma, \delta \in \Delta$. From the following three equations

$$
\begin{aligned}
& E_{11}-E_{21}=E_{22}^{*}=\left(E_{21} E_{12}\right)^{*}=E_{12}^{*} E_{21}^{*}=\beta E_{11}+\delta E_{21} \\
& E_{21}+E_{22}=E_{11}^{*}=\left(E_{12} E_{21}\right)^{*}=E_{21}^{*} E_{12}^{*}=\alpha E_{21}+\beta E_{22} \\
& \alpha E_{11}+\beta E_{12}+\gamma E_{21}+\delta E_{22}=E_{12}^{*}=\left(E_{11} E_{12}\right)^{*}=E_{12}^{*} E_{11}^{*} \\
&=\beta E_{11}+\beta E_{12}+\delta E_{21}+\delta E_{22}
\end{aligned}
$$

we obtain $\alpha=1, \beta=1, \gamma=-1$, and $\delta=-1$. Hence

$$
E_{12}^{*}=E_{11}+E_{12}-E_{21}-E_{22}
$$

and $-E_{12} E_{12}^{*}=E_{11}+E_{12}$ is then a non-trivial symmetric idempotent.
There remains the case in which $x x^{*} \neq 0$ for all $x \neq 0 \in A$. We note that in this situation there exist no nonzero nilpotent symmetric elements, for, if $s \neq 0$ is symmetric, then $s^{2}=s s^{*} \neq 0$. If $A$ is not already a division algebra then we can find an element $x \neq 0 \in A$ such that $x A$ is a proper right ideal. It follows that $x x^{*} A \subseteq x A$ is also a proper right ideal, and so $x x^{*}$ is a nonzero, and hence, non-nilpotent symmetric element which has no inverse. In case $A$ is algebraic over $\Phi$ the subalgebra [[ $\left.\left.x x^{*}\right]\right]$ generated by $x x^{*}$ contains a non-trivial symmetric idempotent, by Remark 4.
4. Total matrix rings with involution. We begin by proving

Theorem 4. Let $A$ be the total matrix ring $\Delta_{m}$ with an involution *, where $\Delta$ is a division algebra over $\Phi$. Then there exists a set of orthogonal symmetric elements $e_{1}, e_{2}, \cdots, e_{m_{1}}, f_{1} f_{2}, \cdots, f_{m_{2}}$ such that:
(a) The $e_{i}$ are non-nilpotent elements of rank 1. In case $A$ is
algebraic over $\Phi$, the $e_{i}$ are idempotents of rank 1.
(b) The $f_{j}$ are idempotents of rank 2, and $f_{j} A f_{j}$ is isomorphic to $\Delta_{2}$, with $E_{11}^{*}=E_{22}$ (see Theorem 3).
(c) $m_{1}+2 m_{2}=m$.

Proof. Let $s_{1}, s_{2}, \cdots, s_{h}$ be a set of nonzero orthogonal symmetric idempotents, with $h$ maximal. By the maximality of $h$ we have

$$
s_{1}+s_{2}+\cdots+s_{h}=1
$$

Each $s_{i} A s_{i}$ may itself be regarded as a total matrix ring $\Delta_{r_{i}}$ with an involution induced by ${ }^{*}$, where $r_{i}$ is the rank of $s_{i}$. We first consider those $s_{i} A s_{i}$ having the property: there exists an $x \neq 0 \in s_{i} A s_{i}$ such that $x x^{*}=0$. Theorem 3, together with the maximality of $h$, then says that $s_{i} A s_{i}$ is isomorphic to $\Delta_{2}$, with $E_{11}^{*}=E_{22}$. Relabeling these $s_{i}$ as $f_{1}, f_{2}, \cdots, f_{m_{2}}$, we have taken care of (b).

The remaining $s_{i}$, of course, have the property that $x x^{*} \neq 0$ for all $x \neq 0 \in s_{i} A s_{i}$. As we have noted before, $s_{i} A s_{i}$ can have no nonzero nilpotent symmetric elements, since $x x^{*} \neq 0$. Consider a typical $s_{i} A s_{i}$ and select from it an element $x_{1}$ of rank 1. Then $y_{1}=x_{1} x_{1}^{*} \neq 0$ is a non-nilpotent symmetric element of rank 1. Now assume that $k\left(<r_{i}\right)$ orthogonal non-nilpotent symmetric elements $y_{1}, y_{2}, \cdots, y_{k}$ of rank 1 have been found. Since the dimension of $W=\sum_{\imath=1}^{k} V y_{i}$ is less than $r_{i}$, we can find an element $x_{k+1}$ of rank 1 such that $W x_{k+1}=0$. Then $y_{k+1}=$ $x_{k+1} x_{k+1}^{*}$ is a non-nilpotent symmetric element of rank 1 such that $W y_{k+1}=0$, that is, $y_{i} y_{k+1}=0, i=1,2, \cdots, k$. Also $y_{k+1} y_{i}=0, i=$ $1,2, \cdots, k$, since $\left(y_{k+1} y_{i}\right)^{*}=y_{i}^{*} y_{r+1}^{*}=y_{i} y_{k+1}=0$. It follows that there exists in $s_{i} A s_{i}$ a set of $r_{i}$ non-nilpotent orthogonal symmetric elements $y_{1}, y_{2}, \cdots, y_{r_{i}}$, each of rank 1. If $A$ is algebraic over $\Phi$ the subalgebra [ $\left.\left[y_{j}\right]\right]$ generated by each $y_{j}$ contains a nonzero idempotent $z_{j}$ (necessarily of rank 1), and so we have $r_{i}$ orthogonal symmetric idempotents $z_{1}, z_{2}, \cdots, z_{r_{i}}$, each of rank 1. Repeating the argument for all the $s_{i} A s_{i}$ and labeling either all the $y_{j}$ or all the $z_{j}$ as $e_{1}, e_{2}, \cdots, e_{m_{1}}$, we have completed the proof of (a). (c) follows readily from the fact that rank $e_{i}=1$, rank $f_{j}=2$, and $\sum_{i} e_{i}+\sum_{j} f_{j}=1$.

To illustrate Theorem 4 we consider the following simple example. Let $A=\Phi_{2}$, where $\Phi$ is a field, and define an involution ${ }^{*}$ in $A$ by:

$$
\left(\begin{array}{ll}
\alpha_{1} & \alpha_{2} \\
\alpha_{3} & \alpha_{4}
\end{array}\right)^{*}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
\alpha_{1} & \alpha_{3} \\
\alpha_{2} & \alpha_{4}
\end{array}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \alpha_{i} \in \Phi
$$

The reader may verify that $A$ contains no symmetric elements of rank 1. Similar examples of higher dimension can also be given.

In the remainder of this section we derive a result which will enable us, at least in the algebraic case, to "pass" from the total matrix ring
$\Delta_{m}$ to the division algebra $\Delta$ itself.
Lemma 2. Let $A$ be the total matrix ring $\Delta_{2}$, algebraic over $\Phi$, with an involution *, where $\Delta$ is a division algebra over $\Phi$. Suppose $E_{11}^{*}=E_{22}$. Then one of the following two possibilities must hold:
(a) A contains a symmetric idempotent of rank 1.
(b) The involution * in $\Delta_{2}$ is of the form:

$$
\left(\begin{array}{ll}
\alpha_{1} & \alpha_{2} \\
\alpha_{3} & \alpha_{4}
\end{array}\right)^{*}=\left(\begin{array}{cc}
0 & -\beta^{-1} \\
\beta^{-1} & 0
\end{array}\right)\left(\begin{array}{ll}
\bar{\alpha}_{1} & \bar{\alpha}_{3} \\
\bar{\alpha}_{2} & \bar{\alpha}_{4}
\end{array}\right)\left(\begin{array}{cc}
0 & \beta \\
-\beta & 0
\end{array}\right)
$$

for all $\alpha_{\imath} \in \Delta$, some $\beta \neq 0 \in \Delta$, where $\alpha \rightarrow \bar{\alpha}$ is an involution in $\Delta$.
Proof. It is well known (see for example [2], p. 24, Theorem 9) that the involution ${ }^{*}$ in $A$ has the form:

$$
\left(\begin{array}{ll}
\alpha_{1} & \alpha_{2} \\
\alpha_{3} & \alpha_{4}
\end{array}\right)^{*}=U^{-1}\left(\begin{array}{ll}
\bar{\alpha}_{1} & \bar{\alpha}_{3} \\
\bar{\alpha}_{2} & \bar{\alpha}_{4}
\end{array}\right) U
$$

where $U=\left(\begin{array}{cc}\gamma & \beta \\ \pm \bar{\beta} & \delta\end{array}\right)$ is a nonsingular element of $\Delta_{2}$ and $\alpha \rightarrow \bar{\alpha}$ is an involution in $\Delta$. Consider the equation $E_{22}=E_{11}^{*}=U^{-1} E_{11} U$, that is,

$$
\left(\begin{array}{cc}
\gamma & \beta \\
\pm \bar{\beta} & \delta
\end{array}\right)\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
\gamma & \beta \\
\pm \bar{\beta} & \delta
\end{array}\right)
$$

It follows that $\gamma=\delta=0$, and hence $U=\left(\begin{array}{cc}0 & \beta \\ \pm \bar{\beta} & 0\end{array}\right)$.
At this point we observe that an element $\left(\begin{array}{ll}\gamma_{1} & \gamma_{2} \\ \gamma_{1} & \gamma_{2}\end{array}\right) \in A$ is a non-
 It is easy to check that $B^{*}=U^{-1}\left(\begin{array}{cc} \pm \beta & \pm \beta \\ \bar{\beta} & \bar{\beta}\end{array}\right) U= \pm B$, and hence $\boldsymbol{B}$ is either symmetric or skew. If $\beta \pm \bar{\beta}=0$, i.e., $U=\left(\begin{array}{cc}0 & \beta \\ -\beta & 0\end{array}\right)$, we are finished. Therefore assume that $\beta \pm \bar{\beta} \neq 0$. We then apply the observation made at the beginning of this paragraph to conclude that $B$ is a non-nilpotent element of rank 1 . Since $B$ is either symmetric or skew, it follows that $B^{2}$ is a non-nilpotent symmetric element of rank 1. The proof is complete when we note that, as $A$ is algebraic over $\Phi$, the subalgebra $\left[\left[B^{2}\right]\right]$ generated by $B^{2}$ over $\Phi$ contains a symmetric idempotent of rank 1.

Theorem 5. Let $A$ be the total matrix ring $\Delta_{m}$, algebraic over $\Phi$, with an involution *, where $\Delta$ is a division algebra over $\Phi$. Then there exists a division subalgebra $D$ of $A$ such that $D^{*}=D$ and $D$ is isomorphic to $\Delta$.

Proof. Theorem 4 asserts the existence of either (a) a symmetric idempotent $e$ of rank 1 or (b) a symmetric idempotent $f$ of rank 2 , where $f A f$ is isomorphic to $\Delta_{2}$ with the induced involution * such that $E_{11}^{*}=E_{22}$. In case (a) we merely set $D=e A e$ and the required conclusion follows. In case (b) $\Delta_{2}$ satisfies the hypothesis of Lemma 2. If $\Delta_{2}$ contains a symmetric idempotent of rank 1 we proceed as in case (a). Otherwise we conclude from Lemma 2 that the involution * in $\Delta_{2}$ is given by:

$$
\left(\begin{array}{ll}
\alpha_{1} & \alpha_{2} \\
\alpha_{3} & \alpha_{4}
\end{array}\right)^{*}=\left(\begin{array}{cc}
0 & -\beta^{-1} \\
-\beta^{-1} & 0
\end{array}\right)\left(\begin{array}{ll}
\bar{\alpha}_{1} & \bar{\alpha}_{3} \\
\bar{\alpha}_{2} & \bar{\alpha}_{4}
\end{array}\right)\left(\begin{array}{cc}
0 & \beta \\
-\beta & 0
\end{array}\right) .
$$

Let $D$ be the division subalgebra of $\Delta_{2}$ consisting of all elements of the form $\left\{\begin{array}{ll}\alpha & 0 \\ 0 & \alpha\end{array}\right\}, \alpha \in \Delta$. $D$ is obviously isomorphic to $\Delta$. Furthermore, one verifies that

$$
\left\{\begin{array}{ll}
\alpha & 0 \\
0 & \alpha
\end{array}\right\}^{*}=\left\{\begin{array}{cc}
\beta^{-1} \bar{\alpha} \beta & 0 \\
0 & \beta^{-1} \bar{\alpha} \beta
\end{array}\right\} \in D
$$

and we see that $D^{*}=D$.
5. Division $S_{n}$-algebras. We begin this section by stating

Lemma 3. Let $\Delta$ be an algebraic division algebra over its center $\Phi$ for which there exists a fixed integer $h$ such that the dimension of $\Phi(x)$ over $\Phi$ is equal to or less than $h$ for every separable element $x \in \Delta$. Then $\Delta$ is finite dimensional over $\Phi$.

Except for the restriction of separability, this lemma is virtually the same as [1], p. 181, Theorem 1. The proof appearing in [1] carries over directly, and we therefore omit it.

Lemma 4. Let $\Delta$ be an algebraic $S_{n}$-division algebra of the first kind over its center $\Phi$. Suppose $E$ is a finite dimensional field extension of $\Phi$. Then $E \boldsymbol{\otimes}_{\otimes} \Delta$ is isomorphic to the total matrix ring $\Gamma_{n}$, where $\Gamma$ is a division algebra and $m \leqq 2 n$.

Proof. $E \otimes \Delta$ is well known to be a simple algebra over $\Phi$ with minimum condition on right ideals. Hence $E \otimes \Delta$ is isomorphic to $\Gamma_{n}$, where $\Gamma$ is a division algebra and $m$ is a natural number.

An involution $\tau$ can be defined in $E \otimes \Delta$ as follows:

$$
(\alpha \otimes x)^{\tau}=\alpha \otimes x^{*}
$$

for $\alpha \in E, x \in \Delta$. It can be verified that $\tau$ is a well-defined involution
and that every symmetric element (under $\tau$ ) in $E \otimes \Delta$ can be written in the form:

$$
\begin{equation*}
\sum_{i} \alpha_{i} \otimes s_{i}, \alpha_{i} \in E, s_{i} \in S \tag{3}
\end{equation*}
$$

Let $f\left(t_{1}, t_{2}, \cdots, t_{n}\right)=0$ be the multilinear polynomial identity of degree $n$ satisfied by $S$. Because this identity is multilinear and because $E$ is the center of $E \otimes \Delta$, it follows from (3) that the set of symmetric elements of $E \otimes \Delta$ under $\tau$ also satisfies $f\left(t_{1}, t_{2}, \cdots, t_{n}\right)=0$.

Now regard $E \otimes \Delta$ as the total matrix ring $\Gamma_{m}$, with involution $\tau$. By Theorem 4 there exists in $\Gamma_{m}$ a set of at least $k$ non-nilpotent orthogonal symmetric elements, where $2 k \geqq m$. Theorem 2 tells us that $k \leqq n$, and hence $m \leqq 2 k \leqq 2 n$.

We are now able to prove
Theorem 6. Let $\Delta$ be an algebraic $S_{n}$-division algebra. Then $\Delta$ is finite dimensional over its center.

Proof. By Theorem 1 we may assume that $\Delta$ is an $S_{n}$-algebra of the first kind over its center $\Phi$. Suppose $\Delta$ is not finite dimensional over $\Phi$. Then by Lemma 3 there exists a separable element $x \in \Delta$ whose minimal polynomial $g(t)$ over $\Phi$ has degree $r>2 n$. Let $E$ be a finite dimensional field extension of $\Phi$ containing the $r$ distinct roots $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r}$ of $g(t)$.

We claim now that the element $x-\alpha_{i}$ is a zero divisor in $E \otimes \Delta$, $i=1,2, \cdots, r$. Indeed,

$$
0=g(x)=\prod_{j=1}^{r}\left(x-\alpha_{j}\right)=\left(x-\alpha_{i}\right) \prod_{j \neq i}\left(x-\alpha_{j}\right)
$$

and it suffices to show that $\Pi_{j \neq i}\left(x-\alpha_{j}\right)$ is a nonzero element of $E \otimes \Delta$. Suppose $\Pi_{j \neq i}\left(x-\alpha_{j}\right)=0$, that is,

$$
\begin{equation*}
\left(x^{r-1} \otimes 1\right)-\left(x^{r-2} \otimes \sum_{j \neq i} \alpha_{j}\right)+\cdots \pm\left(1 \otimes \prod_{\jmath \neq i} \alpha_{j}\right)=0 \tag{4}
\end{equation*}
$$

Since $x^{r-1}, x^{r-2}, \cdots, 1$ are linearly independent over $\Phi$, all the corresponding terms of $E$ in (4) must be zero, which is clearly impossible. Therefore $x-\alpha_{i}$ is a zero divisor in $E \otimes \Delta$.

According to Lemma $4 E \otimes \Delta$ is isomorphic to the total matrix ring $\Gamma_{m}$, where $m \leqq 2 n$. We may therefore regard $E \otimes \Delta$ as the complete ring of linear transformations of an $m$-dimensional vector space $V$ over the division algebra $\Gamma$. Set $V_{i}=\left\{v \in V \mid v\left(x-\alpha_{i}\right)=0\right\}, i=1,2, \cdots, r$. $V_{i}$ is a nonzero subspace of $V$ since $x-\alpha_{i}$ is a zero divisor in $E \otimes \Delta$. Using the fact that the $\alpha_{i}$ are distinct elements belonging to the center $E$, we have that $V_{i}$ are independent subspaces of $V$. It follows that

$$
m \geqq \operatorname{dim} \sum_{i=1}^{r} V_{i}=\sum_{i=1}^{r}\left(\operatorname{dim} V_{i}\right) \geqq r>2 n
$$

A contradiction now arises since $m \leqq 2 n$. We must therefore conclude that $\Delta$ is finite dimensional over its center.
6. Primitive $S_{n}$-algebras. We are now in a position to proceed with the proof of our main result.

Theorem 7. Let $A$ be a primitive algebraic $S_{n}$-algebra. Then the center of $A$ is a field, and $A$ is finite dimensional over its center.

Proof. Since $A$ is primitive, $A$ may be regarded as a dense ring of linear transformations of a vector space $V$ over a division algebra $\Delta$. According to Theorem 2 there exist at most $n$ orthogonal symmetric idempotents. Let $e_{1}, e_{2}, \cdots, e_{m}$ be a set of $m$ orthogonal symmetric idempotents, with $m(\leqq n)$ maximal. For each $i, e_{i} A e_{i}$ is again a primitive algebraic algebra with involution induced by ${ }^{*}$. The same is true for $(1-e) A(1-e)$, where $e=e_{1}+e_{2}+\cdots+e_{m}$, if $A$ should not already happen to have an identity. We now use Theorem 3 in conjunction with the maximality of $m$ to assert that the rank of each $e_{i}$ is 1 or 2 , and that $A$ does have an identity $1=e_{1}+e_{2}+\cdots+e_{m}$. It follows that the dimension $k$ of $V \leqq 2 m$ and consequently that $A$ is isomorphic to the total matrix ring $\Delta_{k}$. The center of $A$ is, of course, a subfield of $\Delta$. Theorem 5 now says that $\Delta$ is an algebraic $S_{n}$-division algebra. By Theorem $6 \Delta$ is finite dimensional over its center. Hence $A$ is finite dimensional over its center.

Corollary. Let $A$ be a primitive algebraic algebra with an involution * such that the set $K$ of skew elements is a PI-subspace of degree $n$. Then $A$ is finite dimensional over its center.

Proof. Let $f\left(t_{1}, t_{2}, \cdots, t_{n}\right)=0$ be the multilinear polynomial identity of degree $n$ satisfied by $K$, according to Lemma 1 . If $s_{1}, s_{2} \in S$, where $S$ is the set of symmetric elements of $A$, then $s_{1} s_{2}-s_{2} s_{1} \in K$. From this it follows that $f\left(u_{1} v_{1}-v_{1} u_{1}, u_{2} v_{2}-v_{2} u_{2}, \cdots, u_{n} v_{n}-v_{n} u_{n}\right)=0$ is a nontrivial polynomial identity of degree $2 n$ satisfied by the elements of $S$. In other words, $A$ is a primitive algebraic $S_{2 n}$-algebra, and the conclusion follows from Theorem 7.

Note. Herstein's original conjecture was: if $A$ is a simple ring (or algebra) with involution whose skew elements satisfy a polynomial identity, then $A$ is finite dimensional over its center. In this paper we have verified his conjecture in the special case where $A$ is a simple algebraic algebra which is not a nil algebra.
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# DECOMPOSITION OF HOLOMORPHS 

W. H. Mills

Let $G$ be a group, and let $H$ be its holomorph. There are two situations in which $H$ is known to be decomposable into the direct product of two proper subgroups. If $G$ is the direct product of two of its proper characteristic subgroups, say $G_{1}$ and $G_{2}$, then $H$ is the direct product of the holomorphs of $G_{1}$ and $G_{2}$. If $G$ is a complete group, then $H$ is the direct product of $G$ and $G^{*}$, where $G^{*}$ is the centralizer of $G$ in $H$. In this paper we will show that if $G$ is not the direct product of two proper characteristic subgroups, and if $G$ is not complete, then $H$ is indecomposable. Thus we have a complete characterization of those groups whose holomorphs are indecomposable.

A decomposition of $H$ into the direct product of indecomposable factors is known for the case where $G$ is a finite abelian group [1]. Our present results enable us to generalize this and give a decomposition of $H$ into the direct product of indecomposable factors, whenever $G$ is the direct product of a finite number of characteristically indecomposable characteristic subgroups. In particular this gives a complete decomposition of $H$ whenever $G$ is a finite group.

Peremans [2] has shown that a necessary and sufficient condition for $G$ to be a direct factor of $H$ is that $G$ be either complete or the direct product of a group of order two and a complete group that has no subgroups of index two. This result is related to the present paper. In fact Peremans' result can be deduced from Lemma 1*.

1. Preliminaries. Let $G$ be a group, and let $A$ be the group of all automorphisms of $G$. Let $e$ and $I$ denote the identities of $G$ and $A$ respectively. The holomorph $H$ of $G$ can be regarded as the semi-direct product of $G$ and $A$, i.e., the set of all pairs $(g, \sigma), g \in G, \sigma \in A$, with multiplication defined by

$$
(g, \sigma)(h, \tau)=(g(\sigma h), \sigma \tau)
$$

We identify $g$ in $G$ with $(g, I)$ in $H$. Then $H$ is a group that contains $G$ as an invariant subgroup, and every automorphism of $G$ can be extended to an inner automorphism of $H$.

For all $a$ in $G$ we let $\lambda_{a}$ denote the inner automorphism of $G$ corresponding to the element $a$. Thus $\lambda_{a} g=a g a^{-1}$.

All the results of this paper depend on the following lemma:
Lemma 1. Let $H=H_{1} \times H_{2}$. Then $G \cap H_{1}$ and $G \cap H_{2}$ are characteristic subgroups of $G$ and

[^38]$$
G=\left(G \cap H_{1}\right) \times\left(G \cap H_{2}\right) .
$$

Proof. We note first that $G \cap H_{1}$ and $G \cap H_{2}$ are normal subgroups of $H$, and hence they are characteristic subgroups of $G$.

For $i=1$ or 2 , let $\varepsilon_{i}$ denote the projection of $H$ onto $H_{i}$ corresponding to the decomposition $H=H_{1} \times H_{2}$. Thus if $\alpha \in H_{1}$ and $\beta \in H_{2}$, then $\varepsilon_{1}(\alpha \beta)=\alpha$ and $\varepsilon_{2}(\alpha \beta)=\beta$. Put $J_{i}=\varepsilon_{i} G$. Clearly $J_{i} \subseteq H_{i}$ and $J_{i}$ is a normal subgroup of $H$. Let $F_{i}$ and $S_{i}$ denote the set of all first and second components respectively of elements of $J_{i}$. Thus $F_{i} \subseteq G$ and $S_{i} \subseteq A$.

Let $(a, \sigma)$ be an element of $J_{1}$. Then for some $g$ in $G$ we have $\varepsilon_{1} g=(a, \sigma)$. Put $\varepsilon_{2} g=(b, \tau)$. Then $g=(a, \sigma)(b, \tau)$. Therefore $\tau=\sigma^{-1}$ and $\left(\sigma b^{-1}, \sigma\right)=(b, \tau)^{-1} \in J_{2}$. Hence $\sigma \in S_{2}$. It follows that $S_{1} \subseteq S_{2}$. By symmetry $S_{2} \subseteq S_{1}$, and hence $S_{1}=S_{2}$.

Let $\sigma$ be an element of $S_{1}$ and let $\xi$ be an element of $A$. Put $\varepsilon_{i}(e, \xi)=\left(g_{i}, \xi_{i}\right), i=1,2$. For some $a$ and $c$ in $G$ we have $(a, \sigma) \in J_{1}$ and $(c, \sigma) \in J_{2}$. Now

$$
(a, \sigma)\left(g_{2}, \xi_{2}\right)=\left(g_{2}, \xi_{2}\right)(a, \sigma)
$$

and

$$
(c, \sigma)\left(g_{1}, \xi_{1}\right)=\left(g_{1}, \xi_{1}\right)(c, \sigma)
$$

Comparing second components we see that $\sigma$ commutes with both $\xi_{1}$ and $\xi_{2}$. Since $\xi=\xi_{1} \xi_{2}$, we have $\sigma \xi=\xi \sigma$. It follows that $S_{1}$ is contained in the center of $A$.

Let $(a, \sigma)$ be an element of $J_{1}$ and let $(d, \mu)$ be an element of $J_{2}$. Since $\sigma$ is contained in the center of $A$ and since $(a, \sigma)^{-1}=\left(\sigma^{-1} a^{-1}, \sigma^{-1}\right)$, it follows that

$$
d(a, \sigma) d^{-1}\left(e, \lambda_{\sigma a}\right)(a, \sigma)^{-1}\left(e, \lambda_{\sigma d}\right)^{-1}=d(\sigma d)^{-1}
$$

Therefore $d(\sigma d)^{-1} \in H_{1}$. Moreover

$$
d(\sigma d)^{-1}=(d, \mu)(e, \sigma)(d, \mu)^{-1}(e, \sigma)^{-1} \in H_{2}
$$

Hence $d(\sigma d)^{-1} \in H_{1} \cap H_{2}$. This gives us $d(\sigma d)^{-1}=e$ and $\sigma d=d$. Thus $\sigma$ leaves every element of $F_{2}$ fixed. By symmetry, since $\sigma \in S_{1}=S_{2}$, it follows that $\sigma$ leaves every element of $F_{1}$ fixed. Now let $g$ be an arbitrary element of $G$. Then $g=(f, \nu)(h, \zeta)$ with $(f, \nu) \in J_{1}$ and $(h, \zeta)$ $\in J_{2}$. Since $g=f(\nu h), \sigma f=f$, and $\sigma \nu h=\nu \sigma h=\nu h$, it follows that $\sigma g=g$. Hence $\sigma=I$. Therefore $S_{1}$ and $S_{2}$ consist of the identity alone. It follows that $J_{1} \subseteq G \cap H_{1}, J_{2} \subseteq G \cap H_{2}$, and

$$
G \cong J_{1} \times J_{2} \subseteq\left(G \cap H_{1}\right) \times\left(G \cap H_{2}\right) \subseteq G
$$

Therefore $G=\left(G \cap H_{1}\right) \times\left(G \cap H_{2}\right)$ and the proof is complete.
2. Some known results. Suppose $G=G_{1} \times G_{2} \times \cdots \times G_{n}$, where the $G_{i}$ are characteristic subgroups of $G$. Let $A_{i}$ denote the group of all automorphisms of $G_{i}$. We identify $\sigma_{i}$ in $A_{i}$ with the element $\sigma_{i}^{\prime}$ in $A$ such that

$$
\sigma_{i}^{\prime} g= \begin{cases}g & \text { if } g \in G_{j}, j \neq i \\ \sigma_{i} g & \text { if } g \in G_{i}\end{cases}
$$

Then $A=A_{1} \times A_{2} \times \cdots \times A_{n}$. Moreover $H_{i}$, the holomorph of $G_{i}$, becomes a subgroup of $H$, and $H=H_{1} \times H_{2} \times \cdots \times H_{n}$.

The centralizer of a group in its holomorph is called its conjoint. The conjoint $G^{*}$ of $G$ consists of the elements $\left(g^{-1}, \lambda_{q}\right), g \in G$. The mapping $\eta$ defined by

$$
\eta(g, \sigma)=\left(g^{-1}, \lambda_{g} \sigma\right)
$$

is an automorphism of $H$ that maps $G$ onto $G^{*}$ and maps $G^{*}$ onto $G$. Therefore $G$ and $G^{*}$ are isomorphic, and $G$ is the centralizer of $G^{*}$ in $H$. Furthermore Lemma 1 is equivalent to the following:

Lemma 1*. Let $H=H_{1} \times H_{2}$. Then $G^{*} \cap H_{1}$ and $G^{*} \cap H_{2}$ are characteristic subgroups of $G^{*}$ and

$$
G^{*}=\left(G^{*} \cap H_{1}\right) \times\left(G^{*} \cap H_{2}\right) .
$$

If $G$ is complete, i.e., if $G$ is a centerless group with only inner automorphisms, then $H=G \times G^{*}$.
3. Decomposable and indecomposable holomorphs. If $G$ is the direct product of two proper characteristic subgroups, then $G$ is said to be characteristically decomposable. If not, then $G$ is said to be characteristically indecomposable.

Theorem 1. Let $G$ be a group, and let $H$ be its holomorph. If $G$ is either characteristically decomposable or complete, then $H$ is decomposable. If $G$ is characteristically indecomposable and not complete, then $H$ is indecomposable.

Proof. We have seen in $\S 2$ that $H$ is decomposable if $G$ is either characteristically decomposable or complete. Suppose that $G$ is characteristically indecomposable and that $H=H_{1} \times H_{2}$. It follows from Lemma 1 that either $G \cap H_{1}=G$ or $G \cap H_{2}=G$. Thus either $G \subseteq H_{1}$ or $G \subseteq H_{2}$. Similarly it follows from Lemma $1^{*}$ that either $G^{*} \cong H_{1}$ or $G^{*} \cong H_{2}$. Without loss of generality suppose that $G \cong H_{1}$. Then $H_{2}$ is contained in the centralizer of $G$, that is $H_{2} \cong G^{*}$. If $G^{*} \cong H_{1}$ we have $H_{2} \subseteq H_{1}$ and $H=H_{1}$. Thus we need only consider the case $G^{*} \sqsubseteq H_{2}$.

Here $G^{*}=H_{2}$ and $H_{1}$ is contained in the centralizer of $G^{*}$. Thus $H_{1} \subseteq G$, and hence $H_{1}=G$. Now $G \cap G^{*}$ is the center of $G$, and $G \cap G^{*}=$ $H_{1} \cap H_{2}$. Hence $G$ is centerless. Since $H=H_{1} \times H_{2}=G \times G^{*}$, it follows that $G$ has only inner automorphisms. Therefore $G$ is complete. This completes the proof of the theorem.
4. Decomposition of the holomorph into indecomposable subgroups. To complete our discussion we need the following result:

Lemma 2. If a group is complete and characteristically indecomposable, then it is indecomposable.

Proof. Let $G$ be a complete group and suppose $G=G_{1} \times G_{2}$. Since every automorphism of $G$ is inner, it follows that every automorphism of $G$ maps $G_{1}$ and $G_{2}$ onto themselves. Hence $G_{1}$ and $G_{2}$ are characteristic subgroups of $G$. This establishes the lemma.

Theorem 2. Suppose $G$ is the direct product of a finite number of characteristically indecomposable characteristic subgroups: $\boldsymbol{G}=$ $G_{1} \times G_{2} \times \cdots \times G_{n}$. Suppose that $G_{i}$ is complete for $1 \leqq i \leqq r$, and that $G_{j}$ is not complete for $r+1 \leqq j \leqq n$. Then a decomposition of $H$ into indecomposable subgroups is given by

$$
\begin{equation*}
H=\prod_{i=1}^{r} G_{i} \times \prod_{i=1}^{r} G_{i}^{*} \times \prod_{i=r+1}^{n} H_{i} \tag{1}
\end{equation*}
$$

where $G_{i}^{*}$ and $H_{i}$ are the conjoint and holomorph respectively of $G_{i}$, and where $\Pi$ denotes a direct product.

Proof. It follows from § 2 that (1) is a decomposition of $H$. By Lemma 2 the groups $G_{i}$ and $G_{i}^{*}$ are indecomposable for $1 \leqq i \leqq r$, and by Theorem 1 the groups $H_{i}$ are indecomposable for $r+1 \leqq i \leqq n$.

Since a characteristic subgroup of a characteristic subgroup of $G$ is itself a characteristic subgroup of $G$ it follows that $G$ satisfies the condition of Theorem 2 whenever the characteristic subgroups of $G$ satisfy the descending chain condition. In particular Theorem 2 gives us a decomposition of $H$ into indecomposable subgroups whenever $G$ is a finite group.

If $G$ is the direct product of an infinite number of characteristic subgroups, then $H$ is not the direct product of their holomorphs. Thus Theorem 2 does not hold in this case.
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# ON THE REPRESENTATION THEORY FOR CYLINDRIC ALGEBRAS 

Donald Monk

The main purpose of this paper is to give some new sufficient conditions for the representability of infinite dimensional cylindric algebras. We also discuss certain problems and results in the representation theory reported on by Henkin and Tarski in [5].

In general we adopt the notation of [5]. § 1 contains some additional notation, the statement of a representation theorem of Henkin and Tarski frequently used in this paper, and an embedding theorem which throws some light on that representation result. $\S 2$ is devoted mainly to some simple proofs for known results about the general algebraic theory of representable cylindric algebras. Then in $\S 3$ we turn to representation theory proper. The first result of this section gives a sufficient condition for representability in terms of isomorphic reducts of an algebra (this result was independently obtained by Alfred Tarski). Then follows the definition of a new class of cylindric algebras, diagonal cylindric algebras. The main theorem of this paper is that every diagonal cylindric algebra is representable; this result represents a considerable improvement of some previously known representation theorems. Several interesting corollaries are derived from this result.

1. Introduction. We use the notation of [5] with the following additions. For abbreviational purposes we use standard logical notation: $\rightarrow$ (implies), $V$ (there exists), and $\Lambda$ (for all). The identity map on a set $A$ is denoted by $\delta_{A}$. The function $f$ restricted to the subset $A$ of its domain is denoted by $f \upharpoonright A$. If $R$ is a binary relation and $A$ is a set, then $R^{*}(A)=\left\{y \mid \mathrm{V}_{x \in A}\langle x y\rangle \in R\right\}$. If $\mathfrak{H}=\left\langle A,+, \cdot,-, c_{\kappa}, d_{\kappa \lambda}\right\rangle_{\kappa, \lambda<\alpha}$ is a $C A_{\alpha}$, then $\mathfrak{A}_{0}=\langle A,+, \cdot,-\rangle$ is the Boolean part of $\mathfrak{A}$. Directed systems are understood in the sense of [7] p. 65.

We need some notions of general algebra, adapted from [9]. Let $\boldsymbol{K}$ be a class of similar algebras; say all algebras of $\boldsymbol{K}$ are indexed by a nonempty set $N_{K}$, so that if $\mathfrak{H} \in \boldsymbol{K}$ then $\mathfrak{H}=\left\langle A, O_{i}\right\rangle_{\in_{N_{K}}}$, the $O_{i}$ being operations on $A$. We let $\boldsymbol{H K}=$ the class of all homomorphic images of algebras of $\boldsymbol{K}, \boldsymbol{P} \boldsymbol{K}=$ the class of all Cartesian products of systems of

[^39]algebras of $\boldsymbol{K}$, and $\boldsymbol{S K}=$ the class of all subalgebras of algebras of $\boldsymbol{K}$. If $J \subseteq N_{K}$ and $\mathfrak{A} \in \boldsymbol{K}$, we let $\mathfrak{U}_{J}=\left\langle A, O_{i}\right\rangle_{i \in J}$; and we let $\boldsymbol{K}_{J}=\left\{\mathfrak{U}_{J} \mid \mathfrak{N} \in \boldsymbol{K}\right\}$.

To fit cylindric algebras into this scheme of universal algebra, let us make the following agreement. For each ordinal $\alpha$, let $M_{\alpha}=$ $\{0,1,2,\langle 0, \kappa\rangle,\langle 0, \kappa, \lambda\rangle\}_{\kappa, \lambda<\alpha}$. If $\mathfrak{N}=\left\langle A,+, \cdot,-, c_{\kappa}, d_{\kappa \lambda}\right\rangle_{\kappa, \lambda<\alpha}$ is a $C A_{\alpha}$, we let $O_{0}=+, O_{1}=\cdot, O_{2}=-, O_{\langle 0, \kappa\rangle}=c_{\kappa}$, and $O_{\langle 0, \kappa, \lambda\rangle}=d_{\kappa \lambda}$ for all $\kappa, \lambda<\alpha$; finally we let $\mathfrak{Y}^{*}=\left\langle A, O_{i}\right\rangle_{i \in_{\mathcal{M}_{\sim}}}$. We let $C A_{\alpha}^{*}=\left\{\mathfrak{X}^{*} \mid \mathfrak{A} \in C A_{\alpha}\right\}$. Thus $C A_{\alpha}^{*}$ is a class of similar algebras in the above sense. When no confusion results we shall identify $C A_{\alpha}$ with $C A_{\alpha}^{*}$.

In several of the proofs below we use a method of construction whose general form is as follows. We are given a class $\boldsymbol{K}$ of similar algebras, a directed system $\mathfrak{D}=\langle D, \geqq\rangle$, and, for each $d \in D$, an element $\mathfrak{N}_{a}$ of $\boldsymbol{K}$. We let $R=\left\{\langle f, g\rangle \mid f, g \in \prod_{a \in D} A_{d}\right.$ and $\bigvee_{a \in D} \Lambda_{e \in{ }_{D}}\left(d \leqq e \rightarrow f_{e}=\right.$ $\left.\left.g_{e}\right)\right\}$. Clearly $R$ is a congruence relation on $\Pi_{a \in D^{\mathfrak{U}}}^{a}$; $R$ is called the eventually equal congruence of $\mathfrak{A}$ and $\mathfrak{D} .^{1}$ In case $\boldsymbol{K}=C A_{\alpha}^{*}$ for some $\alpha,\{f \mid\langle f, 0\rangle \in R\}$ is called the eventually zero ideal of $\mathfrak{N}$ and $\mathfrak{D}$. In case $J \cong N_{K}$ and $\mathfrak{B}$ is a subalgebra of $\mathfrak{U}_{d J}$ for each $d \in D$, we may define natural isomorphisms $g$ and $f$ of $\mathfrak{B}$ into $\prod_{a \in D} \mathfrak{U}_{d J}$ and $\left[\prod_{a \in D} \mathfrak{Y}_{a} / R\right]_{J}$ respectively. For each $b \in B$ and $d \in D$ let $g(b)_{d}=b$. For each $b \in \boldsymbol{B}$ let $f(b)=[g(b)]$. If $\boldsymbol{K}=C A_{\alpha}$ and $J=\{0,1,2\}, g$ and $f$ are called the natural Boolean isomorphisms of $\mathfrak{B}$ into $\prod_{a \in D} \mathfrak{U}_{a}$ and $\prod_{a \in D} \mathfrak{N}_{a} / R$ respectively.

The essential steps in the proofs of the representation theorems here presented use the following theorem of Henkin and Tarski (see [5] Theorem 2.15).

Theorem A. $A C A_{a} \mathfrak{\{}$ is representable if and only if for each $\kappa<\omega \mathfrak{A}$ can be neatly embedded in some $C A_{\alpha+\kappa}$.

There now exist purely algebraic proofs of this theorem. Theorem A is to be contrasted with the following theorem:

Theorem 1. If $\delta \geqq \alpha \geqq \omega$, then every $C A_{\alpha}$ is embeddable in some $C A_{\delta}$, i.e., is a subalgebra of the $\alpha$-reduct of some $C A_{\delta} .{ }^{2}$

Proof. It suffices to take the case $\delta=\alpha+1$. For each $\beta<\omega$ we define $\gamma^{(\beta)}$ with domain $\alpha+1$ by:

$$
\gamma_{\kappa}^{(\beta)}= \begin{cases}\kappa & \text { if } \kappa<\beta, \\ \kappa+1 & \text { if } \beta \leqq \kappa<\omega, \\ \kappa & \text { if } \omega \leqq \kappa<\alpha, \\ \beta & \text { if } \kappa=\alpha,\end{cases}
$$

[^40]for all $\kappa<\alpha+1$. Thus $\gamma^{(\beta)}$ is one-to-one. Let $\mathfrak{A}$ be a given $C A_{\alpha}$, and let $\mathfrak{B}_{\beta}$ be the $\alpha+1, \gamma^{(\beta)}$-reduct of $\mathfrak{N}$. Let $I$ be the eventually zero ideal of $\mathfrak{B}$ and $\langle\omega$, $\geqq\rangle$. Let $\mathfrak{C}=\Pi_{\beta<\omega} \mathfrak{B}_{\beta} / I$, and let $g, f$ be the natural Boolean isomorphisms of $\mathfrak{A}$ into $\Pi_{\beta>\omega} \mathfrak{B}_{\beta}$ and $\mathfrak{C}$ respectively. If $0 \leqq \kappa<\beta<\omega$ or $0 \leqq \beta<\omega \leqq \kappa<\alpha$, then $\gamma_{\kappa}^{(\beta)}=\kappa$, and so, with $a \in A,\left(c_{\kappa} g(a)\right)_{\beta}=$ $c_{\kappa}^{\mathfrak{R}_{\beta}} g(a)_{\beta}=c_{\gamma_{\kappa}^{(\beta)}}^{\mathfrak{2})} \alpha=c_{\kappa}^{\mathfrak{2}} a=g\left(c_{\kappa} a\right)_{\beta}$; similarly for diagonal elements. It follows that $f$ is a cylindric isomorphism of $\mathfrak{A}$ into the $\alpha$-reduct of $\mathfrak{c}$, as required. ${ }^{3}$

Since for each $\alpha \geqq \omega$ there are non-representable $C A_{\alpha}$ 's, Theorems A and 1 indicate the significance of the notion of neat embedding.
2. Universal algebra and cylindric algebra. In [5], Henkin and Tarski state several universal algebraic properties of representable cylindric algebras, indicating that their proofs use in an essential way some metamathematical results. Thus after proving that $R C A_{\alpha}$ is a universal class, they infer that
(i) a cylindric algebra is representable if and only if every finitely generated subalgebra of it is representable, and
(ii) a cylindric algebra is representable if and only if every finite reduct of it is representable.

Further, after proving that $R C A_{\alpha}$ is equational they infer that $R C A_{\alpha}$ is closed under the taking of homomorphic images. For all these algebraic results they raise the question concerning the existence of simple algebraic (as opposed to metamathematical) proofs.

With the essential help of Theorem A, which, as mentioned above, has algebraic proofs, we shall give algebraic proofs of the above results. In addition, we obtain a new proof of the equational character of $R C A_{\alpha}$.

## TheOREm 2. A homomorphic image of an $R C A_{\alpha}$ is an $R C A_{\alpha}{ }^{4}$

Proof. Suppose $\mathfrak{A}$ is an $R C A_{\alpha}$ and $I$ is a cylindric ideal in $\mathfrak{A}$; we want to show that $\mathfrak{X} / I$ is an $R C A_{\alpha}$. Let $\mathfrak{B}$ be a $C A_{\alpha+\kappa}$ such that $\mathfrak{Y}$ is neatly embedded in $\mathfrak{B}$ (by Theorem A), where $\kappa<\omega$. Let $J$ be the ideal in $\mathfrak{B}$ generated by $I$. Clearly $J=\left\{b \mid b \in B\right.$ and $\left.\mathrm{V}_{a \in I}(b \leqq a)\right\}$, and so $J \cap A=I$. It follows that the natural Boolean homomorphism of $\mathfrak{H} / I$ into $\mathfrak{B} / J$ is a cylindric isomorphism of $\mathfrak{X} / I$ onto an algebra neatly embedded in $\mathfrak{B} / J$, and by Theorem A our theorem follows.

It is easy to see that $R C A_{\alpha}$ is closed under direct products and subalgebras. Hence by Birkhoff's theorem (Theorem 2.1 of [9]), $R C A_{\infty}$ is equational. Thus in particular, $R C A_{\infty}$ is a universal class, and the above characterizations (i) and (ii) of $R C A_{\infty}$ follow. Recently the author

[^41]obtained simple algebraic proofs of these two characterizations. Alfred Tarski, upon being informed of these proofs, recalled that in 1955 Saunders MacLane outlined to him a proof of a universal algebraic theorem from which (i) follows; the author's proof of (i) was a specialization of MacLane's proof. Since MacLane's proof has never appeared in print, we shall take this opportunity to present it here. Subsequent to the above work, the author obtained a corresponding algebraic proof of a generalization of (ii).

Of the two corollaries below, the first is a strict specialization of the universal algebraic case, while for the second corollary we apply an additional argument.

Theorem 3. Let $\boldsymbol{K}$ be a class of similar algebras such that $\boldsymbol{H K}=$ $\boldsymbol{K}, \boldsymbol{P K}=\boldsymbol{K}$, and $\boldsymbol{S K}=\boldsymbol{K}$. Then for every algebra $\mathfrak{N}$, $\mathfrak{A} \in \boldsymbol{K}$ if (and only if) every finitely generated subalgebra of $\mathfrak{Z}$ is in $\boldsymbol{K}$.

Proof. The necessity of the condition is obvious. Now suppose that every finitely generated subalgebra of $\mathfrak{Y}$ is in $\boldsymbol{K}$. Let $I=\{F \mid F$ is a finite subset of $A\}$, and for each $F \in I$ let $\mathfrak{B}_{F}$ be the subalgebra of $\mathfrak{A}$ generated by $F$. Let $R$ be the eventually equal congruence of $\mathfrak{F}$ and $\langle I$, $\rangle$, and let $\mathfrak{C}=\prod_{F \in I} \mathfrak{B}_{F} / R$. By hypothesis, $\mathfrak{C} \in \boldsymbol{K}$. Define $g$ with domain $A$ and range included in $\Pi_{F \in I} B_{F}$ by:

$$
g(a)_{F}=\left\{\begin{array}{l}
\text { any element of } B_{F} \text { if } a \notin B_{F}, \\
a \text { if } a \in B_{F},
\end{array}\right.
$$

for all $a \in A$ and $F \in I$. It is easy to see that the function $f$, defined by $f(a)=[g(a)]$ for all $a \in A$, is an isomorphism of $\mathfrak{A}$ into $\mathfrak{b}$. Hence $\mathfrak{A} \in \boldsymbol{K}$.

From Theorems 2 and 3 we obtain:
Corollary. $\mathfrak{A} \in R C A_{\alpha}$ if (and only if) every finitely generated subalgebra of $\mathfrak{A}$ is representable. ${ }^{5}$

Theorem 4. Let $\boldsymbol{K}$ be a class of similar algebras such that $\boldsymbol{H K}=$ $\boldsymbol{K}, \boldsymbol{P K}=\boldsymbol{K}$, and $\boldsymbol{S} \boldsymbol{K}=\boldsymbol{K}$. Then $\mathfrak{H} \in \boldsymbol{K}$ if (and only if) for every finite subset $F$ of $N_{\boldsymbol{K}}$ we have $\mathfrak{A}_{\boldsymbol{F}} \in \boldsymbol{S} \boldsymbol{K}_{F}$.

Proof. The necessity is obvious. Now suppose that the above condition holds. For each finite subset $F$ of $N_{\boldsymbol{K}}$ choose $\mathfrak{B}^{(F)} \in \boldsymbol{K}$ such that $\mathfrak{A}_{F} \subseteq \mathfrak{B}_{F}^{(F)}$. Choose $i_{0} \in N_{K}$. Let $I=\left\{F \mid F\right.$ is a finite subset of $N_{K}$ and $\left.i_{0} \in F\right\}$. Let $R$ be the eventually equal congruence of $\mathfrak{B}$ and $\langle I, \supseteq\rangle$, and let $\mathfrak{C}=\prod_{F \in I} \mathfrak{B}^{(F)} / R$. Let $g$ and $f$ be the natural isomorphisms of

[^42]$\mathcal{U}_{\left\{i_{0}\right\}}$ into $\prod_{F \in I} \mathfrak{B}_{\left\{i_{0}\right\}}^{\left(F^{\prime}\right)}$ and $\mathfrak{C}_{\left\{i_{0}\right\}}$ respectively. We claim that $f$ is an isomorphism of $\mathfrak{A}$ into $\mathfrak{G}$. For, if $i \in N_{K}$, say with $O_{i}^{\mathfrak{2} \text { t }}$ binary, and if $a, b \in A$, we have for $\{\mathrm{i}\} \subseteq F \in I$ :
\[

$$
\begin{aligned}
{\left[g\left(O_{i}^{\mathfrak{R}}(a, b)\right)\right]_{F} } & =O_{i}^{\mathfrak{A}}(a, b) \\
& =O_{i}^{\mathfrak{Q} F}(a, b) \\
& =O_{i}^{\mathfrak{B}_{F}^{(F)}}(a, b) \\
& =O_{i}^{\mathfrak{B}}{ }^{(F)}\left([g(a)]_{F},[g(b)]_{F}\right) \\
& =\left[O_{i}(g(a), g(b))\right]_{F} .
\end{aligned}
$$
\]

Thus $f\left(O_{i}^{\mathfrak{A}}(a, \mathrm{~b})\right)=O_{i}(f(a), f(b))$. We deduce that $\mathfrak{A} \in \boldsymbol{K}$ by the hypothesis of the theorem.

Again, we have a corollary for cylindric algebras. As mentined previously, this corollary is not quite as immediate as the corollary to Theorem 3; we need the following lemma in order to derive the corollary easily.

Lemma 1. Let $\boldsymbol{K}$ be a class of similar algebras such that $\boldsymbol{P K}=\boldsymbol{K}$ and $\boldsymbol{S K}=\boldsymbol{K}$. Suppose that $\mathfrak{A}$ is an algebra such that for all $x, y \in A$ with $x \neq y$ there is a homomorphism $f$ of $\mathfrak{A}$ onto an algebra $\mathfrak{B} \in \boldsymbol{K}$ such that $f(x) \neq f(y)$. Then $\mathfrak{X} \in \boldsymbol{K}$.

In case additionally $\boldsymbol{K}=C A_{\alpha}$ it is enough to assume that for all $x \in A$ with $x \neq 0$ there is a homomorphism $f$ of $\mathfrak{A}$ into an algebra $\mathfrak{B} \in \boldsymbol{K}$ such that $f(x) \neq 0$.

The proof of this lemma is simple; it is essentially due to Birkhoff ([1]).

The proof of necessity in the following corollary gives a simple proof of Theorem 2.12 of [5].

Corollary. $\mathfrak{Y} \in R C A_{\alpha}$ if and only if every finite reduct of $\mathfrak{A}$ is representable. ${ }^{6}$

Proof. Necessity. Suppose $\mathfrak{A} \in R C A_{\alpha}$, i.e., $\mathfrak{A}$ is isomorphic to a sub-direct product of $C S A_{\alpha}$ 's. Now a reduct of a product of $C A_{\alpha}$ 's is equal to the product of the corresponding reducts. Hence we may assume that $\mathfrak{A}$ is a $C S A_{\alpha}$, say with base $U$. Suppose $\kappa<\omega$ and $\theta \in \alpha^{\kappa}$ is one-to-one; let $\mathfrak{B}$ be the $\kappa, \theta$-reduct of $\mathfrak{A}$. Suppose $b \in B$ and $b \neq \mathbf{0}$; choose $f \in b$. For each $g \in U^{\kappa}$ we define $g^{*} \in U^{\alpha}$ by:

$$
g_{\lambda}^{*}=\left\{\begin{array}{l}
g_{\theta-1_{\lambda}} \text { if } \lambda \in \text { range } \theta, \\
f_{\lambda} \text { otherwise }
\end{array}\right.
$$

[^43]Define $F(x)=\left\{g \in U^{k} \mid g^{*} \in x\right\}$ for each $x \in B$. It is easy to verify that $F$ is a homomorphism of $\mathfrak{B}$ onto a $C S A_{\kappa}$ such that $F(b) \neq 0$. Since $b$ is arbitrary, we deduce from Lemma 1 that $\mathfrak{B} \in R C A_{\kappa}$.

Sufficiency. We now assume that every finite reduct of $\mathfrak{N}$ is representable. Let a finite subset $F$ of $M_{\alpha}$ be called regular if there is a finite subset $G$ of $\alpha$ such that $F=\{0,1,2,\langle 0, \kappa\rangle,\langle 0, \kappa, \lambda\rangle\}_{\kappa, \lambda \in G}$. Now it is known, and easy to see, that an $R C A_{\alpha}$ can be neatly embedded in an $R C A_{\beta}$ for each $\beta \geqq \alpha$; if we apply this argument here we see that, by our assumption, $\mathfrak{U}_{F}^{*} \subseteq \mathfrak{B}_{F}^{(F) *}$ for some $\mathfrak{B}^{(F)} \in R C A_{\alpha}$, for each regular finite subset $F$ of $M_{\alpha}$. If $F$ is any finite subset of $M_{\alpha}$, then there is a regular finite subset $G$ such that $F \cong G$, and so $\mathfrak{U}_{F}^{*}=\left(\mathfrak{Y}_{G}^{*}\right)_{F} \subseteq\left(\mathfrak{B}_{G}^{(F)}\right)_{F} \in$ $\left[\left(R C A_{\alpha}^{*}\right)_{G}\right]_{F}=\left(R C A_{\alpha}^{*}\right)_{F}$. Hence by Theorem 4, $\mathfrak{V}^{*} \in R C A_{\alpha}^{*}$, i.e., $\mathfrak{H} \in R C A_{\alpha}$.

We conclude this section with the following theorem.

Theorem 2'. Let $\alpha$ and $\kappa$ be ordinals. Let $\boldsymbol{K}$ be the class of all $C A_{\alpha}$ 's which can be neatly embedded in a $C A_{\alpha+\kappa}$. Then $\boldsymbol{K}$ is an equational class.

Proof. Clearly $\boldsymbol{K}$ is closed under direct products and subalgebras. The proof of Theorem 2 may be applied to show that $\boldsymbol{K}$ is closed under homomorphisms. Our theorem is now a consequence of Birkhoff's theorem.

From this theorem we can derive two corollaries similar to the above stated corollaries. This can be done metamathematically, in the obvious way, or mathematically as follows. For the first corollary we can again use Theorem 3, while for the second we can use a direct argument similar to the proof of Theorem 4. (We do not know of any way of using Theorem 4 or something like it to derive the second corollary.)
3. Some representation theorems. Now we shall prove several new sufficient conditions for the representability of cylindric algebras. The following simple lemma will be found useful in the proofs of the main results.

Lemma 2. Let $\alpha, \beta$, and $\gamma$ be ordinals, and suppose that $\tau \in \beta^{\alpha+\gamma}$ is one-to-one. Suppose $\mathfrak{A}$ is $a C A_{\alpha}, \mathfrak{B}$ is a $C A_{\beta}, T \in B^{4}$, and the following conditions hold:
(i) $T$ is a Boolean homomorphism of $\mathfrak{A}$ into $\mathfrak{B}$,
(ii) $c_{\tau \kappa}^{\mathfrak{B}} \circ T=T \circ c_{\kappa}^{\mathfrak{2}}$ for all $\kappa<\alpha$,
(iii) $T\left(d_{\kappa \lambda}^{\mathfrak{2}}\right)=d_{\tau \kappa, \tau \lambda}^{\mathfrak{B}}$ for all $\kappa, \lambda<\alpha$.

Then $T$ is a cylindric homomorphism of $\mathfrak{A}$ into the $\alpha$-reduct of some $C A_{\alpha+\cdots}$. If in addition the following condition holds:
(iv) $c_{\tau \kappa}^{\mathfrak{B}} \circ T=T$ for $\alpha \leqq \kappa<\alpha+\gamma$,
then $T$ is a cylindric homomorphism of $\mathfrak{A}$ into an algebra neatly embedded in some $C A_{\alpha+}$.

Proof. Let $\mathfrak{C}$ be the $\alpha+\gamma$, $\tau$-reduct of $\mathfrak{B}$, and let $\mathfrak{D}$ be the $\alpha$-reduct of $\mathfrak{c}$. Then $T$ is a cylindric homomorphism of $\mathfrak{A}$ into $\mathfrak{D}$, for $T \circ c_{k}^{\mathfrak{Z}}=c_{\tau \kappa}^{\mathfrak{B}} \circ T \quad(\mathrm{by}(\mathrm{ii}))=c_{\kappa}^{区} \circ T=c_{k}^{\mathfrak{D}} \circ T$ for each $\kappa<\alpha$, and $T\left(d_{\kappa \lambda}^{\mathfrak{2}}\right)=$ $d_{\tau \kappa, \tau \lambda}^{\mathfrak{B}}=d_{\kappa \lambda}^{\mathbb{C}}=d_{\kappa \lambda}^{\mathfrak{D}}$ for all $\kappa, \lambda<\alpha$. If in addition (iv) holds, then for $\alpha \leqq \kappa<\alpha+\gamma$ we have $c_{\kappa}^{\S} \circ T=c_{\tau \kappa}^{\mathfrak{B}} \circ T=T$.

As a consequence of Theorem A and Lemma 2 we have the following representation theorem, which was independently obtained by Alfred Tarski.

Theorem 5. Assume that $\mathfrak{A}$ is a $C A_{\alpha}, \sigma$ is a one-to-one element of $\alpha^{\alpha}$ such that $\alpha \sim$ range $(\sigma)$ is infinite, and $\mathfrak{B}$ is the $\alpha, \sigma$-reduct of $\mathfrak{2}$. Suppose $T$ is an isomorphism of $\mathfrak{A}$ into $\mathfrak{B}$ such that $c_{\kappa}^{\mathfrak{2}} T(x)=T(x)$ whenever $x \in A$ and $\kappa \in \alpha \sim$ range ( $\sigma$ ). Then $\mathfrak{X}$ is representable.

Proof. Let $\tau$ be a one-to-one element of $\alpha^{\alpha+\omega}$ such that $\tau \upharpoonright \alpha=\sigma$. Then for all $\kappa<\alpha$ we have $c_{\tau \kappa}^{2 \mathfrak{2} \circ} \circ T=c_{\sigma \kappa}^{2} \circ T=c_{\kappa}^{\mathfrak{B}} \circ T=T \circ c_{\kappa}^{\mathfrak{2}}$. Moreover, for all $\kappa, \lambda<\alpha$ we have $T\left(d_{\kappa \lambda}^{\mathfrak{Y}}\right)=d_{\kappa \lambda}^{\mathfrak{B}}=d_{\tau \kappa, \tau \lambda}^{\mathfrak{Y}}$. Finally, if $\alpha \leqq \kappa<\alpha+\omega$, then $c_{i \kappa}^{2} \circ T=T$. Hence by Lemma $2 \mathfrak{U}$ can be neatly embedded in a $C A_{\alpha+\omega}$, and our theorem follows from Theorem A.

We should mention that recently Tarski obtained a stronger version of Theorem 5, in which the condition " $\alpha \sim$ range $(\sigma)$ is infinite" is replaced by the condition " $\alpha \sim$ range $(\sigma) \neq 0$ ".

Theorem 5 leads to an interesting insight into the relationship between cylindric and polyadic algebras, of a different kind from the insight obtained from the relationships established in [2]. A polyadic algebra with equality is, roughly speaking, a cylindric algebra with two additional structures: infinite cylindrification, and substitution (see [3]). If we eliminate only the infinite cylindrification, we arrive at a notion of a substitution on a cylindric algebra. A substitution on a $C A_{\alpha} \mathfrak{H}$ is a function $S \in\left(A^{A}\right)^{\alpha^{x}}$ which satisfies certain natural conditions (due to Halmos). As a corollary of Theorem 5 we easily see that if $\mathfrak{X}$ is a $C A_{\infty}$ with a substitution and if $\alpha \geqq \omega$, then $A$ is representable. Now from [6] it is known that every infinite dimensional polyadic algebra is representable, while there are infinite dimensional polyadic equality algebras which are not representable (with equality corresponding to the functional equality). Here by representable we mean as in cylindric algebras-isomorphic to a subdirect product of $\bigcirc$-valued functional polyadic algebras. Our corollary shows that by eliminating infinite cylindrification we recapture representation.

It is natural to ask if the corollary can be strengthened by replacing "substitution" by "finite substitution"-a concept defined like
that of substitution, but in which $S$ applies only to those $\tau \in \alpha^{\alpha}$ for which there is a finite subset $F$ of $\alpha$ such that $\tau \upharpoonright \alpha \sim F=\delta_{\alpha \sim F}$. The answer is no: for each $\alpha \geqq \omega$ there exists a $C A_{\alpha}$ with a finite substitution which is not representable. The construction of such algebras depends on the results of [8], which in turn depend upon unpublished work of Henkin and Tarski.

We now define a class of cylindric algebras which includes both the class of simple infinite dimensional cylindric algebras and the class of dimensionally complemented cylindric algebras. A $C A_{\alpha} \mathfrak{H}$ is called a diagonal cylindric algebra ( $G C A_{\alpha}$ ) provided that for every non-zero $a \in A$ and every finite subset $F$ of $\alpha$ there are distinct $\kappa, \lambda \in \alpha \sim F$ such that $a \cdot d_{\kappa \lambda} \neq 0$. The importance of this concept derives from the following theorem:

Theorem 6. Every diagonal cylindric algebra is representable. ${ }^{7}$
Proof. Let $\mathfrak{N}$ be a $G C A_{\alpha}$. We want to apply Lemma 1, with $\boldsymbol{K}$ replaced by the class of all $C A_{\alpha}$ 's which can be neatly embedded in $C A_{\alpha+1}$ 's. Hence suppose that $a \in A$ and $a \neq 0$. Since $\mathfrak{A} \in G C A_{\alpha}$ we can define functions $\mu, \nu$ with domain $\omega$ inductively by letting $\mu_{\kappa}$ and $\nu_{\kappa}$ be distinct members of $\alpha \sim\left\{\mu_{\lambda}, \nu_{\lambda} \mid \lambda<\kappa\right\}$ such that $a \cdot d_{\mu_{\kappa} \nu_{k}} \neq 0$.

Now we prepare to apply Lemma 2. It is easy to see that there is a unique $\tau \in \alpha^{\alpha+1}$ such that the following conditions hold:
(1) $\tau$ is one-to-one,
(2) $\tau$ is the identity on $\alpha \sim\left\{\mu_{\kappa}, \nu_{\kappa} \mid \kappa<\omega\right\}$,
(3) $\tau \mu_{\kappa}=\nu_{\kappa}$ for each $\kappa<\omega$,
(4) $\tau \nu_{\kappa}=\mu_{\kappa+1}$ for each $\kappa<\omega$,
(5) $\tau \alpha=\mu_{0}$.

For each $\kappa<\omega$, let $\mathfrak{B}_{\kappa}=\mathfrak{Y}$. Let $I$ be the eventually zero ideal of $\mathfrak{B}$ and $\langle\omega$, $\geqq\rangle$, and let $\mathfrak{C}=\mathfrak{H}^{\omega} / I$. For each $x \in A$ and $\kappa<\omega$, define

$$
f(x)_{\kappa}=S_{\nu_{0}}^{\mu_{0}} S_{\mu_{1}}^{\nu_{0}} \cdots S_{\mu_{\kappa}}^{\nu_{\kappa}-1} S_{\nu_{\kappa}}^{\mu_{\kappa}} x
$$

where $S_{\rho}^{\theta} x=c_{\theta}\left(d_{\theta \rho} \cdot x\right)$ for all $\theta, \rho<\alpha$ and $x \in A$. Let $T(x)=[f(x)]$ for all $x \in A$. The following statements may now be verified:
(6) $T$ is a Boolean homomorphism of $\mathfrak{A}$ into $C$,
(7) $c_{\tau \lambda}^{〔} \circ T=T \circ c_{\lambda}^{\mathfrak{R}}$ for all $\lambda<\alpha$,

[^44](8) $T\left(d_{\lambda \mu}^{\mathfrak{M}}\right)=d_{\tau \lambda, \tau \mu}^{\mathbb{S}}$ for all $\lambda, \mu<\alpha$,
(9) $c_{\tau \alpha}^{〔} \circ T=T$.

In verifying (7), one can make use of the following easily verified arithmetic law:
(10) $S_{\theta}^{\rho} c_{\rho} S_{\pi}^{\theta} x=c_{\theta} S_{\theta}^{\rho} S_{\pi}^{\theta} x$ for all $x \in A$ and all distinct $\rho, \theta, \pi<\alpha$.

We can now apply Lemma 2, and infer that $T$ is a cylindric homomorphism of $\mathfrak{A}$ into an algebra neatly embedded in a $C A_{\alpha+1}$. Suppose $T(a)=0$. Choose $k<\omega$ such that $f(a)_{\kappa}=0$. Applying successively $S_{\mu_{0}}^{\nu_{0}}, S_{\nu_{0}}^{\mu_{1}}, \cdots, S_{\nu_{k-1}}^{\mu_{\kappa}}$ we infer that $S_{\nu_{\kappa}}^{\mu_{\kappa}} a=0$, and so $a \cdot d_{\mu_{\kappa} \nu_{\kappa}}=0$, which is a contradiction. Since $a$ is arbitrary, from Lemma 1 we conclude that $\mathfrak{A}$ can be neatly embedded in some $C A_{\alpha+1} \mathfrak{D}$. Let $g$ be an isomorphism of $\mathfrak{A}$ onto an algebra neatly embedded in $\mathfrak{D}$.

Let $N$ be maximal among ideals $P$ such that $g^{*}(A) \cap P=\{0\}$ (by Zorn's lemma). Let $\mathfrak{F}=\mathfrak{D} / N$, and let $p r$ be the natural homomorphism of $\mathfrak{D}$ onto $\mathbb{F}$. Clearly $p r \circ g$ is an isomorphism of $\mathfrak{A}$ onto an algebra neatly embedded in $\mathscr{F}$. Suppose $x \in D, F$ is a finite subset of $\alpha$, and $[x] \leqq\left[-d_{\kappa \lambda}\right]$ for all distinct $k, \lambda \in \alpha \sim F$. Suppose that $x \notin N$. Then $N \cup\{x\}$ generates an ideal $P$ such that $P \cap g^{*}(A) \neq\{0\}$. Choose $y \in A$ such that $g(y) \neq 0$ and $g(y) \in P$. Then there are $\kappa_{0} . \cdots, \kappa_{\nu-1} \in \alpha+1$ and $n \in N$ such that $g(y) \leqq n+c_{\kappa_{0}} \cdots c_{\kappa_{\nu-1}} x$. Let $F^{\prime}=F \cup\left\{\kappa_{0}, \cdots, k_{\nu-1}\right\}$. Then $[g(y)] \leqq\left[-d_{\kappa \lambda}\right]$ for all distinct $\kappa, \lambda \in \alpha \sim F^{\prime}$; but this contradicts the fact that $\mathfrak{H}$ is a diagonal cylindric algebra.

It follows that $\mathfrak{F}$ is a $G C A_{\alpha+1}$. Hence all the preceding proof can be applied inductively to give, in virtue of Theorem A, the desired result.

We now proceed to derive some consequences of Theorem 6.
Theorem 7. Every simple infinite dimensional algebra is a diagonal cylindric algebra, and so is representable.

Proof. Suppose $\mathfrak{A}$ is a simple $C A_{\alpha}, \alpha \geqq \omega, a \in A, \alpha \neq 0$, and $F$ is a finite subset of $\alpha$. There are $\lambda \in \omega \sim 1$ and $\mu \in \alpha^{\lambda}$ such that $c_{\mu_{0}} \cdots c_{\mu_{\lambda-1}} a=$ 1. Choose $\kappa, \nu$ distinct in $\alpha \sim\left(F \cup\left\{\mu_{0}, \cdots, \mu_{\lambda-1}\right\}\right)$. If $a \cdot d_{\kappa \nu}=0$, then, applying $c_{\mu_{0}} \cdots c_{\mu_{\lambda-1}}$, we see that $d_{\kappa \nu}=0$; hence $0=1$, contradicting the simplicity of $\mathfrak{A}$.

From Theorem 7 we can infer the following negative theorem which limits the possible extensions of Theorem 1.

Theorem 8. If $1<\alpha<\omega$, then it is not the case that every $C A_{\alpha}$ can be embedded (in the sense of Theorem 1) in a $C A_{\omega}$.

Proof. Assume the contrary. Henkin and Tarski have constructed
a non-representable $C A_{\alpha} \mathfrak{X}$, in unpublished work. Clearly we may assume that $\mathfrak{A}$ is simple. Let $\mathfrak{B}$ be a $C A_{\omega}$ such that $\mathfrak{Y}$ is a subalgebra of the $\alpha$-reduct of $\mathfrak{B}$. Let $I$ be a maximal ideal in $\mathfrak{B}$, and let $\mathfrak{C}=\mathfrak{B} / I$. By Theorem 7, $\mathfrak{C}$ is representable. Since $\mathfrak{A}$ is simple, $A \cap I=\{0\}$, and so the natural homomorphism of $\mathfrak{U}$ into $\mathbb{E}$ is an isomorphism. It follows that $\mathfrak{H}$ is representable; but this is a contradiction.
$\mathrm{A} C A_{\alpha} \mathfrak{H}$ is weakly dimensionally complemented, $\mathfrak{H} \in W D C A_{\alpha}$ if $\alpha \sim \Delta x$ is infinite for every $x \in A$.

Theorem 9. Every weakly dimensionally complemented cylindric algebra is a diagonal cylindric algebra, and so is representable. ${ }^{8}$

Proof. Suppose $\mathfrak{H}$ is a $W D C A_{\alpha}, a \in A, a \neq 0$, and $F$ is a finite subset of $\alpha$. Choose $\kappa, \lambda$ distinct in $\alpha \sim F$ such that $c_{\kappa} c_{\lambda} a=a$. If $a \cdot d_{\kappa \lambda}=0$, then $a=0$, contradiction.

Theorem 10. Let $\alpha$ be an infinite ordinal, and let $\mathfrak{A}$ be a $C A_{\alpha}$. Suppose there is a finite subset $F$ of $\alpha^{2} \sim \delta_{\alpha}$ such that $\Pi_{\langle\langle, \lambda\rangle \in F}-d_{\kappa \lambda}=$ 0 . Then $\mathfrak{A}$ is a diagonal cylindric algebra, and so is representable. ${ }^{9}$

Proof. Suppose $a \in A, a \neq 0$, and $G$ is a finite subset of $\alpha$. Choose $\kappa \in \omega \sim 1$ and $\mu \in \alpha^{\kappa}$ such that $\mu$ maps $\kappa$ one-to-one onto the field of $F$, i.e., onto $\left\{\lambda \mid \mathrm{V}_{\nu<\alpha}(\langle\lambda, \nu\rangle \in F\right.$ or $\left.\langle\nu, \lambda\rangle \in F)\right\}$. Also choose $\nu \in \alpha^{\kappa}$ such that $\nu$ is one-to-one and range $\nu \subseteq \alpha \sim G \sim$ (field of $F$ ). Let

$$
H=\left\{\left\langle\nu \mu^{-1} \kappa, \nu \mu^{-1} \lambda\right\rangle \mid\langle\kappa, \lambda\rangle \in F\right\} .
$$

Applying $S_{\nu_{0}}^{\mu_{0}} \cdots S_{\nu_{\kappa-1}}^{\mu_{\kappa-1}}$ to $\Pi_{\langle\kappa, \lambda\rangle \epsilon_{F}}-d_{\kappa \lambda}$, we see that $\Pi_{\langle\kappa, \lambda\rangle \epsilon_{H}}-d_{\kappa \lambda}=0$. Moreover, $H$ is a finite subset of $\alpha^{2} \sim \delta_{\alpha}$ such that (field of $H$ ) $\cap G=0$. Since $a \neq 0$, choose $\langle\kappa, \lambda\rangle \in H$ such that $a \cdot d_{\kappa \lambda} \neq 0$. Thus $\mathfrak{A}$ is a diagonal cylindric algebra.

In conclusion, we would like to make a few remarks about the general theory of diagonal cylindric algebras. In the first place, $G C A_{\alpha}$ is properly included in $R C A_{\alpha}$; the cylindric set algebra formed from all subsets of $\omega^{\omega}$ forms an example of an element of $R C A_{\alpha} \sim G C A_{\alpha}$; in this algebra the element $\left\{\delta_{\omega}\right\}$ is included in the complement of every nonunity diagonal element. Clearly $G C A_{\infty}$ is closed under direct products and subalgebras. But from Theorem 2.19 of [5] it follows that $G C A_{\alpha}$ is not equational, and so is not closed under homomorphisms. For,

[^45]$L C A_{\alpha} \subseteq G C A_{\alpha} \subset R C A_{\alpha}$, and by the quoted theorem $R C A_{\alpha}$ is the smallest equational class including $L C A_{\alpha}$.
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# A NOTE ON <br> GENERALIZATIONS OF SHANNON-MCMILLAN THEOREM 

Shu-Teh C. Moy

1. Introduction. This paper is a sequel to an earlier paper [6]. All notations in [6] remain in force. As in [6] we shall consider tw probability measures $\mu, \nu$ an the infinite product $\sigma$-algebra of subsets of the infinite product space $\Omega=\pi X . \nu$ is assumed to be stationary and $\mu$ to be Markovian with stationary transition probabilities. Extensions to $K$-Markovian $\mu$ are immediate. $\nu_{m, n}$, the contraction of $\nu$ to $\mathscr{F}_{m, n}$, is assumed to be absolutely continuous with respect to $\mu_{m, n}$, the contraction of $\mu$ to $\mathscr{F}_{m, n}$, and $f_{m, n}$ is the Radon-Nikodym derivative. In [6] the following theorem is proved. If $\int \log f_{0,0} d \nu<\infty$ and if there is a number $M$ such that

$$
\begin{equation*}
\int\left(\log f_{0, n}-\log f_{0, n-1}\right) d \nu \leqq M \text { for } n=1,2, \cdots \tag{1}
\end{equation*}
$$

then $\left\{n^{-1} \log f_{0, n}\right\}$ converges in $L_{1}(\nu)$. (1) is also a necessary condition for the $L_{1}(\nu)$ convergence of $\left\{n^{-1} \log f_{0, n}\right\}$. We consider this theorem as a generalization of the Shannon-McMillan theorem of information theory. In the setting of [6] the Shannon-McMillan theorem may be stated as follows. Let $X$ be a finite set of $K$ points. Let $\nu$ be any stationary probability measure of $\mathscr{F}$, and $\mu$ the equally distributed independent measure on $\mathscr{F}$. Then $\left\{n^{-1} \log f_{0, n}\right\}$ converges in $L_{1}(\nu)$. In fact, the $P\left(x_{0}, x_{1}, \cdots, x_{n}\right)$ of Shannon-McMillan is equal to $K^{(n+1)} f_{0, n}$. The convergence with probability one of $\left\{n^{-1} \log P\left(x_{0}, \cdots, x_{n}\right)\right\}$ for a finite set $X$ was proved by L. Breiman [1] [2]. K.L. Chung then extended Breiman's result to a countable set $X$. [3]. In this paper we shall prove that the convergence with $\nu$-probability one of $\left\{n^{-1} \log f_{0, n}\right\}$ follows from the following condition.

$$
\begin{equation*}
\int \frac{f_{0, n}}{f_{0, n-1}} d \nu \leqq L, n=1,2, \cdots \tag{2}
\end{equation*}
$$

(2) is a stronger condition than (1) since by Jensen's inequality

$$
\log \int \frac{f_{0, n}}{f_{0, n-1}} d \nu \geqq \int \log \frac{f_{0, n}}{f_{0, n-1}} d \nu
$$

An application to the case of countable $X$ is also discussed.
2. The convergence theorem. As was proved in [6], condition (1) implies the $L_{1}(\nu)$ convergence of $\left\{\log f_{-k, 0}-\log f_{-k,-1}\right\}$ ([6] Theorem 1, 4). The convergence with $\nu$-probability one is automatically true ([6] Theorem 3). Applying a theorem (with obvious modification for $T$ not necessarily ergodic) of Breiman ([1], Theorem 1) the convergence with $\nu$-probability one of $\left\{n^{-1} \log f_{0, n}\right\}$ follows from the condition

$$
\begin{equation*}
\int \sup _{k \geq 1}\left|\log f_{-k, 0}-\log f_{-k,-1}\right| d \nu<\infty \tag{3}
\end{equation*}
$$

We shall now investigate conditions under which (3) is valid.
Lemma 1. The following inequality is always true.

$$
\begin{equation*}
\int \sup _{k \geqq 1} \log \frac{f_{-k,-1}}{f_{-k, 0}} d \nu<\infty \tag{4}
\end{equation*}
$$

Proof. Let $\nu_{-k, 0}^{\prime}$ be as in Lemma 1 [6]. Then

$$
\nu_{-k, 0} \ll \nu_{-k, 0}^{\prime} \ll \mu_{-k, 0}
$$

and

$$
\frac{d \nu_{-k, 0}}{d \nu_{-k, 0}^{\prime}}=\frac{f_{-k, 0}}{f_{-k,-1}}, \frac{d \nu_{-k, 0}^{\prime}}{d \mu_{-k, 0}}=f_{-k,-1} .
$$

Since $\mu$ is Markovian, $\nu_{-k, 0}^{\prime}$ are consistent for $k=1,2, \cdots$. We shall prove (4) under the assumption that there is a probability measure $\nu^{\prime}$ on $\mathscr{F}_{-\infty, 0}$ which is an extension of $\nu_{-k, 0}^{\prime}$ for $k=1,2, \cdots$. We shall also prove Lemma 2 under this assumption. If no such $\nu^{\prime}$ exists, the usual procedure of representing $\Omega$ into the space of real sequences may be used and the same conclusion follows (cf. the proof of Theorem 4[6]).

Let $m$ be a nonnegative integer and

$$
\begin{aligned}
E(m) & =\left[\sup _{k \geqq 1} \log \frac{f_{-k,-1}}{f_{-k, 0}}>m\right] \\
E_{k}(m) & =\left[\sup _{1 \leqq j<k} \log \frac{f_{-j,-1}}{f_{-j 0}} \leqq m, \log \frac{f_{-k,-1}}{f_{-k, 0}}>m\right]
\end{aligned}
$$

On $E_{k}(m)$ we have

$$
f_{-k, 0} \leqq 2^{-m} f_{-k,-1}
$$

Hence

$$
\int_{E_{k}(m)} f_{-k, 0} d \mu \leqq 2^{-m} \int_{E_{k}(m)} f_{-k,-1} d \mu
$$

so that

$$
\nu\left[E_{k}(m)\right] \leqq 2^{-m} \nu^{\prime}\left[E_{k}(m)\right] .
$$

Therefore

$$
\nu[E(m)] \leqq 2^{-m \nu^{\prime}}[E(m)] \leqq 2^{-m}
$$

and

$$
\int \sup _{k>1} \log \frac{f_{-k,-1}}{f_{-k, 0}} d \nu \leqq \sum_{m \equiv 0} \nu[E(m)] \leqq \sum_{m \equiv 0} 2^{-m}<\infty .
$$

Note that (4) is proved without assuming the integrability of either $\log f_{-k, 0}$ or $\log f_{-k,-1}$ or $\log \frac{f_{-k, 0}}{f_{-k,-1}}$.

Lemma 2. If there is a number $L$ such that

$$
\begin{equation*}
\int \frac{f_{-k, 0}}{f_{-k,-1}} d \nu \leqq L \text { for } k=1,2, \cdots \tag{5}
\end{equation*}
$$

then

$$
\begin{equation*}
\int \sup _{k \geq 1} \log \frac{f_{-k .0}}{f_{-k,-1}} d \nu<\infty . \tag{6}
\end{equation*}
$$

Proof. It is clear that

$$
\int \frac{f_{-k, 0}}{f_{-k,-1}} d \nu=\int\left(\frac{f_{-k 0}}{f_{-k,-1}}\right)^{2} d \nu^{\prime}
$$

where $\nu^{\prime}$ is defined in the proof of Lemma 1.
Since $\left\{f_{-k, 0} / f_{-k,-1}, k=1,2, \cdots\right\}$ is a $\nu^{\prime}$-martingale, $\left\{\left(f_{-k, 0} \mid f_{-k,-1}\right)^{2}, k=\right.$ $1,2, \cdots\}$ is a $\nu^{\prime}$-semi-martingale. Hence (5) implies that

$$
\nu_{-\infty, 0} \ll \nu^{\prime}, \int\left(\frac{d \nu_{-\infty, 0}}{d \nu^{\prime}}\right)^{2} d \nu^{\prime}<\infty,\left(\frac{f_{-k .0}}{f_{-k,-1}}\right)^{2}
$$

are uniformly $\nu^{\prime}$-integrable and $\left\{\left(f_{-1.0} / f_{-1,-1}\right)^{2},\left(f_{-2.0} / f_{-2,-1}\right)^{2} \cdots,\left(d \nu_{-\infty, 0} / d \nu^{\prime}\right)^{\prime}\right\}$ is a $\nu^{\prime}$-semi-martingale (Theorem 4.1s, pp. 324[5]).

Hence for any set $F$ defined by $x_{0}, x_{-1}, \cdots, x_{-k}$

$$
\int_{F}\left(\frac{f_{-k, 0}}{f_{-k,-1}}\right)^{2} d \nu^{\prime} \leqq \int_{F}\left(\frac{f_{-(k+1), 0}}{f_{-(k+1),-1}}\right)^{2} d \nu^{\prime} \leqq \int_{F}\left(\frac{d \nu_{-\infty, 0}}{d \nu^{\prime}}\right)^{2} d \nu^{\prime}
$$

so that

$$
\begin{equation*}
\int_{F} \frac{f_{-k, 0}}{f_{-k,-1}} d \nu \leqq \int_{F} \frac{f_{-(k+1), 0}}{f_{-(k+1),-1}} d \nu \leqq \int_{F} \frac{d \nu_{-\infty, 0}}{d \nu^{1}} d \nu . \tag{7}
\end{equation*}
$$

In fact, we have just proved that

$$
\left\{\frac{f_{-1,0}}{f_{-1,-1}}, \frac{f_{-2,0}}{f_{-2,-1}}, \cdots, \frac{d \nu_{-\infty, 0}}{d \nu^{\prime}}\right\}
$$

is a $\nu$-semi-martingale. Now let

$$
F(m)=\left[\left[\sup _{k \geq 1} \log \frac{f_{-k .0}}{f_{-k,-1}}>m\right\rfloor\right.
$$

and

$$
F_{K}(m)=\left[\sup _{1 \leqq j<k} \log \frac{f_{-j, 0}}{f_{-j,-1}} \leqq m, \log \frac{f_{-k, 0}}{f_{-k,-1}}>m\right]
$$

On $F_{k}(m)$ we have

$$
f_{-k,-1} \leqq 2^{-m} f_{-k, 0} .
$$

Hence

$$
\begin{aligned}
\int_{F_{k}(m)} f_{-k,-1} \frac{f_{-k, 0}}{f_{-k,-1}} d \mu & \leqq 2^{-m} \int_{F_{k}(m)}\left(\frac{f_{-k, 0}}{f_{-k,-1}}\right)^{2} d \mu \\
& =2^{-m} \int_{F_{k}(m)} \frac{f_{-k, 0}}{f_{-k,-1}} d \nu
\end{aligned}
$$

Applying (7), we obtain

$$
\nu\left[F_{k}(m)\right] \leqq 2^{-m} \int_{F_{k}(m)} \frac{d \nu}{d \nu^{\prime}} d \nu
$$

therefore,

$$
\nu[F(m)] \leqq 2^{-m} \int_{F(m)} \frac{d \nu}{d \nu^{\prime}} d \nu \leqq 2^{-m} L .
$$

Hence

$$
\int_{k \geq 1} \sup \log \frac{f_{-k, 0}}{f_{-k,-1}} d \nu \leqq \sum_{m \geq 0} \nu[F(m)] \leqq \sum_{m \geq 0} 2^{-m} L<\infty .
$$

Combining Lemmas 1, 2 and noting that

$$
\int \frac{f_{0, n}}{f_{0, n-1}} d \nu=\int \frac{f_{-n .0}}{f_{-n,-1}} d \nu
$$

(cf. Theorem 1, [6]), we obtain the following theorem.
Theorem 1. If there is a number $L$ such that

$$
\int \frac{f_{0 n}}{f_{0, n-1}} d \nu \leqq L \text { for } n=1,2, \cdots \text { then }
$$

$$
\int_{k \geq 1}\left|\log f_{-k, 0}-\log f_{-k,-1}\right| d \nu<\infty
$$

and $\left\{n^{-1} \log f_{0, n}\right\}$ converges with $\nu$-probability one.
Extensions of Lemma 1, Lemma 2 and Theorem 1 to $K$-Markovian $\mu$ are immediate.
3. The countable case. Let $X$ be countable with elements denoted by $a$. Let $\nu$ be an arbitrary stationary probability measure on $\mathscr{F}$. Let

$$
P\left(a_{0}, a_{1}, \cdots, a_{n}\right)=\nu\left[x_{0}=a_{0}, x_{1}=a_{1}, \cdots, x_{n}=a_{n}\right] .
$$

Let

$$
H_{1}=-\sum_{a} P(a) \log P(a)=-\int \log P\left(x_{n}\right) d \nu
$$

Carleson showed that

$$
\begin{equation*}
H_{1}<\infty \tag{8}
\end{equation*}
$$

implies the $L_{1}(\nu)$ convergence of $\left\{n^{-1} \log P\left(x_{0}, x_{1}, \cdots, x_{n}\right)\right\}$ [3]. Chung showed that (8) also implies the convergence with $\nu$-probability one of $\left\{n^{-1} \log P\left(x_{0}, x_{1}, \cdots, x_{n}\right)\right\}$ [4]. Let $\mu$ be defined by

$$
\mu\left[x_{m}=a_{0}, x_{m+1}=a_{1}, \cdots, x_{n}=a_{n-m}\right]=P\left(a_{0}\right) P\left(a_{1}\right) \cdots P\left(a_{n-m}\right) .
$$

$\mu$ may be called the independent measure obtained from $\nu$. Then $\nu_{m, n} \ll$ $\mu_{m, n}$ with derivative

$$
f_{m, n}=\frac{P\left(x_{m}, \cdots, x_{n}\right)}{P\left(x_{m}\right) \cdots P\left(x_{n}\right)}
$$

and

$$
\begin{equation*}
\log \frac{f_{m, n}}{f_{m, n-1}}=\log \frac{P\left(x_{m}, \cdots, x_{n}\right)}{P\left(x_{m}, \cdots, x_{n-1}\right)}-\log P\left(x_{n}\right) . \tag{9}
\end{equation*}
$$

It follows from (9) that

$$
\int\left(\log f_{0, n}-\log f_{0, n-1}\right) d \nu \leqq \int-\log P\left(x_{n}\right) d \nu=H_{1} .
$$

Hence (8) implies that (1) is satisfied, therefore $\left\{n^{-1} \log f_{0, n}\right\}$ converges in $L_{1}(\nu)$ by Theorem 5 [6]. Since

$$
\log f_{0, n}=\log P\left(x_{0}, \cdots, x_{n}\right)+\sum_{k=0}^{n} \log P\left(x_{k}\right),
$$

Carleson's theorem follows immediately. Furthermore, it follows from (9) and Lemma 1 that

$$
\int \sup _{k \leq 1}\left[\log \frac{P\left(x_{-k}, \cdots, x_{-1}\right)}{P\left(x_{-k}, \cdots, x_{0}\right)}+\log P\left(x_{0}\right)\right] d \nu<\infty .
$$

Hence (8) implies

$$
\int_{k \geq 1} \sup \log \frac{P\left(x_{-k}, \cdots, x_{-1}\right)}{P\left(x_{-k}, \cdots, x_{0}\right)} d \nu<\infty
$$

and Chung's theorem [4] follows.
By using a similar approach we shall give a sharpend version of Carleson's and Chung's theorems.

Let

$$
P\left(a_{0} \mid a_{-l}, \cdots, a_{-1}=\frac{P\left(a_{-l}, \cdots, a_{-1}, a_{0}\right)}{P\left(a_{-l}, \cdots, a_{-1}\right)}\right.
$$

and let

$$
\begin{aligned}
H_{l} & =-\sum_{a_{-l}, a_{-1}} P\left(a_{-l}, \cdots, a_{0}\right) \log P\left(a_{0} \mid a_{-l}, \cdots, a_{-1}\right) \\
& =-\int \log P\left(x_{n} \mid x_{n-l}, \cdots, x_{n-1}\right) d \nu .
\end{aligned}
$$

$H_{l}$ is nonnegative but may be $+\infty$. It is known that

$$
H_{1} \geqq H_{2} \geqq H_{3} \geqq \cdots \cdots
$$

Let

$$
H=\lim _{l \rightarrow \infty} H_{l} .
$$

The limit is taken to be $+\infty$ if all $H_{l}$ are $+\infty$.
Theorem 2. If $H<\infty$ then $\left\{n^{-1} \log P\left(x_{0}, \cdots, x_{n}\right)\right\}$ converges both in $L_{1}(\nu)$ and with $\nu$-probability one.

Proof. There is an $l$ such that $H_{l}<\infty$. We define an $l$-Markovian measure $\mu$ on $\mathscr{F}$ as follows.

$$
\mu\left[x_{m}=a_{0}, x_{m+1}=a_{1}, \cdots, x_{n}=a_{n-m}\right]=P\left(a_{0}, \cdots, a_{n-m}\right)
$$

if $n-m \leqq l$,

$$
\begin{gathered}
\mu\left[x_{m}=a_{0}, x_{m+1}=a_{1}, \cdots, x_{n}=a_{n-m}\right] \\
=P\left(a_{0}, \cdots, a_{\imath}\right) P\left(a_{l+1} \mid a_{1}, \cdots, a_{l}\right) \cdots P\left(a_{n-m} \mid a_{n-m-l}, \cdots, a_{n-m-1}\right)
\end{gathered}
$$

if $n-m>l$. It is easy to check that $\mu$ is well defined and $\nu_{m, n} \ll \mu_{m, n}$. It is clear that, if $n-m>l$,

$$
\log \frac{f_{m, n}}{f_{m, n-1}}=\log \frac{P\left(x_{m}, \cdots, x_{n}\right)}{P\left(x_{m}, \cdots, x_{n-1}\right.}-\log P\left(x_{n} \mid x_{n-l}, \cdots, x_{n-1}\right) .
$$

The rest of the proof goes in the same manner as for the case $H_{1}<\infty$ since Theorem 5 [6] and Lemma 1 of this paper remain true for $l$ Markovian $\mu$.
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# AN IMBEDDING SPACE FOR SCHWARTZ DISTRIBUTIONS 

Donald E. Myers

1. Introduction. We consider here a facet of the problem of justifying the methods of the operational calculus and in particular the use of the "Dirac Delta Function". L. Schwartz's "Theorie des Distributions" [6] is the most complete exposition to date on generalized functions but the operational calculus as such is largely omitted. B. Van Der Pol [8] discusses the latter but not in the context of distributions. Ketchum and Aboudi [4] suggested using unilateral Laplace Transforms to construct a link between Schwartz's theory and the operational calculus. This paper will enlarge on the latter suggestion. Two principal results are obtained. An imbedding space is constructed and a comparison between the topologies is made.

Let $S$ denote the strip $\sigma_{1}<R(z)<\sigma_{2}$, in the complex plane. Consider the one parameter family of functions $\left\{e^{z t}\right\}$, where the parameter $z$ ranges over $S$ and $-\infty<t<\infty$. This family is not a linear space but each member possesses derivatives of all orders. In a manner analogous to Schwartz we define an $\mathrm{L}_{s}$-Distribution to be an analytic complexvalued functional on the above family of functions, where by analytic we mean with respect to the parameter $z$. If $\alpha$ is any complex scalar and $F, \sigma$ are two such functionals then we require that $F \cdot e^{z t}+\sigma \cdot e^{z t}-$ $(F+\sigma) \cdot \sigma^{z t}$, and $(\alpha F) \cdot e^{z t}=F \cdot\left(\alpha e^{z t}\right)$. The latter property then allows us to define the derivative in a manner similar to that of Schwartz, that is $F^{\prime} \cdot e^{z t}=F^{\prime} \cdot\left(e^{z t}\right)^{\prime}=F \cdot z e^{z t}=z F \cdot e^{z t}$. It also follows that the Laplace Transform supplies an integral representation of some of the functionals. The other $L_{s}$-Distributions define generalized functions for similar integral representations. That is, each function analytic for $z \in S$ has for its values, the values of an $\mathrm{L}_{s}$-Distribution acting on a function $e^{z t}$ and the $\mathrm{L}_{\mathrm{s}}$-Distribution has an integral representation utilizing the symbolic inverse Laplace Transform of the analytic function. In most of this paper we deal only with analytic functions whose inverse transforms exist but the definitions and theorems will be stated without this restriction where possible. Following a practice used by other authors, we will call the inverse Laplace Transform, symbolic or not, an $\mathbf{L}_{S^{-}}$ Distribution rather than the functional. Because of the relation between the functional and an analytic function we concentrate on the latter and utilize the already known properties of such functions. By emphasizing the integral representations rather than the functionals we utilize the

[^46]Riesz Representation Theorem for continuous linear functionals to establish a correspondence to Schwartz Distributions.

As stated above each functional has a representation by an analytic functions, using this we will define convergence in a fashion similar to that of Schwartz. That is, a sequence of $\mathrm{L}_{s}$-Distributions will converge if the sequence of values, when operating on an arbitrary member of the one-parameter, converges. Because of the parameterization this definition can be stated directly in terms of the representations by the analytic functions.

## 2. $\mathrm{L}_{s}$-Distributions.

Definition 1. If an $\mathrm{L}_{S}$-Distribution is determined by an analytic function $f(z)$, then $f(z)$ is its bilateral Laplace Transform. Denote this $\mathrm{L}_{s}$-Distribution by $[f(z)]_{t}$ or $f_{t}$. Further, abbreviate $L_{s}$-Distribution by $\mathrm{L}_{s}-D$.

Definition 2. The derivative of an $\mathrm{L}_{s}-\mathrm{D},[f(z)]_{t}=f_{t}$ is the $\mathrm{L}_{s}-\mathrm{D}$, $[z f(z)]_{t}=f_{t}^{\prime}$. For a fixed $S$, the set of all $\mathrm{L}_{s}$-D's is metrized by a Frechet type metric on the transforms. See [7], page 137. For a pair of functions $f(z), g(z)$ analytic in $S$, denote the metric by $N_{s}(f, g)$. The following property of this metric could have been used a definition since it is the only property used in this paper.

Theorem 3. A sequence of functions, all analytic in $S$, converges with respect to the metric $N_{S}$ if and only if the sequence converges uniformly on every compact subset of $S$.

Definition 4. $\quad \rho_{s}\left(f_{t}, g_{t}\right)=N_{s}(f, g)$ where $f_{t}, g_{t}$ are the $\mathrm{L}_{s}$-D's whose transforms are $f(z), g(z)$ respectively.

Definition 5. If $f(z)$, analytic in $S$, is the bilateral Laplace Transform of a point-function $F(t)$, then $F(t)$ is called a Point-Function $\mathrm{L}_{s}-\mathrm{D}$ or P.F.L $L_{s}$-D.

Theorem 6. If $F_{i}(t), i=0,1,2,3, \cdots$ all possess bilateral Laplacə Transforms analytic in a strip $S, \sigma_{1}<R(z)<\sigma_{2}$, and

$$
\begin{aligned}
& \int_{0}^{\infty}\left|e^{-\sigma_{1} t} F_{i}(t)\right|^{2} d t<\infty, \\
& \int_{-\infty}^{0}\left|e^{-\sigma_{2} t} F_{i}(t)\right|^{2} d t<\infty
\end{aligned}
$$

for all $i$, then let

$$
\begin{aligned}
d\left(F_{k}, F_{j}\right)= & {\left[\int_{0}^{\infty} e^{-2 \sigma_{1} t}\left|F_{k}(t)-F_{j}(t)\right|^{2} d t\right]^{1 / 2} } \\
& +\left[\int_{-\infty}^{0} e^{-2 \sigma_{2} t}\left|F_{k}(t)-F_{j}(t)\right|^{2} d t\right]^{1 / 2}
\end{aligned}
$$

If $d\left(F_{i}, F_{0}\right) \rightarrow 0$ as $i \rightarrow \infty$ then

$$
F_{i}(t) \rightarrow F_{0}(t) \text { as P.F.L } s_{s} \text {-D's. }
$$

Proof. Write the transform of $F_{i}(t)-F_{0}(t)$ as

$$
\begin{aligned}
& \int_{-\infty}^{0} e^{-t\left(z-\sigma_{2}\right)} e^{-\sigma_{2} t}\left[F_{i}(t)-F_{0}(t)\right] d t \\
& \quad+\int_{0}^{\infty} e^{-t\left(z-\sigma_{1}\right)} e^{-\sigma_{1} t}\left[F_{i}(t)-F_{0}(t)\right] d t
\end{aligned}
$$

By the Cauchy-Schwartz Inequality

$$
\begin{aligned}
& \left|f_{i}(z)-f_{0}(z)\right| \\
& \quad \leqq\left[\frac{1}{2\left[\sigma_{2}-R(z)\right]} \int_{-\infty}^{0} e^{-2 \sigma_{2} t}\left|F_{i}(t)-F_{0}(t)\right|^{2} d t\right]^{1 / 2} \\
& \quad+\left[\frac{1}{2\left[R(z)-\sigma_{1}\right]} \int_{\sigma}^{\infty} e^{-2 \sigma_{1} t}\left|F_{i}(t)-F_{0}(t)\right|^{2} d t\right]^{1 / 2}
\end{aligned}
$$

If

$$
g(z)=\max _{z \in S}\left[\sqrt{\frac{1}{2\left(R(z)-\sigma_{1}\right)}}, \sqrt{\frac{1}{2\left(\sigma_{2}-R(z)\right)}}\right]
$$

then

$$
\left|f_{i}(z)\right| \leqq g(z) g\left(F_{i}, F_{0}\right)
$$

and hence $f_{2}(z) \rightarrow f_{0}(z)$ uniformly on each compact subset in $S$ if $d\left(F_{i}, F_{0}\right) \rightarrow$ 0 as $i \rightarrow \infty$.

An interpretation of Theorem 6 might be that if $\left\{e^{-\sigma_{1} t} F_{i}(t)\right\}$ converges in $L_{2}[0, \infty]$ to $e^{-\sigma_{1} t} F_{0}(t)$ and $\left\{e^{-\sigma_{3} t} F_{i}(t)\right\}$ converges in $L_{2}[\infty, 0]$ to $e^{-\sigma_{2} t} F_{0}(t)$ and each $F_{i}(t)$ has a bilateral Laplace Transform then the sequence of P.F.L $L_{s}$-D's converges with respect to the metric $\rho_{s}$.

Theorem 7. Let $f_{j}(z), j=0,1,2,3, \cdots$ be an infinite sequence of functions analytic in a strip $S, \sigma_{1}<R(z)<\sigma_{2}$, and further suppose there exists a $C$ such that $\left|f_{j}(z)\right|<C e^{-\eta_{0}|(z)|}$ for some $\eta_{0}>0$, in all of S. If $N_{s}\left(f_{j}, f_{0}\right) \rightarrow 0$ as $j \rightarrow \infty$ then $F_{j}(t) \rightarrow F_{0}(t)$ uniformly on every bounded interval in the $t$-line. $F_{j}(t)$ denotes the inverse bilateral Laplace Transform of $f_{j}(z)$.

Proof. The hypothesis is sufficient to ensure the existence of the
inverse transform of each $f_{j}(z)$, [2]. That is,

$$
\begin{gathered}
F_{j}(t)=\int_{-\infty}^{\infty} \frac{e^{x t}}{2 \pi}\left[e^{i t y} f_{j}(x+i y)\right] d y \\
\text { for } \sigma_{1}<x<\sigma_{2}
\end{gathered}
$$

Then

$$
\begin{aligned}
& \left|F_{j}(t)-F_{0}(t)\right| \leqq \frac{e^{x t}}{2 \pi}\left|\int_{-\infty}^{-\rho} e^{i t y}\left[f_{j}(x+i y)-f_{0}(x+i y)\right] d y\right| \\
& \quad+\frac{e^{x t}}{2 \pi}\left|\int_{-\rho}^{p} e^{i t y}\left[f_{j}(x+i y)-f_{0}(x+i y)\right] d y\right| \\
& \quad+\frac{e^{x t}}{2 \pi}\left|\int_{\rho}^{\infty} e^{i t y}\left[f(x+i y)-f_{0}(x+i y)\right] d y\right|
\end{aligned}
$$

For $\varepsilon>0$, and $a<t<b$, let $\rho$ be such that $\frac{2 e^{\sigma_{2} b} C^{\prime} e^{-\eta_{0} \rho}}{{ }^{\pi} \eta_{0}}<\varepsilon / 2$ and $J$ such and $J$ such that $\left[\frac{e^{\sigma_{2} b}}{\pi}\right] N_{s}\left(f_{j}, f_{0}\right)<\varepsilon / 2$ for $j>J$, then

$$
\begin{gathered}
\left|F_{j}(t)-F_{0}(t)\right|<\varepsilon \text { for } j>\text { and } \\
a \leqq t \leqq b
\end{gathered}
$$

Theorem 7.1. If in Theorem 7, $\sigma_{1}<0<\sigma_{2}$ then $F_{j}(t) \rightarrow F_{0}(t)$ uniformly for $-\infty<t<\infty$.

Definition 8. For each $\mathrm{L}_{s}-\mathrm{D}, f_{t}$, define $f_{t+n}$ to be $\left[e^{n z} f(z)\right]_{t}$.
Theorem 9. If $f_{t}$ is an arbitrary $\mathrm{L}_{s}-\mathrm{D}$ then

$$
\rho\left(\frac{f_{t+h}-f_{t}}{h}, f_{t}^{\prime}\right) \rightarrow 0 a s h \rightarrow 0 .
$$

Proof. By definition

$$
\begin{aligned}
& f_{t}^{\prime}=[z f(z)]_{t} \\
& f_{t+h}=\left[e^{h z} f(z)\right]_{t}
\end{aligned}
$$

so that

$$
\begin{aligned}
& \frac{f_{t+h}-f_{t}}{h}-f_{t}^{\prime} \\
& \quad=\left[\frac{e^{h z} f(z)-f(z)-z f(z)}{h}\right]_{t} \\
& \quad=\left[f(z)\left[\frac{h z^{2}}{2!}+\frac{h^{2} z^{3}}{3!}+\cdots\right]\right]_{t}
\end{aligned}
$$

and since

$$
\frac{h z^{2}}{2!}+\frac{h^{2} z^{3}}{3!}+\cdots \rightarrow 0
$$

uniformly on each compact set in $S$ as $h \rightarrow 0$, the theorem is proved.
Definition 10. An $\mathrm{L}_{s}$ - $\mathrm{D} f_{t}$ is said to have point-values $F(t)$ for $c<t<d$ if there exists a $\sigma(t)$ such that for some $k, f(z)=z^{k} g(z), g(z)$ being the bilateral Laplace Transform of $\sigma(t)$ and finally that $\sigma^{(k)}(t)=$ $F(t)$ for $(c<t<d)$.

For example $[1]_{t}$ has zero-point values in every open interval, in the $t$-line, that does not contain the point $t=0$. Since

$$
H(t)=\left\{\begin{array}{l}
1, t>0 \text { has for } \\
0, t>0
\end{array}\right.
$$

its transform $1 / z$ and $[1]_{t}=\left[z \frac{1}{z}\right]_{t}$ finally $H^{\prime}(t)=0$ for all $t \neq 0 . \quad[1]_{t}$ is the "Dirac Delta Function".

Theorem 11. If $\left\{_{n} f_{t}\right\}$ is a sequence of $\mathrm{L}_{s}-\mathrm{D}$ 's converging to an $\mathrm{L}_{s}-\mathrm{D}$ ${ }_{0} f_{t}$ then $\left\{{ }_{n} f_{t}^{(k)}\right\}$ converges to ${ }_{0} f_{t}^{(k)}$ for all $k=0,1,2, \cdots$

Proof. By definition $\left\{{ }_{n} f_{t}\right\}$ converges to

$$
{ }_{0} f_{t} \leftrightarrows \max _{z \in K}\left|{ }_{n} f(z)-{ }_{0} f(z)\right| \rightarrow 0
$$

as $n \rightarrow \infty$ for all compact $K \subset S$. Since in the complex plane, a set is compact $\leftrightarrows$ if it is closed and bounded, there exists an $M_{K}$ for each $K|z| \leqq M_{K}$ for $z \in k$.

Then $\max _{z \in K}\left|{ }_{n} f(z)-{ }_{0} f(z)\right| \rightarrow 0 \leftrightarrows$

$$
\left.\left|M_{K}\right|^{k}\right|_{n} f(z)-f(z) \mid \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \quad \text { for each fixed }
$$

positive integer $k$ apply Definition 2.
Example. The following will be used as a counter-example in the last section. Consider the Taylor-expansion for

$$
e^{-z}=1-z+\frac{z^{2}}{2!}-\frac{z^{3}}{3!}+\cdots+\frac{(-1)^{n} z^{n}}{n!}+\cdots
$$

$\left[e^{-z}\right]_{t}$ is the "Delta Dirac Function" translated so that $\mathrm{L}_{s}-\mathrm{D}$ has zero point-values for all $t$ except for

$$
t=1 . \quad\left[(-1)^{n} \frac{z^{n}}{n!}\right]_{t}=\frac{(-1)^{n}}{n!}\left[z^{n}\right]_{t}=\frac{(-1)}{n!}[1]_{t}^{(n)}
$$

The latter $\mathrm{L}_{s}-\mathrm{D}$ has zero point-values for all $t \neq 0$. Since the Taylor Series converges for all $z$ and hence uniformly for compact sets the series of $L_{s}$-D's converges
3. General $L_{S}$-Distribution. The set of all $L_{S}-D^{\prime}$ 's for any fixed $S$ does not contain a subset isomorphic with the set point-functions having pointvalues a.e. For example, the function $F(t)=1$ does not have a transform even though it is continuous for $-\infty<t<\infty$. However each member of the sequence of functions

$$
\begin{aligned}
F_{i}(t) & =1, & & (-i \leqq t \leqq i) \\
& =0, & & (t>i, t<-i) \\
i & =0, & & (0,1,2,3,4, \cdots)
\end{aligned}
$$

does possess a transform. Further for each open interval $(c, d)$ only a finite number of the elements of the sequence have different point-values than $F(t)$ in (c, d). The sequence represents $F(t)$.

Definition 12. A sequence $\left\{_{n} f_{t}\right\}$ of $\mathrm{L}_{S}$ - D 's is called Fundamental if for each open interval $(c, d)$ there exists an integer $N$ such that for $n>N_{n} f_{t}-{ }_{n+p} f_{t}, p=0,1,2,3, \cdots$ is an $\mathrm{L}_{s}-\mathrm{D}$ with zero point-values in $(c, d)$. Fundamental sequence of $\mathrm{L}_{s}-\mathrm{D}$ in abbreviated by F.S.S.

Definition 13. Two F.S.S.'s, $\left\{_{n} g_{t}\right\}$ and $\left\{_{n} f_{t}\right\}$ are said to be Similar if for each open interval $(c, d)$ there exists an integer $N$ such that for $n>N_{n} g_{t}-{ }_{n} f_{t}$ is an $\mathrm{L}_{s}-\mathrm{D}$ with zero pointvalues in $(c, d)$.

Lemma 14. The Similarity defined in Definition 13 for pairs of F.S.S.'s is an Equivalence relation and is invariant under addition and differentiation.

Theorem 15. The equivalence classes under the Similarity relation are called G. $\mathrm{L}_{s}$-D's or General $\mathrm{L}_{s}$-D's. They form an Abelian group, closed with respect to scalar multiplication and differentiation.

The Representation Theorem.
Theorem 16. Let $A$ denote the entire complex plane, then there is a subset, $D$, of the set of all G. $\mathrm{L}_{A}$-D's that is isomorphic with the set of all Schwartz Distributions. The isomorphism is invariant with respect to addition, scalar multiplication and differentiation.
(a) By definition, a Schwartz Distribution is a linear functional on the space of infinity differentiable point-functions with compact supports and is continuous when restricted to the set. Each Schwartz Distribution has an integral respresentation when restricted to a bounded closed
interval, [3]. This representation has the form

$$
D_{t}(\phi)=(-1)^{r} \int_{a}^{b} F(t) \phi^{(r)} d t
$$

where $F(t)$ is continuous on $[a, b]$ and $r$ is an integer dependent on $[a, b]$ and the distribution $D_{t} . \phi(t)$ is any function with support the closed interval $[a, b]$. Let $\left[a_{n}, b_{n}\right]$ be a sequence of intervals where $-\infty \leftarrow$ $a_{n+1} \leqq a_{n} \leqq b_{n} \leqq b_{n+1} \rightarrow \infty$ as $n \rightarrow \infty$. For each $n$ there is an $F_{n}(t)$ and an $r_{n}$. Let

$$
\begin{aligned}
G_{n}(t) & =(-1)^{r_{n}} F_{n}(t), & & \left(a_{n} \leqq t \leqq b_{n}\right) \\
& =0, & & \left(t>b_{n}, t<a_{n}\right) .
\end{aligned}
$$

Then let

$$
f_{n}(z)=\int_{a_{n}}^{b_{n}} e^{-z t} z^{r_{n}} G_{n}(t) d t
$$

It remains to be shown that the sequence $\left\{_{n} f_{t}\right\}$ is an F.S.S. and that the equivalence class is independent of the sequence of covering intervals. The G. $L_{s}$-D determined is the representative of $D_{t}$.
(b) Let $I$ be an arbitrary open interval in the $t$-line, denoted $(c, d)$. There exists an $N$ then such that for $n>N\left[a_{n}, b_{n}\right] \supset(c, d)$. Let $F_{n}(t)$, $F_{n+p}(t), r_{n}, r_{n+p}$ be the continuous functions and integers given for the representation of the distribution $D_{t}$ on the intervals $\left[a_{n}, b_{n}\right]$ and $\left[a_{n+p}\right.$, $\left.b_{n+p}\right]$ respectively. Using Halperin's notation, let $S\left[a_{n}, b_{n}\right]$ denote the class of testing functions associated with the interval $\left[a_{n}, b_{n}\right]$ that is, if $\phi \in S\left[a_{n}, b_{n}\right]$ then $\phi^{(k)}(t)$ is zero for $t \notin\left[a_{n}, b_{n}\right]$, and $\phi^{(k)}(t)$ exists for all $t \in\left[a_{n}, b_{n}\right]$ for $k=0,1,2,3, \cdots$. It is seen that $S\left[a_{n}, b_{n}\right] \subset S\left[a_{n+p}, b_{n+p}\right]$. If $\phi \in S\left[a_{n}, b_{n}\right] \subset S\left[a_{n+p}, b_{n+p}\right]$ then

$$
\begin{aligned}
D_{t}(\phi) & =(-1)^{r_{n}} \int_{a_{n}}^{b_{n}} F_{n}(t) \phi^{\left(r_{n}\right)}(t) d t \\
& =(-1)^{r_{n+p}} \int_{a_{n+p}}^{b_{n+p}} F_{n+p}(t) \phi^{\left(r_{n+p}\right)}(t) d t
\end{aligned}
$$

or

$$
\int_{a_{n}}^{b_{n}}\left[F_{n}(t) \phi^{\left(r_{n}\right)}(t)-(-1)^{r_{n+p}-r_{n}} F_{n+p}(t) \phi^{\left(r_{n+p}\right)}(t)\right] d t=0
$$

since

$$
\phi^{(k)}(t)=0 \text { for } t \notin\left[a_{n}, b_{n}\right]
$$

Let

$$
T \cdot F_{n}(t)=\int_{a_{n}}^{t} F_{n}(x) d x
$$

$$
T^{2} \cdot F_{n}(t)=T \cdot\left[T \cdot F_{n}(t)\right]
$$

Then if $r_{n+p} \geqq r_{n}$

$$
0=\int_{a_{n}}^{b_{n}}\left[(-1)^{r_{n+p}-r_{n}} T^{r_{n+p}-r_{n}} \cdot F_{n}(t) \phi(t)^{\left(r_{n+p}\right)}-F_{n+p}(t) \phi^{\left(r_{n+p}\right)}(t)\right] d t
$$

It follows then that

$$
(-1)^{r_{n+p}-r_{n}} T^{r_{n+p}-r_{n}} \cdot F_{n}(t)-F_{n+p}(t)
$$

is a polynomial $Q_{m}(t)$ of degree $m \leqq r_{n+p}-1$ for $a_{n} \leqq t \leqq b_{n}$. Similar results are obtained if $r_{n} \geqq r_{n}+p$.

$$
\begin{aligned}
{ }_{n+p} f(z)-{ }_{n} f(z)= & \int_{a_{n+p}}^{b_{n+p}} e^{-z t} z^{r_{n+p}} G_{n+p}(t) d t \\
& -\int_{a_{n}}^{b_{n}} e^{-z t} z^{r_{n}} G_{n}(t) d t
\end{aligned}
$$

Using $Q_{m}(t)$ we have

$$
\begin{aligned}
{ }_{n+p} f(z)-{ }_{n} f(z)= & \int_{a_{n+p}}^{a_{n}} e^{-z t} z^{r_{n+p}} G_{n+p}(t) d t \\
& +\int_{a_{n}}^{b_{n}} e^{-z t} z^{r_{n+p}} Q_{m}(t) d t \\
& +\int_{b_{n}}^{b_{n+p}} e^{-z t} z^{r_{n+p}} G_{n+p}(t) d t
\end{aligned}
$$

The first integral can be considered as the transform of the $r_{n+p}$ th derivative of a function with zero point-values exterior to the interval $\left[a_{n+p}, a_{n}\right]$ and hence interior to the interval $(c, d)$. The second integral can be considered as the transform of the $r_{n+p}$ th derivative of a polynormial of degree less than or equal to $r_{n+p}-1$. Hence the $L_{S}-\mathrm{D}$ determined has zero pointvalues on the interior and exterior of the interval $\left[a_{n}, b_{n}\right]$ and hence on the interior of $(c, d)$. This $L_{s}-\mathrm{D}$ may not have zero point-values at $t=a_{n}$ or $t=b_{n}$. Finally then the third integral considered as a transform determines an $L_{S}-D$ with zero pointvalues exterior to the interval $\left[b_{n}, b_{n+p}\right]$ and hence on the interior of $(c, d)$. ${ }_{n+p} f_{t}-{ }_{n} f_{t}$ is an $\mathrm{L}_{S}-\mathrm{D}$ with zero pointvalues on the interior of $(c, d)$, if $n>N$. The sequence constructed in part (a) is an F.S.S.
(c) Suppose $\left[a_{n}, b_{n}\right]$ and $\left[c_{n}, d_{n}\right]$ are two expanding sequence of closed intervals covering the real line. Let $\left\{_{n} f_{t}\right\}$ and $\left\{_{n} g_{t}\right\}$ be the F.S.S.'s obtained from the consturuction of part (a) using the former sequences. Let $I$ be an arbitrary open interval in the $t$-line. Then there exists integers $N_{I}^{1}, N_{I}^{2}$ such ${ }_{n+p} f_{f}-{ }_{n} f_{t}$ for $n<N_{I}^{1}$ and ${ }_{n+p} g_{t}-{ }_{n} g_{t}$ for $n \leqq N_{I}^{3}$ $\mathrm{L}_{s}$-D's with zero point-values for $t \in I$. Further there exists an integer $M \ni\left[a_{n}, b_{n}\right] \subset\left[C_{N}, d_{N}\right]$ for $n \geqq M$ and $N=N_{i}^{2}$. Consider

$$
{ }_{n} f_{\rho}-{ }_{n} g_{t}={ }_{n} f_{t}-K f_{t}+K f_{t}-K g_{t}+K g_{t}-{ }_{n} g_{t}
$$

where $K$ is the largest of $N_{I}^{1}, N_{I}^{2}, M$. For $n>K$ then the first difference on the right is an $\mathrm{L}_{s}$ - D with zero point-values for $t \in I$ since $\left\{_{n} f_{t}\right\}$ is an. F.S.A. The second difference can be shown to be an $\mathrm{L}_{s}-\mathrm{D}$ with zero point-values for $t \in I$ by the method of part (b). Finally the third difference is an $\mathrm{L}_{s}-\mathrm{D}$ with zero point-values for $t \in I$ since $\left\{{ }_{n} g_{t}\right\}$ is F.S.A. The two F.S.A.'s are similar and hence determine the same G. $L_{A}$-D. The correspondence between the Schwartz Distribution and the G. $L_{4}$ - D. is one-to-one. The invariance of this isomorphism with respect to addition, differentiation and scalar multiplication follows from Lemma 14.

## 4. A Topology for G.L-D's

Definition 16. An F.S.S. $\left\{_{n} f_{t}\right\}$ is said to have point-values $F(t)$ for $t \in(c, d)$, an open interval, if there exist an integer $N_{(c, a)}$ such that for $n>N,{ }_{n} f_{t}$ is an $\mathrm{L}_{s}-\mathrm{D}$ possessing pointvalues $F(t)$ for $t \in(c, d)$. A G. $L_{s}-D$ is said to have pointvalues $F(t)$ for $t \in(c, d)$ if there is an F.S.S. unit equivalence class possessing that property.

Definition 17. Let $\left\{_{n} f_{t}\right\}_{1}, \cdots,\left\{_{n} f_{t}\right\}_{i}, \cdots$ be a sequence of F.S.S.'s. Denote the $n$th element of the $j$ th F.S.S. by $\left({ }_{n} f_{t}\right)_{j}$. Then sequence is said to converge to the sequence of $\mathrm{L}_{s}$-D's $\left\{_{n} f_{t}\right\}_{0}$, if for $\varepsilon>0$ there exist integers $N_{\varepsilon}, J_{\varepsilon}$ such that $\rho\left[\left(_{n} f_{t}\right)_{j},\left({ }_{n} f_{t}\right)_{0}\right]<\varepsilon$ when $n>N_{\varepsilon}, j>J_{\varepsilon}$.

Definition 18. Let $D_{1}, D_{2}, \cdots$ be a sequence of G. $L_{s}$-D's. Further suppose $L_{1}, L_{2}, \cdots$ is a sequence of F.S.S.'s each having support $[a, b]$ and that for each $j=1,2, \cdots L_{j}$ represents $D_{j}$ is $(a, b)$. That is, for some F.S.S. in $D_{j}$, the difference of $L_{j}$ and the F.S.S. has zero pointvalues in $(a, b)$. Then if $L_{1}, L_{2}, \cdots$ is convergent in the sense of Definition $17, D_{1}, D_{2}, \cdots$ is said to converge to $D_{0}$ where $D_{0}$ is the G.L $L_{s}-\mathrm{D}$. determined by $L_{0}$.

Theorem 19. If a sequence of Schwartz Distributions is convergent in an open interval ( $a, b$ ) in Schwartz's sense then the sequence of G.L ${ }_{s}-\mathrm{D}$ 's isomorphic to the respective Schwartz Distributions is convergent in the interior of every closed interval contained in $(a, b)$.

Proof. Let $D_{1}, D_{2}, \cdots$ be a sequence of Schwartz Distributions convergent in Schwartz's sense in ( $a, b$ ). For any closed interval $[c, d]$ contained in $(a, b)$ there exists a sequence of representation

$$
D_{i}(\phi)=(-1)^{r_{c}} \int_{c}^{a} F_{i}(t) \phi(t)^{\left(r_{c}\right)} d t
$$

for $\phi \in S[c, d]$. Since the sequence $D_{1}, D_{2}, \cdots$ is convergent there exists one integer $r_{c}$ which can be used in all the representations and also the limit representation.

For each $j$, construct the F.S.A. $\left\{{ }_{n} f_{t}\right\}_{j}$ where $\left\{_{n} f_{t}\right\}_{j}=\left(f_{t}\right)_{j}$ and

$$
(f)_{j}=\left[\int_{c}^{a} e^{-z t} G_{j}(t)_{z}^{r_{c}} d t\right]_{t}
$$

where

$$
\begin{aligned}
G_{j}(t) & =(-1)^{r_{c}} F_{\mathfrak{f}}(t), & & c \leqq t \leqq d \\
& =0, & & \text { otherwise } .
\end{aligned}
$$

Since the sequence of Distributions is convergent

$$
\begin{aligned}
\lim T^{r_{c}} F_{j}(t)= & \left.F_{0}(t) \text { [uniformly }[c, d]\right] j \rightarrow \infty \\
K= & \left|\int_{c}^{a} z^{r_{c}} e^{-z t}\left[T^{r_{c}} G_{j}(t)-G_{0}(t)\right] d t\right| \\
& \leqq|d-c| e^{-c \sigma_{1}}\left|T^{r_{c}} G_{j}(t)-G_{a}(t)\right|\left|d^{r_{0}}\right|
\end{aligned}
$$

It follows that

$$
\begin{aligned}
K & =\left|(f(z))_{j}-(f(z))_{0}\right| \leqq M \varepsilon \\
\text { for } j>J_{\varepsilon}, M & =|d-c| e^{-c \sigma_{1}}\left|\sigma_{2}^{r_{c}}\right|
\end{aligned}
$$

Then $(f(z))_{j} \rightarrow(f(z))_{0}$ uniformly on every compact set in the strip $\sigma_{1} \leqq$ $R(z) \leqq \sigma_{2}$ and hence in the metric $\rho_{s}$. By definition then $\left(f_{t}\right)_{j} \rightarrow\left(f_{t}\right)_{0}$ and hence
$\left\{_{n} f_{t}\right\}_{I}, \cdots,\left\{_{n} f_{t}\right\}_{j}, \cdots$ converges to $\left\{_{n} f_{t}\right\}_{0}$ in the interior of $(c, d)$. The sequence of G. $L_{s}$-D's converges for $t \in(c, d)$.

The example given earlier for a series representation of "Delta" Distribution with a discontinuous at $t=1$ converges in the sense defined herein but not in Schwartz's sense. The $\mathrm{L}_{s}-\mathrm{D}\left[e^{-z}\right]_{t}$ and its series representation furnish a solution to the differential equation

$$
f(x-1)=f(x)+f^{\prime}(x)+\frac{f^{\prime \prime}(x)}{2!}+\cdots+\frac{f^{(n)}(x)}{n!}+\cdots
$$
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# CATEGORY METHODS IN RECURSION THEORY ${ }^{1,2}$ 

J. Myhill

The heavy symbolism used in the theory of recursive functions has perhaps succeeded in alienating some mathematicians from this field, and also in making mathematicians who are in this field too embroiled in the details of thier notation to form as clear an overall picture of their work as is desirable. ${ }^{3}$ In particular the study of degrees of recursive unsolvability by Kleene, Post, and their successors ${ }^{4}$ has suffered greatly from this defect, so that there is considerable uncertainty even in the minds of those whose speciality is recursion theory as to what is superficial and what is deep in this area. ${ }^{5}$ In this note we shall examine one particular theorem (namely the Kleene-Post theorem asserting the existence of incomparable degrees ${ }^{6}$ ) and show that it is a special case of a very easy and well-known theorem of set-theory. Exposition will be such as to require (except in a few footnotes) no preliminary acquaintance with recursive matters. It is to be hoped that some mathematicians in other areas may be stimulated by this exposition to try their hand at some open questions about recursive functions: it is to be hoped also that they will not carry away the impression that all of recursion theory is as trivial as this paper will show the Kleene-Post theorem to be.

First let me describe in an informal way what relative recursiveness is. The only properties of it which we shall need will be apparent from this informal discussion.

Denote by $\varepsilon$ the set of all nonnegative integers. A function shall mean a number-theoretic function $f: \varepsilon \rightarrow \varepsilon$. A function is called recursive if it can be computed in an effective (mechanical) manner: we shall not need the details of the definition. ${ }^{7}$ Sometimes two functions $f$ and $g$ are so related that the function $f$ can be calculated in an effective

[^47](mechanical) way apart from requiring, for the computation of each particular function-value $f\left(n_{0}\right)$, a finite amount of information concerning values of the function $g$ : in this case we say that $f$ is recursive in or relative to $g$. The simplest way to envisage this relation is probably in terms of Turing machines. ${ }^{8}$ We say that $f$ is recursive in $g$ if there exists a Turing machine with input and output tapes such that if the values $g(0), g(1), g(2), \ldots$ are fed in that order into the input, then for every nonnegative integer $n$ the unique true statement of the form $f(n)=m$ will appear after a finite time on the output tape (and no false statement of that form will ever appear). Another characterization which may also aid the intuition is the following: $f$ is recursive in $g$ if there is a formal system ${ }^{9} \Sigma$ such that every true statement of the form $f(n)=m$, and no false statement of that form, is deducible in $\Sigma$ from a finite number of true statements of the form $g(x)=y$. The exact definitions of Turing machine and formal system are quite irrelevant for our purposes: all that matters is that
(1) only finitely many values of $g$ are used to compute any value of $f$ and
(2) the total number of Turing machines or formal systems is countable.

In both cases (2) is a consequence of the fact that the process of computation of one function from another can be described by a finite description using only symbols belonging to a finite alphabet fixed in advance; the same will be true if we characterize relative recursiveness in some way other than by Turing machines or formal systems. ${ }^{10}$

To every Turing machine or formal system corresponds uniquely a mapping $\Phi$ from functions to functions, called a partial recursive operator. It is important to notice that certain such $\Phi$ may not be defined for all functions as arguments. It may well be that a certain Turing machine $T$, on being supplied with the values of a certain function $g$, will print statements of the form $f(m)=n$ on its tape only for certain m . In that case we say that $\boldsymbol{T}$ computes only a partial function from $g$. We regard the operator $\Phi$ as defined on the family of all those $g$ from which $T$ computes a full (everywhere defined) function. For example, suppose we consider the mapping which assigns to every function $f$ the function $<\Phi f\rangle$ such that

$$
<\Phi f>(x)=(\mu y)(f(y)=0)
$$

[^48]then $\Phi$ is a partial recursive operator whose domain of definition is the family of all functions which vanish for at least one value of the argument (and whose range is the family of all constant functions).

We denote by $\mathscr{T}$ the family of all functions, and we topologize it as the product of countably many replicas of the integers each with the discrete topology. This corresponds to the metric

$$
\rho(f, g)=\frac{1}{(\mu x)(f(x) \neq g(x))+1}
$$

or 0 if $f=g$. It is well-known ${ }^{12}$ that this is a complete metric space, hence of second category on itself. This is the basic fact that we shall use in what follows.

By a finite function we mean a mapping of a finite subset of $\varepsilon$ into $\varepsilon$; if $f_{0}$ is such a function, we define, $\mathscr{N}\left(f_{0}\right)$ as the family of all (full) functions which extend $f_{0}$. We can take as a (countable) basis for $\mathscr{T}$ the collection of all families $\mathscr{N}\left(f_{0}\right) . \Phi: \mathscr{F} \rightarrow \mathscr{T}$ with $\mathscr{F} \cong \mathscr{T}$ is continuous (in the induced topology on $\mathscr{F}$ ) ${ }^{13}$ just in case

$$
\begin{gathered}
f \in \mathscr{F},<\Phi f>(x)=y \rightarrow\left(\exists f_{0}\right)\left(f \in \mathscr{N}\left(f_{0}\right) \text { and }\left(\forall f^{\prime}\right)\right. \\
\left.\left(f^{\prime} \in \mathscr{N}\left(f_{0}\right), f^{\prime} \in \mathscr{F} \rightarrow<\Phi f^{\prime}>(x)=y\right)\right),
\end{gathered}
$$

i.e., if and only if any value $<\Phi f\rangle$ is determined by finitely many values of $f$. In view of what was said above it follows that all partial recursive operators are continuous ${ }^{14}$ (on their domain). For use later on we observe also that the domain of definition of such an operator is a $G \delta$ set; this too is an immediate consequence of the preceding informal remarks.

We write $f \leqq g$ if $f$ is recursive in $g, f<g$ if $f \leqq g$ but not $g \leqq f$. The relation $f \leqq g$ is a pre-order; hence its symmetrization $f \equiv g$ (i.e., $f \leqq g$ and $g \leqq f$ ) is an equivalence relation. The equivalence classes into which it divides $\mathscr{G}$ are called degrees; we call one degree $\mathscr{D}$ lower than another degree $\mathscr{D}^{*}$ and write $\mathscr{D}<\mathscr{D}^{*}$ if $f<g$ for all (equivalently, for some) $f \in \mathscr{D}, g \in \mathscr{D}^{*}$.

Now we can prove the existence of incomparable degrees. Observe first the there are exactly $c$ degrees, since there are $c$ functions and at

[^49]most (in fact, exactly, but we shall not need this) $\mathcal{K}_{0}$ functions belonging to any given degree. Observe also that there are at most $\boldsymbol{\aleph}_{0}$ degrees lower than a given degree. For let $\mathscr{D}^{*}$ be a degree; then if $f$ belongs to a degree lower than $\mathscr{D}^{*}$ it must be of the form $<\Phi g>$ where $g \in \mathscr{D}^{*}$ and $\Phi$ is partial recursive. But there are only countably many $g$ 's in $\mathscr{D}^{*}$ and only countably many $\Phi^{\prime}$ 's; hence there are only countably many functions of degree $<\mathscr{D}^{*}$ and a fortiori only countably many degrees $<\mathscr{D}^{*} .^{15}$ This gives a plausibility argument for the existence of incomparable degrees, for if every two degrees were comparable we would have a simply ordered set of the power of the continuum in which each element had only a (finite or) countable number of predecessors; and this is easily seen ${ }^{16}$ to imply the continuum hypothesis.

The continuum hypothesis is equivalent ${ }^{17}$ to the assertion that the plane is the union of countable many curves (where a curve is the set of all points $(x, f(x))$ or of all points $(f(x), x)$ for some (not necessarily everywhere defined) real function $f$ ). We know also that the plane is not the union of countably many continuous curves, ${ }^{18}$ since each such curve is nowhere dense and the plane is of second category on itself. These considerations yield at once the existence of incomparable degrees. If every two degrees were comparable the space $\mathscr{G}^{2}$ would be the union of all curves $\{(f,<\Phi f>)\}$ and $\{(<\Phi f>, f)\}$ with $\Phi$ partial recursive. But this is impossible because as we have seen each of these curves is continuous and hence by a classical argument nowhere dense, ${ }^{19}$ and because $\mathscr{T}^{2}$, like $\mathscr{T}$, is a complete metric space and hence of second category on itself, q.e.d.

Now we use the same method to establish a stronger statement which answers a question rather recently raised (and still more recently settled) by Shoenfield. ${ }^{20}$ Do there exist uncountably many degrees any two of which are incomparable? We shall obtain an affirmative answer to this question using only the hypotheses that $\mathscr{T}$ is a complete metric space and hence of second category on itself, and that there are only countably many partial recursive operators each of which is continuous

[^50]in the topology induced on its domain.
Given any basic open set $\mathscr{N}\left(f_{0}\right)$ and any partial recursive operator $\Phi$, it may or may not be the case that $\langle\Phi f\rangle$ has the same value for all $f \in \mathscr{N}\left(f_{0}\right)$ for which it is defined. If this happens for some $\mathscr{N}\left(f_{0}\right)$ we call $\langle\Phi f\rangle$ a singular function; in symbols
\[

$$
\begin{gathered}
g \text { singular } \leftrightarrow\left(\exists f_{0}\right)(\exists \Phi)(\Phi \text { partial recursive and } \\
\left.\left(\forall f \in \mathscr{N}\left(f_{0}\right)\right)(<\Phi f>\text { defined } \rightarrow<\Phi f>=g)\right) .
\end{gathered}
$$
\]

A function which is not singular we call regular. Clearly there are $c$ regular and at most $\boldsymbol{K}_{0}$ singular functions. ${ }^{21}$

We wish to exhibit an uncountable collection of pairwise incomparable degrees, or, what comes to the same thing, an uncountable family of functions none of which is recursive in any other. We prove this by establishing successively the following propositions.
A. If $f$ is regular and $\Phi$ partial recursive, then $\Phi^{-1}(f)$ is nowhere dense.
B. If $f$ is regular, then the family of all functions of degree $\geqq$ the degree of $f$ is of first category.
C. If $f$ is regular, then the family of all functions of degree comparable with the degree of $f$ is of first category.
D. If $\mathscr{F}$ is a (finite or) countable family of regular functions, then the family of all functions which are either singular or of degree comparable with that of some function belonging to $\mathscr{F}$ is of first category.
E. If $\mathscr{F}$ is a (finite or) countable family of regular functions, there exists a regular function of degree incomparable with the degree of every function in $\mathscr{F}$.
F. There exists an uncountable family of pairwise incomparable degrees.

Clearly $\mathrm{A} \rightarrow \mathrm{B} \rightarrow \mathrm{C} \rightarrow \mathrm{D} \rightarrow \mathrm{E} \rightarrow \mathrm{F}$, so we have only to prove A . Let then $f$ be regular, $\mathscr{N}$ a basic open set, $\Phi$ a partial recursive operator. We seek a subneighborhood $\mathscr{N}_{0}$ of $\mathscr{N}$ such that for all $g \in \mathscr{N}_{0}, \Phi g$ is undefined or $\neq f$. If $\langle\Phi g\rangle$ is undefined for all $g \in \mathscr{N}$, take $\mathscr{N}_{0}=\mathscr{N}$. If on the other hand $\langle\Phi g\rangle$ is defined for some $g \in \mathscr{N}$; then there exists (since $f$ is regular) such a $g$ for which $\langle\Phi g\rangle \neq f$. Let $\mathscr{F}$ be

[^51]the domain of $\Phi$. Then $\{g \mid<\Phi g>\neq f\}=\mathscr{N}_{1} \cap \mathscr{F}$ for some open $\mathscr{N}_{1}$. Consequently we can take $\mathscr{N}_{0}^{\sim}=\mathscr{N} \cap \mathscr{N}_{1}$ and $\Phi^{-1}(f)$ is nowhere dense, q.e.d.

It must be stressed that some existence thorems in the literature of degrees apparently cannot be reduced to category arguments, at least not in the topology which we used. ${ }^{22}$ Also Shoenfield's proof of the existence of $\boldsymbol{K}_{1}$ pairwise incomparable degrees is essentially different from the above, and yields the further information that given any countable family of non-recursive functions (i.e., not of the lowest degree, not effectively calculable) there is a function of degree incomparable with all of them. We only obtain the statement ( E above) reading 'regular' for 'non-recursive'; and this is weaker as we have seen. If possible we seek a category argument which will yield this stronger result. However we cannot do this without more structure on $\mathscr{T}$. For we can exhibit a countable family of continuous operators

$$
\Phi: \mathscr{F} \rightarrow \mathscr{T}
$$

with the following four properties:
I. They are closed under composition whenever possible.
II. They contain the identity.
III. The domain of each is a $G \delta$.
IV. There exists a minimum in the induced ordering $f \leqq g$
such that it is false that given any countable family of functions none of which is minimal in the sense of IV, then there is a functions incomparable with them all.

The following additional assumption however, which is true for partial recursive operators, yields enough additional structure for us to obtain Shoenfield's result by essentially his method.
V. If the domain of $\Phi$ is dense on an open set, its intersection with that set contains a minimal (i.e., recursive) point.

It is obviously enough (in view of the earlier part of this paper) to prove that $\Phi^{-1}(f)$ is nowhere dense for each non-recursive $f$. For this, consider such an $f$ and let $\mathscr{N}$ be a basic open set and $\Phi$ a partial recursive operator. We seek again a subneighborhood $\mathscr{N}_{0}$ of $\mathscr{N}$ disjoint from $\Phi^{-1}(f)$. If the domain $\mathscr{F}$ of $\Phi$ is not dense on $\mathscr{N}$, this is trivial;

[^52]so assume it is dense. By V , its intersection with $\mathscr{N}$ contains a recursive point $g$. If $\langle\Phi g\rangle=f, f$ would be recursive, contradicting the hypothesis. Hence $<\Phi g>\neq f$ and as alove we can take $\mathscr{N}_{0}=$ $\mathscr{N}_{1} \cap \mathscr{N}^{\sim}$ where $\mathscr{N}_{1}$ is an open set such that $\{g \mid<\Phi g>\neq f\}=\mathscr{N}_{1} \cap \mathscr{F}$, q.e.d.

The proof of V however seems to require essential use of (non-topological) properties of recursive functions as distinguished from operators, specifically their closure under a certain iterative procedure. We conclude that Shoenfield's result (and a fortiori the results of Sacks and Nerode mentioned in footnote 20) probably do not, like some of the other theorems on degrees mentioned in this note, rest solely on elementary settheoretic considerations. However, the distinction between those which do and those which do not require more advanced and specialized means (i.e., between those which are truly 'recursive' and those which are merely set-theoretic) seems worth making, if only because it throws some light on aspects of the methodology of the whole domain which the present treatment in the literature leaves almost completely in the dark.
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# ON EXTREMAL PROPERTIES FOR ANNULAR RADIAL AND CIRCULAR SLIT MAPPINGS OF BORDERED RIEMANN SURFACES 

Paul A. Nickel

Introduction. There exist functions which map a planar Riemann surface $W$ of arbitrary conectivity conformally onto plane slit regions. Functionals $I$, extremized in the class of all conformal mappings of $W$ by only one slit mapping, are known. Such functionals can be represented as limits of functionals $I_{n}$, where each $I_{n}$ is itself extremized by a horizontal or vertical-slit mapping with domain of finite connectivity.

A planar bordered Riemann surface of finite connectivity can be mapped conformally onto a radial or circular-slit annulus with inner and outer boundaries corresponding to any two contours of the surface. In this investigation, extremal properties of such mappings are obtained and extended to surfaces of infinite connectivity. The geometric nature of the extended mappings, called principal analytic functions, is then deduced from the extended extremal properties. In addition, certain combinations of principal analytic functions are investigated from both extremal and geometric points of view.

First, we consider a planar bordered oriented Riemann surface $\bar{W}$, of infinite connectivity. It is assumed that $\bar{W}$ has two compact border components, $\delta$ and $\gamma$, such that no point of $\delta \cup \gamma$ is a limit point of points of any other boundary components. Such contours are called isolated. $\bar{W}$ is "approximated" by a sequence of compact bordered Riemann surfaces $\left\{W_{n}\right\}$, where each $W_{n}$ is of finite connectivity. On $W_{n}$, annular radial and circular-slit mappings $F_{0 n}$ and $F_{1 n}$ are constructed. Among all normalized conformal annular mappings $F$ of $W_{n}, F_{0 n}$ maximizes

$$
2 \pi \log (r(F))+\mu_{n}(F)
$$

and $F_{1 n}$ minimizes

$$
2 \pi \log (r(F))-\mu_{n}(F)
$$

Here, $r(F)$ is the quotient $r_{\gamma} / r_{\delta}$, where $r_{\gamma}$ and $r_{\delta}$ represent the radii of the positively oriented $F(\gamma)$ and the negatively oriented $F(\delta)$ respectively, and $\mu_{n}(F)$ is the complementary area of $\log \left(F\left(W_{n}\right)\right)$.

It is then shown by the reduction theorem (Sario[4]) that these extremal properties hold in the limit for the limit functions $F_{0}$ and $F_{1}$.

[^53]Furthermore, the extremal properties of $F_{0}$ and $F_{1}$ imply that the former is a radial slit mapping of $\bar{W}$ and that the latter is a circular slit mapping. By establishing a deviation formula, it is seen that the functions $F_{0}$ and $F_{1}$ are, up to a rotation, the only normalized conformal annular maps of $\bar{W}$ extremizing the limit functionals. As another application of the reduction theorem, we find that the univalent function $\sqrt{F_{0} \cdot F_{1}}$ maximizes $\mu\left(F^{\prime}\right)$, the complementary logarithmic area, among all conformal annular mappings of $\bar{W}$.

Next we pose the question: When does $\bar{W}$ have distinct radial and circular-slit mappings. The answer is given in terms of $A D$-removability, at least when $\bar{W}$ is a plane region bounded by an outer contour $\gamma$ and an inner contour $\delta$. A point set $E$ of the extended plane is called $A D$ removable when the only analytic functions with finite Dirichlet integral, defined on the complement of $E$, are the constant functions. In particular, we find that the principal analytic functions are, up to a rotation, identical, if and only if the plane region bounded by $\gamma$ and $\delta$ minus $\bar{W}$ is $A D$-removable.

1. We consider $\bar{W}$ an open planar bordered Riemann surface with two compact non-point border components, $\delta$ and $\gamma$. In order to describe the remaining part of the boundary of $\bar{W}$, we recall that such a surface can be embedded in a Riemann sphere $S^{2}$. With respect to this embedding, we assume that $\bar{W}$ and its boundary components satisfy the following conditions:
(1) no point of $\delta \cup \gamma$ is a limit point of points of any other boundary components, and (2) $\bar{W}-(\delta \cup \gamma)$ is open in $S^{2}$. Operations in $\bar{W}$ such as interior, boundary, etc., are referred to $S^{2}$.

It is possible to exhaust an open Riemann surface by a countable collection of compact approximating regions $\left\{W_{n}\right\}$. In fact, $\bar{W}$ can be countably exhausted in the following modified sense:

1. $\delta \cup \gamma \subset W_{n}$.
2. $W_{n} \subset$ Int $W_{n+1}$.
3. The boundary of $W_{n}$ consists of a finite number of disjoint analytic Jordan curves.
4. Each component of $\bar{W}-W_{n}$ is relatively non-compact.
5. $\bar{W}=\cup W_{n}$.

There is no loss in generality in assuming that each $W_{n}$ contains a $\zeta \in \bar{W}$, where $\zeta$ is arbitrary but fixed in advance.

Evidently $\delta$ and $\gamma$ are two border components of $W_{n}$. The remaining border components will be denoted $\beta_{1}\left(W_{n}\right), \beta_{2}\left(W_{n}\right), \cdots, \beta_{k(n)}\left(W_{n}\right)$. When only one approximating subregion is under consideration, the notation for these remaining border components will be shortened to $\beta_{1}, \beta_{2}, \cdots$, $\beta_{k(n)}$. For convenience we define $\bar{\beta}_{n}$ as

$$
\bar{\beta}_{n}=\cup \beta_{i}\left(W_{n}\right) . \quad i=1,2, \cdots k(n)
$$

## I. Extremal Properties of Harmonic Functions Defined on Approximating Regions.

2. We consider, in this and the following section, certain classes of harmonic and analytic functions defined on an approximating region $W_{n}$.

Definition. $H_{n}(h+k)$ is the set of functions $p$, harmonic on Int $W_{n} \cup \delta \cup \gamma$ and satisfying
(1) $p(z)=c_{2}(p)=$ const. for $z \in \gamma$ with $\int_{\gamma} d p^{*}=2 \pi(h+k)$,
(2) $p(\zeta)=0$,
(3) $p(z)=c_{1}(p)$ for $z \in \delta$ with $\int_{\delta} d p^{*}=-2 \pi(h+k)$, and
(4) $\int_{\beta_{i}} d p^{*}=0$ for $i=1,2, \cdots, k(n)$.
$h$ and $k$ are real numbers. When the function $p$ is defined only on Int $W_{n} \cup \delta \cup \gamma$, then the integrals $\int_{\beta_{i}\left(W_{n}\right)} d p^{*}$ and $\int_{\beta_{i}\left(W_{n}\right)} p d p^{*}$ are understood as $\lim _{k \rightarrow \infty} \int_{\beta_{i}\left(W^{\prime} k\right)} d p^{*}$ and $\lim _{k \rightarrow \infty} \int_{\beta_{i}\left(W^{\prime} k\right)} p d p^{*}$. Here $\left\{W_{k}^{\prime}\right\}$ is an exhaustion of the surface Int $W_{n}$ and each $\beta_{i}\left(W_{k}^{\prime}\right)$ is homologous (in $W_{n}$ ) to $\beta_{i}\left(W_{n}\right)$. An application of Green's formula shows that these limits are independent of the exhaustion $\left\{W_{k}^{\prime}\right\}$. The class $H_{n}(1)$ will be denoted $H_{n}$.

Principal harmonic functions $p_{0 n}$ and $p_{1 n}$, belonging to $H_{n}$ are obtained as harmonic extensions of functions constructed by use of linear operators on Riemann surfaces (Sario [2]). In fact on each $\beta_{i}, i=1,2, \cdots, k(n)$, $\partial p_{0 n} \mid \partial n=0$ and $p_{1 n}=$ const. Hence for arbitrary $h$ and $k$, the function $p_{n k n}=h p_{0 n}+k p_{1 n}$ belongs to the class $H_{n}(h+k)$, which is then not empty.
3. Theorem 1. $P_{n k n}$ minimizes the functional $\int_{\bar{\beta}_{n}} p d p^{*}-$ $2 \pi(h-k) c(p)$ among all $p \in H_{n}(h+k)$, where $c(p)=c_{2}(p)-c_{1}(p)$.

The value of the minimum is $-2 \pi\left[h^{2} c\left(p_{0 n}\right)-k^{2} c\left(p_{1 n}\right)\right]$.
The deviation of this functional from its minimum is $D_{W_{n}}\left(p-p_{h k n}\right)$, and the minimizing function is unique.

Proof. Let $B$ be the entire border of $W_{n}$. Then by Green's formula, we have

$$
D_{W_{n}}\left(p-p_{n k n}\right)=\int_{B}\left(p-p_{n k n}\right) d\left(p-p_{n k n}\right)^{*}
$$

Since $p$ and $p_{n k n} \in H_{n}(h+k)$, we conclude at once that $\int_{\delta+\gamma}\left(p-p_{n k n}\right)$ $d\left(p-p_{h k n}\right)^{*}=0$. Green's formula becomes

$$
D_{W_{n}}\left(p-p_{h k n}\right)=\int_{\bar{\beta}_{n}} p d p^{*}+\int_{\bar{\beta}_{n}} p_{n k n} d p_{h k n}^{*}-\int_{\overline{\bar{\beta}}_{n}} p_{n k n} d p^{*}+p d p_{h k n}^{*}
$$

We now expand the last term and find that

$$
\int_{\bar{\beta}_{n}} p_{n k n} d p^{*}+p d p_{h k n}^{*}=h \int_{\bar{\beta}_{n}} p_{0 n} d p^{*}+p d p_{0 n}^{*}+k \int_{\bar{\beta}_{n}} p_{1 n} d p^{*}+p d p_{1 n}^{*} .
$$

But on $\bar{\beta}_{n}, p_{0 n}$ has vanishing normal derivative, and $p_{1 n}$ is constant. This means that $\int_{\bar{\beta}_{n}} p d p_{0 n}^{*}=\int_{\bar{\beta}_{n}} p_{1 n} d p^{*}=0$ when $p \in H_{n}(h+k)$. Thus we can infer from Green's formula that

$$
\int_{\bar{\beta}_{n}} p_{n k n} d p^{*}+p d p_{h k n}^{*}=h \int_{\delta+\gamma} p_{0 n} d p^{*}-p d p_{0 n}^{*}+k \int_{\delta+\gamma} p_{1 n} d p^{*}-p d p_{1 n}^{*}
$$

A direct application of the conditions (1), (3), (4) of $H_{n}(h+k)$ now yields the formula

$$
\begin{gathered}
\int_{\bar{\beta}_{n}} p_{h k n} d p^{*}+p d p_{h k n}^{*}=2 \pi(h-k)\left(c_{2}(p)-c_{1}(p)\right) \\
-2 \pi h(h+k)\left(c_{2}\left(p_{0 n}\right)-c_{1}\left(p_{0 n}\right)\right) \\
+2 \pi k(h+k)\left(c_{2}\left(p_{1 n}\right)-c_{1}\left(p_{1 n}\right)\right)
\end{gathered}
$$

We obtain in a similar fashion

$$
\begin{aligned}
\int_{\bar{\beta}_{n}} p_{h k n} d p_{k k n}^{*} & =h k \int_{\bar{\beta}_{n}} p_{0 n} d p_{1 n}^{*}-p_{1 n} d p_{0 n}^{*} \\
& =-h k \int_{\delta+\gamma} p_{0 n} d p_{1 n}^{*}-p_{1 n} d p_{0 n}^{*} \\
= & -2 \pi h k\left[c_{2}\left(p_{0 n}\right)-c_{1}\left(p_{0 n}\right)-\left(c_{2}\left(p_{1 n}\right)-c_{1}\left(p_{1 n}\right)\right)\right]
\end{aligned}
$$

Collecting contributions, we find

$$
\begin{gathered}
D_{W_{n}}\left(p-p_{n k n}\right)-2 \pi\left[h^{2}\left(c_{2}\left(p_{0 n}\right)-c_{1}\left(p_{0 n}\right)\right)-k^{2}\left(c_{2}\left(p_{1 n}\right)-c_{1}\left(p_{1 n}\right)\right)\right] \\
=\int_{\bar{\beta}_{n}} p d p^{*}-2 \pi(h-k)\left(c_{2}(p)-c_{1}(p)\right)
\end{gathered}
$$

Since the Dirichlet integral is nonnegative, we have that $p_{n k n}$ minimizes the given functional. Clearly, for any $p \in H_{n}(h+k)$ the deviation of the functional from its minimum is $D_{W_{n}}\left(p-p_{h k n}\right)$.

We consider now the uniqueness of the minimizing function. For another minimizing function $p^{\prime}$, we would have a deviation of the functional from the minimum equal to $D_{W_{n}}\left(p^{\prime}-p_{h k n}\right)$. But $p^{\prime}$ also minimizes, so $D_{W_{n}}\left(p^{\prime}-p_{n k n}\right)=0$. Since $p_{n k n}(\zeta)=p^{\prime}(\zeta)=0$, we see that $p_{n k n}=p^{\prime}$. This completes the proof of Theorem 1.
4. Our interest in Theorem 1 will be with the following special cases which we state as corollaries.

COROLLARY 1. $\quad p_{0 n}$ maximizes the functional $2 \pi c(p)-\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$.

COROLLARY 2. $p_{1 n}$ minimizes the functional $2 \pi c(p)+\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$.

Corollary 3. $\frac{1}{2}\left(p_{0 n}+p_{1 n}\right)$ minimizes the functional $\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$.

Corollary 4. $p_{0 n}-p_{1 n}$ maximizes the functional $4 \pi c(p)-D_{W_{n}}(p)$ among all $p \in H_{n}(0)$.

Each extremizing function is unique.
Corollaries 1,2 , and 3 follow immediately from Theorem 1 for $h+k=1$. As for Corollary 4, clearly $p_{0 n}-p_{1 n} \in H_{n}(0)$. Now for any $p \in H_{n}(0)$, Green's formula reads $D_{W_{n}}(p)=\int_{\gamma+\delta+\bar{\beta}_{n}} p d p^{*}=\int_{\bar{\beta}_{n}} p d p^{*}$, and Corollary 4 follows.
II. Geometric Properties of Analytic Functions Defined on Approximating Regions.
5. Definition. $A_{n}$ is the class of functions $F$ analytic on Int $W_{n} \cup \delta \cup \gamma$ such that
(1) $F(\gamma)$ is a circle traced once in the positive direction,
(2) $|F(\zeta)|=1$,
(3) $F(\delta)$ is a circle traced once in the negative direction,
(4) $F$ is univalent on Int $W_{n} \cup \delta \cup \gamma$.

In this definition, $F(\gamma)$ and $F(\delta)$ are understood as oriented images of oriented border cycles and the radii of these images are denoted $r_{\gamma}\left(F^{\prime}\right)$ and $r_{\delta}(F)$.

Some useful relations between the classes $A_{n}$ and $H_{n}$ are expressed in the following theorem.
6. Theorem 2. (a) For any $F \in A_{n}, \log |F|$ is of class $H_{n}$.
(b) The following analytic functions are of class $A_{n}$ :

$$
\begin{equation*}
F_{0 n}=\exp \left(p_{0 n}+i p_{0 n}^{*}\right), \quad \text { (2) } \quad F_{1 n}=\exp \left(p_{1 n}+i p_{1 n}^{*}\right) \tag{1}
\end{equation*}
$$

The functions $F_{i n}$ are referred to as principal analytic functions.
Proof of (a). Evidently $2 \pi=\int_{\gamma} d(\arg F(z))=\int_{\gamma} d(\log |F(z)|)^{*} \quad$ and

Condition 1 of $H_{n}$ is verified. Condition 3 is checked just as easily and (2) is apparent. As for (4), let $\beta_{i}$ be any component of the border of $W_{n}$ other than $\delta$ or $\gamma$. Suppose that $\beta_{i}^{\prime} \sim \beta_{i}$ and that $\int_{\beta_{i}^{\prime}} d(\log |F|)^{*}=$ $2 \pi k$, where $k$ is an integer. There exists a path from $\delta$ to $\gamma$ which does not meet $\beta_{i}^{\prime}$. But if $k \neq 0$, then every path from $F(\delta)$ to $F(\gamma)$ meets $F\left(\beta_{i}^{\prime}\right)$. But $F$ is univalent, so $k=0$.

Proof of $(b)$. We consider first the function $F_{1 n}$ and omit the analogous proof for $F_{0 n}$. First, it is evident that $2 \pi=\int_{\gamma} d p_{1 n}^{*}=\int_{\gamma} d\left(\arg F_{1 n}\right)$ and $r_{\gamma}(F)=\exp c_{2}\left(p_{1 n}\right)=$ const. Certainly $F_{1 n}(\gamma)$ is a circle traced once in the positive direction, and (1) of No. 5 is satisfied. Condition 3 is verified in a similar manner and (2) is trivial.

To verify the Condition 4, we consider the extended version of the argument principle, and reason in a manner analogous to Ahlfors [1], p. 203.
7. Definition. The multiple-valued functions $P_{i n}$ are defined as $P_{i n}=p_{i n}+i p_{i n}^{*}$. However $P_{0 n}-P_{1 n}$ is single-valued, and the principal analytic functions are expressible as $F_{i n}=\exp P_{i n}, i=0,1$. We also fix the following terminology: $r(F)$ denotes the ratio $r_{\gamma}(F) / r_{\delta}(F)$ and $\mu_{n}(F)$ denotes the complementary logarithmic area $-\int_{\bar{\beta}_{n}} \log |F(z)| d(\arg F(z))$, a nonnegative quantity when $F \in A_{n}$.

Theorem 3. $F_{0 n}$ maximizes $2 \pi \log r\left(F^{\prime}\right)+\mu_{n}(F)$ among all $F \in A_{n}$.
$F_{1 n}$ minimizes $2 \pi \log r(F)-\mu_{n}(F)$ among all $F \in A_{n}$.
$P_{n}=\sqrt{\overline{F_{0 n} \cdot F_{1 n}} \text { maximizes } \mu_{n}(F) \text { among all } F \in A_{n} \text {. } . . . . . ~}$
$F_{0 n} / F_{1 n}$ maximizes $4 \pi \log r(F)-D_{W_{n}}(\log |F|)$ among all quotients of functions in $A_{n}$.
$P_{0 n}-P_{1 n}$ maximizes $4 \pi\left[\operatorname{Re}\left(F\left(z_{2}\right)-F\left(z_{1}\right)\right)\right]-D_{W_{n}}(F)$ among all analytic functions on $W_{n}$ the real part of which is constant on $\delta$,constant on $\gamma$, and 0 at $\zeta$. Here $z_{2}$ and $z_{1}$ are on $\gamma$ and $\delta$ respectively.

Proof. We have $\log \left|F_{0 n}(z)\right|=p_{0 n}(z)$, so it follows from Corollary 1 of Theorem 1 that $\log \left|F_{0 n}\right|$ maximizes the functional $2 \pi c(p)-\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$. But according to Theorem 2, when $F \in A_{n}$, the $\log |F(z)| \in H_{n}$. Hence $F_{0 n}$ maximizes the functional $2 \pi \log r(F)+\mu_{n}(F)$ among all $F \in A_{n}$. The proof of the second part of this theorem is analogous, and so is the proof of the third part when it is shown that $P_{n}=\sqrt{F_{0 n} \cdot F_{1 n}}$ is of class $A_{n}$, a fact that is proved in the appendix.

It is easily seen that $\log \left|F_{0 n}\right| F_{1 n} \mid=p_{0 n}-p_{1 n}$, hence according to Corollary 4 of Theorem 1, $\log \left|F_{0_{n}}\right| F_{1 n} \mid$ maximizes $4 \pi c(p)-D_{W_{n}}(p)$
among all $p \in H_{n}(0)$. If $\mathrm{F}=G / H$, where $G$ and $H \in A_{n}$, then it follows from Theorem 2 that $\log |G|$ and $\log |H| \in H_{n}$, and we have $\int_{\gamma} d(\log |F|)^{*}=$ $\int_{\gamma} d(\arg F)=\int_{\gamma} d(\arg G / H)=0$. Other similar calculations show that $\log |F(z)| \in H_{n}(0)$. Thus $F_{0 n} / F_{1 n}$ maximizes $4 \pi \log r(F)-D_{W_{n}}(\log |F|)$ among all quotients of functions in $A_{n}$.

The extremal property of $P_{0 n}-P_{1 n}$ follows from Corollary 4 as well when it is observed that $\operatorname{Re}\left(P_{0 n}-P_{1 n}\right)=p_{0 n}-p_{1 n}$, and that $\operatorname{ReF} \in H_{n}(0)$ when $F$ is analytic on $W_{n}$.

The following corollary of Theorem 3 will be useful when we are considering geometric properties of conformal maps of $\bar{W}$.

Corollary. The functional $r(F)$ is maximized, uniquely up to a rotation, by $F_{0 n}$ and minimized, uniquely up to a rotation, by $F_{1 n}$ among all $F \in A_{n}$.

Proof. It follows from the definition of $F_{0 n}$ given in No. 6. that $d\left(\arg F_{0 n}\right)=d p_{0 n}^{*}$, which is 0 on $\bar{\beta}_{n}$. Since $\mu_{n}(F) \geqq 0$, we have $2 \pi \log r(F) \leqq$ $2 \pi \log r(F)+\mu_{n}(F) \leqq 2 \pi \log r\left(F_{0 n}\right)+\mu_{n}\left(F_{0 n}\right)=2 \pi \log r\left(F_{0 n}\right)$, that is, $r(F)$ is maximized by $F_{0 n}$.

Analogous reasoning shows that $F_{1 n}$ minimizes $r(F)$ among all $F \in A_{n}$.
In order to establish the uniqueness, we let $r(F)=r\left(F_{0_{n}}\right)$ for some $F \in A_{n}$. Then an application of Theorem 3 yields $0<\mu_{n}(F) \leqq \mu_{n}\left(F_{0_{n}}\right) \leqq 0$, which means that $F$ also maximizes the functional $2 \pi \log r(F)+\mu_{n}(F)$ among $F \in A_{n}$. But an application of the deviation formula of Theorem 1 shows that $D_{W_{n}}\left(\log \left|F / F_{\text {on }}\right|\right)=0$, from which it follows that $F=c F_{0 n}$ with $|c|=1$.

## III. Extremal Properties of Principal Harmonic Functions.

8. We propose in the present section, to develop for domains of infinite connectivity, extremal theorems which will generalize the results of $\S 1$ for finite connectivity. An essential role is played by the

Reduction Theorem (Sario [4]).
Assume that $Z$ and $Z_{n}$ are classes of functions with domains $W$, an arbitrary open Riemann surface, and $W_{n}$, an exhausting subregion of $W$, respectively. In addition, suppose that real-valued functionals $m$ and $m_{n}$, defined on $Z$ and $Z_{n}$, satisfy the following conditions.
(R1) If $W_{m} \subset W_{n}$ and if $f \in Z_{n}$, then $\left.f\right|_{W_{m}} \in Z_{m}$.
Here $W_{n}$ may be replaced by $W$, and $Z_{n}$ by $Z$.
(R2) If $\left\{f_{k}\right\}$ is a sequence the elements of which belong to $Z_{n}$, and if $\left\{f_{k}\right\}$ converges uniformly to $f \in Z_{n}$, then $m_{n}\left(f_{k}\right)$ converges to $m_{n}(f)$.
(R3) $m(f)=\lim _{n \rightarrow \infty} m_{n}(f)$, for any $f \in Z$.
(R4) There exists a function $f_{n} \in Z_{n}$ such that $f_{n}$ minimizes the functional $m_{n}$ among all $f \in Z_{n}$.
(R5) For $k<h$, and $f \in Z_{h}, m_{k}(f) \leqq m_{h}(f)$.
(R6) The family $\left\{f_{n} ; f_{n}\right.$ minimizes $m_{n}$ among $\left.f \in Z_{n}\right\}$ is a normal family, and the limit functions belong to $Z$.

Then any limit function $f=\lim _{n \rightarrow \infty} f_{n}$ minimizes $m$ among all $f \in Z$, and value of minimum is $m(f)=\lim _{n \rightarrow \infty} m_{n}\left(f_{n}\right)$.

The proof of the reduction theorem is established by selecting an exhaustion of $W$, and can be carried out for a bordered surface $\bar{W}$ as well, as soon as an exhaustion is known to exist.
9. Let $\bar{W}$ be an open planar bordered Riemann surface, $\left\{W_{n}\right\}$ an exhausting set, $\delta$ and $\gamma$ separated boundary components, all as described is no. 1 .

Lemma 1. The families $\left\{p_{0 n}\right\}$ and $\left\{p_{1 n}\right\}$ are normal.
Proof. If $\left\{F_{0 n}\right\}\left(\left\{F_{1 n}\right\}\right)$ is a normal family, then so is $\left\{p_{0 n}\right\}\left(\left\{p_{1 x}\right\}\right)$. Hence it suffices to show that for every compact set $S$, there exist a constant $M$ and and integer $N$ such that $\left|F_{0 n}(z)\right|<M\left(\left|F_{1 n}(z)\right|<M\right)$ for all $n>N$ and all $z \in S$. Let $S$ be any compact subset of $\bar{W}$ and choose $n$ sufficiently large so that $S \subset W_{n}$. For any $z \in S$ and $W_{p} \subset W_{n}$, since $F_{0 p}(\gamma)$ is the outer contour of an image annulus we have $2 \pi \log \left|F_{0 p}(z)\right|$ $r_{\delta}\left(F_{o p}\right) \mid \leqq 2 \pi \log \left(r\left(F_{o p}\right)\right)+\mu_{n}\left(F_{0 p}\right)$. But according to Theorem 3, the right hand side is bounded by $2 \pi \log \left(r\left(F_{0 n}\right)\right)$. We now recall that $\left|F_{0 p}(\zeta)\right|=1$, that is $r_{\delta}\left(F_{0 p}\right)<1$. Hence $\left|F_{0 p}(z)\right|$ is bounded for all $z \in S$ and for all $p \geqq n$, and the family $\left\{F_{0 n}\right\}$ is normal.

As for $\left\{F_{1 n}\right\}$, we have

$$
2 \pi \log \left|F_{1 n}(z) / r_{\delta}\left(F_{1 n}\right)\right| \leqq 2 \pi \log \left(r\left(F_{1 n}\right)\right) \leqq 2 \pi \log \left(r\left(F_{o n}\right)\right)
$$

The second inequality follows from the Corollary of Theorem 3. We conclude that $\left\{F_{1 n}\right\}$ is bounded on any compact set $S$ and is normal. This completes the proof of Lemma 1.

An immediate consequence of Lemma 1 is that the family $\left\{p_{n k n}\right\}$ is normal.
10. Lemma 2. If $n<n^{\prime}$, then the inequality

$$
\int_{\bar{\beta}_{n}} p d p^{*} \leqq \int_{\bar{\beta}_{n^{\prime}}} p d p^{*}
$$

holds for all $p \in H_{n^{\prime}}(h+k)$.
Proof. We apply the first form of Green's formula to the region
$W_{n^{\prime}}-W_{n}$ and find

$$
\int_{\bar{\beta}_{n^{\prime}}} p d p^{*}-\int_{\bar{\beta}_{n}} p d p^{*}=D_{W_{n^{\prime}-W_{n}}}(p) \geqq 0
$$

Definition. $H(h+k)$ is the class of functions $p$, harmonic on $\bar{W}$, satisfying
(1) $p(z)=c_{2}(p)=$ const. for $z \in \gamma$ with $\int_{\gamma} d p^{*}=2 \pi(h+k)$,
(2) $p(\zeta)=0$,
(3) $p(z)=c_{1}(p)=$ const. for $z \in \delta$ with $\int_{\delta} d p^{*}=-2 \pi(h+k)$, and
(4) $\int_{\sigma} d p^{*}=0$ where $\sigma$ is any cycle which is homeomorphic to a circle and which does not separate $\delta$ and $\gamma$. A cycle $\sigma$ is said to separate $\delta$ and $\gamma$ if every path from $\delta$ to $\gamma$ intersects $\sigma$. Let $H$ denote the class $H(1)$.

Definition. For any $p \in H(h+k), \int_{\bar{\beta}} p d p^{*}$ is understood to be $\lim _{n \rightarrow \infty} \int_{\bar{\beta}_{n}} p d p^{*}$. The existence of this limit is guaranteed by the monotonicity condition of Lemma 2.

Lemma 3. If the sequence $\left\{p_{n} ; p_{n} \in H_{n}(h+k)\right\}$ converges on compact subsets to $p^{\prime}$, then $p^{\prime} \in H(h+k)$.

We recall that a sequence $\left\{f_{n}\right\}$ converges on compact sets if for every compact set $S$, there exists an $N$ such that $\left\{f_{n} ; n \geqq N\right\}$ converges uniformly on $S$.

Proof. The convergence $p_{n} \rightarrow p^{\prime}$ is uniform on compact sets. The conditions (1), (2), and (3) for $H(h+k)$ can therefore be inferred from those of $H_{n}(h+k)$. Let $\sigma$ be any cycle which does not separate $\delta$ and $\gamma$. Then there exists $n$ such that the compact $\sigma \subset W_{n}$, and we have

$$
\sigma \sim b_{1} \delta+\sum a_{i} \beta_{i}^{\prime}
$$

where the $\beta_{i}^{\prime}$ are homologous to components of the border of $W_{n}$ (Ahlfors and Sario [1]). We embed $W_{n}$ in the complex plane with $\gamma$ as an outer boundary, and fill in the "holes" whose boundaries are the $\beta_{i}^{\prime \prime}$ 's. Now $\sigma-b_{1} \delta=\partial A$, and every path from $\delta$ to $\gamma$ meets $\sigma$. This is a contradiction, unless $b_{1}=0$.

Using the uniform convergence of $\left\{p_{n}\right\}$ along with Green's theorem, we obtain

$$
\int_{\sigma} d p^{\prime *}=\lim _{n \rightarrow \infty} \int_{\sigma} d p_{n}^{*}=\lim _{n \rightarrow \infty} \int_{\Sigma \alpha_{i} p_{i}^{\prime}} d p_{n}^{*}=\lim _{n \rightarrow \infty} \sum a_{i} \int_{\beta_{i}^{\prime}} d p_{n}^{*}=0
$$

Definition. A harmonic function $p_{h k}$ is defined as the limit of any sequence of the normal family $\left\{p_{n k n}\right\}$ which converges on compact sets.

Theorem 4. $\quad p_{n k}$ minimizes the functional $\int_{\bar{\beta}} p d p^{*}-2 \pi(h-k) c(p)$ among all $p \in H(h+k)$.

The minimum value of this functional is $-2 \pi\left(h^{2} c\left(p_{0}\right)-k^{2} c\left(p_{1}\right)\right)$.
The deviation of this functional from its minimum value is $D\left(p-p_{n k}\right)$ and the minimizing function is unique.
11. There exists a subsequence $\left\{p_{h k n^{\prime}}\right\}$ of $\left\{p_{n k n}\right\}$ which converges to $p_{h k}$ on compact sets and satisfies $\lim _{n^{\prime} \rightarrow \infty} p_{h k n^{\prime}}=h p_{0}+k p_{1}$ where $\boldsymbol{p}_{i}=$ $\lim _{n^{\prime} \rightarrow \infty} p_{i n^{\prime}}, i=0,1$. The uniqueness of Theorem 4 then allows us to assume that $p_{n k}=h p_{0}+k p_{1}$ for all $h$ and $k$.

Proof. That $p_{n k}$ minimizes and gives the functional the value $-2 \pi\left(h^{2} c\left(p_{0}\right)-k^{2} c\left(p_{1}\right)\right)$ will follow from Theorem 1 if we can verify (R1) - (R6) of the reduction theorem. The functionals $m_{n}$ and $m$ are taken to be $\int_{\beta_{n}} p d p^{*}-2 \pi(h-k) c(p)$ and $\int_{\bar{\beta}} p d p^{*}-2 \pi(h-k) c(p)$ respectively, while the classes $Z_{n}$ and $Z$ are $H_{n}(h+k)$ and $H(h+k)$.

If $p \in H(h+k)$, then $\left.p\right|_{w_{n}}$ satisfies the Conditions 1,2 , and 3 for $H_{n}(h+k)$. Since no $\beta_{i}\left(W_{n}\right)$ separates $\delta$ and $\gamma,\left.\int_{\beta_{i}\left(W_{n}\right)} d p\right|_{W_{n}} ^{*}=0$ and (4) is satisfied. Hence $\left.p\right|_{w_{n}} \in H_{n}(h+k)$ and (R1) is verified. The uniform convergence of $f_{k}$ to $f$ makes (R2) evident, and the functional $\int_{\bar{\beta}} p d p^{*}-$ $2 \pi(h-k) c(p)$ is defined as $\lim _{n \rightarrow \infty} \int_{\bar{\beta}_{n}} p d p^{*}-2 \pi(h-k) c(p)$, as required by (R3).

Theorem 1 shows that (R4) is satisfied, and Lemma 2 of no. 10 shows the same for (R5). That the family $\left\{p_{n k n}\right\}$ as defined in no. 2 is normal, follows from Lemma 1 of no. 9, and that the limiting functions belong to $H(h+k)$ is then a consequence of Lemma 3 of no. 10. Thus by the reduction theorem, the limit function, $p_{h k}$, minimizes the limit functional among $p \in H(h+k)$ and the minimum value of the limit functional is the limit of minimum values.
12. In order to establish the deviation formula, we first denote the functional of Theorem 1 by $\psi_{n}$ and consider its value on the function $p_{\epsilon}=p_{n k}+\epsilon\left(p-p_{n k}\right)$. Upon expanding, we find

$$
\begin{align*}
\psi_{n}\left(p_{\epsilon}\right)= & \int_{\bar{\beta}_{n}} p_{n k} d p_{h k}^{*}-2 \pi(h-k) c\left(p_{n k}\right)+a_{1}(h) \varepsilon  \tag{2}\\
& +\varepsilon^{2} \int_{\bar{\beta}_{n}}\left(p-p_{n k}\right) d\left(p-p_{n k}\right)^{*}
\end{align*}
$$

where for each $n$, this is a polynomial in $\varepsilon$, and $a_{1}(n)$ is the coefficient of the $\varepsilon$ term. But the last integral is

$$
\int_{\bar{\beta}_{n}}\left(p-p_{n k}\right) d\left(p-p_{h k}\right)^{*}=\int_{\bar{\beta}_{n}+\delta+\gamma}\left(p-p_{h k}\right) d\left(p-p_{n k}\right)^{*}=D_{W_{n}}\left(p-p_{n k}\right)
$$

The first equality follows from the fact that $p$ and $p_{n k}$ both belong to $H(h+k)$. Therefore, in the sense of limits, we write

$$
\int_{\bar{\beta}}\left(p-p_{n k}\right) d\left(p-p_{n k}\right)^{*}=D\left(p-p_{n k}\right)
$$

where $D$ is the integral over the entire bordered surface $\bar{W}$. In a similar fashion, we find

$$
\begin{equation*}
\int_{\bar{\beta}} p_{h k} d p_{h k}^{*}-2 \pi(h-k) c\left(p_{h k k}\right)=D\left(p_{h k}\right)-4 \pi h c\left(p_{l k}\right) \tag{3}
\end{equation*}
$$

By an earlier part of this theorem, the left hand side of equation (3) is finite. Thus we have that $D\left(p_{l k}\right)<\infty$.

We assume that $D\left(p-p_{k}\right)$ is finite. By the triangle inequlity for the Dirichlet integral (Courant [1]), $D(p)$, and consequently $\int_{\beta} p d p^{*}$ are both finite. Now in equation (2), with $\varepsilon=1$, consider the limit as $n \rightarrow \infty$. The limit of every term, except $a_{1}(n)$, exists and is finite. Hence the same can be said of $\lim _{n \rightarrow \infty} a_{1}(n)$. But $\psi\left(p_{\varepsilon}\right)=\lim _{n \rightarrow \infty} \psi_{n}\left(p_{\varepsilon}\right)$ has, by part (1) of our theorem, a relative minimum for $\varepsilon=0$. Therefore, $\lim _{n \rightarrow \infty} a_{1}(n)=0$, and the deviation formula $\psi(p)=\psi\left(p_{n k}\right)+D(p-$ $p_{n k}$ ) results when $\varepsilon=1$ is substituted into equation (2) after taking limits.

When $D\left(p-p_{h k}\right)=\infty$, this formula holds in the sense that $\psi(p)=\infty$ as well. This completes the proof of Theorem 4.
IV. Extremal and Geometric Properties of Principal Analytic Functions.

Extremal properties for harmonic functions defined on a surface of finite connectivity were used in § 2 to establish extremal properties of analytic functions, also defined on a surface of finite connectivity. In the present section, we exploit the extremal properties of harmonic functions, now defined on a surface of infinite connectivity, for the purpose of establishing both extremal and geometric properties of analytic functions.
13. A competing class of analytic functions is defined as follows.

Definition. $A$ is the class of analytic functions on $\bar{W}$ such that (1) $F(\gamma)$ is a circle traced once in the posititive direction, (2) $|F(\zeta)|=$

1, (3) $F(\delta)$ is a circle traced once in the negative direction, and (4) $F$ is univalent on $\bar{W}$.

Theorem 5. For any $F \in A, \log |F| \in H$. Furthermore $F_{i}=\exp \left(p_{i}\right.$ $\left.+i p_{i}^{*}\right) \in A, i=0,1$.

No ambiguity will result in referring also to $F_{0}$ and $F_{1}$ as principal analytic functions.

Proof. For any $F \in A$, consider $\log |F|$, which clearly satisfies (1)-(3) of the definition of $H$ in no. 10. Then let $\int_{\sigma} d(\log |F|)^{*} \neq 0$ for $\sigma$ not separating $\delta$ and $\gamma$. If $\int_{\sigma} d(\log |F|)^{*}=2 \pi k, k$ an integer, then $F(\sigma)$ separates $F(\delta)$ and $F(\gamma)$. But $F$ is univalent on $\bar{W}$ and we have the contradiction that $\sigma$ separates $\delta$ and $\gamma$. This means that $\log |F| \in H$.

Let $F_{i}=\exp \left(p_{i}+i p_{i}^{*}\right), i=0,1$. Conditions $1-3$ for $A$ are easily verified. An application of the extended argument principle to any exhausting subregion $W_{n}$ shows that $F_{i}$ is univalent on $\delta \cup \gamma$, when univalence is established at interior points. For interior points of $\bar{W}$, $F_{i}$ can be represented as $\exp \left(p_{i}+i p_{i}^{*}\right)=\lim _{n \rightarrow \infty} \exp \left(p_{i n}+i p_{i n}^{*}\right)=\lim _{n \rightarrow \infty} F_{i n}$. So each $F_{i}$ is univalent by Theorem 2 and the well-known Hurwitz theorem.
14. The following five theorems are concerned with analytic functions constructed from the harmonic functions $p_{0}$ and $p_{1}$, w hich are uniquely defined by Theorem 4.

Definition. $F$ is an annular radial (circular) slit mapping of $\bar{W}$ provided that $F(\bar{W})$ is an annulus minus a point set each component of which is a radial (circular) slit or point. Let $\left\{w ; r_{\delta}\left(F_{i}\right) \leqq|w| \leqq\right.$ $\left.r_{\gamma}\left(F_{i}\right)\right\}-F_{i}(\bar{W})$ be denoted by $S_{i}, i=0,1$.

Definition. For a surface of infinite connectivity, the complementary logarithmic area $\mu(F)$ is defined as $\lim _{n \rightarrow \infty} \mu_{n}(F)$ for any $F \in A$. That this limit is defined independently of an exhaustion follows from Theorem 5 and Lemma 2.

Theorem 6. $\quad F_{0}=\exp \left(p_{0}+i p_{0}^{*}\right)$ maximizes $2 \pi \log \left(r\left(F^{\prime}\right)\right)+\mu\left(F^{\prime}\right)$ among all $F \in A$.

The value of the maximum is $2 \pi \log \left(r\left(F_{0}\right)\right)$.
The deviation from the maximum is $D\left(\log \left|F / F_{0}\right|\right)$, and the maximizing function is unique up to a rotation.

The 2-dimensional Lebesgue measure of the point set $S_{0}$ is 0 .
$F_{0}$ is an annular radial-slit mapping.

Proof. We apply Theorem 4 with $h=1, k=0$ and obtain that $\log \left|F_{0}\right|$ minimizes $\int_{\bar{\beta}} p d p^{*}-2 \pi c(p)$ among all $p \in H$. According to Theorem 5, we may use Theorem 4 on logarithms of functions in $A$ as well, that is, $F_{0}$ maximizes the functional $2 \pi \log (r(F))+\mu(F)$ among all $F \in A$, the maximum value of this functional is $2 \pi \log \left(r\left(F_{0}\right)\right)$, and the deviation from the maximum is $D\left(\log \left|F / F_{0}\right|\right)$.

As for the 2 -dimensional Lebesgue measure of $S_{0}$, consider the annulus

$$
\left\{w ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq r_{\gamma}\left(F_{0}\right)\right\}
$$

and set $t=\log w$. The transformation mapping $w$ into $\log w$ is denoted L , and the image of $\left\{w ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq r_{\gamma}\left(F_{0}\right)\right\}$ under $L$ is called $R$. Now it is easily seen that

$$
L S_{0}=\bigcap_{i=1}^{\infty}\left[C_{R}\left(L\left(F_{0}\left(W_{n}\right)\right)\right)\right]
$$

where $C_{R}$ is understood to mean complement with respect to $R . L\left(F_{0}\left(W_{n}\right)\right)$ is compact and closed in $R$, and this means that $C_{R}\left[L\left(F_{0}\left(W_{n}\right)\right)\right]$ is open and measurable. Hence, $L S_{0}$, a countable intersection of measurable sets, is measurable. Its measure $M$ is then given by

$$
M\left(L\left(S_{0}\right)\right)=\lim _{n \rightarrow \infty} \mu_{n}\left(F_{0}\right),
$$

where $\mu_{n}\left(F_{0}\right)$ is defined in no. 7. But according to an earlier part of this theorem, the term on the right is 0 . When we observe that $L$, defined on the cut annulus, preserves sets of measure zero, we conclude that the 2 -dimensional Lebesgue measure of $S_{0}$ is zero.

Suppose that the complement, with respect to $\left\{\mathrm{w} ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq\right.$ $\left.r_{\gamma}\left(F_{0}\right)\right\}$, of $F_{0}(\bar{W})$ is a point set, the components of which are not all radial slits or points. The full annulus

$$
\left\{w ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq r_{\gamma}\left(F_{0}\right)\right\}
$$

minus such a component, denoted $\eta$, is called $W_{0}$. We embed $W_{0}$ in the Riemann sphere $S^{2}$ and consider the simply connected point set $S^{2}-\eta$, which can be mapped conformally onto the complement of a unit disc. Let $E$ be this conformal mapping, and denote by $\gamma^{\prime \prime}$ and $\delta^{\prime \prime}$ the sets $E\left(\delta_{0}\right)$ and $E\left(\gamma_{0}\right)$, where $\delta_{0}=F_{0}(\delta)$ and $\gamma_{0}=F_{0}(\gamma)$. Now $E\left(W_{0}\right)$ is of finite connectivity, so we can apply Theorem 2 to construct a radial-slit mapping $\varphi$ of $E\left(W_{0}\right)$ onto an annulus, minus one radial slit, with inner boundary $\varphi\left(\delta^{\prime \prime}\right)$ and outer boundary $\varphi\left(\gamma^{\prime \prime}\right) . \quad \rho$ is normalized by $\left|\rho \circ E \circ F_{0}(\zeta)\right|=1$, and belongs to $A_{n}$ for $E\left(W_{0}\right)$. We then apply the corollary of Theorem 3 to $\varphi$ and find that $2 \pi \log (r(\varphi))>2 \pi \log \left(r\left(E^{-1}\right)\right)=2 \pi \log \left(r\left(F_{0}\right)\right)$. Then the map $\rho \circ E \circ F_{0}$, where $E$ and $\varphi$ are properly restricted, belongs to $A$. But $2 \pi \log \left(r\left(\varphi \circ E \circ F_{0}\right)\right)=2 \pi \log (r(\mathcal{P}))>2 \pi \log \left(r\left(F_{0}\right)\right)$. This is a contradic-
tion, for according to an earlier part of this theorem $F_{0}$, up to a rotation, uniquely maximizes the functional $2 \pi \log \left(r\left(F_{0}\right)\right)$ in $A$. This completes the proof of Theorem 6 .

Corollary. The principal analytic function $F_{0}$ maximizes the functional $r(F)$ among all $F \in A$.

Proof. The maximum value of the functional in Theorem 6 is $2 \pi$ $\log \left(r\left(F_{0}\right)\right)$, that is $\mu\left(F_{0}\right)=0$. The proof is complete when we observe that $\mu(F)$ is nonnegative for all $F \in A$.

Theorem 7. $\quad F_{1}=\exp \left(p_{1}+i p_{1}^{*}\right) \quad$ minimizes $2 \pi \log (r(F))-\mu(F)$ among all $F \in A$.

The value of the minimum is $2 \pi \log \left(r\left(F_{1}\right)\right)$.
The deviation from the minimum is $D\left(\log \left|F / F_{1}\right|\right)$, and the minimizing function is unique up to a rotation.

The 2-dimensional Lebesgue measure of the point set $S_{1}$ is zero. $F_{1}$ is an annular circular-slit mapping.
The proof is analogous to that of Theorem 6 and uses $h=0, k=1$.

Corollary. The principal analytic function $F_{1}$ minimizes the functional $r(F)$ among all $F \in A$.

Theorem 8. $P=\sqrt{F_{0} \cdot F_{1}}$ maximizes $\mu(F)$ among all $F \in A$.
The value of the maximum is $\mu(P)$.
The deviation from the maximum is $D(\log |F / P|)$, and the maximizing function is unique up to a rotation.

The proof uses $h=1 / 2, k=1 / 2$.

Theorem 9. $Q=F_{0} \mid F_{1}$ maximizes $4 \pi \log (r(F))-D(\log |F|)$ among all quotients of functions in $A$.

The value of the maximum is $2 \pi \log (r(Q))$.
The deviation from the maximum is $D(\log |F / Q|)$.

Proof. When the condition $h=1, k=-1$ is substituted into Theorem 4 , it is easily seen that the technique of Theorem 3 will establish Theorem 9.

Consider the multiple-valued functions $P_{0}=p_{0}+i p_{0}^{*}$ and $P_{1}=p_{1}+$ $i p_{1}^{*}$. The difference of these functions has zero flux around any cycle of $\bar{W}$ and is single-valued.

Theorem 10, $P_{0}-P_{1}$ maximizes

$$
4 \pi\left[\operatorname{Re}\left(F\left(z_{2}\right)-F\left(z_{1}\right)\right)\right]-D(F)
$$

among all analytic functions on $\bar{W}$ the real part of which is constant on $\delta$, constant on $\gamma$, and 0 at $\zeta$. Here $z_{1}$, and $z_{2}$ are on $\gamma$ and $\delta$ respectively.

The value of the maximum is $-2 \pi \operatorname{Re}\left[\left(P_{0}-P_{1}\right)\left(z_{2}\right)-\left(P_{0}-P_{1}\right)\left(z_{1}\right)\right]$. The deviation from the maximum is $D\left(F-\left(P_{0}-P_{1}\right)\right.$ ).

The proof again applies Theorem 4, with $h=1$ and $k=-1$, as well as the observation that $\operatorname{Re}\left(P_{0}-P_{1}\right)=p_{0}-p_{1}$ and $R e F \in H$ when $F$ is analytic on $\bar{W}$.

## V. The Existence of Distinct Principal Analytic Functions.

15. We consider the problem of determining conditions under which there exist two different principal analytic functions on the planar bordered Riemann surface $\bar{W}$ of no. 1. The principal analytic functions under consideration are defined in no. 13, and have properties described in Theorems 5, 6, and 7 of no. 14. The following concepts are dealt with in Ahlfors and Sario [1].

Definition. Two compact sets in the plane, each with connected complement, are said to be equivalent if their complements are conformally equivalent.

For the remainder of this chapter, we let $E$ be a compact plane set with connected complement.

Theorem (Ahlfors and Sario [1]). The complement of $E$ is of class $0_{A D}$ if and only if every set which is equivalent to $E$ has 2-dimensional Lebesgue measure 0.

Definition. Let $U$ be any open set which contains $E$, and suppose that a function $F$ is analytic on $U-E . \quad E$ is said to be a removable singularity for $F$ if there exists analytic extension of $F$ to $U$.

Theorem (Ahlfors and Sario [1]). E is a removable singularity for all functions of class $A D$ in a neighborhood of $E$ if and only if the complement of $E$ (with respect to the Riemann sphere) is of class $0_{A D}$.
16. Definition. A planar bordered Riemann surface $\bar{W}$ as described in no. 1 is said to have rigid radius when $r(F)$ is constant for every $F$ in the class $A$ of no. 13.

ThEOREM 11, Let $F_{9}$ and $F_{7}$ be the principal analytic functions
belonging to $A$. The surface $\bar{W}$ has rigid radius if and only if $F_{0}=$ $c F_{1}$, where $|c|=1$.

Proof. If $\bar{W}$ has rigid radius, then according to Theorems 6 and 7, both $F_{0}$ and $F_{1}$ minimize the same functional. Hence $F_{0}=c F_{1}$, with $|c|=1$. On the other hand, if $F_{0}=c F_{1}$, we conclude from the corollaries of Theorems 6 and 7 that $F_{0}$ maximizes, and $F_{1}$ minimizes the functional $r(F)$ among all $F \in A$. Because $|c|=1$, we have that the radius is rigid.

## 6. AD-Removability.

17. Our next condition for distinguishing $F_{0}$ from $F_{1}$ is most naturally stated if we take the bordered Riemann surface $\bar{W}$ to be a plane region, with $\gamma$ and $\delta$ as outer and inner boundaries respectively. In addition, we let $\bar{W}_{1}$ denote the plane point set bounded by $\gamma$ and $\delta$, with $E$ the difference $\bar{W}_{1}-\bar{W}$.

Theorem 12. Let $F_{0}$ and $F_{1}$ be the principal analytic functions of no. 13. Then $F_{0}=c F_{1}$, with $|c|=1$, if and only if $S^{2}-E \in 0_{A D}$.

Sufficiency. $F_{0}$ and $F_{1}$ map a neighborhood $U$ of $E$ onto an open set of finite area and are of class $A D$ in this neighborhood of $E$. Then according to no. 15, the principal analytic functions may be extended to all of $\bar{W}$. If the extension $F_{i}$ of $F_{i}$ satisfies $\widetilde{F}_{i}\left(z_{0}\right)=w_{0}$ for some $w_{0}$ with $r_{\delta}\left(\widetilde{F}_{i}\right)<\left|w_{0}\right|<r_{\gamma}\left(\widetilde{F}_{i}\right)$, then

$$
(2 \pi i)^{-1} \int_{\delta+\gamma} \frac{d \widetilde{F}_{i}}{\tilde{F}_{i}-w_{0}}=(2 \pi i)^{-1} \int_{\delta+\gamma} \frac{d F_{i}}{F_{i}-w_{0}}=1, \quad i=0,1 .
$$

Since $F_{i} \in A$, the second integral is 1 and the extensions are univalent. This means that $\widetilde{F}_{1} \circ \widetilde{F}_{0}^{-1}$ is a conformal mapping of a full closed annulus, and in fact that $r\left(F_{0}\right)$ is equal to $r\left(F_{1}\right)$. We have $F_{0}=c F_{1}$, with $|c|=1$, as a consequence of Theorem 11.

Necessity. If $S^{2}-E$ is not of class $0_{A D}$, then, according to no. 15 , there exists a one to one conformal mapping with positive complementary area. Such a mapping will have positive complimentary logarithmic area as well. Therefore, according to Theorem $8, \mu\left(\sqrt{\left.F_{0} \cdot F_{1}\right)}\right.$ is positive, and Theorem 6 guarantees that $F_{0} \neq c F_{1}$.

## Appendix

An argument of Ahlfors and Beurling [1] (p.111), which will be referred to and not repeated, is crucial in the proof of:
18. Theorem 11. The analytic function $P_{n}=\sqrt{\overline{F_{0 n}} \cdot F_{1 n}}$ is of
class $A_{n}$.
Proof. Verification of the Conditions 1, 2, and 3 for $A_{n}$ of no. 5 is immediate. Only (4) remains to be checked. If $\log F_{1 n}$ and $\log F_{0 n}$ are considered in the roles of $q$ and $p$ of Ahlfors and Beurling [1], p. 111, then $\log \sqrt{\overline{F_{0 n} \cdot F_{1 n}}}$ may be considered in the role of $\frac{1}{2}(q+p)$. We observe that $d\left(\log F_{1 n}\right) / d\left(\log F_{0 n}\right)$ is well defined on the approximating $W_{n}$. Hence, by the technique of Ahlfors and Beurling already cited, we may conclude that $\operatorname{Re}\left(d \log F_{1 n} / d \log F_{0 n}\right)$ is of constant sign with no zeros in $W_{n}$. This implies that the image of each contour $\beta_{i}$ is a convex curve, and each image is traced once as each $\beta_{i}$ is traced once. This also implies that each of the curves $F\left(\beta_{2}\right)$ is traced in the same direction, and this direction will be determined now for one $F\left(\beta_{i}\right)$.

We observe that for each $i, P_{n}\left(\beta_{2}\right)$ is a compact set, and we may then choose $w_{i}$ and $w_{i}^{\prime}$ so that $w_{\imath}$ is that point of $P_{n}\left(\beta_{i}\right)$ which is closest to $P_{n}(\gamma)$ and $w_{i}^{\prime}$ is that point of $P_{n}(\gamma)$ which is closest to $P_{n}\left(\beta_{i}\right)$. We now assume that the $\beta_{i}$ are indexed so that $\min \left\{d\left(w_{i}, w_{i}^{\prime}\right) ; i=1,2, \cdots\right.$, $k(n)\}$ is $d\left(w_{1}, w_{1}^{\prime}\right)$ where $d\left(w, w^{\prime}\right)$ is the usual Euclidean distance from $w$ to $w^{\prime}$. That is to say, $P_{n}\left(\beta_{1}\right)$ is as close to $P_{n}(\gamma)$ as any of $P_{n}\left(\beta_{2}\right), \cdots$, $P_{n}\left(\beta_{k(n)}\right)$. The line segment $I$ joining $w_{1}$ to $w_{1}^{\prime}$ is a univalence path for $P_{n}$ in the sense that each point of $\Gamma$ is taken exactly once by a point of $W_{n}$. Clearly $P_{n}$ is one to one on $P_{n}^{-1} \Gamma$, and we may conclude that $\beta_{1}$ and $P_{n}\left(\beta_{1}\right)$ are similarly oriented. The reasoning in the paragraph above then establishes that each $P_{n}\left(\beta_{i}\right)$ is oriented as is $P_{n}\left(\beta_{1}\right)$, and in fact, for each $i$ we have that the winding number for points inside $P_{n}\left(\beta_{i}\right)$ is -1 .

An application of the argument principle is now all that is needed to show that $P_{n}$ is univalent on Int $W_{n} \cup \delta \cup \gamma$.
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# PRIMAL CLUSTERS OF TWO-ELEMENT ALGEBRAS 

Edward S. O'Keefe

1. Introduction. The development of a structure theory for universal algebras which subsumes the familiar structure theory of Boolean and Post algebras and p-rings (Foster, [1]-[4]) has focused attention on certain classes of functionally complete universal algebras, called primal clusters. A primal cluster is a set of primal algebras in which every finite subset is strictly independent (see definitions § 2, below). Each such cluster determines a unique subdirect factorization for each algebra satisfying all the identities common to some finite subset of the cluster. In other words, every function over a direct product of strictly independent primal algebras, expressible in terms of the algebras' operations, has a decomposition and reconstruction analogous both to the Boolean theory and the Fourier transform theory. In order to broaden the domain of application of the generalized theory, we must find strictly independent sets of primal algebras.

The purpose of this paper is to present the theory of independence of primal algebras in a new dimension. Simple necessary and sufficient conditions for strict independence of primal algebras of one primitive operation, regardless of the number of elements, have been obtained [5]. We now give necessary and sufficient conditions for strict independence of certain two-element primal algebras of the same species, regardless of the number of primitive operations.
2. Basic notions, the $\phi$-conditition. The following definitions are stated for easy reference.

Let $\mathfrak{A}=\left(A, o_{1}, o_{2}, \cdots\right)$ be a universal algebra.
2.1. The species $S p=\left\{n_{1}, n_{2}, \cdots\right\}$ of $\mathfrak{X}$ is the sequence of ranks of the primitive operations $o_{i}$ of $\mathfrak{A}$, where $n_{i}$ is the rank of $o_{i}$.
2.2. An expression $\phi\left(\xi_{1}, \cdots, \xi_{n}\right)$ of species $S p$ is a finite set of one or more indeterminate symbols $\xi_{i}$, composed by operation-symbols of $S p$.
2.3. A strict $\mathfrak{N}$-function is an expression interpreted in algebra $\mathfrak{X L}$. The notation $\phi=\chi(\mathfrak{H})$ means that the strict function represented by $\phi$ in algebra $\mathfrak{A}$ is the same as that for $\chi$.
2.4. $\mathfrak{A}$ is a primal algebra if every transformation of $A \times A \times \cdots \times A$ into $A$ can be represented by a strict 9 -function, and $S p$ is denumerable.

[^54]2.5. A finite set of algebras $\left\{\mathfrak{H}_{1}, \mathfrak{Y}_{2}, \cdots, \mathfrak{A}_{p}\right\}$, all of the same species $S p$, is strictly independent if each given set of strict functions $\phi_{i}$ has a single expression $\psi$ which reduces to the given function $\phi_{i}$ in the algebra $\mathscr{R}_{i}$; i.e., $\psi=\phi_{i}\left(\mathscr{U}_{i}\right)$.
2.6. $\tilde{\mathfrak{A}}$ is a primal cluster if $\tilde{\mathfrak{A}}$ is a set of primal algebras and every finite subset of $\tilde{\mathfrak{A}}$ is strictly independent. The totality of pairwise nonisomorphic primal algebras of species [ $s$ ] constitutes a primal cluster [5]. Various other categories of primal clusters are known, largely of species [2, 1].

The $\phi$-condition is analogous to the factorization of functions of real numbers. It is simply that any strict function may be represented by any expression operating on some set of strict functions.
2.7. The $\phi$-condition. For every strict $\mathfrak{A}$-function, $\theta(\xi, \eta, \cdots, \xi)$, and every strict $\mathfrak{\Re}$-function, $\kappa\left(\xi_{1}, \cdots, \xi_{m}\right)$, provided that no variable $\xi_{i}$ occurs twice in $\kappa$, there exist strict $\mathfrak{Q}$-functions, $\psi_{1}(\xi, \eta, \cdots, \zeta), \cdots$, $\psi_{m}(\xi, \eta, \cdots, \zeta)$, such that

$$
\begin{equation*}
\kappa\left(\psi_{1}(\xi, \eta, \cdots, \xi), \cdots, \psi_{m}(\xi, \eta, \cdots, \xi)\right)=\theta(\xi, \eta, \cdots, \zeta) \tag{2.1}
\end{equation*}
$$

Formerly primal algebras were defined to be finite. However, this property is now derived from the denumerability of $S p$.

## Theorem 2.8. Every primal algebra is finite.

Proof. Let $\mathfrak{N}=\left\langle A, o_{1}, \cdots, o_{n}, \cdots\right\rangle$ be a primal algebra. The twovalued functions on any infinite set have a larger cardinal number than the set of expressions made of a denumerable set of operations. Therefore, the fact that the functions on $A \times A$ to $A$ are represented by expressions in the operations of $A$ means that $A$ is not infinite.

From [5], we require the following basic results.
Theorem 2.9. In any primal algebra in which the primitive operations are onto transformations, the $\phi$-condition holds.

Theorem 2.10. Let $\mathfrak{A}=(A, o, \cdots)$ and $\mathfrak{X}=(B, o, \cdots)$ be two nonisomorphic primal algebras of the same species, $S p$. Then there exists a set of unary expressions $\left\{\phi_{i}\right\}=\left\{\phi_{1}, \cdots, \phi_{p}\right\}$ of species $S p$ such that

$$
\begin{equation*}
\phi_{1}=\phi_{2}=\cdots=\phi_{p}(\mathfrak{U l}) \tag{2.2}
\end{equation*}
$$

and such that every unary $\mathfrak{B}$-function is equivalent modulo $\mathfrak{B}$ to one of the $\phi_{1}, \cdots \phi_{p}$.

Theorem 2.11. Let $\left\{\mathfrak{N}_{1}, \cdots, \mathfrak{A}_{n}\right\}$ be a set of universal algebras of species $S p$, in which every pair of algebras is strictly independent. If the $\phi$-condition holds in each algebra, the set is strictly independent.
3. The two-element independence theorem. Our main result is

Theorem 3.1. Every set of primal algebras is a primal cluster $i f:$
(i) every algebra in the set has exactly two elements,
(ii) no two algebras are isomorphic,
(iii) no primitive operation is constant,
(iv) all algebras in the set are in the same species, $S p=\left[n_{1}, \cdots\right.$, $n_{m}$ ].
The proof of Theorem 3.1 is preceded by three lemmas.
Lemma 3.2. Let $\mathfrak{B}=\left(\left\{\beta_{1}, \beta_{2}\right\}, o, \cdots\right)$ be a two-element primal algebra with no constant primitive operations. Every expression $\phi\left(\xi_{1}\right.$, $\cdots, \xi_{n}$ ), in which no variable occurs twice may be changed, modulo algebra $\mathfrak{B}$, to any given function $\chi(\xi)$ by replacing some variable by a properly chosen strict $\mathfrak{B}$-function $\psi(\xi)$, and all others by constant strict $\mathfrak{B}$-functions.

Proof. If the expression $\phi\left(\xi_{1}, \cdots, \xi_{n}\right)$ has but one operation-symbol $o_{i}$, then, since no operation-symbol represents a constant, there are constants $\delta_{i}$ and $\gamma_{i}$ such that

$$
\begin{gather*}
o_{i}\left(\delta_{1}, \cdots, \delta_{n_{i}}\right)=\chi\left(\beta_{1}\right) \\
o_{i}\left(\gamma_{1}, \cdots, \gamma_{n_{i}}\right)=\chi\left(\beta_{2}\right) . \tag{3.1}
\end{gather*}
$$

We alter $\delta_{1}$ to $\gamma_{1}, \delta_{2}$ to $\gamma_{2}$, etc. until the function changes value. Some $j$ th argument must give the change from $\chi\left(\beta_{1}\right)$ to $\chi\left(\beta_{2}\right)$. We choose the expression $\psi(\xi)$ so that

$$
\begin{align*}
& \psi\left(\beta_{1}\right)=\delta_{j} \\
& \psi\left(\beta_{2}\right)=\gamma_{j}  \tag{3.2}\\
& o_{i}\left(\gamma_{1}, \cdots, \gamma_{j-1}, \psi\left(\beta_{k}\right), \delta_{j+1}, \cdots, \delta_{n i}\right)=\chi\left(\beta_{k}\right), \quad(k=1,2)
\end{align*}
$$

Since there are but two elements in the algebra $\mathfrak{B}, \chi$ is now completely represented

$$
\begin{equation*}
o_{i}\left(\gamma_{1}, \cdots, \gamma_{j-1}, \psi(\xi), \delta_{j+1}, \cdots, \delta_{n_{i}}\right)=\chi(\xi) \tag{3.3}
\end{equation*}
$$

On the other hand, let $\phi\left(\xi_{1}, \cdots, \xi_{n}\right)$ be composed of $m$ operation-symbols. Assume that the theorem holds for all expressions with fewer than $m$ operation-symbols. $\phi$ is a set of expressions $\phi_{1}, \cdots, \phi_{n_{i}}$ composed by
primitive operations $o_{j}: \phi=o_{j}\left(\phi_{1}, \cdots, \phi_{n_{i}}\right) . \quad \phi_{1}, \cdots, \phi_{n_{i}}$ have fewer than $m$ operation-symbols, so by assumption,

$$
\left\{\begin{array}{l}
\phi_{k}=\gamma_{k}, \text { for } k=1, \cdots, j-1  \tag{3.4}\\
\phi_{j}=\psi(\xi) \\
\phi_{j+1}=\delta_{j+1}, \cdots, \phi_{n_{i}}=\delta_{n_{\imath}},
\end{array}\right.
$$

where all variables but one have been replaced by constants. But, obviously, in $\phi_{k}, k \neq j$, the last variable may also be replaced by a constant, since a constant result is desired and is given by either value of the variable. This leaves only one variable in $\phi_{j}$; but with these replacements

$$
\begin{equation*}
\phi\left(\phi_{1}, \cdots, \phi_{n_{i}}\right)=\chi(\xi) \tag{3.5}
\end{equation*}
$$

and the proof is complete.
Lemma 3.3. If in two primal algebras $\mathfrak{A}$ and $\mathfrak{B}$, $\mathfrak{N}$ satisfies the $\phi$-condition, then, for every $\beta \in B$ and every $a(\xi)$, there is an expression $\Pi(\xi)$ such that

$$
\Pi(\xi)=\left\{\begin{array}{c}
a(\xi)(\mathfrak{X})  \tag{3.6}\\
\beta(\mathfrak{B}) .
\end{array}\right.
$$

Proof. Modulo $\mathfrak{B}$, there must exist expressions for constants in $B$. Therefore, letting $\kappa_{\beta}(\xi)=\beta(\mathfrak{B})$, replace each occurrence of $\xi$ in $\kappa$ by a variable from the set $\xi_{1}, \cdots, \xi_{p}$, so that in $\kappa_{\beta}\left(\xi_{1}, \cdots, \xi_{p}\right)$, no variable occurs more than once. Applying the $\phi$-condition to $\kappa_{\beta}\left(\xi_{1}, \cdots, \xi_{p}\right)$ with respect to $A$, there $\psi_{1}, \cdots, \psi_{p}$ such that

$$
\begin{equation*}
\kappa_{\beta}\left(\psi_{1}, \cdots, \psi_{p}\right)=a(\xi)(\mathfrak{N}) \tag{3.7}
\end{equation*}
$$

By Theorem 2.10, there exists a set of expressions $\left\{\phi_{\imath}\right\}$ with

$$
\begin{equation*}
\phi_{i}=\psi_{i}(\mathfrak{H}) \text { and } \phi_{1}=\phi_{2}=\cdots=\phi_{p}(\mathfrak{B}) . \tag{3.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\kappa_{\beta}\left(\phi_{1}, \cdots, \phi_{p}\right)=a(\xi)(\mathfrak{H}), \tag{3.9}
\end{equation*}
$$

by (3.7), but

$$
\begin{equation*}
\kappa_{\beta}\left(\phi_{1}, \cdots, \phi_{p}\right)=\kappa_{\beta}\left(\phi_{1}(\xi)\right)(\mathfrak{B})=\beta(\mathfrak{B}) . \tag{3.10}
\end{equation*}
$$

Lemma 3.4. Let $\mathfrak{H}=\left(A, o_{1}, \cdots, o_{m}\right)$ be a primal algebra of species $S p$ in which every primitive operation $o_{i}$ is a transformation onto $A$. Let $\mathfrak{B}$ be a two-element primal algebra of the some species $S p$, with no constant primitive operations. Then if $\mathfrak{A}$ and $\mathfrak{B}$ are not isomorphic, they are strictly independent.

Proof. The operations of $\mathfrak{B}$ are transformations onto $B$, since they are non-constant and $B$ has only two elements. Moreover, $\mathfrak{B}$ is primal. Therefore Theorem 2.9 applies; the $\phi$-condition holds in algebra $\mathfrak{B}$. $\mathfrak{A}$ is also primal with the same kind of primitive operations; hence, by Theorem 2.9, the $\phi$-condition holds for $\mathfrak{A}$ too.

Since $\mathfrak{A}$ is primal, there exists an expression, $\Sigma(\xi, \zeta)$, and an element $o \in A$ such that

$$
\begin{align*}
& \Sigma(\xi, o)=\xi  \tag{3.11}\\
& \Sigma(o, \zeta)=\zeta
\end{align*}
$$

Let $p$ be the number of occurrences of $\xi$ in $\Sigma$ and $q$ the number of occurrences of $\zeta$. Replace each occurrence of $\xi$ or $\zeta$ by a different variable from the set $\left(\zeta_{1}, \cdots, \xi_{p}\right)$ or $\left(\zeta_{1}, \cdots, \zeta_{q}\right)$ respectively. Let the resulting expression be denoted $\Sigma\left(\xi_{1}, \cdots, \xi_{p}, \zeta_{1}, \cdots, \zeta_{q}\right)$. By Lemma 3.2, there exist a strict $\mathfrak{B}$-function $\psi_{j}(\zeta)$ and constant $\mathfrak{B}$-functions such that

$$
\begin{equation*}
\Sigma\left(\gamma_{1}, \cdots, \gamma_{j-1}, \psi_{\jmath}(\zeta), \beta_{j+1}, \cdots, \beta_{p+q}\right)=\zeta(\mathfrak{B}) \tag{3.12}
\end{equation*}
$$

Suppose $j \leqq p$, then by Theorem 2.10 , there are $\phi_{i}(\zeta)$ such that

$$
\phi_{i}= \begin{cases}0(\mathfrak{H}) & (i=1, \cdots, p)  \tag{3.13}\\ \gamma_{i}(\mathfrak{B}) & (i=1, \cdots, j-1) \\ \psi_{j}(\xi) & (\mathfrak{B}) i=j \\ \beta_{i}(\mathfrak{B}) & (i=j+1, \cdots, p)\end{cases}
$$

and by Lemma 3.3, $\phi_{i}(\xi)$ such that

$$
\phi_{i}= \begin{cases}\xi(\mathfrak{X}) & (i=p+1, \cdots, p+q)  \tag{3.14}\\ \beta_{i}(\mathfrak{B}) & (i=p+1, \cdots, p+q)\end{cases}
$$

Thus,

$$
\Sigma\left(\phi_{1}, \cdots, \phi_{p+q}\right)=\left\{\begin{array}{l}
\Sigma(0, \xi)=\xi(\mathfrak{U})  \tag{3.15}\\
\Sigma\left(\gamma_{1}, \cdots, \gamma_{j-1}, \psi_{j}(\zeta), \beta_{j+1}, \cdots, \beta p_{+} q\right)=\zeta(\mathfrak{B}) .
\end{array}\right.
$$

An exactly similar argument shows the construction if $p<j$. Therefore, it is always possible to find an expression $\chi$ such that

$$
\chi(\xi, \zeta)=\left\{\begin{array}{l}
\xi(\mathfrak{H})  \tag{3.16}\\
\zeta(\mathfrak{B}),
\end{array}\right.
$$

and the two algebras are strictly independent by Definition 2.5.
We now return to the proof of Theorem 3.1.

Proof. Each algebra is primal, and every primitive operation is an onto transformation because none is constant and each algebra has but
two elements. Therefore, by Theorem 2.9, the $\phi$-condition holds in each algebra. Moreover, by Lemma 3.4, each pair of algebras is independent. Therefore, by Theorem 2.11, every finite subset of $\left\{\mathfrak{R}_{1}, \cdots\right\}$ is independent, and $\left\{\mathfrak{Y}_{1}, \cdots, \mathfrak{U}_{n}, \cdots\right\}$ is a primal cluster.
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# APPLICATIONS OF THE TOPOLOGICAL METHOD OF WAZEWSKI TO CERTAIN PROBLEMS OF ASYMPTOTIC BEHAVIOR IN ORDINARY DIFFERENTIAL EQUATIONS 

## Nelson Onuchic

Introduction. The main objective of this paper is to present some results concerning the asymptotic behavior of the integrals of some systems of ordinary differential equations.

As Wazewski's theorem, used in our work, is not very well known, we state it here, giving first some definitions and notations.

Hypothesis H. (a) The real-valued functions $f_{i}\left(t, x_{1}, \cdots, x_{n}\right)$, $i=1, \cdots, n$, of the real variables $t, x_{1}, \cdots, x_{n}$, are continuous in an open set $\Omega \subset R^{n+1}$.
(b) Through every point of $\Omega$ passes only one integral of the system

$$
\begin{gathered}
\dot{x}=f(t, x) \quad\left(\cdot=\frac{d}{d t}\right) \text { where } \\
x=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right), \quad f(t, x)=\left(\begin{array}{c}
f_{1}\left(t, x_{1}, \cdots, x_{n}\right) \\
\vdots \cdots \cdots \cdots \cdots, \\
\vdots \\
f_{n}\left(t, x_{1}, \cdots, x_{n}\right)
\end{array}\right) \quad \text { and }(t, x) \in \Omega .
\end{gathered}
$$

Let $\omega$ be an open set of $R^{n+1}, \omega \subset \Omega$ and let us denote by $B(\omega, \Omega)$ the boundary of $\omega$ in $\Omega$.

Let $P_{0}:\left(t_{0}, x_{0}\right) \in \Omega$. We write $I\left(t, P_{0}\right)=\left(t, x\left(t, P_{0}\right)\right)$, where $x\left(t, P_{0}\right)$ is the integral of the system $\dot{x}=f(t, x)$ passing through the point $P_{0}$.

Let $\left(\alpha\left(P_{0}\right), \beta\left(P_{0}\right)\right)$ be the maximal open interval in which the integral passing through $P_{0}$ exists. We write

$$
I\left(\Delta, P_{0}\right)=\left\{\left(\mathrm{t}, x\left(t, P_{0}\right)\right) \mid t \in \Delta\right\}
$$

for every set $\Delta$ contained in ( $\alpha\left(P_{0}\right), \beta\left(P_{0}\right)$ ).
We say that the point $P_{0}:\left(t_{0}, x_{0}\right) \in B(\omega, \Omega)$ is a point of egress from $\omega$ (with respect to the system $\dot{x}=f(t, x)$ and the set $\Omega$ ) if there exists a positive number $\delta$ such that $I\left(\left[t_{0}-\delta, t_{0}\right), P_{0}\right) \subset \omega ; P_{0}$ is a point of strict egress from $\omega$ if $P_{0}$ is a point of egress and if there exists a positive number $\delta$ such that $I\left(\left(t_{0}, t_{0}+\delta\right], P_{0}\right) \subset \Omega-\bar{\omega}$. The set of all points of egress (strict egress) is denoted by $S\left(S^{*}\right)$.

If $A \subset B$ are any two sets of a topological space and $K: B \rightarrow A$ is

[^55]a continuous mapping from $B$ onto $A$ such that $K(P)=P$ for every $P \in A$, then $K$ is said to be a retraction from $B$ into $A$ and $A$ a retract of $B$.

Theorem of Ważewski. Suppose that the system $\dot{x}=f(t, x)$ and the open sets $\omega \subset \Omega \subset R^{n+1}$ satisfy the following hypotheses:
(1) Hypothesis $H$.
(2) $S=S^{*}$.
(3) There exists a set $Z \subset \omega \cup S$ such that $Z \cap S$ is a retract of $S$ but is not a retract of $Z$.

Then there is at least one point $P_{0}:\left(t_{0}, x_{0}\right) \in Z-S$ such that $I\left(t, P_{0}\right)$ $\subset \omega$ for every $t_{0} \leqq t<\beta\left(P_{0}\right)$.

The theorem of Ważewski [6, Théorème 1, p. 299] is actually more general than the one stated above.

If $f_{i}\left(t, x_{1}, \cdots, x_{n}\right), i=1, \cdots, n$, are complex-valued functions of the real variable $t$ and of the complex variables $x_{1}, \cdots, x_{n}$, the $n$-dimensional complex system $\dot{x}=f(t, x)$ can be considered as a $2 n$-dimensional real system, so that the theorem of Wazewski is also extensible, in a natural way, to complex systems [5, p. 19. § 1 and p. 21, § 2].

The most difficult part in the applications of the method of Wazewski is, in general, to verify that $S=S^{*}$. To accomplish this Wazewski introduced the concept of a regular polyfacial set [6, § 14 p. 307 and $\S 15, \mathrm{p} .309]$. However the distinction established by Ważewski between positive and negative faces has certain inconveniences. In some applications of the method of Ważewski there appear sets $\omega$ such that $S=S^{*}$ but whose faces are only "almost positive" and "almost negative". We thus have to work sometimes with sets $\omega$ that are similar, in some sense, to the regular polyfacial sets and that satisfy the condition $S=S^{*}$.

In the first part of our work we give a generalization of polyfacial regular sets eliminating the distinction between positive and negative faces and such that the main theorem concerning the polyfacial regular sets [6, Théorème 5, p. 310] remains valid. We observe that the sets $\omega$ considered in Z. Szmydtówna's paper [5, §4, Théorème 1, p. 24] ${ }^{1}$, in our Theorem II-1 and in Barbălat's paper [1, Théorème 1, p. 303; Théorème 2, p. 305] are generalized regular polyfacial sets, in our sense, but are not regular polyfacial sets.

Szmydtówna [5, Corollaire 1-Remarque 2, p. 30] proves a theorem

[^56]which generalizes a theorem of Perron. In part II of our work (Theorem II-1) we obtain the same conclusion but starting from hypotheses different from those of Szmydtówna.

Note ${ }^{2}$. Our Theorem II-1 improves a result of N. I. Gavrilov. I. M. Rapoport in his book "On some asymptotic methods in the theory of differential equations'", Kiev (1954) has also studied problems of this type. For some reference to their work to see "Forty years of Soviet Mathematics', Moscow (1959), Vol. i., pp. 520-521.

Our Theorem II-2 follows the same line of ideas.
Theorem II-3, due to Professor J. L. Massera, shows that in the case $n=2$ the asymptotic behavior can be described more completely.

Consider two systems

$$
\begin{align*}
& \dot{y}=A(t) y  \tag{1}\\
& \dot{x}=A(t) x+g(t, x)
\end{align*}
$$

where $A(t)$ is a continuous matrix for $t \geqq T$ and $g(t, x)$ a continuous vector-function in $\Omega=[T, \infty) \times R^{2 n}$.

Suppose that $g(t, x)$ satisfies some condition ensuring the uniqueness of the solution through each point $P_{0} \in \Omega$ and that all solutions are defined for $T \leqq t<\infty$. We say that (1) and (2) are asymptotically equivalent if there exists a homeomorphism $\phi$ from the plane $t=T$ onto itself such that if $Q_{0}=\phi\left(P_{0}\right)$ then $\lim _{t \rightarrow \infty}\left[x\left(t, P_{0}\right)-y\left(t, Q_{0}\right)\right]=0[4$, Cap. IX, § 4, p. 634].

In part III of our work the main result is the establishment of a condition that implies the asymptotic equivalence between two linear systems (Theorem III-3).

The author is deeply indebted to Professor J. L. Massera for his constant guidance and invaluable help during the preparatation of this paper, the result of work done at the Instituto de Matemática y Estadística, Montevideo, Uruguay

## Part I

Let the real-valued functions

$$
f_{2}\left(t, x_{1}, \cdots, x_{n}\right), \quad i=1, \cdots, n
$$

of real variables $t, x_{1} \cdots, x_{n}$ belong to $C^{p}, p \geqq 1$, on an open set $\Omega \subset$ $R^{n+1}$, i.e., all partial derivatives

$$
\frac{\partial_{f_{i}}^{k}}{\partial t^{p_{0}} \partial x_{1}^{p_{1}} \cdots \partial x_{n}^{p_{n}}} \quad\left(p_{0}+p_{1}+\cdots+p_{n}=k \leqq p\right)
$$

[^57]exist and are continuous on $\Omega$.
Consider the differential system
\[

$$
\begin{equation*}
\dot{x}=f(t, x) \tag{I}
\end{equation*}
$$

\]

where

$$
x=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right) \text { and } f(t, x)=\left(\begin{array}{c}
f_{1}\left(t, x_{1}, \cdots, x_{n}\right) \\
\vdots \cdots \cdots \cdots \cdots \\
\vdots f_{n}\left(t, x_{1}, \cdots, x_{n}\right)
\end{array}\right)
$$

with $(\mathrm{t}, x) \in \Omega$.
Let $\mathrm{g}(t, x)$ be a real-valued function belonging to $C^{p+1}$ on $\Omega$, let $P_{0}:\left(t_{0}, x_{0}\right) \in \Omega$ and let $x(t)$ be the integral of system (I) passing ${ }_{\mathrm{I}}^{\mathrm{I}}$ through the point $P_{0}$. We set $\varphi(t)=g(t, x(t))$; since $f(t, x) \in C^{p}$ and $g(t, x) \in C^{p+1}$ it follows $\varphi(t) \in C^{p+1}$ on $\left(\alpha\left(P_{0}\right), \beta\left(P_{0}\right)\right)$.

The $q$ th derivative, $q \leqq p+1$, of $g(t, x)$ at the point $P_{0}:\left(t_{0}, x_{0}\right)$ with respect to the system (I), is by definition

$$
\left[\frac{d^{q}}{d t^{q}} \varphi(t)\right]_{t_{0}} \text { and is denoted by }\left[D_{(I)}^{q} g(P)\right]_{P_{0}}
$$

Let $H_{i}(P)=H_{i}(t, x), i=1, \cdots, m$, be functions $\in C^{p+1}$ on the open set $\Omega \subset R^{n+1}$.

Let

$$
\begin{aligned}
& \omega=\left\{P \in \Omega \mid H_{i}(P)<0, i=1, \cdots, m\right\} \\
& \Gamma_{i}=\left\{P \in \Omega \mid H_{i}(P)=0, H_{j}(P) \leqq 0, j=1, \cdots, m\right\}
\end{aligned}
$$

The $\Gamma_{i}$ are called faces of $\omega$.
Such a set $\omega$ will be called a generalized regular polyfacial set relative to (I) if, for each $i=1, \cdots, m$ and each $P_{0}:\left(t_{0}, x_{0}\right) \in \Gamma_{i}$, the following alternative holds:
(1) The smallest index $q \leqq p+1$ such that $\left[D_{(I)}^{q} H_{\imath}(P)\right]_{P_{0}} \neq 0$ is odd and the corresponding derivative is positive;
(2) $P_{0}$ is not a point of egress.

Let $L_{i}, M_{i}$ be the corresponding sets of points. Useful criteria to verify $P_{0} \in M_{i}$ are:
(a) the smallest index $q \leqq p+1$ such that $\left[D_{(I)}^{q} H_{i}(p)\right]_{P_{0}} \neq 0$ is either odd with a negative value of the derivative or even with a positive value of the derivative;
(b) There exists $[a, b] \subset\left(\alpha\left(P_{0}\right), \beta\left(P_{o}\right)\right)$ such that $a<t_{0} \leqq b$ and $I\left([a, b], P_{0}\right) \subset \Gamma_{i}$.

Lemma 1. If $\omega$ is a generalized regular polyfacial set relative to (I),

$$
S=S^{*}=\bigcup_{i=1}^{m} L_{i}-\bigcup_{i=1}^{m} M_{i}
$$

Proof. Since $\Gamma_{i}=L_{i} \cup M_{i}, \quad B(\omega, \Omega) \subset \bigcup_{i=1}^{m} \Gamma_{i}$,

$$
S^{*} \subset S \subset \bigcup_{i=1}^{m} L_{i}-\bigcup_{i=1}^{m} M_{i},
$$

it is enough to show that any point $P_{0}$ belonging to this last set is a point of strict egress. For such a $P_{0}, J=\left\{j \mid P_{0} \in L_{j}\right\} \neq \phi$. If $j \in J$, $H_{j}\left(P_{0}\right)=0$ and there exists a $\delta>0$ such that $H_{j}\left(t, I\left(t, P_{0}\right)\right)<0$ in $\left[t_{0}-\right.$ $\left.\delta, t_{0}\right)$ and $H_{j}\left(t, I\left(t, P_{0}\right)\right)>0$ in $\left(t_{0}, t_{0}+\delta\right]$. If $j \notin J, P_{0} \notin \Gamma_{j}$ whence $H_{j}\left(\boldsymbol{P}_{0}\right)$ $<0$ and there exists a $\delta>0$ such that $H_{j}\left(t, I\left(t, P_{0}\right)\right)<0$ in $\left[t_{0}-\delta, \boldsymbol{t}_{0}\right)$. There exists therefore a $\delta>0$ such that $H_{j}\left(t, I\left(t, P_{0}\right)\right)<0, j=1, \cdots, m$, $t \in\left[t_{0}-\delta, t_{0}\right)$, and, for at least one $\left.j(\varepsilon J), H_{j}\left(t, P_{0}\right)\right)>0, t \in\left(t_{0}, t_{0}+\delta\right]$, so that $P_{0} \in S^{*}$.

## Part II

Consider the linear differential system

$$
\dot{y}_{i}=f_{i}(t) y_{i}+\sum_{j=1}^{n} g_{i j}(t) y_{j}
$$

$$
i=1, \cdots, n
$$

where the coefficients $f_{i}, g_{i j}, T \leqq t<\infty$, are continuous functions (in general complex-valued) of the real variable $t$.

By using Ważewski's method Z. Szmydtówna proved that if

$$
R\left(f_{k}-f_{k+1}\right)>0, \quad \int_{T}^{\infty} R\left(f_{k}-f_{k+1}\right) d t=\infty, \quad k=1, \cdots, n-1
$$

and

$$
\lim _{t \rightarrow \infty} \frac{g_{\imath j}}{R\left(f_{k}-f_{k+1}\right)}=0, \quad i, j=1, \cdots, n, \quad k=1, \cdots, n-1
$$

then there is a system of $n$ linearly independent solutions $\left(y_{1 k}, \cdots, y_{n k}\right)$, $k=1, \cdots, n$, with $\lim _{t \rightarrow \infty} y_{i k} / y_{k k}=0$ for $i \neq k$ [5, Corollaire 1, Remarque 2, p. 30]. This theorem generalizes a theorem of Perron who obtains the same result requiring the existence of a constant $c>0$ such that $R\left(f_{k}\right)>R\left(f_{k+1}\right)+c, k=1, \cdots, n-1$, and $\lim _{t \rightarrow \infty} g_{i j}=0$.

We notice that Szmydtówna allows the $f_{i}, i=1, \cdots, n$, to be large and the $g_{i j}$ to be small in some sense. In the following theorem we obtain the same result allowing also the $f_{i}$ to be large and the $g_{i j}$ to be small but in a sense completely different from Szmydtówna's.

Theorem II-1. Suppose that the system

$$
\text { (II) } \quad \dot{x}_{i}=f_{i}(t) x_{i}+\sum_{j=1}^{n} g_{i i}(t) x_{j}, \quad i=1, \cdots, n
$$

satisfies the following hypotheses:
(1) The coefficients $f_{i}, g_{i j}, T \leqq t<\infty$, are continuous functions (in general complex-valued) of the real variable $t$.
(2) There exists a real-valued continuous function $h(t), T \leqq t<$ $\infty$, such that for all $i \neq j$ we have

$$
\begin{aligned}
& \left|R\left(f_{i}-f_{j}\right)\right| \leqq h(t), \\
& \int_{T}^{\infty}\left|g_{i j}(t)\right| e^{H(t)} d t<\infty
\end{aligned}
$$

and

$$
\int_{T}^{\infty}\left|R\left(g_{i \imath}-g_{j \jmath}\right)\right| e^{H(t)} d t<\infty,
$$

where $H(t)=\int_{T}^{t} h(s) d s$
Then there is a system of $n$ linearly independent solutions

$$
\left(x_{1}(t), \cdots, x_{n}(t)\right)=\left(\begin{array}{c}
x_{11}(t), \cdots, x_{1 n}(t) \\
\cdots \cdots \cdots \cdots \cdots \\
x_{n 1}(t), \cdots, x_{n n}(t)
\end{array}\right)
$$

with $\lim _{t \rightarrow \infty} x_{i k} / x_{k k}=0$ for all $i \neq k$.
Proof.
For every fixed integer $p, 0<p \leqq n$, we set

$$
\omega_{p}=\left\{P:\left.(t, x)| | x_{i}\right|^{2}-\left|x_{p}\right|^{2} \varphi^{2}(t)<0, i \neq p, t>t_{0} \geqq T\right\}
$$

where $\varphi(t)$ and $t_{0}$ will be conveniently chosen so that, for every $t \geqq t_{0}$, $\varphi(t)>0, \varphi$ is differentiable, $\lim _{t \rightarrow \infty} \varphi(t)=0$ and $\omega_{p}$ is a generalized regular polyfacial set.

Let

$$
\begin{array}{ll}
H_{\imath}(P)=\left|x_{i}\right|^{2}-\left|x_{p}\right| P^{2}(t), & i \neq p, \\
H_{p}(P)=t_{0}-t, &
\end{array}
$$

it follows that $\omega_{p}=\left\{P \mid H_{i}(P)<0, i=1, \cdots, n\right\}$.
Set, for $q \neq p$,

$$
\begin{aligned}
\tilde{\Gamma}_{p} & =\Gamma_{p}-\{Q:(t, x) \mid x=0\} \\
& =\left\{P| | x_{q}\left|=\left|x_{p}\right| \mathcal{P}(t),\left|x_{\imath}\right| \leqq\left|x_{p}\right| \mathcal{P}(t) \text { for } i \neq p, t \geqq t_{0}, x_{p} \neq \mathbf{0}\right\}\right.
\end{aligned}
$$

An easy computation shows that

$$
\begin{aligned}
& \frac{1}{2}\left[D_{(\mathrm{II})} H_{q}(P)\right] P \in \tilde{\Gamma}_{q} \geqq\left|x_{p}\right|^{2} \varphi^{2}(t)\left[R\left(f_{q}-f_{p}+g_{q q}-g_{p p}\right)\right] \\
& \quad-\left|x_{p}\right|^{2} \varphi(t) \dot{\varphi}(t)-\left|x_{p}\right|^{2} \varphi^{2}(t) \sum_{j \neq p}\left|g_{p j}\right| \frac{\left|x_{j}\right|}{\left|x_{p}\right|} \\
& \quad-\left|x_{p}\right|^{2} \sum_{j \neq q}\left|g_{q j}\right| \frac{\left|x_{j}\right|}{\left|x_{q}\right|} \cdot \frac{\left|x_{q}\right|}{\left|x_{p}\right|}
\end{aligned}
$$

Since $\left|x_{q}\right|=\left|x_{p}\right| \mathscr{P}(t) \geqq\left|x_{j}\right|$ for $j \neq p$ it follows that $\left|x_{j}\right| /\left|x_{p}\right| \leqq$ $\varphi(t)$. As we want $\varphi(t)>0$ and $\operatorname{lin}_{t \rightarrow \infty} \varphi(t)=0$ we can take $t_{0}$ such that $\varphi(t)<1$ for $t \geqq t_{0}$. Then

$$
\begin{aligned}
& \frac{1}{2}\left[D_{(\text {II })} H_{q}(P)\right] P \in \tilde{\Gamma} \geqq\left|x_{p}\right|^{2} \varphi^{2}(t) R\left(f_{q}-f_{p}+g_{q q}-g_{p p}\right) \\
& \quad-\left|x_{p}\right|^{2} \varphi(t) \dot{\varphi}(t)-\left|x_{p}\right|^{2} \varphi^{2}(t) \sum_{j \neq p}\left|g_{p j}\right|-\left|x_{p}\right|^{2} \varphi(t) \sum_{j \neq q}\left|g_{q j}\right| .
\end{aligned}
$$

since

$$
\begin{aligned}
\varphi(t) R\left(f_{q}-f_{p}+g_{q q}-g_{p p}\right) & -\dot{\varphi}(t)-\varphi(t) \sum_{j \neq p}\left|g_{p j}\right|-\sum_{j \neq q}\left|g_{q j}\right|> \\
& -\dot{\varphi}(t)-\varphi(t) h(t)-g(t),
\end{aligned}
$$

where

$$
g(t)=\left\{\sum_{i \neq j}\left|R\left(g_{i i}-g_{j j}\right)\right|+\left|g_{i j}\right|\right\}+e^{-H(t)-t},
$$

in order to have, for $q \neq p,\left[D_{\text {(II) }} H_{q}(P) \in \tilde{\Gamma}_{q}>0\right.$, it is sufficient to choose $\rho(t)$ such that
(A) $\dot{\varphi}(t)+\rho(t) h(t)+g(t)=0$.
$\varphi(t)=e^{-H(t)} \int_{t}^{\infty} g(s) e^{H(s)} d s$ is indeed a solution of (A) satisfying the conditions $\varphi(t)>0, \varphi$ differentiable and $\lim _{t \rightarrow \infty} \varphi(t)=0$.

If $\omega_{p}$ is defined in this way, taking into account that $\left[D_{\text {(II) }} H_{p}(P)\right]_{P \in \Gamma_{p}}$ $=-1$ and that the set $\left\{P \in \Gamma_{q} \mid x_{p}=0\right\} \subset M_{q}$, for $q \neq p$, it follows that $\omega_{p}$ is a generalized regular polyfacial set.

For $i \neq p$ we have

$$
\begin{aligned}
& L_{i}=\tilde{\Gamma}_{i} \text { and } L_{p}=\phi, \\
& M_{i}=M=\left\{P:(t, x) \mid t \geqq t_{0}, x=0\right\} \text { and } M_{p}=\Gamma_{p}
\end{aligned}
$$

By Lemma 1

$$
S=S=\bigcup_{i \neq p} \tilde{\Gamma}_{i}-\Gamma_{p}-M
$$

We choose
$Z_{p}=\left\{P:(t, x)\left|t=\tau>t_{0}, x_{p}=x_{p}^{0} \neq 0,\left|x_{i}\right| \leqq\left|x_{p}^{0}\right| \varphi(\tau), i \neq p\right\}=\prod_{j \neq p} B_{j}^{2}\right.$,
where $B_{\jmath}^{2}$ is a solid sphere in $R^{2}$. We have

$$
Z_{p} \cap S=Z_{p} \cap\left[\bigcup_{i \neq p} \tilde{\Gamma}_{i}-\Gamma_{p}-M\right]=\bigcup_{i \neq p} z_{p} \cap\left[\tilde{\Gamma}_{i}-\Gamma_{p}-M\right] .
$$

For $i \neq p$

$$
\begin{gathered}
Z_{p} \cap\left[\tilde{\Gamma}_{i}-\Gamma_{p}-M\right]=\left\{P:(t, x)\left|t=\tau, x_{p}=x_{p}^{0},\left|x_{i}\right|=\left|x_{p}^{0}\right| \varphi(\tau)\right.\right. \\
\left.\left|x_{j}\right| \leqq\left|x_{p}^{0}\right| \varphi(\tau), j \neq p\right\}=B_{1}^{2} \times \cdots \times B_{i-1}^{2} \times S_{i}^{1} \times B_{i+1}^{2} \times \cdots \times B_{n}^{2}
\end{gathered}
$$

(in the cartesian product above $B_{p}^{2}$ is exclued) where $S_{i}^{1}$ is the boundary of $B_{i}^{1}$ in $R^{2}$.

Modulo homeomorphisms we have therefore $Z_{p}=B^{2 n-2}$ (solid sphere in $R^{2 n-2}$ ) and $Z_{p} \cap S=S^{2 n-3}=$ Boundary of $B^{2 n-2}$ in $R^{2 n-2}$, so that $Z_{p} \cap S$ is not a retract of $Z_{p}$.

There is however a retraction $\phi: S \rightarrow Z_{p} \cap S$ given by $\phi(P)=P^{*}$, with $t^{*}=\tau, x_{p}^{*}=x_{p}^{0}, x_{i}^{*}=\varphi(\tau) / \varphi(t)\left|x_{p}^{0}\right| /\left|x_{p}\right| \cdot x_{i}, i \neq p$. The verification is trivial.

By using the theorem of Ważewski we can conclude the existence of at least one point $P_{0}:\left(\tau, x_{0}\right) \in Z_{p}-S$ with $I\left(t, P_{0}\right) \subset \omega_{p}$ for every $t \geqq \tau$. This means that the solution $x_{p}(t)=\left(x_{1 p}(t), \cdots, x_{n p}(t)\right)$ of (II) passing through $P_{0}$ satisfies

$$
\frac{\left|x_{i p}(t)\right|}{\left|x_{p p}(t)\right|}<\varphi(t) \text { for } t \geqq \tau \text { and } i \neq p .
$$

Letting $p=1, \cdots, n$ we find $n$ solutions $\left(x_{1}(t), \cdots, x_{n}(t)\right)$ with the required property. Let us show that these solutions can be taken linearly independent.

By choosing $Z_{p}$ with sufficiently large $\tau$ and $x_{p p}^{0}=1$ the absolute values of the coordinates $x_{i p}, i \neq p$, of the points of $Z_{p}$ can be made arbitrarily small. We then have

$$
\left(\begin{array}{c}
x_{1}(\tau) \\
x_{2}(\tau) \\
\vdots \\
x_{n}(\tau)
\end{array}\right)=\left(\begin{array}{cccc}
\varepsilon_{11} & \cdots & \varepsilon_{1 n} \\
\varepsilon_{21} & \cdots & \varepsilon_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
\varepsilon_{n 1} & \cdots & \varepsilon_{n n}
\end{array}\right)
$$

where $\varepsilon_{i i}=1$ and the $\left|\varepsilon_{i j}\right|$ are smaller than any given positive number for all $i \neq j$. This completes the proof

In the following theorem we will look for linearly independent solutions of (II) with similar properties to those of Theorem II-I but not necessarily requiring that they form a fundamental set of solutions of (II).

Theorem II-2. Suppose that the system (II) satisfies the following hypotheses:
(1) The coefficients $f_{i}, g_{i j}, T \leqq t<\infty$, are continuous functions (in general complex-valued) for the real variable $t$.
(2) There exists a natural number $r \leqq n$ such that $R\left(f_{r}\right)=\cdots=$
 $\int_{T}^{\infty}\left|R\left(f_{i i}-g_{j j}\right)\right| d t<\infty$.

Then there exists $s+1(r+s=n)$ linearly independent solutions
such that $\lim _{t \rightarrow \infty} x_{i k} / x_{k k}=0$ for all $i \neq k, k=r, \cdots, n$.
Proof. Given an integer $p, r \leqq p \leqq n$, we prooceed exactly as in Theorem II-1 up to the point where we got the expression:

$$
\varphi(t) R\left(f_{q}-f_{p}+g_{q q}-g_{p p}\right)-\dot{\varphi}(t)-\varphi(t) \sum_{j \neq p}\left|g_{p j}\right|-\sum_{j \neq q}\left|g_{q j}\right|
$$

which we denote by $B_{q}$.
As we have $R\left(f_{q}-f_{p}\right) \geqq 0$ for all $q, 0<q \leqq n$, it follows $(\mathcal{P}(t)<1)$

$$
B_{q} \geqq-\dot{\varphi}(t)-g(t) \text { where } \int_{t 0}^{\infty} g(t) d t<\infty
$$

Making $\varphi(t)=\int_{t}^{\infty}\left[g(s)+e^{-s}\right] d s$ it follows that $\varphi(t)>0, \varphi$ is differentiable, $\lim _{t \rightarrow \infty} \varphi(t) \stackrel{J_{t}}{=} 0$ and $B_{q}>0$.

Proceeding as in Theorem II-1 we find a set of $(s+1)$ solutions $\left(x_{r}(t), \cdots, x_{n}(t)\right)$. Still by a similar reasoning we may show that these solutions can be so chosen that for a sufficiently large $\tau$ we have

$$
\left(x_{r}(\tau), \cdots, x(\tau)\right)=\left(\begin{array}{l}
\varepsilon_{1 r}, \cdots, \varepsilon_{1 n} \\
\cdots \cdots \cdots, \\
\varepsilon_{r r}, \cdots, \varepsilon_{r n}
\end{array}\right)
$$

with $\varepsilon_{i i}=1$ and the $\left|\varepsilon_{i j}\right|, i \neq j$, smaller than any given positive number, so that, they are linearly independent.

If $n=2$ Theorem II-2, with some supplementary hypotheses, leads us to a deeper result. As already mentioned in the Introduction the following theorem is due to Professor J. L. Massera with whose permission it is reproduced here.

Theorem II-3. Suppose that the system

$$
\dot{x}=f_{1}(t) x+g_{11}(t) x+g_{12}(t) y
$$

$$
\dot{y}=f_{2}(t) y+g_{21}(t) x+g_{22}(t) y
$$

satisfies the following hypotheses:
(1) The coefficients $f_{i}, g_{i j}, T \leqq t<\infty$, are continuous real-valued functions of the real variable $t$.
(2) $f_{1}(t) \geqq f_{2}(t), \int_{T}^{\infty}\left(f_{1}(t)-f_{2}(t)\right) d t=\infty, \int_{T}^{\infty}\left|g_{i j}(t)\right| d t<\infty$ for $i \neq j$ and $\int_{T}^{\infty}\left|g_{11}(t)-g_{22}(t)\right| d t<\infty$.

Then there exists a solution $\left(x_{1}(t), y_{1}(t)\right)$ satisfying $\lim _{t \rightarrow \infty} x_{1}(t) / y_{1}(t)$ $=0$ and, for any other solution $(x(t), y(t))$ which is not proportional to $\left(x_{1}(t), y_{1}(t)\right)$, we have $\lim _{t \rightarrow \infty} y(t) / x(t)=0$.

Proof. The existence of a solution $\left(x_{1}(t), y_{1}(t)\right)$ with the required property follows from Theorem II-2.

Without loss of generality we may assume $g_{11}=g_{22}=0$. Choose $t_{0} \geqq T$ so large that $\int_{t 0}^{\infty}\left(\left|g_{12}\right|+\left|g_{21}\right|\right) d t<\pi / 4$. Let $\left(x_{2}(t), y_{2}(t)\right)$ be the solution which satisfies $x_{2}\left(t_{0}\right)=1, \mathrm{y}_{2}\left(t_{0}\right)=0$. Setting $\theta(t)=\arg \left(x_{2}(t)\right.$, $y_{2}(t)$ ), we claim, in the first place, that $|\theta(t)|<\pi / 4$ for $t \geqq t_{0}$. Assume that this were not the case. It then follows that there exists an interval $\left(t_{1}, t_{2}\right), t_{1} \geqq t_{0}$, such that $\theta\left(t_{1}\right)=0,\left|\theta\left(t_{2}\right)\right|=\pi / 4,0<|\theta(t)|<\pi / 4$ for $t_{1}<$ $t<t_{2}$, say, $\theta\left(t_{2}\right)=\pi / 4,0<\theta(t)<\pi / 4$ for $t_{1}<t<t_{2}$, whence $x_{2}(t) \cdot y_{2}(t)$ $>0$ in $\left(t_{1}, t_{2}\right)$. Since

$$
\dot{\theta}=\frac{\dot{y}_{2} x_{2}-\dot{x}_{2} y_{2}}{x_{2}^{2}+y_{2}^{2}}=\frac{g_{21} x_{2}^{2}-g_{12} y_{2}^{2}+\left(f_{2}-f_{1}\right) x_{2} y_{2}}{x_{2}^{2}+y_{2}^{2}},
$$

we arrive to the contradiction $\pi / 4=\theta\left(t_{2}\right)-\theta\left(t_{1}\right)=\int_{t_{1}}^{t_{2}} \dot{\theta} d t<\pi / 4$.
We next prove that $\lim _{t \rightarrow \infty} y_{2}(t) / x_{2}(t)=0$, or equivalently $\lim _{t \rightarrow \infty} \theta(t)$ $=0$. There exsists a sequence $t_{n} \rightarrow \infty$ with $\theta\left(t_{n}\right) \rightarrow 0$, otherwise $\theta(t)>$ $\theta_{0}>0$, say, which leads to the contradiction

$$
\begin{aligned}
\theta(t)-\theta\left(t_{0}\right) \leqq & -\int_{t_{0}}^{t}\left(f_{1}(t)-f_{2}(t)\right) \sin \theta(t) \cos \theta(t) d t \\
& +\int_{t_{0}}^{t}\left(\left|g_{12}\right|+\left|g_{21}\right|\right) d t \rightarrow-\infty .
\end{aligned}
$$

Now, given $\varepsilon>0$, choose $t_{n}$ such that $\left|\theta\left(t_{n}\right)\right|<\varepsilon / 2, \int_{t n}^{\infty}\left(\left|g_{12}\right|+\left|g_{21}\right|\right) d t<$ $\varepsilon / 2$. An argument similar to the one used to prove $|\theta(t)|<\pi / 4$ then shows that $|\theta(t)|<\varepsilon$ for $t \geqq t_{n}$.

Assume $t_{0}$ large enough so that $\left|x_{1}(t)\right| /\left|y_{1}(t)\right|<1,\left|y_{2}(t)\right| /\left|x_{2}(t)\right|<1$ for $t \geqq t_{0}$ and, say, $y_{1}(t)>0, x_{2}(t)>0$; then

$$
\dot{y}_{1}(t) \leqq\left(f_{2}(t)+\left|g_{21}(t)\right|\right) . y_{1}(t)
$$

$$
\dot{x}_{2}(t) \geqq\left(f_{1}(t)-\left|g_{12}(t)\right|\right) . x_{2}(t),
$$

whence

$$
\begin{aligned}
& y_{1}(t) \leqq y_{1}\left(t_{0}\right) \cdot \exp \left(\int_{t_{0}}^{t}\left(f_{2}(t)+\left|g_{21}(t)\right|\right) d t\right), \\
& x_{2}(t) \geqq x_{2}\left(t_{0}\right) \cdot \exp \left(\int_{t 0}^{t}\left(f_{1}(t)-\left|g_{12}(t)\right|\right) d t\right)
\end{aligned}
$$

and

$$
\frac{y_{1}(t)}{x_{2}(t)} \leqq \frac{y_{1}\left(t_{0}\right)}{x_{2}\left(t_{0}\right)} . \exp \left(\int_{t 0}^{t}\left(f_{2}(t)-f_{1}(t)+\left|g_{12}(t)\right|+\left|g_{21}(t)\right|\right) d t\right) \rightarrow 0
$$

Finally, any solution $(x(t), y(t))$ which is not proportional to $\left(x_{1}(t)\right.$, $y_{1}(t)$ ) satisfies, for a certain constant value $k$,

$$
\frac{y(t)}{x(t)}=\frac{y_{2}(t)+k y_{1}(t)}{x_{2}(t)+k y_{2}(t)}=\frac{\left(y_{2}(t) / x_{2}(t)\right)+k\left(y_{1}(t) / x_{2}(t)\right)}{1+k\left(x_{1}(t) / y_{1}(t)\right)\left(y_{1}(t) / x_{2}(t)\right)} \rightarrow 0 .
$$

## Part III

Consider the linear differential systems

$$
\begin{align*}
& \dot{x}=A(t) x+B(t) x  \tag{III}\\
& \dot{y}=A(t) y \tag{III'}
\end{align*}
$$

where $A(t), B(t), T \leqq t<\infty$, are continuous complex matrix functions.
Conti [2, Theorem I, p. 589] proved that: if $\int^{\infty}|B(t)| d t<\infty$ where $B(t)=\left(b_{j}^{i}(t)\right)$ and $|B(t)|=\sum_{i, j}\left|b_{j}^{i}(t)\right|$ and if (III') is uniformly stable, then the system (III) and (III') are asymptotically equivalent ${ }^{3}$.

The theorem of Wintner [7, 7-i, p. 423] stating that:
If $B(t)=\left(b_{j}^{i}(t)\right), T \leqq t<\infty, i, j=1, \cdots, n$, is a matrix of $n^{2}$ continuous functions satisfying $\int^{\infty}|B(t)| d t<\infty$, then every solution of $\dot{x}=B(t) x$ tends to a finite limit as $t \rightarrow \infty$, is a particular case of Conti's result $(A(t)=0)$.

Our Theorem III-3, is also a generalization of Wintner's theorem but different from that of Conti.

Theorems III-1 and III-2, which are preliminary to Theorem III-3, give us some information, though less than asymptotic equivalence, concerning the behavior of two systems, one of which not necessarily linear.

Theorem III-1. Suppose that the systems

[^58]\[

$$
\begin{align*}
& \dot{x}_{i}=f_{i}(t) x_{i}+g_{i}(t, x),  \tag{III-1}\\
& \dot{y}_{i}=f_{i}(t) y_{i},
\end{align*}
$$
\]

$$
i=1, \cdots, n, \quad g(t, x)=\left(g_{i}(t, x)\right)
$$

satisfy the following hypotheses:
(1) $f_{i}(t), T \leqq t<\infty$, are continuous functions (in general complexvalued) of the real variable $t ; g_{i}(t, x)$ are functions (in general complexvalued) continuous in

$$
\Omega=\left\{(t, x)\left|t>T,|x|=\sum_{i=1}^{n}\right| x_{i} \mid<\infty\right\}
$$

and satisfy some condition which implies the existence of only one integral passing through each point of $\Omega$.
(2) $|g(t, x)| \leqq|x| F(t)$ on $\Omega$.
(3) There exists a negative constant $K$ such that

$$
K \leqq \int_{t}^{v} R\left(f_{i}(\tau)\right) d \tau
$$

for all $v \geqq t>T$ and

$$
\int^{\infty} F(t) \exp \left[\int_{T}^{t} R\left(f_{i}(s)\right) d s\right] d t<\infty
$$

for all $i=1, \cdots, n$.
Then for every solution $y(t)$ of III-2 there is a solution $x(t)$ of III-1 such that $\lim _{t \rightarrow \infty}[x(t)-y(t)]=0$.

Proof. We define $\omega=\left\{P \in \Omega| | x_{i}-y_{i}(t) \mid<\varphi_{i}(t), t>t_{0} \geqq T\right\}$ where the $\varphi_{i}(t)$ and $t_{0}$ will be adequately chosen so that for all $t \geqq t_{0}, i=1, \cdots, n$, we have: $\varphi_{i}(t)>0, \varphi_{i}$ differentiable, $\lim _{t \rightarrow \infty} \varphi_{i}(t)=0$ and $\omega$ a generalized regular polyfacial set.

If we put

$$
\begin{array}{ll}
H_{i}(P)=\left|x_{i}-y_{i}(t)\right|^{2}-\varphi_{2}^{2}(t), & i=1, \cdots, n \\
H_{n+1}(P)=t_{0}-t &
\end{array}
$$

it follows that $\omega=\left\{P \mid H_{i}(P)<0, i=1, \cdots, n+1\right\}$.
For all $i, 1 \leqq i \leqq n$,
$\Gamma_{i}=\left\{P \in \Omega \| x_{i}-y_{i}(t)\left|=\varphi_{i}(t),\left|x_{j}-y_{j}(t)\right| \leqq \varphi_{j}(t), j=1, \cdots, n, t \geqq t_{0}\right\}\right.$.
An easy computation shows that

$$
\begin{aligned}
& \frac{1}{2}\left[D_{(\mathrm{III}-1)} H_{i}(P)\right] P \in \Gamma_{i} \geqq \varphi_{i}^{2}(t) R\left[f_{i}(t)\right]-\varphi_{i}(t) \dot{\varphi}_{i}(t) \\
& \quad-\varphi_{i}(t) F(t)\left[\sum_{k=1}^{n}\left|x_{i}-y_{k}\right|+\left|y_{k}\right|\right] .
\end{aligned}
$$

As we want $\varphi_{i}(t)>0$ and $\lim _{t \rightarrow \infty} \varphi_{i}(t)=0$, we can take $t_{0}$ such that $\sum_{i=1}^{n} \varphi_{i}(t)<1$ for all $t \geqq t_{0}$. Then,

$$
\begin{aligned}
& \frac{1}{2}\left[D_{(\mathrm{III}-1)} H_{i}(P)\right] P \in \Gamma_{i} \geqq \varphi_{i}^{2}(t) R\left[f_{i}(t)\right]-\varphi_{i}(t) \dot{\varphi}_{i}(t)-\varphi_{i}(t) F(t) \\
& \quad-\varphi_{i}(t) F(t) \sum_{k=1}^{n}\left|c_{k}\right| \exp \int_{t_{0}}^{t} R\left[f_{k}(s)\right] d s \geqq \varphi_{i}^{2}(t) R\left[f_{i}(t)\right]-\varphi_{i}(t) \dot{\varphi}_{i}(t) \\
& \quad-\varphi_{i}(t) F(t) \sum_{k=1}^{n}\left|d_{k}\right| \exp \int_{t_{0}}^{t} R\left[f_{k}(s)\right] d s \geqq \varphi_{i}^{2}(t) R\left[f_{i}(t)\right]-\varphi_{i}(t) \dot{\varphi}_{i}(t) \\
& \quad-\varphi_{i}(t) h(t)
\end{aligned}
$$

where we can assume $\int^{\infty} h(t) d t<\infty$ and, without loss of generality, $h(t)>0$ for all $t \geqq t_{0}$.

In order to have, for all $i=1, \cdots, n,\left[D_{(\mathrm{III}-1)} H_{i}(P)\right] P \in \Gamma_{i}>0$ it is sufficient to choose $\varphi(t)$ such that

$$
-\dot{\varphi}_{i}(t)+R\left[f_{i}(t)\right] \varphi_{\imath}(t)-h(t)>0 .
$$

The problem is then to look for a solution $z(t)$ of $\dot{z}<\sigma(t) z-\gamma(t)$ satisfying $z(t)>0$ for all $t \geqq t_{0}, \lim _{t \rightarrow \infty} z(t)=0$, knowing that $\gamma(t)>0$ for all $t \geqq t_{0}, \int^{\infty} \gamma(t) d t<\infty$ and $\int_{t}^{v} \sigma(s) d s \geqq K$ for some constant $K$ and all $v \geqq t \geqq t_{0}$. If $W(t)$ is a solution of $\dot{W}=\sigma(t) W-\gamma(t)$ it follows that $z(t)=2 W(t)$ is a solution of $\dot{z}<\sigma(t) z-\gamma(t)$. It is then sufficient to find a solution $W(t)$ satisfying $W(t)>0$ for all $t \geqq t_{0}$ and $\lim _{t \rightarrow \infty} W(t)$ $=0$. The solution $W(t)=\exp \left(\int_{t_{0}}^{t} \sigma(s) d s\right)$. $\int_{t}^{\infty} \gamma(v) \exp \left(-\int_{t_{0}}^{v} \sigma(s) d s\right) d v$ exists and indeed $W(t) \rightarrow 0$ as $t \rightarrow \infty$ because

$$
W(t)=\int_{t}^{\infty} \gamma(v) \exp \left(-\int_{t}^{v} \sigma(s) d s\right) d v \leqq e^{-K} \int_{t}^{\infty} \gamma(v) d v .
$$

Since $\left[D_{(\mathrm{III}-1)} H_{n+1}(P)\right]=-1$ it follows that $\omega$ is a generalized regular polyfacial set and $S=S^{*}=\bigcup_{i=1}^{n} \Gamma_{i}-\Gamma_{n+1}$.

If we choose

$$
Z=\left\{(t, x)\left|t=\tau>t_{0},\left|x_{j}-y_{j}(\tau)\right| \leqq \varphi_{j}(\tau), j=1, \cdots, n\right\}\right.
$$

it follows that $S \cap Z=\bigcup_{i=1}^{n} \Gamma_{i} \cap Z-\Gamma_{n+1}$

$$
\begin{aligned}
\Gamma_{i} \cap Z & =\{t, x)\left|t=\tau,\left|x_{i}-y_{i}(\tau)\right|\right. \\
& \left.=\varphi_{i}(\tau),\left|x_{j}-y_{j}(\tau)\right| \leqq \varphi_{j}(\tau), j=1, \cdots, n\right\}
\end{aligned}
$$

Then $Z=\prod_{j=1}^{n} B_{j}^{2}$

$$
Z \cap S=\bigcup_{j=1}^{n} B_{1}^{2} \times \cdots \times B_{j-1}^{2} \times S_{j}^{1} \times B_{j+1}^{2} \times \cdots \times B_{n}^{2}
$$

and, modulo homomorphisms, $Z=B^{2 n}, Z \cap S=S^{2 n-1}$ so that $Z \cap S$ is not a retract of $Z$. However, it is easily seen that $\phi: S \rightarrow S \cap Z$ given by $\phi(P)=P^{*}$, with $t^{*}=\tau, x_{i}^{*}=y_{i}(\tau)+\left[x_{i}-y_{i}(t)\right] \phi_{i}(\tau) / \phi_{i}(t)$, is a retraction.

Using the theorem of Wazewski we can conclude the existence of at least one point $P_{0}:\left(\tau, x_{0}\right) \in Z-S$ such that $\left(t, x\left(t, P_{0}\right)\right)=I\left(t, P_{0}\right) \subset \omega$ for all $t \geqq t_{0}$.

Since $x\left(t, P_{0}\right)$ is defined in the future, i.e., $\beta\left(P_{0}\right)=\infty$ (because $\beta\left(P_{0}\right)<\infty$ implies $\left\{I\left(t, P_{o}\right) \mid t_{0} \leqq t<\beta\left(P_{o}\right)\right\}$ bounded, which is not possible), it follows that $\lim _{t \rightarrow \infty}\left[x\left(t, P_{0}\right)-y(t)\right]=0$.

Corollary 1. Suppose that the systems
(III-2')

$$
\begin{gather*}
\dot{x}_{i}=f_{i}(t) x_{i}+\sum_{j=1}^{n} g_{i j}(t) x_{j}  \tag{III-1'}\\
\dot{y}_{i}=f_{i}(t) y_{i}
\end{gather*}
$$

$$
i=1, \cdots, n, \quad g(t)=\left(g_{i j}(t)\right)
$$

satisfy the following hypotheses:
(1) The coefficients $f_{i}, g_{i j}, T \leqq t<\infty$, are continuous functions (in general complex-valued) of the real variable $t$.
(2) There exists a constant $K$ such that

$$
\begin{aligned}
K \leqq & \int_{t}^{v} R\left[f_{i}(s)\right] d s \text { for all } v \geqq t \geqq T \text { and } \\
& \int^{\infty}|g(t)| \exp \left\{\int_{T}^{t} R\left[f_{i}(s)\right] d s\right\} d t<\infty, \quad i=1, \cdots, n .
\end{aligned}
$$

Then for every solution $y(t)$ of (III-2') there exists a solution $x(t)$ of $\left(I I I-1^{\prime}\right)$ such that $\lim _{t \rightarrow \infty}[x(t)-y(t)]=0$.

The theorem of Wintner mentioned before follows a once from Corollary 1.

Theorem III-2. Suppose that the systems

$$
\begin{align*}
& \dot{x}_{i}=\sum_{j=1}^{n} f_{i j}(t) x_{i}+g_{i}(t, x)  \tag{III-A}\\
& \dot{y}_{i}=\sum_{j=1}^{n} f_{i j}(t) y_{j}  \tag{III-B}\\
& i, j=1, \cdots, \quad g(t, x)=\left(g_{j}(t, x)\right)
\end{align*}
$$

satisfy the following hypotheses:
(1) $f_{i j}(t), T \leqq t<\infty$, are continuous functions (in general complexvalued) of real variable $t ; g_{i}(t, x)$ are functions (in general complexvalued) continuous in

$$
\Omega=\{(t, x)|t<T,|x|<\infty\}
$$

and satisfy some condition which implies the existence of only one integral passing through each point of $\Omega$.
(2) $|g(t, x)| \leqq|x| F(t)$ in $\Omega$.
(3) There exists a constant $K$ such that

$$
\begin{aligned}
K \leqq & \int_{t}^{v} R\left[f_{i i}(s)\right] d s \text { for all } v \geqq t \geqq T \text { and } \\
& \int^{\infty} F(t) \exp \left\{\int_{T}^{t} R\left[f_{i i}(s)\right] d s\right\} d t<\infty, \quad i=1, \cdots, n \\
& \int^{\infty}\left|f_{i j}(t)\right| \exp \left\{\int_{T}^{t} R\left[f_{k k}(s)\right] d s\right\} d t<\infty, \quad k=1, \cdots, n, i \neq j
\end{aligned}
$$

Then for every solution $y(t)$ of (III-B) there is a solution $x(t)$ of $(I I I-A)$ such that $\lim _{t \rightarrow \infty}[x(t)-y(t)]=0$

Proof. Consider the systems
(III-A) $\quad \dot{x}_{i}=f_{i i}(t) x_{i}+\widetilde{g}_{i}(t, x)$ where $\widetilde{g}_{i}(t, x)=g_{i}(t, x)+\sum_{j \neq i} f_{i j}(t) x_{j}$
(III-C) $\quad \dot{z}_{i}=f_{i i}(t) z_{i}$.
These systems satisfy the condition of Theorem III-1. Hence for every solution $z(t)$ of (III-C) there is a solution $x(t)$ of

$$
\begin{equation*}
\text { such that } \lim _{t \rightarrow \infty}[z(t)-x(t)]=0 \tag{III-A}
\end{equation*}
$$

Consider now the systems

$$
\begin{align*}
& \dot{y}_{i}=\sum_{j=1}^{n} f_{i j}(t) y_{j}  \tag{III-B}\\
& \dot{z}_{i}=f_{i i}(t) z_{i} .
\end{align*}
$$

It is easy to see that they also satisfy the hypotheses of Theorem III-1. Hence for every solution $z(t)$ of (III-C) there is a solution $y(t)$ of (III-B) such that $\lim _{t \rightarrow \infty}[y(t)-z(t)]=0$. But we can also prove that for every solution $y(t)$ of (III-B) there is a solution $z(t)$ of (III-C) such that $y(t)-z(t) \rightarrow 0$ as $t \rightarrow \infty$. For that purpose it is enough to show that there is a fundamental set $z^{1}(t), \cdots, z^{n}(t)$ of solutions of (III-C) such that the solutions $y^{1}(t), \cdots, y^{n}(t)$ satisfying $y^{i}(t)-z^{i}(t) \rightarrow 0$ as $t \rightarrow \infty$, for all $i=1, \cdots, n$, are a fundamental set of solutions of (III B).

Let us take $z^{i}(t)=\left(\begin{array}{c}z_{1}^{i}(t) \\ \vdots \\ z_{n}^{i}(t)\end{array}\right)$ such that $z_{j}^{i}(t)=0$ for all $j \neq i$ and $z_{j}^{i}(t)$ $=\exp \left(\int_{T}^{t} f_{i i}(s) d s\right)$ for all $i=1, \cdots, n$.

The corresponding $y^{i}(t), i=1, \cdots, n$, satisfy $\lim _{t \rightarrow \infty} y_{j}^{i}(t)=0$ if $j \neq i$ and $\lim _{t \rightarrow \infty} \mid y_{1}^{i}(t)-\exp \left[\int_{T}^{t} f_{i i}(s) d s \mid=0\right.$. Hence, there exists $t_{0}$ such that $t \geqq t_{0}$ implies

$$
\left|y_{i}^{i}(t)-\exp \left[\int_{T}^{t} f_{i i}(s) d s\right]\right|<\frac{1}{2} e^{K}
$$

Whence

$$
\left|y_{i}^{i}(t)\right|>\exp \left\{\int_{T}^{t} R\left[f_{i i}(s)\right] d s\right\}-\frac{1}{2} e^{K} \geqq \frac{1}{2} e^{K}
$$

Therefore, for any $\varepsilon>0$ there is a $t(\varepsilon)$ such that $t \geqq t(\varepsilon)$ implies $\left|y_{i}^{i}(t)\right|>1 / 2 e^{K}, i=1, \cdots, n$, and $\left|y_{j}^{i}(t)\right|<\varepsilon$ for all $i \neq j$. This implies the existence of a $\tau \geqq T$ with $\operatorname{det}\left(y^{1}(\tau), \cdots, y^{n}(\tau)\right) \neq 0$ and $\left(y^{1}(t), \cdots\right.$, $y^{n}(t)$ ) is a fundamental set of solutions of (III-B).

From the results concerning the systems (III-A), (III-C) and (III-B), (III-C) we conclude that for every solution $y(t)$ of (III-B) there is a solution $x(t)$ of (III-A) such that $\lim _{t \rightarrow \infty}[x(t)-y(t)]=0$.

Theorem III-3. Suppose that the systems

$$
\dot{x}_{i}=\sum_{j=1}^{n} f_{i j}(t) x_{j}(t) x_{j}+\sum_{j=1}^{n} g_{i j}(t) x_{j}
$$

$$
\dot{y}_{i}=\sum_{j=1}^{n} f_{i j}(t) y_{j}
$$

$$
i, j=1, \cdots, n
$$

satisfy the following hypotheses:
(1) The coefficients $f_{i j}, g_{i j}, T \leqq t<\infty$, are continuous functions (in general complex-valued) of the real variable $t$.
(2) There exists constant $K$ such that $K \leqq \int_{t}^{v} R\left[f_{i i}(s)\right] d s$ for all $v \geqq t \geqq T, i=1, \cdots, n$, and

$$
\begin{aligned}
& \int^{\infty}\left|g_{i j}(t)\right| \exp \left\{\int_{T}^{t} R\left[f_{k k}(s)\right] d s\right\} d t<\infty, \quad i, j, k=1, \cdots, n \\
& \int^{\infty}\left|f_{i j}(t)\right| \exp \left\{\int_{T}^{t} R\left[f_{k k}(s)\right] d s\right\} d t<\infty, \quad i, j, k=1, \cdots, n, i \neq j
\end{aligned}
$$

Then the systems (III- $\alpha$ ) and (III- $\beta$ ) are asymptotically equivalent.

Proof. By Theorem III-2 for every solution $y(\mathrm{t})$ of (III- $\beta$ ) there is a solution $x(t)$ of (III- $\alpha$ ) such that $\lim _{t \rightarrow \infty}[x(t)-y(t)]=0$.

Let us show that given a fundamental set $\left(y^{1}(t), \cdots, y^{n}(t)\right)$ of solutions of (III- $\beta$ ) the corresponding solutions ( $x^{1}(t), \cdots, x^{n}(t)$ ) of (III- $\alpha$ ) satisfying $\lim _{t \rightarrow \infty}\left[x^{i}(t)-y^{i}(t)\right]=0, i=1, \cdots, n$, also form a fundamental set of solutions.

Consider the auxiliary system

$$
\dot{z}_{i}=f_{i i}(t) z_{i}, \quad i=1, \cdots, n
$$

Applying the argument used in Theorem III-2 to the systems (III- $\beta$ ), (III- $\gamma$ ) we conclude that there exists a fundamental set ( $y^{1}(t), \cdots, y^{n}(t)$ ) of solutions of (III- $\beta$ ) and a $t_{0}$ such that $t \geqq t_{0}$ implies

$$
\left|y_{i}^{i}(t)\right| \geqq \frac{1}{2} e^{K} \text { and } y_{j}^{i}(t) \rightarrow 0 \text { as } t \rightarrow \infty \text { for all } i \neq j
$$

Let $\left(x^{1}(t), \cdots, x^{n}(t)\right)$ be the solutions of (III- $\alpha$ ) such that $\lim _{t \rightarrow \infty}$ $\left[x^{i}(t)-y^{i}(t)\right]=0$ (the existence of which follows from Theorem III-2). Then $\lim _{t \rightarrow \infty} x_{j}^{\imath}(t)=0$ for all $i \neq j$ and there exists $\tau \geqq t_{0}$ such that $t \geqq \tau$ implies $\left|x_{i}^{i}(t)\right|>1 / 4 e^{K}$.

For sufficiently large $t$ we have therefore

$$
\operatorname{det}\left(x^{1}(t), \cdots, x^{n}(t)\right) \neq 0
$$

and this means that $\left(x^{1}(t), \cdots, x^{n}(t)\right)$ is a fundamental set of solutions of (III- $\alpha$ ).

The systems (III- $\alpha$ ) and (III- $\beta$ ) being linear this implies that they are asymptotically equivalent.
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## A THEOREM ON REGULAR MATRICES

Peter Perkins

In this paper it will be proved that if any nonnegative, square matrix $P$ of order $r$ is such that $P^{m}>0$ for some positive integer $m$, then $P^{r^{2}-2 r+2}>0$. This result has already appeared in the literature, [2], but the following is a complete and elementary proof given in detail except for one theorem of I. Schur in [1] which is stated without proof. The term regular is taken from Markov chain theory ${ }^{1}$ in which a regular chain is one whose transition matrix has the above property.

A graph $G_{P}$ associated with any nonnegative, square matrix $P$ of order $r$ is a collection of $r$ distinct points $S=\left\{s_{1}, s_{2}, \cdots, s_{r}\right\}$, some or all of which are connected by directed lines. There is a directed line (indicated pictorially by an arrow) from $s_{i}$ to $s_{j}$ in the graph $G_{P}$ if and only if $p_{i j}>0$ in the matrix $P=\left(p_{i j}\right)$. A path sequence or path in $G_{P}$ is any finite sequence of points of $S$ (not necessarily distinct) such that there is a directed line in $G_{P}$ from every point in the sequence to its immediate successor. The length of a path is one less than the number of occurrences of points in its sequence. A cycle is any path that begins and ends with the same point and a simple cycle is a cycle in which no point occurs twice except, of course, for the first (and last). Two cycles are distinct if their sequences are not cyclic permutations of each other. A nonnegative, square matrix $P$ is regular if $P^{m}>0$ for some positive integer $m$. Likewise, a graph $G_{P}$ associated with a nonnegative. square matrix $P$ is regular if there exists a positive integer $m$ such that an infinite set of paths $A_{0}, A_{1}, \cdots, A_{n}, \cdots$ can be found, the length of each path being $L_{n}=m+n, n=0,1,2, \cdots$. The usual notation $p_{i j}^{(m)}$ is used to denote the $i j$ th entry of the matrix $P^{m}$. In all that follows we shall consider only regular matrices $P$ and their associated graphs $G_{P}$.

Some immediate consequences of these definitions and the definition of matrix multiplication are the following:
(1) There is a path $s_{k_{1}} \cdots s_{k_{m+1}}$ in $G_{P}$ if and only if $p_{k_{1} k_{m+1}}^{(m)}>0$ in $P^{m}$.
(2) $P$ is regular if and only if $G_{P}$ is regular.
(3) There exists some path from any point in $G_{P}$ to any point in $G_{P}$.
(4) For any given $i$ and $j$ there exists some $m$ such that $p_{i \jmath}^{(m)}>0$.
(5) If $P^{m}>0$ then $P^{m+n}>0, n=0,1,2, \cdots$.

Let $C=\left\{C_{1}, C_{2}, \cdots, C_{t}\right\}$ be all the distinct simple cycles of $G_{P}$ and $\left\{c_{1}, c_{2}, \cdots, c_{t}\right\}$ be the corresponding lengths.

[^59]Lemma 1. The length of any cycle $C^{*}$ is always of the form $c^{*}=$ $\sum_{\imath=1}^{t} a_{i} c_{i}$, where $a_{i}$ is some nonnegative integer.

Proof. Let any cycle $C^{*}=s_{k_{1}}, s_{k_{2}}, \cdots, s_{k_{m}}$ be given $\left(k_{1}=k_{m}\right)$. Let $C^{*}=C_{1}^{*}$ and form $C_{i+1}^{*}$ in the following manner from $C_{i}^{*}$ : Wherever simple cycle $C_{i}$ occurs in cycle $C_{i}^{*}$ delete it except for its last point, thus forming the new cycle $C_{i+1}^{*}$. It is clear that after the $t$ th step there will remain only a single point of the original $C^{*}$, which has of course zero length. If we let $a_{i}$ be the number of times simple cycle $C_{i}$ occurred in cycle $C_{i}^{*}$ then the lemma follows.

Theorem 1. If $G_{P}$ is any regular graph then it must contain a set of simple cycles whose lengths are relatively prime.

Proof. By the regularity assumption and (1) there exists a positive integer $m$ such that cycles of lengths $L_{n}=m+n, n=0,1,2, \cdots$ can be found in $G_{P}$. Also, from Lemma 1, $L_{n}=\sum_{i=1}^{t} a_{i} c_{i}$ for $n=0,1,2, \cdots$, and suitable $a_{i}$. Let $d$ be the common factor of the simple cycle lengths $c_{i}$. Then

$$
\sum_{1=1}^{t} a_{i} c_{i}=d \sum_{i=1}^{t} a_{i} c_{i}^{\prime}
$$

which could never equal $m+n, n=0,1,2, \cdots$ unless $d=1$.
We would like to find a least integer $M$ such that for arbitrary points $s_{i}$ and $s_{j}$ there are paths beginning at $s_{i}$ and ending at $s_{j}$ and whose lengths are $L_{n}=M+n, n=0,1,2, \cdots$. If we can do this, then, by (1), we shall have also found a least integer $M$ such that $P^{M}>0$ where $P$ is the regular matrix associated with $G_{P}$.

Let us say that a path touches a given set of points if there is some point belonging to both the path and the set. Then we have

Lemma 2. Let $G_{P}$ be a regular graph with $r$ points, let $S$ be a subset containing $r_{k}$ distinct points of the graph, and let $g$ be any point of $G_{P}$. Then there always exists a path from $g$ which touches $S$ whose length is less than or equal to $r-r_{k}$.

Proof. If $g \in S$ then the lemma is trivial. Suppose $g \notin S$. By (3) there is at least one path which starts at $g$ and touches the set $S$. Let $p=g_{0}, g_{1}, \cdots, s$ be such a path of shortest length. Obviously no point of $S$ can precede the final point $s$ in this path sequence $p$. Furthermore, there can be no repeated points in $p$, for the deletion of any cycle (except for its last point) would produce a path from $g$ to $S$ shorter than path $p$, contrary to the choice of $p$. Therefore, $p$ can have at most $r-r_{k}$ points.

We shall say that a minimal set of relatively prime integers is a set of relatively prime integers such that if one of the integers is deleted the remaining integers are no longer relatively prime. A step along a path in $G_{P}$ is a pair of consecutive points of the path sequence.

Theorem 2. If $R=\left\{R_{1}, R_{2}, \cdots, R_{k}\right\}$ is a set of simple cycles of graph $G_{P}$ whose lengths $\left\{r_{1}, r_{2}, \cdots, r_{k}\right\}$ form a minimal set of relatively prime integers and if $s_{i}$ and $s_{j}$ are arbitrary points of $G_{P}$, then there is always a path which starts at $s_{i}$, ends at $s_{j}$, touches each cycle of $R$ and whose length $L \leqq(k+1) r-\sum_{i=1}^{k} r_{i}-1$.

Proof. Note that the set of distinct points belonging to a simple cycle contains a number of points exactly equal to the length of the cycle. Hence, by Lemma 2 there is a path from an arbitrary point $s_{i}$ which touches a particular cycle $R_{p}$ and whose length is less than or equal to $r-r_{p}$. Thus, we have the following:

| from |  | to |  |  |
| :---: | :--- | :---: | :---: | :---: |
| arb. pt. | $s_{i}$ | cycleatest number of steps needed |  |  |
| cycle | $R_{1}$ | $R_{1}$ | $r-r_{1}$ |  |
| $\cdot$ |  | $R_{2}$ | $r-r_{2}$ |  |
| $\cdot$ |  | $\cdot$ |  | $\cdot$ |
| • |  | $\cdot$ |  | $\cdot$ |
| cycle | $R_{k-1}$ | cycle | $R_{k}$ | $r-r_{k}$ |
| $"$ | $R_{k}$ | arb. pt. $s_{j}$ | $r-1$ |  |
|  |  | TOTAL |  | $L \leqq(k+1) r-\sum_{i=1}^{k} r_{i}-1$. |

We shall now state without proof I. Schur's theorem cited above and use it in our final theorem.

Theorem 3. (Schur) If $\left\{a_{1}, a_{2}, \cdots, a_{n}\right\}$ is a set of relatively prime integers with $a_{1}$ the least and $a_{n}$ the greatest, then $B=\sum_{i=1}^{n} x_{i} a_{i}$ has solutions in nonnegative integers $x_{i}$ for any $B \geqq\left(a_{1}-1\right)\left(a_{n}-1\right)$. This is a best bound for $n=2$.

Theorem 4. If $M$ is the least integer such that paths between any two points of $G_{P}$ can be found whose lengths are $L_{n}=M+n, n=$ $0,1,2, \cdots$, then $M \leqq r^{2}-2 r+2$.

Proof. Given any two points $s_{i}$ and $s_{j}$ of $G_{P}$ we know by Theorem 2 that there is a path from $s_{i}$ to $s_{j}$ touching each of the cycles $\left\{R_{1}, R_{2}, \cdots, R_{k}\right\}$ and whose length is

$$
L \leqq(k+1) r-\sum_{i=1}^{k} r_{i}-1
$$

We can, then, interject into this path the simple cycles $\left\{R_{1}, R_{2}, \cdots, R_{k}\right\}$ at the touching points, interjecting cycle $R_{i}$ say $x_{i}$ times. The length $L$ of the original path has now been increased to $L+\sum_{i=1}^{k} x_{i} r_{i}=L+B$, the second part of which, by Schur's theorem, can be made to take on any integral value $B$ where $B \geqq\left(r_{s}-1\right)\left(r_{g}-1\right)$, and $r_{s}=\min \left(r_{1}, r_{2}, \cdots, r_{k}\right)$, $r_{g}=\max \left(r_{1}, r_{2}, \cdots, r_{k}\right)$. Therefore, we have:

$$
\begin{equation*}
M \leqq L+B=(k+1) r-\sum_{i=1}^{k} r_{i}-r_{s}-r_{g}+r_{s} r_{g} \tag{7}
\end{equation*}
$$

Case I. Suppose $k=2$. Then $M \leqq 3 r-\left(r_{s}+r_{g}\right)-r_{s}-r_{g}+r_{s} r_{g}=$ $3 r-2 r_{s}-2 r_{g}+r_{s} r_{g}=3 r+\left(r_{g}-2\right)\left(r_{s}-2\right)-4$. The right side of this inequality is obviously maximum when $r_{s}$ and $r_{g}$ are as large as possible. Recall that $r_{g} \leqq r$ and $r_{s} \leqq r-1$. Therefore we have:

$$
\begin{equation*}
M \leqq 3 r+(r-2)(r-3)-4=r^{2}-2 r+2 \tag{8}
\end{equation*}
$$

Case II. Suppose $k \geqq 3$. The reader may wish to skip the following formidable looking, though straightforward calculations. They result in a proof that the integer $M$ with the desired property is in fact smaller when the arbitrary graph contains a larger set of these cycles.

Since the lengths of these cycles are a minimal set of relatively prime integers, it is certainly true that

$$
\begin{aligned}
\sum_{i=1}^{k} r_{i} & \geqq r_{s}+\left[r_{s}+2\right]+\left[r_{s}+4\right]+\cdots+\left[r_{s}+2(k-2)\right]+r_{g} \\
& =(k-1) r_{s}+(k-1)(k-2)+r_{g} .
\end{aligned}
$$

Thus, with (7) we have:

$$
\begin{aligned}
M & \leqq(k+1) r-\left[(k-1) r_{s}+(k-1)(k-2)+r_{g}\right]-r_{s}-r_{g}+r_{s} r_{g} \\
& =(k+1) r-k r_{s}-2 r_{g}+r_{s} r_{g}-(k-1)(k-2) \\
& =(k+1) r+\left(r_{s}-2\right)\left(r_{g}-k\right)-2 k-(k-1)(k-2) .
\end{aligned}
$$

Since $r_{g}$ must be larger than $k$, the right side again is maximum when $r_{g}$ and $r_{s}$ are as large as possible. But $r_{g} \leqq$ and $r_{s} \leqq r-k+2$. So

$$
\begin{aligned}
M & \leqq(k+1) r+(r-k)(r-k)-k^{2}+k-2 \\
& =r^{2}+(1-k) r+k-2
\end{aligned}
$$

This is easily seen to be less than $r^{2}-2 r+2$ of Case I, if $r>1$. So in any case $M \leqq r^{2}-2 r+2$.

To see that $r^{2}-2 r+2$ is the least value for an arbitrary graph of $r$ points and thus for an arbitrary matrix of order $r$, we need only consider the following example in which $r=3$ and $M=5$.


As a matter of fact it can be shown for any regular matrix $P$ of order $r$ whose graph $G_{P}$ contains only two cycles, one of length $r$ and one of length $r-1$, that $P^{r^{2}-2 r+1}$ is not positive. We have, therefore, established the claim of the paper as stated in the opening paragraph.
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# CENTROID SURFACES 

## C. M. Petty

1. Introduction. Let $M_{1}, \cdots, M_{n-1}$ denote ( $n-1$ ) bounded closed sets in $E_{n}$. Busemann [1] has established the expression

$$
\begin{align*}
& \left|M_{1}\right| \cdots\left|M_{n-1}\right|=  \tag{1.1}\\
& \frac{(n-1)!}{2} \int_{\Omega_{n}}\left(\int_{M_{1}(u)} \cdots \int_{M_{n-1}(u)} T\left(z, p_{1}, \cdots, p_{n-1}\right) d V_{p_{1}}^{n-1} \cdots d V_{p_{n-1}}^{n-1}\right) d \omega_{u}^{n}
\end{align*}
$$

where $\left|M_{i}\right|$ is the $n$-dimensional Lebesgue measure or volume of $M_{i}$. On the righthand side $M_{i}(u)$ is the cross-section of $M_{i}$ with the hyperplane through $z$ normal to the unit vector $u$, the point $p_{i}$ varies in $M_{i}(u)$ and the differential $d V_{p_{i}}^{n-1}$ is the ( $n-1$ )-dimensional volume element of $M_{i}(u)$ at $p_{i}$. The final integration is extended over the surface $\Omega_{n}$ of the solid-unit sphere $U_{n}$ and $d \omega_{u}^{n}$ is the area element of $\Omega_{n}$ at point $u$. By $T\left(z, p_{1}, \cdots, p_{r}\right)$ we will denote the $r$-dimensional volume of the simplex (possibly degenerate) with vertices $z, p_{1}, \cdots, p_{r}$.

Let

$$
\begin{equation*}
\pi_{r}=\frac{\pi^{r / 2}}{\Gamma(r / 2+1)} \tag{1.2}
\end{equation*}
$$

For $n \geqq 3$, Busemann also shows by Steiner's symmetrization that

$$
\begin{equation*}
\left|M_{1}\right| \cdots\left|M_{n-1}\right| \geqq \frac{1}{n} \frac{\pi_{n}^{n-2}}{\pi_{n-1}^{n}} \int_{\Omega_{n}}\left|M_{1}(u)\right|^{n /(n-1)} \cdots\left|M_{n-1}(u)\right|^{n /(n-1)} d \omega_{u}^{n} \tag{1.3}
\end{equation*}
$$

for nondegenerate convex bodies $M_{i}$ where the equality sign holds only when the $M_{i}$ are homothetic solid ellipsoids with center $z$. Here $\left|M_{i}(u)\right|$, of course, denotes the ( $n-1$ )-dimensional volume of $M_{i}(u)$. In this regard we will also, as a matter of convenience, not index lower dimensional mixed discriminates and mixed volumes since the dimension will be evident from the number of components.

The primary purpose of this note is to reinterpret (1.1) as an integration of the type (1.3) retaining the equality sign. This is given in $\S 3$ by (3.20). In addition other integral expressions and inequalities are derived which are geometrically of the same type as those considered above.
2. Fenchel's momental ellipsoid. Let $M$ be a bounded closed set with positive volume. The centroid $s$ of $M$ is defined by its rectangular coordinates

[^60]\[

$$
\begin{equation*}
s_{i}=\frac{1}{|M|} \int_{M} x_{i} d V_{x}^{n} \tag{2.1}
\end{equation*}
$$

\]

If $L_{\nu}$ is a $\nu$-flat through the origin $z$, then the second moment of $M$ with respect to $L_{\nu}(0 \leqq \nu \leqq n-1)$ is defined by

$$
\begin{equation*}
I\left(M, L_{\nu}\right)=\int_{M} r^{2} \sin ^{2} \varphi d V_{x}^{n} \tag{2.2}
\end{equation*}
$$

where the distance $z x$ is $r$ and $\varphi$ is the angle between the ray $z x$ and $L_{\nu}$ (for $\nu=0$, we define $\varphi=\pi / 2$ ). By the same type of integration technique in $[1, p p .5-6]$, the reader may verify that

$$
\begin{equation*}
I\left(U_{n}, L_{\nu}\right)=\frac{n-\nu}{n+2} \pi_{n} \tag{2.3}
\end{equation*}
$$

where $U_{n}$ has center $z$; a calculation which will be used later.
The matrix $A_{M}$ given by

$$
\begin{equation*}
A_{M}=\left[\frac{1}{|M|} \int_{M} x_{i} x_{j} d V_{x}^{n}\right] \tag{2.4}
\end{equation*}
$$

is positive definite since

$$
y^{T} A_{M} y=\frac{1}{|M|} \int_{M}\left(\Sigma x_{i} y_{i}\right)^{2} d V_{x}^{n}
$$

where $y$ is a column vector and $y^{T}$ is its transpose. The ellipsoid with surface $x^{T} A_{\mu} x=1$ will be called Fenchel's momental ellipsoid and its polar reciprocal with respect to $\Omega_{n}$ given by $x^{T} A_{\mu}^{-1} x=1$ will be called simply Fenchel's ellipsoid. This name is chosen since $W$. Fenchel first observed the affine character of this polar reciprocal (unpublished):
(2.5) Let $M$ be transformed into $\bar{M}$ by a central affinity with matrix $B$. If $F$ and $\bar{F}$ are the Fenchel ellipsoids of $M$ and $\bar{M}$ respectively, then this central affinity also carries $F$ into $\bar{F}$.

To see this, it may be observed from (2.4) that $A_{\bar{M}}=B A_{\mu} B^{r}$ or $A_{\bar{M}}^{-1}=\left(B^{-1}\right)^{T} A_{M_{M}}^{-1} B^{-1}$ which completes the proof.

If $|F|$ is the volume of the Fenchel ellipsoid $F$ of $M$, then

$$
\begin{equation*}
|F|^{2}=\pi_{n}^{2} \operatorname{det}\left(A_{\mu}\right) \tag{2.6}
\end{equation*}
$$

The result (2.5) enables one to prove readily that

$$
\begin{equation*}
\pi_{n}^{-2}|F|^{2}=\operatorname{det}\left(A_{H}\right) \geqq(n+2)^{-n} \pi_{n}^{-2}|M|^{2} \tag{2.7}
\end{equation*}
$$

with equality only if, except for a set of measure zero, $M$ is a solid ellipsoid with center $z$. For if we transform $M$ into $\bar{M}$ by a unimodular central affinity so that $\bar{F}$ is a sphere, then

$$
\operatorname{det}\left(A_{M}\right)=\left[\frac{1}{n|M|} \int_{\bar{M}} r^{2} d V_{x}^{n}\right]^{n}
$$

Comparison of $\int_{\bar{M}} r^{2} d V_{x}^{n}$ with that for a sphere with center $z$ and volume $|M|$ proves (2.7).

We will adopt the same notation for mixed discriminates as in [2, pp. 51-57] where the reader will find an exposition of their properties. Consider the $r$ quadratic forms $q_{i}=x^{T} A_{i} x, i=1, \cdots, r$, where $A_{k}=$ $\left[a_{i j}^{(k)}\right]$ is a real symmetric matrix. For any real $\lambda_{1}, \cdots, \lambda_{r}$, $\operatorname{set} q=\lambda_{1} q_{1}+$ $\cdots+\lambda_{r} q_{r}=x^{T} A x$ where $A=\sum_{k=1}^{r} \lambda_{k} A_{k}$. The discriminant $D(q)=\operatorname{det}(A)$ can be written

$$
D(q)=\sum_{i_{1}=1}^{r} \cdots \sum_{i_{n}=1}^{r} \lambda_{i_{1}} \cdots \lambda_{i_{n}} D\left(q_{i_{1}}, \cdots, q_{i_{n}}\right)
$$

where $D\left(q_{i_{1}}, \cdots, q_{i_{n}}\right)$ is independent of the order of the $q_{i_{k}}$ and is called the mixed discriminant of $q_{i_{1}}, \cdots, q_{i_{n}}$. For $n$ forms $q_{i}$ we have

$$
D\left(q_{1}, \cdots, q_{n}\right)=\frac{1}{n!} \sum_{\left(i_{1} \cdots i_{n}\right)}\left|\begin{array}{ccc}
i_{11}^{\left(i_{1}\right)} & \cdots & a_{1 n}^{\left(i_{n}\right)}  \tag{2.8}\\
\vdots & & \vdots \\
a_{n 1}^{\left(i_{1}\right)} & \cdots & a_{n n}^{\left(i_{n}\right)}
\end{array}\right|
$$

where $\left(i_{1} \cdots i_{n}\right)$ is a permutation of $(1 \cdots n)$.
Now consider $n$ closed and bounded sets $M_{i}$ with positive volume and let $q_{i}=x^{T} A_{\mu_{i}} x$ be the quadratic form associated with the Fenchel momental ellipsoid of $M_{i}$. By (2.4) and (2.8) we have

$$
\begin{align*}
& D\left(q_{1}, \cdots, q_{n}\right)=\frac{1}{n!\left|M_{1}\right| \cdots\left|M_{n}\right|}  \tag{2.9}\\
& \quad \sum_{\left(i_{1} \cdots i_{n}\right)} \int_{M_{i_{1}}} \cdots \int_{M_{i_{n}}} x_{1}^{\left(i_{1}\right)} \cdots x_{n}^{\left(i_{n}\right)}\left|\begin{array}{ccc}
x_{1}^{\left(i_{1}\right)} & \cdots & x_{1}^{\left(i_{n}\right)} \\
\vdots & \vdots \\
x_{n}^{\left(i_{1}\right)} & \cdots & x_{n}^{\left(i_{n}\right)}
\end{array}\right| d V_{x}^{n} i_{\left.i_{1}\right)} \cdots d V_{x^{\left(i_{n}\right)}}^{n} \\
& \quad=\frac{1}{n!\left|M_{1}\right| \cdots\left|M_{n}\right|} \int_{M 1} \cdots \int_{M_{n}}\left|\begin{array}{ccc}
x_{1}^{(1)} \cdots & x_{1}^{(n)} \\
\vdots & \vdots \\
x_{n}^{(1)} \cdots \cdots & x_{n}^{(n)}
\end{array}\right| d V_{x(1)}^{n} \cdots d V_{x(n)}^{n} \cdot
\end{align*}
$$

Since $T\left(z, x^{(1)}, \cdots, x^{(n)}\right)= \pm(1 / n!) \operatorname{det}\left(x_{i}^{(j)}\right)$ we then have

$$
\begin{align*}
& D\left(q_{1}, \cdots, q_{n}\right)=  \tag{2.10}\\
& \quad \frac{n!}{\left|M_{1}\right| \cdots\left|M_{n}\right|} \int_{M_{1}} \cdots \int_{M_{n}} T^{2}\left(z, p_{1}, \cdots, p_{n}\right) d V_{p_{1}}^{n} \cdots d V_{p_{n}}^{n} .
\end{align*}
$$

The fundamental inequality for mixed discriminants (see [2, p. 53]) is: (2.11) If the forms $q_{1}, \cdots, q_{n-1}$ are positive definite and $Q$ is any sym-
metric form, then

$$
D^{2}\left(q_{1}, \cdots, q_{n-1}, Q\right) \geqq D\left(q_{1}, \cdots, q_{n-1}, q_{n-1} D\left(q_{1}, \cdots, q_{n-2}, Q, Q\right)\right.
$$

where the equality sign holds only if $Q=\lambda q_{n-1}$.
If we set

$$
\begin{equation*}
D_{p}(q, Q)=D(q_{1}, \cdots, q_{n-p}, \underbrace{Q, \cdots, Q}_{p}), \tag{2.12}
\end{equation*}
$$

then for $n$ positive definite forms $q_{i}$, (2.11) generalizes to

$$
\begin{equation*}
D^{r}\left(q_{1}, \cdots, q_{n}\right) \geqq \prod_{k=0}^{r-1} D_{r}\left(q, q_{n-k}\right), r=2,3, \cdots, n \tag{2.13}
\end{equation*}
$$

with equality only if $q_{n-k}=\lambda_{n-k} q_{n}$ for $k=0, \cdots, r-1$.
The proof of (2.13) and the condition for equality proceed by induction from the case $r=2$. The proof is analogous to Alexandrov's generalization [2, p. 50] of a corresponding inequality for mixed volumes and consequently will be omitted here.

If we now set

$$
\begin{equation*}
W\left(M_{1}, \cdots, M_{n}, z\right)=\int_{M_{1}} \cdots \int_{M_{n}} T^{2}\left(z, p_{1}, \cdots, p_{n}\right) d V_{p_{1}}^{n} \cdots d V_{p_{n}}^{n} \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{p}\left(M, M_{k}, z\right)=W(M_{1}, \cdots, M_{n-p}, \underbrace{M_{k}, \cdots M_{k}}_{p}, z), \tag{2.15}
\end{equation*}
$$

then by (2.13) and (2.10) we have

$$
\begin{equation*}
W^{r}\left(M_{1}, \cdots, M_{n}, z\right) \geqq \prod_{k=0}^{r-1} W_{r}\left(M, M_{n-k}, z\right), r=2, \cdots, n \tag{2.16}
\end{equation*}
$$

with the equality sign only if the Fenchel ellipsoids of $M_{n-k}$ are homothetic for $k=0, \cdots, r-1$. Applying (2.16) to the case $r=n$ and using (2.10) and (2.7), we have

$$
\begin{equation*}
\left[\left|M_{1}\right| \cdots\left|M_{n}\right|\right]^{(n+2) / n} \leqq n!\pi_{n}^{2}(n+2)^{n} W\left(M_{1}, \cdots, M_{n}, z\right) \tag{2.17}
\end{equation*}
$$

with equality only if (except for a set of measure zero) the $M_{i}$ are homothetic ellipsoids with center $z$.

The reader will find other inequalities of the above type in $[3, \mathrm{pp}$. 70-71].
3. Centroid surfaces. As before, $M$ is a bounded closed set with positive volume. An oriented hyperplane $L(u)$ through $z$ normal to the direction $u(u \neq 0)$ bounds a closed half-space lying on its positive side.

The intersection of this halfspace with $M$ will be denoted by $C(u)$. Consider the function

$$
\begin{equation*}
H(u)=\frac{1}{|M|} \int_{M}|u \cdot x| d V_{x}^{n}, u \cdot x=\sum_{i=1}^{n} u_{i} x_{i} \tag{3.1}
\end{equation*}
$$

Since
(a) $H(0)=0$,
(b) $H(\mu u)=\mu H(u)$ for $\mu>0$,
(c) $H(u+v) \leqq H(u)+H(v)$,
$H(u)$ is the supporting function (s.f.) of a convex body $K^{*}$ (see [4, p. 26]), which is nondegenerate and has center $z$. Let $P_{0}$ be the supporting plane (s.p.) to $K^{*}$ in the direction $u^{(0)}$, the supporting function of $K^{*} \cap P_{0}$ is given by the directional derivative

$$
\begin{align*}
H^{\prime}\left(u^{(0)} ; u\right) & =\lim _{h \rightarrow 0+} \frac{H\left(u^{(0)}+h u\right)-H\left(u^{(0)}\right)}{h}  \tag{3.2}\\
& =\frac{1}{|M|} \int_{\sigma\left(u^{(0)}\right)} u \cdot x d V_{x}^{n}-\frac{1}{|M|} \int_{\sigma\left(-u^{(0)}\right)} u \cdot x d V_{x}^{n}
\end{align*}
$$

Since $H^{\prime}\left(u^{(0)} ; u\right)$ is a linear function of the $u_{i}, P_{0}$ touches $K^{*}$ in a single point and thus every s.p. of $K^{*}$ is regular and $K^{*}$ is strictly convex. (See [4, pp. 25-26].) The derivatives $\partial H / \partial u_{i}$ are continuous, homogeneous of degree 0 , and if $y$ is the point of contact of the s.p. to $K^{*}$ in the direction $u$, then

$$
\begin{equation*}
y_{i}=\frac{\partial H}{\partial u_{i}}=\frac{1}{|M|} \int_{O(u)} x_{i} d V_{x}^{n}-\frac{1}{|M|} \int_{O(-u)} x_{i} d V_{x}^{n} \tag{3.3}
\end{equation*}
$$

We will call $K^{*}$ the centroid body of $M$ (with respect to $z$ ) and the surface of $K^{*}$ will be called the centroid surface of $M$. One may observe that if $M$ happens to have center $z$, then the centroid surface of $M$ is precisely the set of all controids of $C(u)$ for $u \in \Omega_{n}$. In general, let $s^{(1)}$ and $s^{(2)}$ be the centroids of $C(u)$ and $C(-u)$ respectively, the $y$ is the center of mass of the two points $s^{(1)}$ and $-s^{(2)}$ provided with mass $|C(u)| /|M|$ and $|C(-u)| /|M|$ respectively. If $|C(u)|=0$, we will define the centroid of $C(u)$ to be the point $z$.

It is evident that if $M$ is transformed into $\bar{M}$ by a central affinity, then this transformation also carries the centroid surface of $M$ into the centroid surface of $\bar{M}$.

We now wish to impose additional restrictions on $M$ such that $H(u)$ has continuous second partial derivatives and the surface of $K^{*}$ has positive Gauss curvature. The following two conditions are sufficient for this purpose:
(a) The set $M(u)$ has positive $(n-1)$-dimensional measure for all $u \in \Omega_{n}$.
(b) For any $u^{(0)} \in \Omega_{n}$ and any sequence $u^{(i)} \rightarrow u^{(0)}$, the $\lim _{u^{(i)} \rightarrow u^{(0)}} M\left(u^{(i)}\right)$ coincides with $M\left(u^{(0)}\right)$ except for a possible set of zero ( $n-1$ )-dimensional measure.

To simplify the calculation of the second partial derivatives at a point $u^{(0)}$, we introduce what Busemann [2, p. 57] calls "standard coordinates." With the same origin and orientation, the $x_{n}$ axis is chosen such that $u_{1}^{(0)}=\cdots=u_{n-1}^{(0)}=0$ and $u_{n}^{(0)}>0$. It then follows from (3.3) that

$$
\begin{equation*}
\frac{\partial^{2} H\left(u^{(0)}\right)}{\partial u_{k} \partial u_{n}}=\frac{\partial^{2} H\left(u^{(0)}\right)}{\partial u_{n} \partial u_{k}}=0 \tag{3.4}
\end{equation*}
$$

Although standard coordinates vary from point to point, the end result (3.9) is expressed geometrically and therefore independent of the coordinate system.

For $j<n$, let $u=\left(0, \cdots, 0, u_{j}, 0, \cdots, 0, u_{n}^{(0)}\right)$ and set

$$
\begin{aligned}
& N_{1}=C(u) \cap C\left(u^{(0)}\right), N_{1}^{*}=C(-u) \cap C\left(-u^{(0)}\right), N_{2}=C\left(u^{(0)}\right)-N_{1}, \\
& N_{2}^{*}=C(-u)-N_{1}^{*}, \quad N_{3}=C(u)-N_{1}, \quad N_{3}^{*}=C\left(-u^{(0)}\right)-N_{1}{ }^{*} .
\end{aligned}
$$

Except for a set of zero $n$-dimensional measure, $N_{2}=N_{2}^{*}$ and $N_{3}=N_{3}^{*}$. By (3.3) we have for $i, j<n$

$$
\begin{equation*}
\frac{\left(\frac{\partial H}{\partial u_{i}}\right)_{u}-\left(\frac{\partial H}{\partial u_{i}}\right)_{u}{ }^{(0)}}{u_{j}}=\frac{2}{u_{j}|M|}\left(\int_{N_{3}} x_{i} d V_{x}^{n}-\int_{N_{2}} x_{i} d V_{x}^{n}\right) \tag{3.5}
\end{equation*}
$$

We will calculate the limit of (3.5) as either $u_{j} \rightarrow 0+$ or $u_{j} \rightarrow 0-$. In either case for $x \in N_{3}, x_{j} u_{j} \geqq 0, x_{n} \leqq 0$ and for $x \in N_{2}, x_{j} u_{j} \geqq 0, x_{n} \geqq 0$. For $-\pi / 2<v_{n}<\pi / 2$, let the hyperplane $x_{n}=\left(\tan v_{n}\right) x_{j}$ intersect $M$ in $M^{+}\left(v_{n}\right)$ for $x_{n} \geqq 0$ and in $M^{-}\left(v_{n}\right)$ for $x_{n} \leqq 0$. Also the volume element $d V_{x}^{n-1}$ of this hyperplane is

$$
\begin{equation*}
d V_{x}^{n-1}=d x_{1} \cdots d x_{n-1} \sec v_{n} \tag{3.6}
\end{equation*}
$$

We introduce new coordinates $v_{1}, \cdots, v_{n}$ by $x_{i}=v_{i}$ for $i=1, \cdots, n-1$ and $x_{n}=v_{j} \tan v_{n}$ which uniquely define the $v_{i}$ with $-\pi / 2<v_{n}<\pi / 2$ for all $x$ for which $x_{j} \neq 0$. The Jacobian $J$ of this transformation is $J=v_{j} \sec ^{2} v_{n}$. Also define $\alpha, 0 \leqq \alpha<\pi / 2$, by $u_{n}^{(0)} \tan \alpha=\left|u_{j}\right|$. Then $|J| / u_{j}= \pm v_{j} \sec ^{2} v_{n} / u_{n}^{(0)} \tan \alpha$ with the plus sign for $x \in N_{3}$ and the minus sign for $x \in N_{2}$. The difference quotient (3.5) is, consequently, given by

$$
\frac{2}{u_{n}^{(n)}|M| \tan \alpha}\left[\int_{0}^{\alpha} \sec v_{n}\left(\int_{M^{-\left(v_{n}\right)}} v_{i} v_{j} d V_{v}^{n-1}\right) d v_{n}\right.
$$

$$
\left.+\int_{0}^{\alpha} \sec v_{n}\left(\int_{M^{+}\left(v_{n}\right)} v_{i} v_{j} d V_{v}^{n-1}\right) d v_{n}\right]
$$

and since the integrands are continuous functions of $v_{n}$ by assumption (b) we have

$$
\begin{equation*}
H_{i j}\left(u^{(0)}\right)=\frac{\partial^{2} H\left(u^{(0)}\right)}{\partial u_{i} \partial u_{j}}=\frac{2}{u_{n}^{(0)}|M|} \int_{M(u(0))} x_{i} x_{j} d V_{x}^{n-1},(i, j<n) . \tag{3.7}
\end{equation*}
$$

Now let $H^{(i)}(u)$ be the supporting function (3.1) for the set $M_{i}$, $i=1, \cdots, n-1$. Set $H=\lambda_{1} H^{(1)}+\cdots+\lambda_{n} H^{(n-1)}$, then $D_{n-1}(H)$ is defined as the sum of all principal $(n-1)$ rowed minors of the matrix $H_{i j}$ (with components evaluated for a unit vector) and is a homogeneous polynomial of degree $(n-1)$ in the $\lambda_{i}$. (See [4, p. 59] or [2, pp. 45-46].) The quantity $D\left(H^{(1)}, \cdots, H^{(n-1)}\right)$ denotes the factor of $\lambda_{1} \cdots \lambda_{n-1}$ in $D_{n-1}(H)$ divided by $(n-1)$ !. If we calculate (3.7) for each of the $H^{(i)}$ using the same standard coordinates we have, because of (3.4),

$$
D\left(H^{(1)}, \cdots, H^{(n-1)}\right)=\frac{1}{(n-1)!} \sum_{\left(i_{1} \cdots \nu_{n-1)}\right.}\left|\begin{array}{ccc}
H_{11}^{\left(i_{1}\right)} & \cdots & H_{n(n)}^{\left(i_{n-1}\right)}  \tag{3.8}\\
\vdots & & \vdots \\
H_{(n-1) 1}^{\left(i_{1}\right)} & \cdots & H_{(n-1)}^{\left(i_{n}-1\right)}(n-1)
\end{array}\right|
$$

In the same way as we derived (2.10), we find for any $u \in \Omega_{n}$,
(3.9) $\quad D\left(H^{(1)}, \cdots, H^{(n-1)}\right)$

$$
=\frac{(n-1)!2^{n-1}}{\left|M_{1}\right| \cdots\left|M_{n-1}\right|} \int_{M_{1}(u)} \cdots \int_{M_{n-1}(u)} T^{2}\left(z, p_{1}, \cdots, p_{n-1}\right) d V_{p_{1}}^{n-1} \cdots d V_{p_{n-1}}^{n-1}
$$

By comparison with (2.10) we observe that

$$
\begin{equation*}
D\left(H^{(1)}, \cdots, H^{(n-1}\right)=\frac{2^{n-1}\left|M_{1}(u)\right| \cdots\left|M_{n-1}(u)\right|}{\left|M_{1}\right| \cdots\left|M_{n-1}\right|} D\left(q_{1}, \cdots, q_{n-1}\right) \tag{3.10}
\end{equation*}
$$

where $q_{i}$ is the quadratic from associated with the Fenchel momental ellipsoid of $M_{i}(u)$ in the $(n-1)$-dimensional space $L(u)$.

From (3.9), we may give an integral interpretation of an elementary symmetric function $\left\{R_{1} \cdots R_{m}\right\}$ of the principal radii of curvature of the centroid surface of $M$. With $H$ given by (3.1) we have for $m=1, \cdots$, $n-1$ (see [4, p. 63]),

$$
\begin{equation*}
\left\{R_{1} \cdots R_{m}\right\}=\binom{\mathrm{n}-1}{\mathrm{~m}} D(\underbrace{|u|, \cdots,|u|}_{n-m-1}, \underbrace{H, \cdots, H}_{m})=D_{m}(H) . \tag{3.11}
\end{equation*}
$$

Set $M=M_{1}=\cdots=M_{m}$ and $U_{n}=M_{m+1}=\cdots=M_{n-1}$. $\quad$ Since

$$
\begin{equation*}
\frac{1}{\left|U_{n}\right|} \int_{U_{n}}|u \cdot x| d V_{x}=\frac{2 \pi_{n-1}}{(n+1) \pi_{n}}|u| \tag{3.12}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
& {\left[\frac{2 \pi_{n-1}}{(n+1) \pi_{n}}\right]^{n-m-1} D_{m}(H)=\binom{n-1}{m} \frac{(n-1)!2^{n-1}}{|M|^{m} \pi_{n}^{n-m-1}}} \\
& \quad \cdot \underbrace{\int_{M(u)} \int_{M(u)} \int_{J_{n-m}(u)} \int_{\sigma_{n}(u)} T^{2}\left(z, p_{1}, \cdots, p_{n-1}\right) d V_{p_{1}}^{n-1} \cdots d V_{p_{n-1}}^{n-1}}_{m} .
\end{aligned}
$$

By integrating successively over the $U_{n}(u)$ and using (2.3) applied to the appropriate dimensions we obtain

$$
\begin{equation*}
\left\{R_{1} \cdots R_{m}\right\}=\frac{m!2^{m}}{|M|^{m}} \int_{M(u)} \cdots \int_{M(u)} T^{2}\left(z, p_{1}, \cdots, p_{m}\right) d V_{p_{1}}^{n-1} \cdots d V_{p_{m}}^{n-1} \tag{3.13}
\end{equation*}
$$

for $m=1, \cdots, n-1$.
We may also give an interpretation of each individual principal radius of curvature. First we show:
(3.14) The Dupin indicatrix of the centroid surface of $M(w r t z)$ at the point of contact $y$ of the tangent plane in the direction $u$ is homothetic to the Fenchel ellipsoid (wrt z) of $M(u)$ in the space $L(u)$.

A central affinity sends homothetic figures in parallel hyperplanes into homothetic figures. Due to the affine nature of Fenchel ellipsoids and centroid surfaces, we need only show that if the Fenchel ellipsoid of $M(u)$ is a sphere, then the Dupin indicatrix at $y$ is a sphere. However, this follows at once from (2.4) and the representation (3.7) in standard coordinates since the principal radii of curvature $R_{i}$ must satisfy

$$
\left|\begin{array}{ccc}
H_{11}-R & \cdots & H_{1 n} \\
\vdots & \vdots \\
H_{n 1} & \cdots & H_{n n}-R
\end{array}\right|=0
$$

where $H_{i j}$ are evaluated for a unit vector. (See [4, p. 61].)
Now, let the line through $z$, parallel to the $i$ th principal direction of the centroid surface at $y$, be normal to the $(n-2)$ space $L_{n-2}$ through. $z$ in $L(u)$. Then $R_{i}$ is given by

$$
\begin{equation*}
R_{i}=\frac{2}{|M|} I\left(M(u), L_{n-2}\right) \tag{3.14}
\end{equation*}
$$

where $I\left(M(u), L_{n-2}\right)$ is the second moment, in $L(u)$, of $M(u)$ with respect to $L_{n-2}$.

Returning to the ( $n-1$ ) bodies $M_{1}, \cdots, M_{n-1}$ for which we obtained (3.9), let $H^{(n)}(u)$ be the supporting function (3.1) corresponding to any bounded closed set $M_{n}$ with positive volume. Then (see [2, p. 46]),

$$
\begin{equation*}
V\left(K_{1}^{*}, \cdots, K_{n}^{*}\right)=n^{-1} \int_{\Omega_{n}} H^{(n)} D\left(H^{(1)}, \cdots, H^{(n-1)}\right) d \omega_{u}^{n},|u|=1 \tag{3.15}
\end{equation*}
$$

where $V\left(K_{1}^{*}, \cdots, K_{n}^{*}\right)$ is the mixed volume of $K_{1}^{*}, \cdots, K_{n}^{*}$. Using (3.9), (3.15), (3.1) and the integration technique of Busemann in [1] where it is shown that

$$
d V_{p_{1}}^{n} \cdots d V_{p_{n-1}}^{n}=(n-1)!T\left(z, p_{1}, \cdots, p_{n-1}\right) d V_{p_{1}}^{n-1} \cdots d V_{p_{n-1}}^{n-1} d \omega_{u}^{n}
$$

we obtain

$$
\begin{align*}
& V\left(K_{1}^{*}, \cdots, K_{n}^{*}\right)  \tag{3.16}\\
& \quad=\frac{2^{n}}{\left|M_{1}\right| \cdots\left|M_{n}\right|} \int_{M_{1}} \cdots \int_{M_{n}} T\left(z, p_{1}, \cdots, p_{n}\right) d V_{p_{1}}^{n} \cdots d V_{p_{n}}^{n} .
\end{align*}
$$

Since both sides of (3.16) vary continuously with the $M_{i}$, we may extend this result to any $n$ bounded and closed sets $M_{i}$ with $\left|M_{i}\right|>0$. Briefly, we may assume $z \in M_{i}$ and let $\varepsilon_{j}>0$ be a sequence such that $\varepsilon_{j} \rightarrow 0$. A covering of open spheres of radius $\varepsilon_{j}$ with centers in $M_{i}$ may be reduced to a finite covering since $M_{i}$ is compact. Conditions (a) and (b) are then satisfied for the closure of such a finite covering and the extention of (3.16) follows.

There is an alternate proof of (3.16) which proceeds directly from (3.1). We did not resort to this at the outset since the intervening results are of interest in themselves. Briefly, the alternate proof is as follows: We approximate the $H^{(i)}(u)$ of (3.1) by

$$
E^{(i, k)}(u)=\frac{1}{\left|M_{i}\right|} \sum_{j=1}^{k}\left|u \cdot x^{(j)}\right| \Delta V_{j}^{n}
$$

such that $E^{(i, k)} \rightarrow H^{(2)}$ as $k \rightarrow+\infty$. Now $|u \cdot x|$ is the supporting function of the segment $\bar{x}$ with end-points $x$ and $-x$. Also, by induction, one shows that

$$
V\left(\bar{x}^{(1)}, \cdots, \bar{x}^{(n)}\right)=2^{n} T\left(z, x^{(1)}, \cdots, x^{(n)}\right)
$$

The function $E^{(i, k)}$ is the supporting function of the linear combination

$$
E_{(i, k)}=\frac{1}{\left|M_{i}\right|} \sum_{j=1}^{k} \bar{x}^{(j)} \Delta V_{j}^{n}
$$

For $\lambda_{j}>0$ the linear combination $E_{k}=\lambda_{1} E_{(1, k)}+\cdots+\lambda_{n} E_{(n, k)}$ may als 0 be expressed as a linear combination of the $n k$ segments $\bar{x}^{\left(j_{i}\right)}$. Expressing the volume of $E_{k}$ as a polynomial in the $\lambda_{i}$ in two ways we have by comparing the coefficient of $\lambda_{1} \cdots \lambda_{n}$

$$
\begin{aligned}
& V\left(E_{(1, k)}, \cdots, E_{(n, k)}\right) \\
& \quad=\frac{2^{n}}{\left|M_{1}\right| \cdots\left|M_{n}\right|} \sum_{j_{1}=1}^{k} \cdots \sum_{j_{n}=1}^{k} T\left(z, x^{\left(j_{1}\right)}, \cdots, x^{\left(j_{n}\right)}\right) \Delta V_{j_{1}}^{n} \cdots \Delta V_{j_{n}}^{n}
\end{aligned}
$$

and (3.16) follows in the limit as $k \rightarrow+\infty$.

The formula (3.16) may be substituted into inequalities of mixed volumes to yield inequalities of the integrals. Since the number of times a component appears on each side of a mixed volume inequality is always the same, the coefficient on the righthand side of (3.16) cancels leaving, as in (2.16), inequalities among the integrals only. However, in this case when the uniqueness theorem (4.1) applies, the condition for equality may be passed through the $K_{i}^{*}$ to the $M_{i}$.

In [1, p. 11], Busemann shows that if $M$ is a nondegenerate convex body, then

$$
\begin{equation*}
\int_{M} \cdots \int_{M} T\left(z, p_{1}, \cdots, p_{n}\right) d V_{p_{1}} \cdots d V_{p_{n}} \geqq \frac{2}{(n+1)!} \frac{\pi_{n+1}^{n-1}}{\pi_{n}^{n+1}}|M|^{n+1} \tag{3.17}
\end{equation*}
$$

with equality only if $M$ is an ellipsoid with center $z$. We define the expanded centroid body $K$ of $M$ to be the dilation of $K^{*}$ about $z$ by the factor $(n+1) \pi_{n} / 2 \pi_{n-1}$. By (3.12), we see that this is the factor which dilates the centroid body of an ellipsoid with center $z$ into coincidence with the ellipsoid.

From (3.16) we obtain a reinterpretation of (3.17) by observing the identity $n!\pi_{n} \pi_{n-1}=2^{n} \pi^{n-1}$ :
(3.18) If $K$ is the expanded centroid body of a nondegenerate convex body $M$, then $|K| \geqq|M|$ with equality only if $M$ is an ellipsoid with center $z$.

The convexity of $M$ is not an essential feature in (3.18) and the Steiner symmetrization used to prove (3.17) may be extended to include nonconvex sets.

Using the expanded centroid bodies $K_{i}$ of $M_{i}$, we may write (3.16) as

$$
\begin{align*}
& \left|M_{1}\right| \cdots\left|M_{n}\right| V\left(K_{1}, \cdots, K_{n}\right)  \tag{3.19}\\
& \quad=\frac{(n+1)!\pi_{n}^{n+1}}{2 \pi_{n+1}^{n-1}} \int_{M_{1}} \cdots \int_{M_{n}} T\left(z, p_{1}, \cdots, p_{n}\right) d V_{p_{1}}^{n} \cdots d V_{p_{n}}^{n}
\end{align*}
$$

and if we define $K_{i}$ to be the point $z$ if $\left|M_{i}\right|=0$ then (3.19) holds for any bounded closed sets $M_{i}$.

Substituting (3.19) into (1.1) we have
(3.20) Theorem. If $K_{i}(u)$ is the expanded centroid body of $M_{i}(u)$ in the $(n-1)$-dimensional space $L(u)$, then

$$
\begin{aligned}
\left|M_{1}\right| & \cdots\left|M_{n-1}\right| \\
& =\frac{1}{n} \frac{\pi_{n}^{n-2}}{\pi_{n-1}^{n}} \int_{\Omega_{n}}\left|M_{1}(u)\right| \cdots\left|M_{n-1}(u)\right| V\left(K_{1}(u), \cdots, K_{n-1}(u)\right) d \omega_{u}^{n} .
\end{aligned}
$$

The inequality $V^{n-1}\left(K_{1}(u), \cdots, K_{n-1}(u)\right) \geqq\left|K_{1}(u)\right| \cdots\left|K_{n-1}(u)\right|$ (see [2, p. 50]) and (3.18) reproduces (1.3).

There are two special cases of (3.20) of particular geometric interest. First, set $M=M_{1}=\cdots=M_{n-1}$, then

$$
\begin{equation*}
|M|^{n-1}=\frac{1}{n} \frac{\pi_{n}^{n-2}}{\pi_{n-1}^{n}} \int_{\Omega_{n}}|M(u)|^{n-1}|K(u)| d \omega_{u}^{n} \tag{3.21}
\end{equation*}
$$

Next, for $n \geqq 3$, set $M=M_{1}=\cdots=M_{n-2}, M_{n-1}=U_{n}$, then

$$
\begin{equation*}
|M|^{n-2}=\frac{1}{n(n-1)} \frac{\pi_{n}^{n-3}}{\pi_{n-1}^{n-1}} \int_{\Omega_{n}}|M(u)|^{n-2} S(K(u)) d \omega_{u}^{n} \tag{3.22}
\end{equation*}
$$

where $S(K(u))$ is the surface area of $K(u)$ in the space $L(u)$.
4. Uniqueness theorems. In order for $K^{*}$ to determine $M$, additional restrictions on $M$ are necessary as may be seen by consideration of a set $M$ bounded by two concentric spheres.
(4.1) Theorem. Suppose $M_{i}(i=1,2)$ can be represented in polar coordinates by $0 \leqq r \leqq \rho_{\imath}(u), u \in \Omega_{n}$ where $\rho_{i}(u)$ is an even, i.e., $\rho_{i}(u)=$ $\rho_{i}(-u)$, continuous function on $\Omega_{n}$. If the centroid surface of $M_{1}(w r t z)$ is identical to the centroid surface of $M_{2}(u r t z)$, then $M_{1}$ and $M_{2}$ are identical.
(4.2) Theorem. Suppose $M_{i}(i=1,2)$ have the same representation as in (4.1). If $\left|M_{1}(u)\right|=\left|M_{2}(u)\right|$ for all $u \in \Omega_{n}$, then $M_{1}$ and $M_{2}$ are identical.

The latter theorem is a result, for $n=3$, of $P$. Funk [6].
We first prove (4.1). From (3.1) and the assumption on the representation of $M_{i}$ we have

$$
H^{(i)}(u)=\frac{1}{(n+1)\left|M_{i}\right|} \int_{\Omega_{n}}|u \cdot \tau| \rho_{i}^{n+1}(\tau) d \omega_{\tau}^{n},|\tau|=1 .
$$

Consequently, (4.1) follows from the uniqueness of the solution of an integral equation of the first kind. Namely:
(4.3) Theorem. Let $h(\tau)$ be an even, continuous function on $\Omega_{n}$. If for unit vectors $u$ and $\tau$

$$
\int_{\Omega_{n}}|u \cdot \tau| h(\tau) d \omega_{\tau}^{n}=0
$$

for all $u \in \Omega_{n}$, then $h(\tau)$ vanishes identically.
The result (4.3) is well known for $n=2,3$ and the recent extension of surface harmonics to $n$-dimensions, in particular the Funk-Hecke theorem, enables one to prove (4.3) for all $n$. There are two steps in the following proof (which applies for $n \geqq 3$ ). First, from the com-
pleteness [5, p. 241] it suffices to show that

$$
\int_{\Omega_{n}} S_{m}(\tau) h(\tau) d \omega_{\tau}^{n}=0
$$

for all the linearly independent surface harmonics $S_{m}(\tau)$ of degree $m$ and for $m=0,1,2, \cdots$. Since $h(\tau)$ is an even function we need only to consider, now, even $m$. Next, from the Funk-Hecke theorem [5, pp. 247-248] we have

$$
\int_{\Omega_{n}}|u \cdot \tau| S_{m}(u) d \omega_{u}^{n}=\lambda_{m} S_{m}(\tau)
$$

where

$$
\begin{equation*}
\lambda_{m}=\frac{(4 \pi)^{\nu} m!\Gamma(\nu)}{(m+2 \nu-1)!} \int_{-1}^{1}|x| C_{m}^{\nu}(x)\left(1-x^{2}\right)^{\nu-1 / 2} d x \tag{4.4}
\end{equation*}
$$

and $\nu=(n-2) / 2 \geqq 1 / 2$. Thus, we need only to verify that $\lambda_{m} \neq 0$ for $m=0,2,4, \cdots$. For $m=0, C_{0}^{\nu}(x)=1$ and $\lambda_{0} \neq 0$. For $m>0$,

$$
C_{m}^{\nu}(x)=a_{m, \nu}\left(1-x^{2}\right)^{-\nu+1 / 2} \frac{d^{m}}{d x^{m}}\left[\left(1-x^{2}\right)^{m+\nu-1 / 2}\right]
$$

where $a_{m, \nu} \neq 0$. See [5, p. 236] for the explicit expression of the coefficient $a_{m, v}$. Thus the integral in (4.4) is

$$
I_{m, \nu}=2 a_{m, \nu} \int_{0}^{1} x \frac{d^{m}}{d x^{m}}\left[\left(1-x^{2}\right)^{m+\nu-1 / 2}\right] d x
$$

and using integration by parts

$$
I_{m, \nu}=2 a_{m, \nu}(-1)^{\frac{m-9}{2}}(m-2)!\binom{m+\nu-1 / 2}{\frac{m}{2}-1} \neq 0
$$

for $m=2,4,6, \cdots$ which completes the proof.
The result (4.2) is clearly a consequence of the following spherical integration theorem.
(4.5) Let $f(\tau)$ be a continuous even function defined on $\Omega_{n}$. If

$$
\int_{\Omega_{n}(u)} f(\tau) d \omega_{\tau}^{n-1}=0
$$

for all $u \in \Omega_{n}$, then $f(\tau)$ vanishes identically.
A proof of (4.5) for $n=3$ can be found in [4, pp. 136-138]. However, a proof for all $n \geqq 3$ is easily obtained from (4.1). To see this, set $g(\tau)=f(\tau)-[\min f(\tau)]+1>0$. Let $\rho(\tau)=[g(\tau)]^{1 / n+1)}$ and let $M$ be the set whose polar coordinates satisfy $0 \leqq r \leqq \rho(\tau), \tau \in \Omega_{n}$. Using (3.13) for $m=1$, the sum of the principal radii of curvature of the centroid
surface of $M$ wrt $z$ may be expressed, in this case, by

$$
R_{1}+\cdots+R_{n-1}=\frac{2}{(n+1)|M|} \int_{\Omega_{n}\left(w_{0}\right)} g(\tau) d \omega_{\tau}^{n-1}
$$

and, by hypothesis, this is a positive constant for $u \in \Omega_{n}$. However, this implies (see [4, pp. 117-118]) that the centroid surface is a sphere and by (4.1), $M$ is a solid sphere and $g(\tau)$ is a constant which completes the proof.
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# ASYMPTOTIC ESTIMATES FOR LIMIT CIRCLE PROBLEMS 

C. A. Swanson

1. Preliminaries. Characteristic value problems will be considered for the second order, ordinary, linear differential operator $L$ defined by

$$
\begin{equation*}
L x=\frac{1}{k(s)}\left\{-\frac{d}{d s}\left[p(s) \frac{d x}{d s}\right]+q(s) x\right\} \tag{1.1}
\end{equation*}
$$

on the open interval $\omega_{-}<s<\omega_{+}$, where $k, p, q$ are real-valued functions on this interval with the properties that
(i) $p$ is differentiable;
(ii) $k$ and $q$ are piecewise continuous; and
(iii) $k$ and $p$ are positive-valued. The points $\omega_{-}$and $\omega_{+}$are in general singularities of $L$; the possibility that they are $\pm \infty$ is not excluded. It will be convenient to use the notations

$$
\begin{gather*}
(x, y)_{s}^{t}=\int_{s}^{t} x(u) \bar{y}(u) k(u) d u, \quad \omega_{-} \leqq s<t \leqq \omega_{+}  \tag{1.2}\\
{[x y](s)=p(s)\left[x(s) \bar{y}^{\prime}(s)-x^{\prime}(s) \bar{y}(s)\right]} \tag{1.3}
\end{gather*}
$$

Then Green's symmetric formula for $L$ has the form

$$
\begin{equation*}
(L x, y)_{s}^{t}-(x, L y)_{s}^{t}=[x y](t)-[x y](s) . \tag{1.4}
\end{equation*}
$$

The symbols $[x y]( \pm)$ will be used as abbreviations for the limits of $[x y](s)$ as $s \rightarrow \omega_{ \pm}$, and ( $x, y$ ) will be used for the left member of (1.2) when $s, t$ have been replaced by $\omega_{-}, \omega_{+}$. Let $\mathfrak{S}_{\mathcal{E}}, \mathfrak{F}_{a b}$ denote the Hilbert spaces which are the Lebesgue spaces with respective inner products ( $x, y$ ), $(x, y)_{a}^{b}$ and norms $\|x\|=(x, x)^{1 / 2},\|x\|_{a}^{b}=\left[(x, x)_{a}^{b}\right]^{1 / 2}, \omega_{-} \leqq a<b \leqq \omega_{+}$.

Let $a_{0}$ and $b_{0}$ be fixed numbers satisfying $\omega_{-}<a_{0}<b_{0}<\omega_{+}$and let $R_{0}$ be the rectangle in the $a-b$-plane described by the inequalities $\omega_{-}<a \leqq a_{0}, \quad b_{0} \leqq b<\omega_{+}$. Every closed, bounded subinterval $[a, b]$ of the basic interval $\left(\omega_{-}, \omega_{+}\right)$can be associated in a one-to-one manner with a point in $R_{0}$. For every such $[a, b]$ we shall consider the regular SturmLiouville problem

$$
\begin{equation*}
L y=\mu y, \quad U_{a} y=U_{b} y=0 \tag{1.5}
\end{equation*}
$$

on $[a, b]$, where $U_{a}, U_{b}$ are the linear boundary operators

$$
\begin{align*}
& U_{a} y=\alpha_{0}(a) y(a)+\alpha_{1}(a) y^{\prime}(a)  \tag{1.6}\\
& U_{b} y=\beta_{0}(b) y(b)+\beta_{1}(b) y^{\prime}(b)
\end{align*}
$$

with $\alpha_{0}, \alpha_{1}$ real-valued functions not both 0 for any value of $a$ on ( $\left.\omega_{-}, a_{0}\right]$,
and with $\beta_{0}, \beta_{1}$ real-valued and not both 0 on $\left[b_{0}, \omega_{+}\right]$. Our problem is to obtain estimates for each characteristic value $\mu=\mu_{a b}$ of (1.5) for $a, b$ near $\omega_{-}, \omega_{+}$under hypotheses that will ensure that the limits of $\mu_{a b}$ as $a, b \rightarrow \omega_{-}, \omega_{+}$will exist. Also, we shall obtain estimates for the corresponding characteristic functions $y=y_{a b}=y_{a b}(s)$ on $a \leqq s \leqq b$. Results like this for differential operators having a singularity at one endpoint were obtained previously by an integral equations approach [8], [9]. The present paper contains extensions of some of these results to operators (1.1) which have singularities at both endpoints. Furthermore, the present approach to the problem will be different; the estimates will now be obtained by means of projection mappings on suitable Hilbert spaces. The method arises from an idea communicated by Professor H. F. Bohnenblust, and affords an elegant and abstract approach to the type of perturbation problem at hand [1]. Also, the present method is powerful enough to handle a variety of domain-perturbed problems that arise in the study of elliptic partial differential equations. Some of these have been considered already [10] and the author has several others in preparation.

Here the method will be illustrated in the case that both of the singularities $\omega_{ \pm}$of the operator (1.1) are limit circle singularities in the well-known classification of H . Weyl [2, p. 225]. In another paper we shall consider the limit point cases (and mixed cases) in which some additional hypotheses are needed on the growth of the coefficient functions in (1.1) as $s \rightarrow \omega_{ \pm}$to ensure the existence of isolated characteristic values $\lambda$ of $L$ on $\left(\omega_{-}, \omega_{+}\right)$; however, very general boundary operators $U_{a}, U_{b}$ will then permit convergence of $\mu_{a b}$ to $\lambda$. For additional details, see [8]. In the limit circle case herein under consideration, no special assumptions will be imposed on the nature of $L$ at $\omega_{ \pm}$, but the generality of the boundary operators must be sacrificed in order to ensure the convergence of $\mu_{a b}$. Our purpose here is to obtain asymptotic estimates rather than asymptotic expansions for the characteristic values and functions as $a, b \rightarrow \omega_{-}, \omega_{+}$. Asymptotic formulae and expansions will be published elsewhere.
2. Basic and perturbed problems. Rather than general spectral theory, we are interested in cases that the limits of $\mu_{a b}$ as $a, b \rightarrow \omega_{-}, \omega_{+}$ exist in the elementary sense. Thus, characteristic values of suitable singular boundary value problems for $L$ on $\left(\omega_{-}, \omega_{+}\right)$are supposed to exist. These singular problems are described differently according as the points $\omega_{ \pm}$are in the limit point or limit circle categories. The description is made as follows when both are limit circle singularities [2], [6]: choose a complex number $l_{0}$ with $\operatorname{Im} l_{0} \neq 0$, and let $L_{0}$ be the differential operator $L-l_{0}$. A theorem of Weyl [6] states that there exist linearly independent solutions $\mathscr{\varphi}_{ \pm} \in \mathfrak{S}$ of $L_{0} \varphi=0$ such that

$$
\begin{equation*}
\left[\varphi_{-} \mathscr{P}_{-}\right](-)=\left[\varphi_{+} \varphi_{+}\right](+)=0, \quad\left[\varphi_{+} \bar{\varphi}_{-}\right](s)=1 \tag{2.1}
\end{equation*}
$$

Let $\mathfrak{D}$ denote the domain consisting of all $x \in \mathscr{E}$ which have the following properties:
(a) $x$ is differentiable on $\left(\omega_{-}, \omega_{+}\right)$and $x^{\prime}$ is absolutely continuous on every closed subinterval of this interval:
(b) $L x \in \mathfrak{S}$
(c) $x$ satisfies the end conditions

$$
\begin{equation*}
\left[x \mathscr{\varphi}_{-}\right](-)=\left[x \varphi_{+}\right](+)=0 \tag{2.2}
\end{equation*}
$$

Then $L$ on $\mathfrak{D}$ is real and essentially self-adjoint [6]. The basic characteristic problem

$$
\begin{equation*}
L x=\lambda x, \quad x \in \mathfrak{D} \tag{2.3}
\end{equation*}
$$

is known to have a denumerable set of characteristic values $\lambda_{n}$ and corresponding characteristic functions $x_{n}$ which are orthonormal and complete in $\mathfrak{F}(n=1,2, \cdots)$.

Two classes of perturbation problems (1.5) will be considered. The limiting behaviour of class 1 boundary operators $U_{a}, U_{b}$ as $a, b \rightarrow \omega_{-}, \omega_{+}$ is rather arbitrary (see §5) while the limiting behaviour of class 2 operators ( $(\S 2,3,4)$ is restricted as follows:

$$
\begin{align*}
& U_{a} y=\left[y \varphi_{-}\right](a)[1+o(1)] \quad \text { as } a \rightarrow \omega_{-}  \tag{2.4}\\
& U_{b} y=\left[y \varphi_{+}\right](b)[1+o(1)] \quad \text { as } b \rightarrow \omega_{+}
\end{align*}
$$

for every differentiable function $y$. A perturbed domain $\mathfrak{D}_{a b}$ is defined for each $[a, b] \in R_{0}$ to be the set of all $y$ in the subspace $\mathfrak{F}_{a b}$ of $\mathfrak{S}$ which satisfy the following conditions:
(a) $y$ is differentiable and $y^{\prime}$ is absolutely continuous on $[a, b]$;
(b) $L y \in \mathfrak{F}_{a b}$
(c) $y$ satisfies the homogeneous boundary conditions (1.5) where the boundary operators $U_{a}, U_{b}$ have the limiting behaviour (2.4).
The perturbed characteristic value problem that corresponds to this domain is the regular Sturm-Liouville problem

$$
\begin{equation*}
L y=\mu y, \quad y \in \mathfrak{D}_{a b} \tag{2.5}
\end{equation*}
$$

In addition, we define a domain $\mathfrak{D}_{a}$ for each $a$ on $\left(\omega_{-}, a_{0}\right.$ ] to be the set of all $z \in \mathfrak{F}_{a \omega_{+}}$which satisfy the following:
(a) $z$ is differentiable and $z^{\prime}$ is absolutely continuous on every closed subinterval of $\left[a, \omega_{+}\right)$;
(b) $L z \in \mathfrak{F}_{a \omega_{+}}$
(c) $z$ satisfies the conditions

$$
\begin{equation*}
U_{a} z=0, \quad\left[z \mathscr{P}_{+}\right](+)=0 \tag{2.6}
\end{equation*}
$$

The characteristic value problem

$$
\begin{equation*}
L z=\nu z, \quad z \in \mathfrak{D}_{a} \tag{2.7}
\end{equation*}
$$

on the half-open interval [ $a, \omega_{+}$) may be regarded as intermediate between (2.3) and (2.5), and will be called a semi-perturbed problem.

In order to obtain estimates for the difference between the characteristic values and functions of (2.5) and (2.3), we shall proceed in two steps: (i) the comparison of (2.5) with (2.7), and (ii) the comparison of (2.7) with (2.3). The details of (i) and (ii) are included in $\S \S 3$ and 4 respectively. Each comparison has independent interest because it is typical for a boundary variational problem when only one endpoint is varied and the unchanged endpoint is (i) an ordinary point; (ii) a singular point of the differential operator. Type (ii) variational problems arise for example in the theory of enclosed quantum mechanical systems[ 4], [5].
3. Comparison of the $y$ and $z$ problems. The characteristic value problems (2.5) and (2.7) will be compared, with (2.7) regarded as basic and (2.5) regarded as a perturbation on (2.7). In this case, the singular boundary condition $\left[z \varphi_{+}\right](+)=0$ is replaced by the regular condition $U_{b} z=0$ at the point $b$. We are going to estimate the variation of characteristic values and functions under this perturbation, and show that this variation has the limit 0 as $b \rightarrow \omega_{+}$. The ordinary endpoint a remains fixed in this section.

Let $G_{a b}(s, t)$ be the Green's function for the operator $k L_{0}$ associated with the boundary conditions (1.5), and let $G_{a b}$ be the linear transformation on $\mathfrak{F}_{a b}$ defined by the equation

$$
\begin{equation*}
G_{a b} y=\int_{a}^{b} G_{a b}(s, t) y(t) k(t) d t, \quad y \in \mathfrak{F}_{a b} \tag{3.1}
\end{equation*}
$$

Let $\nu=\nu_{a}$ be a characteristic value for (2.7) and let $z_{a}$ be the corresponding characteristic function. Define a function $f$ on $[a, b]$ by $^{1}$

$$
\begin{equation*}
f=z_{a}-\gamma_{a} G_{a b} z_{a} \quad \text { where } \gamma_{a}=\nu_{a}-l_{0} . \tag{3.2}
\end{equation*}
$$

It is easily verified because of the linearity of all the operators involved that $f$ is a solution of the boundary value problem

$$
\begin{equation*}
L_{0} f=0, \quad U_{a} f=0, \quad U_{b} f=U_{b} z_{a} \tag{3.3}
\end{equation*}
$$

The solution $\psi_{a}$ of $L_{0} y=0$ that is given by

$$
\begin{equation*}
\psi_{a}(s)=\varphi_{-}(s) U_{a} \mathscr{P}_{+}-\varphi_{+}(s) U_{a} \mathscr{P}_{-} \tag{3.4}
\end{equation*}
$$

satisfies the boundary condition $U_{a} y=0$. Hence the unique solution of (3.3) is

[^61]\[

$$
\begin{equation*}
f(s)=\left(U_{b} z_{a} / U_{b} \psi_{a}\right) \psi_{a}(s), \quad a \leqq s \leqq b \tag{3.5}
\end{equation*}
$$

\]

In fact, if $g$ is any solution of (3.3), then the function $h=g-f$ satisfies $L_{0} h=0, U_{a} h=U_{b} h=0$. This implies that $h$ is the zero function, or $g=f$.

It follows from (2.1) that $\left[\mathcal{P}_{+} \mathcal{P}_{+}\right](b) \rightarrow 0$ as $b \rightarrow \omega_{+}$and $\left[\mathcal{P}_{-} \mathcal{P}_{-}\right](\mathrm{a}) \rightarrow 0$ as $a \rightarrow \omega_{-}$. The identity

$$
\left[\mathcal{P}_{+} \mathcal{P}_{+}\right](t)-\left[\mathcal{P}_{+} \mathcal{P}_{+}\right](s)=\left(l_{0}-\bar{l}_{0}\right)\left(\left\|\mathscr{P}_{+}\right\|_{s}^{t}\right)^{2}
$$

is a consequence of (1.4), and since $\varphi_{+} \in \mathscr{S}_{\mathcal{S}}$, the limit $\left[\varphi_{+} \varphi_{+}\right](-)$exists. Similarly $\left[\varphi_{-} \varphi_{-}\right](+)$exists. From (2.1) and the identity [6]

$$
\left|\left[\mathscr{P}_{+} \overline{\mathscr{P}}_{-}\right](a)\right|^{2}=\left[\mathscr{P}_{-} \mathscr{P}_{-}\right](a)\left[\mathscr{P}_{+} \mathscr{P}_{+}\right](a)+\left|\left[\mathscr{P}_{+} \mathscr{P}_{-}\right](a)\right|^{2}
$$

we deduce that $\left|\left[\mathcal{\varphi}_{+} \varphi_{-}\right](a)\right| \rightarrow 1$ as $a \rightarrow \omega_{-} . \quad$ Similarly $\left|\left[\mathcal{\varphi}_{+} \varphi_{-}\right](b)\right| \rightarrow 1$ as $b \rightarrow \omega_{+}$. It has then been established that

$$
\begin{array}{ll}
U_{a} \mathscr{\varphi}_{-} \rightarrow 0, & \left|U_{a} \varphi_{+}\right| \rightarrow 1 \quad \text { as } a \rightarrow \omega_{-} ;  \tag{3.6}\\
U_{b} \varphi_{+} \rightarrow 0, & \left|U_{b} \varphi_{-}\right| \rightarrow 1 \quad \text { as } b \rightarrow \omega_{+}
\end{array}
$$

where (2.4) has been used. Since $\mathscr{\varphi}_{ \pm} \in \mathfrak{S}$, it follows from (3.4) that $\left\|\psi_{a}\right\|_{a}^{b}$ is uniformly bounded for $[a, b] \in R_{0}$. We obtain from (3.4) that

$$
U_{b} \psi_{a}=U_{b} \varphi_{-} U_{a} \varphi_{+}-U_{b} \varphi_{+} U_{a} \varphi_{-}
$$

and hence there are numbers $a_{0}, b_{0}$ (we may suppose that they coincide with the original choices of $a_{0}, b_{0}$ ) such that $U_{b} \psi_{a}$ is bounded away from zero on $a \leqq a_{0}, b_{0} \leqq b$. These considerations enable us to deduce from (3.2), (3.5) that there exists a constant ${ }^{2} C$ on $R_{0}$ such that

$$
\begin{equation*}
\left\|z_{a}-\gamma_{a} G_{a b} z_{a}\right\|_{a}^{b} \leqq C\left|U_{b} z_{a}\right|\left\|z_{a}\right\|_{a}^{b}, \quad[a, b] \in R_{0} \tag{3.7}
\end{equation*}
$$

Let $\mu^{i}=\mu_{a b}^{i}$ denote the $i$ th characteristic value of the regular problem (2.5), $\mu^{1}<\mu^{2}<\cdots$, and let $y^{i}$ denote the corresponding characteristic function, chosen so that $\left\{y^{i}\right\}$ is an orthonormal basis in $\mathfrak{F}_{a b}$. The following fundamental lemma was obtained by H. F. Bohnenblust in [1] by applying the Parseval completeness relation to the set $\left\{y^{i}\right\}$. An outline of the proof is reproduced below.

Lemma. Let $P(\delta)$ be the projection mapping from the Hilbert space $\mathfrak{F}_{a b}$ onto its subspace $\mathfrak{F}_{a b}(\delta)(\delta>0)$ spanned by all characteristic functions $y^{i}$ of (2.5) such that their corresponding $\mu^{i}$ satisfy $\left|\mu^{i}-\nu_{a}\right| \leqq \delta$. Then for any $w \in \mathfrak{F}_{a b}$,

$$
\|w-P(\delta) w\|_{a}^{b} \leqq\left(1+\left|\gamma_{a}\right| / \delta\right)\left\|w-\gamma_{a} G_{a b} w\right\|_{a}^{b}
$$

[^62]Proof. The subscripts $a, b$ will be omitted in this proof. Let $\alpha_{i}=\left(G w, y^{i}\right)$. It is easily verified that $\left(w-\gamma G w, y^{i}\right)=\left(\mu^{i}-\nu\right) \alpha_{i}$, and hence by the Parseval identity,

$$
\|w-\gamma G w\|^{2}=\sum_{i}\left|\mu^{i}-\nu\right|^{2}\left|\alpha_{i}\right|^{2} \geqq \delta^{2} \sum_{i}{ }^{*}\left|\alpha_{i}\right|^{2}
$$

where the ${ }^{*}$ denotes summation over only those indices $i$ such that $\left|\mu^{i}-\nu\right|>\delta$. Then

$$
\|G w-P(\delta) G w\|^{2}=\sum^{*}\left|\alpha_{i}\right|^{2} \leqq \delta^{-2}\|w-\gamma G w\|^{2}
$$

and the conclusion of the lemma follows easily from the Minkowski inequality.

The notation $\rho_{b}=C\left|\gamma_{a} U_{b} z_{a}\right|$ will be used. It follows from (2.4) and (2.6) that $\rho_{b} \rightarrow 0$ as $b \rightarrow \omega_{+}$for each fixed $a$. With the choice $\delta=2 \rho_{b}$, we apply the lemma to $w=z_{a}$ (see footnote 1) and use (3.7) to obtain

$$
\left\|z_{a}-P\left(2 \rho_{b}\right) z_{a}\right\|_{a}^{b} \leqq\left(C\left|U_{b} z_{a}\right|+\frac{1}{2}\right)\left\|z_{a}\right\|_{a}^{b}
$$

We may suppose that $b_{0}$ has been selected so that $C\left|U_{b} z_{a}\right| \leqq 1 / 4$ on $b_{0} \leqq b<\omega_{+}$. Hence $P\left(2 \rho_{b}\right) z_{a}=0$ implies that $z_{a}=0$ on $[a, b]$, and therefore $\mathfrak{F}_{a b}\left(2 \rho_{b}\right)$ has dimension $\geqq 1$. Hence there exists at least one characteristic value $\mu=\mu_{a b}$ of (2.5) which satisfies

$$
\begin{equation*}
\left|\mu_{a b}-\nu_{a}\right| \leqq 2 \rho_{b}, \quad[a, b] \in R_{0} \tag{3.8}
\end{equation*}
$$

To prove that there is exactly one, we conclude from the maximumminimum principle for characteristic values [3], [7] that the absolute value of the $i$ th characteristic value $\nu_{a}^{i}$ of (2.7) cannot decrease when a boundary condition at $b$ is adjoined, and hence $\left|\nu_{a}^{i}\right| \leqq\left|\mu_{a b}^{i}\right|(i=1,2, \cdots)$. Since the numbers $\nu_{a}^{i}$ do not accumulate and since $\rho_{b} \rightarrow 0$ as $b \rightarrow \omega_{+}$, there is a constant $b_{0}$ such that $2 \rho_{b}$ is less than the minimum of all the differences $\left|\nu_{a}^{j}-\nu_{a}^{i}\right|, \quad(i, j=1,2, \cdots ; i \neq j)$ whenever $b \geqq b_{0}$. If $0<$ $\nu_{a}^{1}<\nu_{a}^{2}$, it follows from (3.8) that exactly one characteristic value $\mu_{a b}$ of (2.5) lies in the interval $\left[\nu_{a}^{1}, \nu_{a}^{1}+2 \rho_{b}\right]$. A similar statement applies to the case that one or both of $\nu_{a}^{1}, \nu_{a}^{2}$ are negative.

In order to prove by induction that there is exactly one $\mu_{a b}^{i}$ which satisfies $\left|\mu_{a b}^{i}-\nu_{a}^{i}\right| \leqq 2 \rho_{b}(i=1,2, \cdots)$, assume that this is true for each integer $i \leqq n$. In the case that $\left|\nu_{a}^{n+1}\right|<\left|\nu_{a}^{n+2}\right|$ there are at most $n+1$ characteristic values $\mu_{a b}^{i}$ which satisfy $\left|\mu_{a b}^{i}\right| \leqq\left|\nu_{a}^{n+1}\right|+2 \rho_{b}$ since $\left|\mu_{a b}^{i}\right| \geqq$ $\left|\nu_{a}^{i}\right|$ for each $i$. It then follows from the induction assumption that there is at most one characteristic value $\mu_{a b}^{n+1}$ satisfying $\left|\mu_{a b}^{n+1}-\nu_{a}^{n+1}\right| \leqq 2 \rho_{b}$, and hence exactly one by (3.8). In the other case $\nu_{a}^{n+2}=-\nu_{a}^{n+1}$, it follows similarly that there are at most two $\mu_{a b}^{i}$ satisfying $\left|\nu_{a}^{n+1}\right|<\left|\mu_{a b}^{i}\right| \leqq\left|\nu_{a}^{n+1}\right|+$ $2 \rho_{b}$, and again by (3.8) there is exactly one $\mu_{a b}^{i}$ near each of $\nu_{a}^{n+1}, \nu_{a}^{n+2}$.

Theorem 1. If the singularity $\omega_{+}$of (1.1) is the limit circle type, then for every characteristic value $\nu_{a}$ of (2.7) there exists a rectangle $R_{0}$ and a constant $C$ on $R_{0}$ such that ${ }^{3}$ a unique characteristic value $\mu_{a b}$ of the perturbed problem (2.5) lies in the interval $\left|\mu_{a b}-\nu_{a}\right| \leqq C\left|U_{b} z_{a}\right|$ whenever $[a, b] \in R_{0}$.

This shows in particular that for each fixed $a$, there is a unique $\mu_{a b}$ of (2.5) such that $\mu_{a b} \rightarrow \nu_{a}$ as $b \rightarrow \omega_{+}$. In addition, the estimate of the theorem is valid uniformly on $\omega_{-}<a \leqq a_{0}$. One also finds for the characteristic functions $y_{a b}$ and $z_{a}$ associated with $\mu_{a b}$ and $\nu_{a}$ respectively that the estimate

$$
\left\|y_{a b}-z_{a}\right\|_{a}^{b} \leqq C\left|U_{b} z_{a}\right|, \quad\left\|y_{a b}\right\|_{a}^{b}=\left\|z_{a}\right\|_{a}=1
$$

is valid on $R_{0}$.
4. Comparison of the $z$ and $x$ problems. The characteristic value problems (2.7) and (2.3) will now be compared, with (2.7) regarded as a perturbation of the basic problem (2.3). The perturbation arises from the singular end condition $\left\lfloor x \varphi_{-}\right\rfloor(-)=0$ being replaced by a homogeneous boundary condition at the point $a$. The novelty of this section is due to the singular nature of the unchanged endpoint $\omega_{+}$.

Let $\lambda$ be a characteristic value of (2.3) and let $x$ be the corresponding normalized characteristic function. Let $G_{a}$ be the linear integral operator on $\mathfrak{F}_{a \omega_{+}}$whose kernel is the Green's function for $k L_{0}$ associated with the boundary conditions (2.6). This operator is defined similarly to the operator $G_{a b}$ in (3.1) [6]. Let a function $g$ on $\left[a, \omega_{+}\right.$) be defined by ${ }^{4}$

$$
\begin{equation*}
g=x-\gamma G_{a} x \quad \text { where } \gamma=\lambda-l_{0} \tag{4.1}
\end{equation*}
$$

The analogue of (3.5) is

$$
\begin{equation*}
g(s)=\left(U_{a} x / U_{a} \mathcal{P}_{+}\right) \mathscr{P}_{+}(s), \quad a \leqq s<\omega_{+} \tag{4.2}
\end{equation*}
$$

It follows from the postulated boundary conditions (2.2) at $\omega_{-}$that $\left[x \varphi_{-}\right](a) \rightarrow 0$ as $a \rightarrow \omega_{-}$, and hence by (2.4) that $U_{a} x \rightarrow 0$ as $a \rightarrow \omega_{-}$. It was proved above (3.6) that $\left|U_{a} \mathcal{P}_{+}\right| \rightarrow 1$ as $a \rightarrow \omega_{-}$, and since $\varphi_{+} \in \mathscr{G}$, we obtain the inequality

$$
\begin{equation*}
\left\|x-\gamma G_{a} x\right\|_{a} \leqq C\left|U_{a} x\right|\|x\|_{a} \tag{4.3}
\end{equation*}
$$

for some constant $C$. The analogue of the lemma in $\S 3$ with $\mathfrak{F}_{a b}$ replaced by $\mathfrak{F}_{a \omega_{+}}$leads to

$$
\begin{aligned}
\|x-P(\delta) x\|_{a} & \leqq(1+|\gamma| / \delta)\left\|x-\gamma G_{a} x\right\|_{a} \\
& \leqq(1+|\gamma| / \delta) C\left|U_{a} x\right|\|x\|_{a}
\end{aligned}
$$

[^63]and the following theorem is obtained.
THEOREM 2. If the singularities $\omega_{ \pm}$of (1.1) are both of the limit circle type, then for every characteristic value $\lambda$ of the basic problem (2.3) there exist constants $a_{0}$ and $C$ such that a unique characteristic value $\nu_{a}$ of (2.7) lies in the interval $\left|\nu_{a}-\lambda\right| \leqq C\left|U_{a} x\right|$ whenever $a$ satisfies $\omega_{-}<a \leqq a_{0}$. If $x, z_{a}$ are characteristic functions corresponding to $\lambda, \nu_{a}$ respectively with norms $\|x\|=\left\|z_{a}\right\|_{a}=1$, then
\[

$$
\begin{equation*}
\left\|z_{a}-x\right\|_{a} \leqq C\left|U_{a} x\right|, \quad \omega_{-}<a \leqq a_{0} \tag{4.4}
\end{equation*}
$$

\]

and in particular $\left\|z_{a}-x\right\|_{a} \rightarrow 0$ as $a \rightarrow \omega_{-}$.
We shall next prove the following consequence of (4.4):

$$
\begin{equation*}
U_{b} z_{a}=U_{b} x+\left(\left|U_{a} x\right|+\left|U_{b} x\right|\right) o(1) \tag{4.5}
\end{equation*}
$$

the order symbol being valid as $b \rightarrow \omega_{+}$uniformly on $\omega_{-}<a \leqq a_{0}$. We use formula (1.4) to obtain

$$
\begin{aligned}
& {\left[z_{a} \mathcal{P}_{+}\right](+)-\left[z_{a} \mathcal{P}_{+}\right](b)=\left(\nu_{a}-\bar{l}_{0}\right)\left(z_{a}, \mathcal{P}_{+}\right)_{b},} \\
& {\left[x \mathcal{P}_{+}\right](+)-\left[x \mathscr{\varphi}_{+}\right](b)=\left(\lambda-\bar{l}_{0}\right)\left(x, \varphi_{+}\right)_{b} .}
\end{aligned}
$$

Since $\left[x \varphi_{+}\right](+)=\left[z_{a} \mathcal{P}_{+}\right](+)=0$ by (2.2), (2.6), we deduce from the Schwarz inequality on $\mathfrak{F}_{\Delta \omega_{+}}$that

$$
\begin{aligned}
\left|\left[z_{a} \varphi_{+}\right](b)-\left[x \mathcal{P}_{+}\right](b)\right| \leqq & \left|\left(\nu_{a}-\bar{l}_{0}\right)\left(z_{a}-x, \mathscr{\varphi}_{+}\right)_{b}\right|+\left|\left(\nu_{a}-\lambda\right)\left(x, \varphi_{+}\right)_{b}\right| \\
\leqq & \left|\nu_{a}-\bar{l}_{0}\right|\left\|z_{a}-x\right\|_{b}\left\|\mathscr{P}_{+}\right\|_{b} \\
& +\left|\nu_{a}-\lambda\right|\|x\|\left\|\mathscr{P}_{+}\right\|_{b} .
\end{aligned}
$$

The desired conclusion (4.5) then follows from Theorem 2 and (2.4). The following abbreviation will be used:

$$
\begin{equation*}
\rho_{a b}=\left|U_{a} x\right|+\left|U_{b} x\right| \tag{4.6}
\end{equation*}
$$

Theorem 3. If both singularities $\omega_{ \pm}$are of the limit circle type, then for every characteristic value $\lambda$ of (2.3) there exists a rectangle $R_{0}$ and a constant $C$ on $R_{0}$ such that exactly one characteristic value $\mu_{a b}$ of the perturbed problem (2.5) lies in the interval $\left|\mu_{a b}-\lambda\right| \leqq C \rho_{a b}$ for every $[a, b] \in R_{0}$. For the characteristic functions $x, y_{a b}$ associated with $\lambda, \mu_{a b}$ respectively, normalized by $\|x\|=\left\|y_{a b}\right\|_{a}^{b}=1$, the estimate $\left\|y_{a b}-x\right\|_{a}^{b} \leqq C \rho_{a b}$ is valid.

Proof. It follows from Theorems 1 and 2 that

$$
\begin{aligned}
\left|\mu_{a b}-\lambda\right| & \leqq\left|\mu_{a b}-\nu_{a}\right|+\left|\nu_{a}-\lambda\right| \\
& \leqq C\left(\left|U_{b} z_{a}\right|+\left|U_{a} x\right|\right) .
\end{aligned}
$$

The first statement of the theorem is then a consequence of (4.5) and (4.6). The proof of the second statement is similar and will be omitted.

Finally, we shall obtain uniform estimates for the difference $y_{a b}(s)$ $x(s)$ on $a \leqq s \leqq b$. We remark in passing that the asymptotic result $y_{a b}(s)=x(s)[1+o(1)]$ as $a, b \rightarrow \omega_{-}, \omega_{+}$cannot be valid for $s$ near the boundaries $a, b$ nor can it be valid near any zeros of $x(s)$. Uniform estimates will now be derived by the same technique that proves useful in certain domain-perturbed problems concerning elliptic partial differential equations [1], when $\varphi_{ \pm}(s)$ are bounded on ( $\omega_{-}, \omega_{+}$).

First it will be shown that $\left(\lambda-l_{0}\right) G_{a b} x(s)$ gives a uniform estimate for $y_{a b}(s)$ on $a \leqq s \leqq b$. Let $\psi_{a}(s)$ be the function (3.4) and let $\psi_{b}(s)$ be defined by

$$
\psi_{b}(s)=\varphi_{-}(s) U_{b} \varphi_{+}-\varphi_{+}(s) U_{b} \varphi_{-} .
$$

Then

$$
\begin{aligned}
G_{a b}(s, t) & =\sigma^{-1} \psi_{a}(t) \psi_{b}(s) \quad \text { if } a \leqq t \leqq s \leqq b, \\
& =\sigma^{-1} \psi_{a}(s) \psi_{b}(t) \quad \text { if } a \leqq s \leqq t \leqq b,
\end{aligned}
$$

where

$$
\sigma=U_{a} \mathscr{P}_{-} U_{b} \varphi_{+}-U_{a} \varphi_{+} U_{b} \varphi_{-}
$$

Then $|\sigma| \rightarrow 1$ as $a, b \rightarrow \omega_{-}, \omega_{+}$, and the function defined by

$$
\left(\left\|G_{a b}\right\|_{a}^{b}\right)^{2}=\int_{a}^{b}\left|G_{a b}(s, t)\right|^{2} k(t) d t
$$

is a bounded function of $s, a$, and $b$. Hence the inequality

$$
\begin{aligned}
&\left|y_{a b}(s)-\left(\lambda-l_{0}\right) G_{a b} x(s)\right|=\left|G_{a b}\left[\left(\mu_{a b}-l_{0}\right) y_{a b}(s)-\left(\lambda-l_{0}\right) x(s)\right]\right| \\
& \leqq\left\|G_{a b}\right\|_{a}^{b}\left(\left|\mu_{a b}-l_{0}\right|\left\|y_{a b}-x\right\|_{a}^{b}+\left|\mu_{a b}-\lambda\right|\|x\|\right)
\end{aligned}
$$

and Theorem 3 show that there exists a constant $C$ such that

$$
\begin{equation*}
\left|y_{a b}(s)-\left(\lambda-l_{0}\right) G_{a b} x(s)\right| \leqq C \rho_{a b} \quad a \leqq s \leqq b \tag{4.6}
\end{equation*}
$$

Let $h$ be the uniquely determined solution of the boundary value problem

$$
L_{0} h=0, \quad U_{a} h=U_{a} x, \quad U_{b} h=U_{b} x \quad \text { on } a \leqq s \leqq b
$$

Let the function $f$ on $[a, b]$ be defined by

$$
f(s)=\left(\lambda-l_{0}\right) G_{a b} x(s)-x(s)+h(s)
$$

Since $f$ satisfies $L_{0} f=0, U_{a} f=U_{b} f=0, f$ is identically zero. The following uniform estimate is then a direct consequence of (4.6):

$$
\begin{equation*}
y_{a b}(s)=x(s)-h(s)+O\left(\rho_{a b}\right), \quad a \leqq s \leqq b \tag{4.7}
\end{equation*}
$$

It can be verified without much difficulty that $h(s)=O\left(\rho_{a b}\right)$ on a fixed closed subinterval $I_{0}$ of $[a, b]$, valid for $[a, b] \in R_{0}$. The following uniform result on $I_{0}$ is therefore a special case of (4.7):

$$
y_{a b}(s)=x(s)+O\left(\rho_{a b}\right) \quad[a, b] \in R_{0}
$$

5. Class 1 boundary operators. Instead of the restrictive limiting behaviour (2.4) of the boundary operators $U_{a}, U_{b}$, the limiting behaviour of class 1 boundary operators is essentially arbitrary. In regard to the perturbation $a \rightarrow \omega_{-}$, a class 1 boundary operator $U_{a}$ is defined as follows. Let $\varphi_{+}$be the function defined in $\S 2$ and let $x$ be a characteristic function of the basic problem (2.3) corresponding to the characteristic value $\lambda$. Class 1 perturbation problems are possible when the singularity $\omega_{-}$is not an accumulation point of the zeros of $\varphi_{+}$and

$$
\begin{equation*}
x(s) / \mathscr{\varphi}_{+}(s)=o(1) \quad \text { as } s \rightarrow \omega_{-} \tag{5.1}
\end{equation*}
$$

In this event, $U_{a}$ is said to be a class 1 boundary operator on ( $\omega_{-}, a_{0}$ ] whenever the ratio $\varphi_{+}(a) U_{a} x / x(a) U_{a} \mathscr{P}_{+}$is bounded on this interval. This rather mild restriction on $U_{a}$ implies that

$$
\begin{equation*}
\varepsilon_{a}=\left|U_{a} x / U_{a} \mathscr{P}_{+}\right|=o(1) \quad \text { as } a \rightarrow \omega_{-} . \tag{5.2}
\end{equation*}
$$

An example is given in [8, pages 838-840] when $\omega_{-}=0$ is a regular singularity of $L$, with $p(s)=1$. In this event, a sufficient condition that the boundedness requirement above (5.2) be satisfied is that the limit $\sigma=\lim _{a \rightarrow 0}\left[\alpha \alpha_{0}(\alpha) / \alpha_{1}(a)\right]$ exists (finite or $\infty$ ) and $\sigma \neq-\rho$, where $\rho$ denotes the smaller of two real, distinct exponents at the singularity 0 .

Let $g$ be defined by (4.1). Then (4.2) is valid but under the assumptions of this section, (4.3) is replaced by

$$
\begin{equation*}
\left\|x-\gamma G_{a} x\right\|_{a} \leqq C \varepsilon_{a}\|x\|_{a} \tag{5.3}
\end{equation*}
$$

where $\varepsilon_{a}$ is defined by (5.2). In the notation of $\S \S 2,3$,

$$
\|x-P(\delta) x\|_{a} \leqq(1+|\gamma| \mid \delta) C \varepsilon_{a}\|x\|_{a}
$$

Since $\varepsilon_{a}=o(1)$ as $a \rightarrow \omega_{-}$, Theorems 2 and 3 are valid with the replacement $\varepsilon_{a}$ instead of $\left|U_{a} x\right|$. A similar statement is appropriate in the event that $U_{b}$ is a class 1 boundary operator.

In the example of a regular singularity $\omega_{-}=0$ with real exponents $\rho_{1}, \rho_{2}$, it turns out that $\varepsilon_{a}=O\left(a^{\rho_{1}-\rho_{2}}\right)$ if $\rho_{1}>\rho_{2}$ and $\varepsilon_{a}=O(1 / \ln a)$ if $\rho_{1}=$ $\rho_{2}\left(0<a \leqq a_{0}\right)$.
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# ON ESSENTIAL ABSOLUTE CONTINUITY 

Robert J. Thompson

Throughout this paper $\boldsymbol{D}$ will denote a bounded domain in Euclidean $n$-space $R^{n}$, and $T$ will be a bounded, continuous, single-valued transformation from $\boldsymbol{D}$ into $R^{n}$. For such transformations, concepts of essential bounded variation and essential absolute continuity have been defined and studied by Rado and Reichelderfer ([3], IV. 4). In this paper a characterization of essential absolute continuity will be given. The characterization suggests a definition of uniform essential absolute continuity and some of the consequences of this definition will be investigated.

1. For every point $x$ in $R^{n}$ a multiplicity function $K(x, T, \boldsymbol{D})$ is defined ([3], II. 3.2). $T$ is said to be essentially of bounded variation (briefly $e B V$ ) in $\boldsymbol{D}$ provided $K(x, T, \boldsymbol{D})$ is Lebesgue summable in $R^{n}$ ([3], IV. 4.1, Definition 1). Let $X_{\infty}=X_{\infty}(T, D)$ denote the set of points $x$ in $R^{n}$ for which $K(x, T, D)$ is infinite. Thus if $T$ is $e B V$ in $D$, then $\mathscr{C} X_{\infty}=0$ (if $A$ is a subset of $R^{n}$, then $\mathscr{L} A$ denotes its exterior Lebesgue measure). Since $K(x, T, \boldsymbol{D})$ is a lower semicontinuous function of $x$ ([3], II. 3.2, Remark 10), $X_{\infty}$ is a Borel set and, by Theorem 1 of [3], IV. 1.1, the set $T^{-1} X_{\infty}$ is also a Borel set.
2. If $x$ is a point in $R^{n}$ and $C$ is a component of $T^{-1} x$ which is closed relative to $R^{n}$, then $C$ is termed a maximal model continuum ( $x$, $T, \boldsymbol{D})$ ([3], II. 3.1, Definition 1). Denote by $\mathfrak{C}=\mathfrak{C}(T, \boldsymbol{D})$ the class composed of all sets $C$ for which $T C$ is a point in $R^{n}$ and $C$ is a maximal model continuum for $(T C, T, \boldsymbol{D})$. Let $\mathfrak{r}=\mathfrak{F}(T, \boldsymbol{D})$ be the subset of $\mathfrak{C}$ consisting of those elements $C$ each of which is an essential maximal model continuum (briefly e.m.m.c.) for ( $T C, T, D$ ) ([3], II. 3.3, Definition 1); the set $E=E(T, D)=\cup C, C \in \mathfrak{F}$ ([3], II. 3.6). Let $\mathfrak{F}_{i}=$ $\mathfrak{F}_{i}(T, \boldsymbol{D})$ be the subset of $\mathbb{F}$ consisting of those elements $C$ each of which is an essentially isolated e.m.m.c. (briefly e.i. e.m.m.c.) for ( $T C, T, D$ ) ([3], II. 3.3, Definition 2); the set $E_{i}=E_{i}(T, D)=\cup C, C \in \mathfrak{F}_{i}$ ([3], II. 3.6.). Finally, let $\mathfrak{F}_{i}^{p}=\mathfrak{F}_{i}^{p}(T, \boldsymbol{D})$ be the subset of $\mathfrak{F}_{i}$ consisting of those elements of $\mathfrak{F}_{i}$ which consist of single points; the set $E_{i}^{p}=E_{i}^{p}(T, D)=$ $\cup C, C \in \mathfrak{F}_{i}^{p}$ ([3], II. 3.6). The sets $E, E_{i}$ and $E_{i}^{p}$ are Borel sets ([3], II. 3.6, Theorem 1).

If $T$ is $e B V$ in $\boldsymbol{D}$, then a necessary and sufficient condition that $T$ be essentially absolutely continuous (briefly $e A C$ ) in $\boldsymbol{D}$ ([3], IV. 4.2) is

[^64]that $T$ satisfies the condition $(N)$ on the set $E(T, \mathbf{D})$ ([3], IV. 4.2, Theorem 3) i.e., if $S \equiv E$ and $\mathscr{L} S=0$, then $\mathscr{L} T S=0$.

Definition 1. $T$ will be said to satisfy the $(\varepsilon, \delta)$ condition on a subset $A$ of $\boldsymbol{D}$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that if $S \equiv A$ and $\mathscr{L} S<\delta$, then $\mathscr{L} T S<\varepsilon$. Clearly if $T$ satisfies the $(\varepsilon, \delta)$ condition on each of a finite number of subsets of $\boldsymbol{D}$, then $T$ satisfies the ( $\varepsilon, \delta$ ) condition on any subset of their union. Also, if $A$ is a Borel subset of $\boldsymbol{D}$, then $T$ satisfies the $(\varepsilon, \delta)$ condition on $A$ if and only if for every $\varepsilon>0$ there is a $\delta>0$ such that if $S$ is a Borel subset of $A$ and $\mathscr{L} S<\delta$, then $\mathscr{L} T S<\varepsilon$.

Theorem 1. Suppose $T$ is $e B V$ in $D$. Then a necessary and sufficient condition that $T$ be eAC in $\boldsymbol{D}$ is that $T$ satisfies the $(\varepsilon, \delta)$ condition on the set $E(T, D)$.

Proof. Since $T$ is assumed to be $e B V$ in $\boldsymbol{D}$ it suffices to prove that a necessary and sufficient condition that $T$ satisfies the condition $(N)$ on the set $E$ is that $T$ satisfies the $(\varepsilon, \delta)$ condition on $E$. Since the proof of the sufficiency is immediate, we proceed to a proof of the necessity. If $T$ satisfies the condition $(N)$ on $E$, then, by Lemma 4 of [3], IV. 4.2, $\mathscr{L} T\left(E-E_{i}^{p}\right)=0$ and so $T$ clearly satisfies the $(\varepsilon, \delta)$ condition on $E-E_{i}^{p}$. Since $T$ is $e B V$ in $\boldsymbol{D}, \mathscr{L} X_{\infty}=0$ and so $T$ satisfies the $(\varepsilon, \delta)$ condition on $T^{-1} X_{\infty}$. Since $E$ is a subset of the union of the sets $E-E_{i}^{p}, T^{-1} X_{\infty}$ and $E_{i}^{p}-T^{-1} X_{\infty}$, in view of the remarks following Definition 1 it remains only to be shown that $T$ satisfies the $(\varepsilon, \delta)$ condition on $E^{p}-T^{-1} X_{\infty}$ whenever $T$ satisfies the condition ( $N$ ) on $E$. Assume then that $T$ does not satisfy the ( $\varepsilon, \delta$ ) condition on $E_{i}^{p}-T^{-1} X_{\infty}$. The proof will be completed by showing that $T$ does not satisfy the condition $(N)$ on $E$. Since $E_{i}^{p}$ and $T^{-1} X_{\infty}$ are Borel sets, their difference is a Borel set. Thus the assumption that $T$ fails to satisfy the $(\varepsilon, \delta)$ condition on $E_{i}^{p}-T^{-1} X_{\infty}$ implies, in view of the remarks following Definition 1, that there is an $\varepsilon_{0}>0$ such that for every positive integer $k$ there is a Borel set $S_{k} \bar{\equiv} E_{i}^{p}-T^{-1} X_{\infty}$ such that $\mathscr{L} S_{k}<1 / 2^{k}$ and $. \mathscr{P} T S_{k} \geqq \varepsilon_{0}$. Let $S^{*}=\lim \sup S_{k}\left(=\bigcap_{n=1}^{\infty} \bigcup_{k \geqq n} S_{k}\right) . \quad S^{*}$ is a subset of $E_{i}^{p}-T^{-1} X_{\infty}$ and so

$$
\begin{equation*}
S^{*} \equiv E \tag{1}
\end{equation*}
$$

For every positive integer $n, S^{*} \equiv \bigcup_{k \overline{>} n} S_{k}$ and so $\mathscr{C} S^{*} \equiv 1 / 2^{n-1}$. Hence

$$
\begin{equation*}
\mathscr{C} S^{*}=0 \tag{2}
\end{equation*}
$$

Let $k$ be a positive integer and suppose $x \in T S_{k}$. Since $S_{k} \bar{\subset} E_{i}^{p}-$ $T^{-1} X_{\infty}, K(x, T, \boldsymbol{D})<\infty$ and there is a point $u$ in $E_{i}^{p}$ such that $T u=x$,

Since $K(x, T, \boldsymbol{D})<\infty$ there are at most a finite number of e.m.m.c.s. for ( $x, T, D$ ) ([3], II. 3.3, Definition 1 and II. 3.4, Theorem 3). But for every point $u$ in $E_{i}^{p}$ such that $T u=x$ the set consisting of the point $u$ is an e.m.m.c. for $(x, T, \boldsymbol{D})$. Thus there are at most a finite number of points $u$ in $E_{i}^{p}-T^{-1} X_{\infty}$ for which $T u=x$. Thus it has been shown that
(3) For every integer $k$, if $x$ is in $T S_{k}$ then $\left(E_{i}^{p}-T^{-1} X_{\infty}\right) \cap T^{-1} x$ is a finite set.
Since $\cup S_{k} \bar{\subset} E_{i}^{p}-T^{-1} X_{\infty}$ it is easy to show that (3) implies that lim $\sup T S_{k}=T\left(\lim \sup S_{k}\right)$ and so

$$
\begin{equation*}
\mathscr{L}\left(\lim \sup T S_{k}\right)=\mathscr{L} T S^{*} \tag{4}
\end{equation*}
$$

By Theorem 4 of [3], IV. 1. 1, the sets $T S_{k}$ are measurable. Since $T$ is a bounded transformation, $\mathscr{L}\left(\cup T S_{k}\right)$ is finite. Thus ([5], p. 17)

$$
\begin{equation*}
\mathscr{L}\left(\lim \sup T S_{k}\right) \geqq \lim \sup \mathscr{L} T S_{k} . \tag{5}
\end{equation*}
$$

But $\mathscr{L} T S_{k} \geqq \varepsilon_{0}>0$ for all $k$ and so

$$
\begin{equation*}
\lim \sup \mathscr{L} T S_{k}>0 \tag{6}
\end{equation*}
$$

By (4), (5) and (6),

$$
\begin{equation*}
\mathscr{L} T S^{*}>0 \tag{7}
\end{equation*}
$$

Now (1), (2) and (7) imply that $T$ does not satisfy condition (N) on $E$.
3. Definition 2. For every positive integer $j$ let $\boldsymbol{D}_{j}$ be a bounded domain in $R^{n}$ and let $T_{j}$ be a bounded, continuous, single-valued transformation from $\boldsymbol{D}_{j}$ into $R^{n}$. The transformations $T_{j}$ will be termed uniformly essentially absolutely continuous (briefly UEAC) provided:
(i) For each $j, T_{j} e B V$ in $\boldsymbol{D}_{j}$ and
(ii) Given any $\varepsilon>0$, there is a $\delta>0$, depending only on $\varepsilon$, such that for all $j$ the following is true: if $S$ is a subset of $E\left(T_{j}, D_{j}\right)$ and $\mathscr{L} S<\delta$, then $\mathscr{L} T_{j} S<\varepsilon$.
Note that if the transformations $T_{j}$ are UEAC, then, by Theorem 1 , for each $j, T_{j}$ is $e A C$ in $\boldsymbol{D}_{j}$.

Each point $u$ in $\boldsymbol{D}$ is contained in a unique component of $T^{-1} T u$ denoted by $C_{u}$. A subset $U$ of $\boldsymbol{D}$ is termed a $T$ set if $u \in U$ implies $C_{u} \equiv U([4], 1)$.

Theorem 2. Let $\boldsymbol{D}$ be a bounded domain in Euclidean $n$-space $R^{n}$ and let $T$ be a bounded, continuous, single-valued transformation from $\boldsymbol{D}$ into $R^{n}$. For every positive integer $j$ let $\boldsymbol{D}_{j}$ be a bounded domain in $R^{n}$ and let $T_{i}$ be a bounded, continuous, single-valued transformation from $\boldsymbol{D}_{\dot{j}}$ into $R^{n}$,
(i) The mappings $T_{j}$ are UEAC
(ii) The mappings $T_{j}$ converge to $T$ uniformly on compact subsets of $\boldsymbol{D}$ ([3], II. 3. 2, Remark 9) and
(iii) $A$ is a $T$ set contained in $E(T, D)$ and $\mathscr{C} A=0$, then $\mathscr{L} T A=0$.

Proof Let $\varepsilon>0$ be given and let $\delta$ be the corresponding positive number in (ii) of Definition 2. Since $A$ is a subset of the open set $D$ and $\mathscr{L} A=0$, there is an open set $O$, containing $A$ and contained in $D$, such that $\mathscr{L} O<\delta$. Let $x \in T A$. Since $A \equiv E(T, D)$, there is a set $C$, e.m.m.c. for $(x, T, D)$, such that $C$ meets $A . C \equiv A$ since $A$ is a $T$ set and so $C \equiv O$. By Definition 1 in [3], II. 3.3 there is a set $D$, which contains $C$ and whose closure $\mathscr{K} D$ is contained in $O$, such that $D$ is an indicator domain for ( $x, T, \boldsymbol{D}$ ) ([3], II. 3.2). By definition $\mathscr{K} D \equiv D, x$ is not in $T \mathscr{B} D$ (where $\mathscr{B} D$ denotes the boundary of $D$ ) and the topological index $\mu(x, T, D)([3]$, II. 2) is not zero. Since $T \mathscr{B} D$ is compact, the ecart of $x$ from $T \mathscr{B} D, e(x, T \mathscr{B} D$ ), is positive ([3], I.1.4, Exercise 3). Since $\mathscr{K} D \equiv D$, by (ii) there is a positive integer $j_{x}$ such that, for $j>j_{x}, \mathscr{K} D \equiv \boldsymbol{D}_{j}$ and $\rho\left(T, T_{j}, \mathscr{K} D\right)$ the deviation of $T_{j}$ from $T$ on $\mathscr{K} D$ ([3], I. 1.5, Definition 5) is less than $e(x, T \mathscr{B} D)$. Clearly $\rho\left(T, T_{j}, \mathscr{B} D\right) \leqq \rho\left(T, T_{j}, \mathscr{K} D\right)$. Thus, for $j>j_{x}, \mathscr{K} D \equiv D \cap D_{j}$ and $\rho\left(T, T_{j}, \mathscr{B} D\right)<e(x, T \mathscr{B} D)$. By Theorem 6 of [3], II. 2.3, $\mu\left(x, T_{j}, D\right)$ is defined and equals $\mu(x, T, D)$. Thus $D$ is an indicator domain for ( $x, T_{j}, \boldsymbol{D}_{j}$ ) and, by Lemma 4 of [3], II. 3.3, there is a set $C_{j}$, e.m.m.c. for $\left(x, T_{j}, \boldsymbol{D}_{j}\right)$, such that $C_{j} \equiv D$. Now $C_{j} \equiv O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)$ and $T_{j} C_{j}=x$. Thus $x \in T_{j}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right]$ for all $j>j_{x}$ and hence $x \in \lim \inf T_{j}[O \cap$ $\left.E\left(T_{j}, \boldsymbol{D}_{j}\right)\right]$. Since $x$ was any point in $T A$, it has been shown that $T A$ $\bar{\equiv} \liminf T_{j}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right]$ and so

$$
\begin{equation*}
\mathscr{L} T A \leqq \mathscr{L} \lim \inf T_{j}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right] \tag{1}
\end{equation*}
$$

Since $E\left(T_{j}, \boldsymbol{D}_{j}\right)$ is a Borel set, $O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)$ is also a Borel set and so $T_{j}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right]$ is Lebesgue measurable. Thus ([5], p. 17)

$$
\begin{equation*}
\mathscr{L} \lim \inf T_{j}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right] \leqq \lim \inf \mathscr{L} T_{j}\left[O \cap E\left(T_{j}, D_{j}\right)\right] \tag{2}
\end{equation*}
$$

Now

$$
\begin{equation*}
\mathscr{L}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right] \leqq \mathscr{L} O<\delta \tag{3}
\end{equation*}
$$

By the choice of $\delta$, (3) implies that $\mathscr{L} T_{j}\left[O \cap E\left(T_{j}, D_{j}\right)\right]<\varepsilon$ and hence

$$
\begin{equation*}
\liminf \mathscr{L} T_{j}\left[O \cap E\left(T_{j}, \boldsymbol{D}_{j}\right)\right] \leqq \varepsilon \tag{4}
\end{equation*}
$$

By (1), (2) and (4)

$$
\begin{equation*}
\mathscr{L} T A \leqq \varepsilon \tag{5}
\end{equation*}
$$

Since (5) has been proved for an arbitrary $\varepsilon>0$, it follows that $\mathscr{L} T A=0$.
4. Theorem 2 suggests the question: under the hypotheses of Theorem 2 does $T$ satisfy the condition $(N)$ on $E(T, \boldsymbol{D})$ ? Note that $T$ does satisfy the condition $(N)$ on $E_{i}^{p}(T, D)$. In the remainder of the paper some results pertinent to this question will be presented.

Reichelderfer introduced the concept of the $T$ magnification ([4], 6). It will be useful to have the definition repeated here.

Let $\mathfrak{D}^{*}=\mathfrak{D}^{*}(T, \boldsymbol{D})$ be the class composed of all domains $D$ for each of which $\mathscr{K} D$ is contained in $\boldsymbol{D}$ and there exists an open oriented $n$-cube $Q$ in $R^{n}$ such that $D$ is a component of $T^{-1} Q$. If $C$ is a maximal model continuum for ( $x, T, \boldsymbol{D}$ ) for some point $x$ in $R^{n}$, for every positive number $\varepsilon$ define

$$
\bar{d}(C, \mathscr{L} T, \varepsilon)=\text { l.u.b. } \mathscr{L} T D / \mathscr{L} D, C \equiv D \in \mathfrak{D}^{*}, \delta T D \leqq \varepsilon
$$

and

$$
\underline{d}(C, \mathscr{L} T, \varepsilon)=\text { g.l.b. } \mathscr{L} T D / \mathscr{L} D, C \equiv D \in \mathfrak{D}^{*}, \delta T D \leqq \varepsilon
$$

(If $A$ is a subset of $R^{n}, \delta A$ denotes the diameter of $A$ ).

$$
\bar{d}(C, \mathscr{L} T)=\lim _{\varepsilon \rightarrow 0+} \bar{d}(C, \mathscr{L} T, \varepsilon)
$$

and

$$
\underline{d}(C, \mathscr{L} T)=\lim _{\varepsilon \rightarrow 0+} \underline{d}(C, \mathscr{L} T, \varepsilon)
$$

If $\bar{d}(C, \mathscr{L} T)$ and $\underline{d}(C, \mathscr{L} T)$ are finite and equal, their common value is denoted by $M(C, T)$ and is termed the $T$ magnification at $C$.

Lemma 1. Let $p$ be a positive number and let $A$ be a $T$ set with the following properties:
(i) If $u \in A$, then there is a set $C \in \mathfrak{F}_{i}(T, D)$ such that $u \in C$ and $\underline{d}(C, \mathscr{L} T)>p$.
(ii) If $C \in \mathfrak{F}_{i}(T, D)$ and $C \equiv A$, then for every domain $G$ in $R^{n}$ which contains $T C$ and has a sufficiently small diameter it is true that $T^{-1} G$ possesses exactly one component $D$ which meets $A$. Note that $D$ must contain $C$ and (provided only that the diameter of $G$ is sufficiently small) be a m.i.d. $T$ ([4], 4 and 5, Lemma 2).

Then $\mathscr{L} A \leqq 1 / p \mathscr{L} T A$.
Proof. Let $\eta$ be any positive number. The proof will be completed
by showing that $\mathscr{L} A \leqq 1 / p \mathscr{L} T A+\eta$.
Let $x \in T A$ (the inequality is trivial if $A$ is empty) and let $u \in A$ such the $T u=x$. By (i) there is a set $C \in \mathfrak{E}_{i}(T, D)$ such that $u \in C$ and $\underline{d}(C, \mathscr{L} T)>p$. Thus there is an $\varepsilon>0$ such that $\underline{d}(C, \mathscr{L} T, \varepsilon)>p$ and so

$$
\begin{equation*}
\text { If } C \equiv D \in \mathfrak{D}^{*} \text { and } \delta T D \leqq \varepsilon \text {, then } \mathscr{L} T D / \mathscr{L} D>p \tag{1}
\end{equation*}
$$

Since $A$ is a $T$ set, $C \equiv A$ and, by (ii), there exists a positive number $r$ such that for every domain $G$ in $R^{n}$ which contains $T C(=x)$ and for which $\delta G \leqq r$ it is true that $T^{-1} G$ possesses exactly one component which meets $A$ and, moreover, this component is a m.i.d. $T$ containing $C$. For every positive integer $i$ let $Q_{i}$ be the open oriented $n$-cube with center at $x$ and diameter equal to the smaller of $\varepsilon, r$ and $1 / i$. Then $T^{-1} Q_{i}$ possesses exactly one component $D_{i}$ which meets $A$ and $D_{i}$ is a m.i.d. $T$ containing $C$. By the Lemma in [4], 4, $T D_{i}=Q_{i}$ and $\mathscr{K} D_{i} \equiv D$. By definition, $D_{i} \in \mathfrak{D}^{*}$ and so, with the aid of (1), $\mathscr{L} D_{i}<1 / p \mathscr{L} T D_{i}$. Thus
(2) For every point $x$ in $T A$ there is associated a sequence of open oriented $n$-cubes $Q_{i}$ with centers at $x$ and a corresponding sequence of domains $D_{i}$ such that, for all $i, \delta Q_{i} \leqq 1 / i, \mathscr{L} D_{i},<1 / p \mathscr{L} Q_{i}, D_{i}$ is a component of $T^{-1} Q_{i}$ and the only component of $T^{-1} Q_{i}$ which meets $A$.

Let $\mathfrak{\Omega}$ be the class of all $n$-cubes associated with points of $T A$ in this manner. $\mathscr{C} T A$ is finite since $T$ is bounded, and by a theorem of Rademacher ([2], p. 190) there is a $\mathfrak{\Omega}^{*}$, countable subclass of $\mathfrak{\Omega}$, such that

$$
\begin{equation*}
T A \equiv \cup Q^{*}, Q^{*} \in \mathfrak{Q}^{*} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma \mathscr{C} Q^{*} \leqq \mathscr{L} T A+\eta p \tag{4}
\end{equation*}
$$

(Rademacher's theorem is stated in terms of a covering made up of open $n$-spheres, but the corresponding theorem for a covering of open $n$-cubes is readily obtained from it). Let $Q^{*}$ be an element of $\mathfrak{\Omega}^{*}$. By (2) there is a corresponding domain $D^{*}, D^{*}$ a component $T^{-1} Q^{*}$ such that $\mathscr{L} D^{*}<1 / p \mathscr{L} Q^{*}$ and $D^{*}$ is the only component of $T^{-1} Q^{*}$ which meets $A$. In this way exactly one domain $D^{*}$ is associated with each $Q^{*} \in \mathfrak{R}^{*}$. The class of domains $D^{*}$ is countable and

$$
\begin{equation*}
\Sigma \mathscr{P} D^{*} \leqq 1 / p \Sigma \mathscr{L} Q^{*} \tag{5}
\end{equation*}
$$

Let $u \in A$. Then $T u \in T A$ and by (3) there is a $Q^{*} \in \mathfrak{\Omega}^{*}$ such that $T u \in Q^{*}$. Since the corresponding $D^{*}$ is the only component of $T^{-1} Q^{*}$


$$
\begin{equation*}
\mathscr{L} A \leqq \Sigma \mathscr{L} D^{*} \tag{6}
\end{equation*}
$$

By (4), (5) and (6), $\mathscr{L} A \leqq 1 / p \mathscr{L} T A+\eta$. Since $\eta$ is any positive number, the conclusion of the lemma is established.

Lemma 2. Let $\mathfrak{S}$ be a subclass of $\mathfrak{F}_{i}(T, D)$ such that if $C \in \mathfrak{S}$ then $\underline{d}(C, \mathscr{L} T)>0$. Put $H=\cup C, C \in \mathfrak{S}$. If $\mathscr{L} T H=0$, then $\mathscr{L} H=0$.

Proof. If $H$ is not empty (the equality is trivial otherwise) then $\mathfrak{F}_{i}(T, \boldsymbol{D})$ is not empty and hence, by the Lemma in [4], 14, the set $E_{i}$ can be expressed as the union of a countably infinite sequence of $T$ sets $U_{k}$ with the following property:
(1) If $C \in \mathfrak{F}_{i}$ and $U_{k} \equiv C$, then for every domain $G$ in $R^{n}$ which contains $T C$ and has a sufficiently small diameter it is true that $T^{-1} G$ possesses exactly one component $D$ which meets $U_{k}$.

For every positive integer $n$ let $\mathfrak{S}_{n}$ be the subclass of $\mathfrak{S}$ consisting of those elements $C$ for which $\underline{d}(C, \mathscr{L} T)>1 / n$. Put $H_{n}=\cup C, C \in \mathscr{E}_{n}$ and let $H_{n k}=H_{n} \cap U_{k}$. Then $H=\cup H_{n}$ and, for each $n$, $H_{n}=\cup H_{n k}$. The proof will be completed by showing that $\mathscr{L} H_{n k}=0$ for arbitrary $n$ and $k$. Since $H_{n}$ and $U_{k}$ are $T$ sets,
(2) $H_{n k}$ is a $T$ set.

Clearly
(3) If $u \in H_{n k}$, then there is a set $C \in \mathfrak{F}_{i}$ such that $u \in C$ and $\underline{d}(C, \mathscr{L} T)>1 / n$.

By (1) and the definition of $H_{n k}$,
(4) If $C \in \mathfrak{F}_{i}$ and $C \equiv H_{n k}$, then for every domain $G$ in $R^{n}$ which contains $T C$ and has a sufficiently small diameter it is true that $T^{-1} G$ possesses exactly one component $D$ which meets $H_{n k}$.
(2), (3), (4) and Lemma 1 imply that $\mathscr{L} H_{n k} \leqq n \mathscr{L} T H_{n k}$. Since $T H_{n k} \equiv T H$ and $\mathscr{L} T H=0, \mathscr{L} T H_{n k}=0$ and consequently $\mathscr{L} H_{n k}=0$. Since $n$ and $k$ are arbitrary, it follows that $\mathscr{C} H=0$.
5. Theorem 3. Let $\boldsymbol{D}$ be a bounded domain in Euclidean $n$-space $R^{n}$ and let $T$ be a bounded, continuous, single-valued transformation from $\boldsymbol{D}$ into $R^{n}$. For every positive integer $j$ let $\boldsymbol{D}_{j}$ be a bounded domain in $R^{n}$ and let $T_{j}$ be a bounded, countinuous, single-valued transformation from $\boldsymbol{D}_{j}$ into $R^{n}$. Let $\mathfrak{B}$ be the subclass of $\mathscr{F}_{i}(T, \boldsymbol{D})$
consisting of those elements $C$ for each of which $C M(C, T)$ exists and is positive and $C$ contains more than a single point. Put $B=\cup C$, $C \in \mathfrak{B}$. If
(i) The mappings $T_{j}$ are UEAC.
(ii) The mappings $T_{j}$ converge to $T$ uniformly on compact subsets D and
(iii) $T$ is $e B V$ in $\boldsymbol{D}$
then the following statements are equivalent:
(iv) $T$ satisfies the condition $(N)$ on $B$,
(iv)' $\mathscr{L} T B=0$ and
(iv)" $\mathscr{L} B=0$
and (i), (ii) and (iii) together with (iv) or (iv)' or (iv)" imply that $T$ is $e A C$ in $D$.

Proof. First it will be shown that (i), (ii), (iii) and (iv) imply that $T$ is $e A C$ in $\boldsymbol{D}$. By the Theorem in [4], 16, there exist $T$ sets $V^{\prime}$ and $V^{\prime \prime}$ contained in $\boldsymbol{D}$ such that $\mathscr{L} V^{\prime}=0, \mathscr{L} T V^{\prime \prime}=0$ and if $C \in \mathfrak{F}_{i}(T, \boldsymbol{D})$ and $C$ does not meet $V^{\prime} \cup V^{\prime \prime}$, then $M(C, T)$ exists and is positive. In view of (iii), in order to conclude that $T$ is $e A C$ in $\boldsymbol{D}$ it is sufficient to prove that $T$ satisfies the condition ( $N$ ) on $E=E(T, D)$. Clearly it is sufficient to show that $T$ satisfies the condition $(N)$ on each of the following sets whose union is $E: \quad S_{1}=E-E_{i}, S_{2}=E_{i}^{p}, S_{3}=\left(E_{i}-\right.$ $\left.E_{i}^{p}\right) \cap V^{\prime}, S_{4}=\left(E_{i}-E_{i}^{p}\right) \cap V^{\prime \prime}$ and $S_{5}=\left(E_{i}-E_{i}^{p}\right)-\left(V^{\prime} \cup V^{\prime \prime}\right)$. Since $T$ is $e B V$ in $D, \mathscr{L} T S_{1}=0$ (this is proved in the first step in the proof of the theorem in [4], 18) and so $T$ satisfies the condition ( $N$ ) on $S_{1}$. Any subset of $S_{2}$ is a $T$ set contained in $E$ and it follows by Theorem 2 that $T$ satisfies the condition $(N)$ on $S_{2}$. Again by Theorem 2, $\mathscr{L} T S_{3}=0$ and so $T$ satisfies the condition $(N)$ on $S_{3} . \quad \mathscr{L} T S_{4} \leqq \mathscr{L} T V^{\prime \prime}=0$ and so $T$ satisfies the condition ( $N$ ) on $S_{4} . S_{5}$ is a subset of $B$ and so (iv) implies that $T$ satisfies condition ( $N$ ) on $S_{5}$.

If (i), (ii), (iii) and (iv) are satisfied, then it has just been shown that $T$ satisfies the condition $(N)$ on $E(T, D)$. Hence, by Lemma 4 of [3], IV. 4.2, $\mathscr{L} T\left(E-E_{i}^{p}\right)=0$. Since $B$ is a subset of $E-E_{i}^{p}$, (iv)' must be satisfied. On the other hand, (iv)' clearly implies (iv). Thus if (i), (ii) and (iii) are satisfied, (iv) and (iv)' are equivalent.

By Lemma 2, $\mathscr{L} B=0$ if $\mathscr{L} T B=0$. On the other hand, since $B$ is a $T$ set contained in $E(T, D)$, (i) and (ii) imply, by Theorem 2, that $\mathscr{L} T B=0$ if $\mathscr{L} B=0$. Hence if (i) and (ii) are satisfied, then (iv)' and (iv)" are equivalent.
6. It is reasonable to inquire whether (i), (ii) and (iii) in Theorem 3 are sufficient to conclude that $T$ is $e A C$ in $D$. After all, each of the sets $C$ in $\mathfrak{B}$ is a non-point continuum for which the $T$ magnification is
positive and yet whose image under $T$ is a single point in $R^{n}$. Might not (i), (ii) and (iii) imply, say, (iv)' (or equivalently (iv) or (iv)"')? Since the class $\mathfrak{B}$ is clearly countable when $T$ is a transformation into $R^{1}, T B$ is then a countable set. Thus (iv)' is always satisfied when $T$ is a transformation into $R^{1}$. However, the author has constructed an example in $R^{2}$ for which (i), (ii) and (iii) are satisfied and for which the limit transformation is not $e A C$ ([6]). In the example the limit transformation $T$ is modeled on an example by Cesari ([1], IV. 13.1, Example A). The transformation that Cesari defined provides an example of a plane mapping that is $e B V$ but not $e A C$. The example in [6] is somewhat more complicated by the need for (i) and (ii) to be satisfied.
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# "ON TERMINATING PROLONGATION PROCEDURES" 

By H. H. Johnson<br>This Journal, Vol. 10 (1960), 577-583

(Received June 8, 1961)
M. Kuranishi has kindly brought to our attention an error in Theorem 1 on page 579. Condition (2) of that theorem should be corrected to read:
"(2) $d B_{\varphi: i j: k_{1} \ldots k_{t}} \equiv 0$ modulo ( $\omega^{i}, \theta^{\alpha}$ ) for all $t$."
The above equation does not follow from the original hypotheses as the author indicated.

Since the interest in Theorem 1 is in its applicability as a criterion for involutiveness, it may be helpful to mention the following conditions under which (2) holds, assuming condition (1).

Condition 1. The $\theta^{\alpha}$ and $\omega^{i}$ span $d x^{1}, \cdots, d x^{n}$.
Condition 2. $\quad \omega^{i}=d y^{i}, i=1, \cdots, p$ and $d B_{\varphi ; i j} \equiv 0$ modulo ( $\omega^{i}$ ).
Under Condition 1, there are no $\pi^{\lambda}$, hence no additional variables are introduced by the prolongation process.

Under Condition 2, $B_{\varphi ; i j}$ is a function of $y^{1}, \cdots, y^{p}$ alone. Consequently $d B_{\varphi ; i j}=\left(\partial B_{\varphi ; i j} / \partial y^{k}\right) \omega^{k}$, hence $B_{\varphi ; i j ; k}=\left(\partial B_{\varphi ; i j} / \partial y^{k}\right)$ is also a function of $y^{1}, \cdots y^{p}$ alone. In the same way every $B_{\varphi ; i j ; k_{1} \ldots k_{t}}$ is a function of $y^{1}, \cdots, y^{p}$ alone.

Condition 1 is satisfied in Theorem 2 on page 581. Condition 2 is satisfied in the system ( $S^{\prime \prime}$ ) on page 220 studied in the paper, H. H. Johnson: "On the pseudo-group structure of analytic functions on an algebra," Proc. Amer. Math. Soc. 12 (1961), 218-224. Princeton University.
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