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This paper considers isometric invariants of vectors in
lattices (quadratic forms) over the ring of integers in a local
field for the prime 2. By extending the notion of order to
vectors in the lattice we obtain a set of invariants which
enable the general vector to be decomposed into a sum of
simple vectors. The lengths of these simple vectors are in-
variant modulo certain powers of 2 and these lengths together
with the original invariants form a complete set for the 2-adic
integers. In the special case where there are no one dimen-
sional, orthogonal sublattices (improper quadratic forms) the
invariants form a complete set for all local fields.

Let F be a local field, that is a field complete with respect to a
discrete, non-archimedean valuation with a finite residue class field,
and R the ring of integers in F. Denote by v(x) the order of the
element x in F and by π a fixed prime in R; we may assume that
v(π) — 1. Let V be a nonsingular lattice over R, i.e. a finite dimen-
sional, torsion-free iϋ-module with scalar product a-βeR. An iso-
metry φ of V is a one-to-one, linear transformation of V satisfying
φ(a)'<p(β) = a*β. We investigate the isometric invariants of vectors
ae V in the unramified dyadic case, v(2) — lβ The p-adic case (p odd)
has been considered by Rosenzweig [7] and an alternative approach by
Ankeny (on the following lines) is included in the author's Ph. D.
thesis [1].

In § 1 we develop the necessary structure theorems for V, much
of which will also be found in [41, L̂ ] and [6]; § 2 gives a complete
set of invariants in the improper case; while § 3 treats the general
case, but here we restrict ourselves to the 2-adic numbers, the results
being more complex.

Frequent use is made of the following generalization of HensePs
lemma (see [3, p. 29]): if f(x) is a polynomial with coefficients in R
a n d x o e R i s s u c h t h a t v(f(x0)) > 2v(f'(xQ)), t h e n f(x) h a s a r o o t x e R
with v{x — x0) ^ 1.

1* We extend the notion of order to ae V by defining v(a) —
minv(α /3), the minimum being taken over all β e V. For each r =
0, 1, 2, we denote by V(r) the sublattice {a e V \ v(a) ^ r} and
define vr(a) — minv(a-β), then minimum now being taken over all
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β e V(r). Then

vr{a) ^ »r+i(α) ̂  vr(a) + 1 .

We write V — U 0 W if Ϊ7 and TF are orthogonal sublattices
together spanning V. Denote by (ξ19 , ζs) the sublattice spanned
by ζi, , ξ8 e F and by [/' the orthogonal complement of the sub-
lattice U.

LEMMA 1. Let ζeV. Then V = (ζ) 0 (f)' ΐ/ <md 07% i/ v(ζ2) =

*>(£).

Proo/. Clearly (£) 0 (f)' g F. Take α e 7 . Then

α = (α f/f2)f + (α - (^ ί/ί2)?) e (?) 0 (£)' .

This gives the reverse inclusion. Notice that a-ξ/ζ2e R since v(α f) ^

LEMMA 2. If X, μ eV satisfy v(X) = I (JM) = y(λ μ) < y(λ2)
V - (λ, /i) 0 (λ, μ)\

Proof. Let a e V and write α = (&Λ + k2μ) + (α — A Λ — k2μ)
where kx = ((α μ)(X - μ) — (a- X)μ2)ki\ k2 = ((a λ)(λ μ) — (a*μ)X2)kϊ1

and k3 = (λ ^)2 - λ2/i2

β Since v(kz) = 2v(X) it follows that ku k2eR.
From λ (α—k^X—k2μ) = μ-(a—k^ — k2μ) — 0 we have ae (λ, /i)φ(λ, /^)'.

LEMMA 3. If V = (ξ) 0 (λ, μ) where v{ξ) = y(λ) = v(^) = v(λ //)
there exist a, β,ye V such that V = (a) 0 (/9) 0 (7).

Proof. We may assume by Lemma 1 that v(X2) > y(λ) and
> v{μ). Let α = | + λ, /S = I - (f/λ μ)μ so that α /3 = 0.

Since v(a2) — v(a) and v(β2) = v(β) we are finished by Lemma 1.

We can now establish the main result on the structure of V.
Let He denote a hyperbolic plane of the form (λ, μ) where X μ — πe,
v(X2) > y(λ) = e and y(/i2) > v(μ) = e. We call a sublattice of the
form Ve — He 0 0 He improper and a sublattice of the form
V. = (ίθ 0 0 (ξt) with v(ζl) = v(ξi) = e, proper.

PROPOSITION 1. (O'Meara [5]) Let F be a nonsingular lattice over
a local field. Then

V - 7 β l 0 Ve2 0 0 Vem e,<e2< -•- <em

with the sublattices VH, 1 ̂  i ^ m, either proper or improper. Fur-
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thermore, ei9 dim VH and the forms of the VH, 1 ^ i ^ m, are in-
variants of V.

Proof. Choose a e V to minimize v(a). Since the valuation is
discrete there exists β e V such that v(a) = v(β) — v(a β). If v(α2) =
v(a) we split off the vector a using Lemma 1 and if v(a2) > v{a) we
split off the plane (α, /9). Proceeding in this manner we obtain the
stated structure for V, after using Lemma 3 to get the correct form
for the sublattices Ve..

We now establish the invariance of e{ and dimFe., 1 ̂  i ^ m. Let
fi, •••,?* and ^ , •••,% be two bases of F arranged so that &>(£<) ^
v(f ί+1) and i ^ ) ^ ^(^<+i), 1 ̂  i ^ w — 1. It suffices to show that v(ζi) =
v(yi)9 1 ^ i ^ n. Let d be the first discrepancy and suppose that
v(ζd) > v(ηd) — / . Then expressing rji in terms of the ^i we see that

In these equations aiό e R and v(ai) > / . Eliminating the ζi we see that
there exist c{ e R, with at least one c{ a unit, such that 2J?=I ^ΐ^i —
Σ?=i C Λ ^ u t v(2Ci7}i) ^ / and vίlc^) > f gives the required con-
tradiction.

Finally we show that the form of VH is invariant. Let

be two decompositions satisfying the conditions of the proposition and
5ι> ••*>?* the basis in the first case and ηly , ηn in the second.
Suppose that Ve = (ζh) © 0 (ζk) is proper. To prove that V? is
proper it is sufficient to show the existence of a vector λ orthogonal
to ηu , %_! with y(λ2) = i (λ) = e. If ξh = Σ? = 1 α^, take λ = Σ?=A

 α<^<;
the required properties of λ follow from those of ξh.

Lattices with the same invariants above are said to be of the
same type. A basis splitting V into the sum of lines and planes, as
in Proposition 1, is called a canonical basis.

PROPOSITION 2. If a, β e V satisfy v(a) = v(β) = v(a β) = r, v(a2) ^
r + 2 and v{β2) ̂  r + 1 then there exist λ, μ e F such that V —
(λ, μ) 0 (λ, ̂ ) ' where λ2 = μ2 = 0, λ μ = π r and α: = i7Γ~rα2λ + ^.

Proof. Put λ = α α + β where x is a root of the equation
a2x2 + 2a*βx + β2 — 0 (a root congruent to xQ — —β2/2a β exists by
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HensePs lemma). Then λ2 = 0 and, multiplying by a unit if necessary,
a-X — πr. Put μ — — iπ~ra2X + a.

A hyperbolic plane (λ, μ) as in Proposition 2 is called totally iso-
tropic.

PROPOSITION 3. (O'Meara [6]) Let H{ = (xίf μt), i = 1, 2, be two
totally isotropic hyperbolic planes with v(λi) = v(X2) = r. Then an iso-
metry φ\H1—>H2 extends to an isometry of V.

Proof. It is sufficient to show that the orthogonal complements
of H1 and H2 are isometric. Assume first that λx = λ2. Let η19 , rjn_2

be a basis of H[. Let ζi=^ηi — π~r{η^ μ2)Xlf 1 <Z i g n — 2, so that we
have ζ-ζy = ̂ i ^ , ii-X2 = ζ̂  ^ = 0,1 ̂  ί , i ^ w - 2. Since ζ l f , ζn_2

is a basis of fl"/ this case is finished. Now we assume there exist
ae Hu βe H2 such that v(a-β) — r. From symmetry we may take
yOw λ j) = r and then the sublattice (λx, λ2) is totally isotropic by Pro-
position 2. By the first part we now have that H( and HI are both
isometric to (λ1? λ2)'. Finally we assume that v(a β) > r for all ae Hu

β e H2. The sublattice (Xl9 μx + μ2) is now totally isotropic and its
orthogonal complement is isometric to H[ and Hi by the second part of
the proof.

For a e V with v(a2) — v(a) — r we define Nr(a) to be 0 if there
exists β e V(r) such that a β — 0 and v(/32) = r, and to be 1 other-
wise. A vector a e V is called imprimitive if α — π/9 with | 8 e 7 ,
otherwise it is primitive.

PROPOSION 4. Let V = (ξ) 0 (|)' = (17) 0 (η)'. Then there exists
an isometry φ of F such that <£>(£) = 37 if and only if ξ2 — η2, v(ξ) =

= r and tfr(f) - Nr{τj).

Proof. For the general case see O'Meara [5, Theorems 5.1, 5.2].
See also Jones [2] for a discussion of related results in the 2-adic case.

The rest of this section will be devoted to constructing isometric
invariants of vectors.

We call r ( ^ 0 ) a critical index of a e V if

vr^(a) = vr(a) < vr+1(a)

0 is a critical index of a e V if

v(a) < v^a) .

The critical indices can only be the orders of basis vectors (the ̂  of
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Proposition 1) and hence a vector has only a finite number of critical
indices. They are isometric invariants.

We say that the vectors Xlf , λm are fully orthogonal if V ~
Vι Θ θ Vm where \eVί9l^i^m.

PROPOSITION 5. Let a have critical indices at rlfr2, * , r s where

r1 < r2 < < rs and let vr$(a) = r3 + bjm Then

rλ + &! < r2 + b2 < < rs + b8, b, > b2 > > bs

and a = Σ5=i π^λj where \ά are fully orthogonal, primitive vectors.
Each Xj has only one critical index and

v(X3) = ^/λ,) = r n 1 ̂  i ^ β .

Proof. Let &, , ξn be a canonical basis of V, so that a —
Σu=ιai£i ^ e will u s e induction on the number of critical indices.
Let λi = ττ"δl 2 ' αili G F, the sum being over those ξ{ for which either
v(&) S r19 or v(ξ;) = i (^) and v(α,) ^ 61? or z (^) > v(ξt) = v(ξ-ξi+1) and
v(αf) ^ δj, i^(α<+1) ^ δlβ λx now satisfies the conditions stated and the
rest of a is a vector with critical indices at r2, « , r β .

COROLLARY. There exist ft e 7, H i ^ s , sucfe that /5- λj = 0
(ΐ Φ j) and

The λj are called critical components of α. In general they are
not uniquely determined. However, the r3- and b3- are invariant and
the lengths of the X3- are invariant modulo certain powers of π.

PROPOSITION 6. Suppose a = ]£j=i πbjχ3- = Xj= 1 r^^j are two de-
compositions as in Proposion 5 with v(Xj) — v{μ3) — rjo Then

1 ^ t ^ β - 1 .

Proof. Fix ί, 1 ^ t ^ s — 1. By Corollary to Proposition 5 there
exist βi such that v{βrX{) = ^(ft) = ri9 βr^j = 0 (i Φ j). Then

a βi = πbi\i-βi = Σ π δ ^ /3ί(modπrί+i+&*+i) , 1 ^ i ^ t .

We can therefore find â  e i2 such that v(xt — 1) ̂  r t + 1 + δί+i — r4 — δ̂
and xiXi βi = π-biΣt,=1π

biμ3-βi. This shows that the vector η =
'Σlj=i7i:b^{μ3 — x3X3) is orthogonal to all the vectors βu , βt. Fur-
thermore
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( 1 ) Σ Xjπ^'Xj + η = Σ πbψj .

We now have

a = Σ π^λ,- + Σ π^λ,- = V + Σ ^ πδjλy + £

Since v((ccj — l)πδA,j ) ^ r ί + 1 + 6ί+1 for 1 ^ j1 ^ ί, we have

π - δ ^ e F(r ί + 1 + 6ί+1 - 6,) .

The result is now obtained by squaring (1).

Notice that it is not necessary to assume that the μ^ are or-
thogonal. Let Dt(a) = (τr~δ* Σ ^ i ^ λ ; ) 2 and dt{a) = r ί + 1 + 6ί+1 - bt for
1 ^ t ^ s - 1. We have established that Dt(a)(moά nd*{a)), l ^ ί ^ s - 1 ,
are invariants of the vector a and hence also isometric invariants.

COROLLARY. // V does not contain any vectors ζ such that
v(ξ2) — v(ζ) = dt(a) then Dt(a) modulo πdtia)+1 is actually invariant.

Under certain conditions an even stronger condition can be estab-
lished.

Let a = Σj=i π & i λ i be as in Proposition 5. Define Nr.(a) to be 0
if there exists a /5e V(rό) such that β X3 ~ 0 and v(β2) = r3 , other-
wise let Nrj(a) be L Nrj(a), 1 ^ j ύ s, are independent of the choice
of the critical components (left to the reader) and hence are isometric
invariants.

We will show that in certain cases the above isometric invariants
form a complete set.

We conclude this section with a simple observation. Let W{ £ V =
(li, •••,!») and dimTΓi = dimF, i = 1, 2. Then for some k ^ 0 we
have πkV = (πkξl9 , πkξn) s W19 Let φ: Wι~-^ W2 be an isometry.
Let a e W1 be primitive in Wλ but imprimitive in V, i.e. a = πβ
where β $ Wlf β G V. Then if φ is to extend to an isometry of V,
φ{oc) must be imprimitive in V, φ(pc) = ττ/3' say, and then we must
have φ(β) = β'. Thus by considering πkξi e W± we can determine
whether φ extends to an isometry of V or not.

2 We now give a complete set of invariants for the improper
case. We assume that V contains no vectors ξ such that v(ξ2) = v(ξ).
Call such a lattice V fully improper.
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PROPOSITION 7. Let a and β be vectors with one critical index,
at r. Then there exists an isometry φ of V such that φ{a) — β if
and only if a2 — β2 and v(a) = v(β).

Proof. We may assume a and β are primitive so that v(a) —
v{β) = r . If v(α) = v(a β) then by Lemma 2 V = (a, β) ® (<*, Z5)'-
Define an isometry <p by <p(α) = β, cp(/3) = α and identity on (α, /3)'.
We may therefore assume v(a β) > v(a). Now choose <o e V(τ) such
that î (α jθ) = v(β ρ) = i (α) = v(/o). If v(<o2) > i;^) + 1, then (a, p) and
(β, p) are totally isotropic, and we are finished by Proposition 3. If
i;^2) = v{p) + 1, put 7 = xp + oi where xp2 + 2p a — 0, so that a2 —
β2 = 72. Now as above, we can find isometries φu φ2 such that φ^ά) =

7, φJCί) = β. Put φ = φ2φ,.

For vectors with more than one critical index we use the in-
variants of Proposition 6 to adjust the lengths of the critical com-
ponents and then split them off in orthogonal sublattices. The proof
is then complete by induction. We need first another result.

PROPOSITION 8. Let V = (λ1? η) © (λ2, ξ) where ^(λO = V(X^TJ) =
v(η) — rx and v(\2) = v(ξ) = v(X2-ξ) — r2. If a — π^ + λ2 where c ^ 1,
and if v(y) ̂  r2 — rx — c > 0, then there exists an isometry φ of V
such that

φ(a) = β = πc(λx + yη) + zξ — λ2

for some ze R.

Proof. Let 2 e i? be a root of the equation

i-z2f2 - 2λa | + π2ey(\rτj + | - ^ 2 ) = 0 .

Then υ(z) ^ c and «2 = /32. Put

7l =

+
Δ

( V2

73 = v ~ H
74 = f -

It follows that 7i — 72 = a, 7i + 72 = β and 7i 72 = 7r7 4 = 72 73 =
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73 74 = 0. Define an isometry φ on the sublattice (Ti, 72, 73, 74) of V
by

= 7i ,

= 7 3 , ^ ( 7 4 ) = - 7 4 .

By considering the vectors in this sublattice that are imprimitive in
V we see that φ extends uniquely to an isometry of V. Since φ{oc) =
β we are finished.

PROPOSITION 9. Let V be a fully improper lattice. Take a,βeV.
Then there exists an isometry φ of V such that <p(#) = /5 if and only
if

1. a2 = /52

2. a: and /5 have the same critical indices ru , rs

3. vH(ά) - ^(/S) = r< + 6, 1 ^ ΐ ^ β
4. A(^) = A(/3)(mod π^(«)+1) 1 ^ t ^ β - 1 .

Proof. The necessity of the conditions follows from § 1. Notice
that the invariant Nrt(a) is always 1 in this case. For the sufficiency
we use induction on s. The case s — 1 is Proposition 7. Take s > 1.
Let a = Σ*=i πbi^ί and £ = Σ?=i ^Ψi be decompositions into fully or-
thogonal critical components. Let η be such that v(rj) — v(η-\) =
and η Xi = 0 (i ^ 1). Then from 4, with £ = 1, we have

Take yeR such that (λj + yηf — μ\\ this equation has a solution
3/ such that v(y) ^ r 2 + 62 — rx — 61# By Proposition 8, taking c =
bλ — δ2 ^ 1, there exists an isometry of V mapping π^λi + πδ2λ2 into
^δ l(^i + yrj) + τr&2(2f — λ2), i.e. mapping a into a vector ax whose first
critical component has the same length as the first critical component
of β. We now split off the first critical component of ax into a binary
sublattice. We then proceed to adjust the lengths of the remaining
critical components of a.

In this way we can map a — ΣπbiXi into a vector α* = ΣπHXf
with λf2 = μ\, 1 ^ i ^ s. Those λf, μi satisfying v(μl) ^ v ^ J + 2 can
be imbedded in totally isotropic, binary lattices and mapped into each
other using Propositions 2 and 3. We may therefore assume that
v(μj) = v(μ{) + 1 for all ί.

We now restrict ourselves to studying a = InbiXi and β — Σπ^ψi
with λ? = μ\ and v(Xf) = v(xt) + 1. By Proposition 7 we may assume
μt = λL after applying an isometry to a. Take p e V such that
v(μ^ρ) — v{μ^ = i;(|θ) and pψi = 0, 2 ^ i ^ s. Using Lemma 2 we
can split off (μ19 p). However, we will not have p Xi — 0 in general.
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We apply a further isometry θ to a keeping \ fixed and mapping \,
2 ^ i fg s, into vectors orthogonal to p. Then splitting off (λx, p) we
are finished by induction.

We construct θ as follows. Let V = (Xly ηλ) 0 (λ2, ξλ) 0 U where
λi, 3 rg i ^ s, are in the sublattice U. We may assume that v(ηf) —
v(ηλ) + 1 and v(ξf) = vfa) + 1, for otherwise we have totally isotropic,
binary lattices and these may be concelled. Thus we may assume
ίϊ = λj. Let

where x and y are chosen so that X[2 = X2

2 and X'2'P = 0 (the equations
for x and y have solutions in R)a Then λj λj. = 0 and v(λ2-λ2) = v(λ2).
Thus F = (λi, 7) 0 (λ2, λj) 0 ?7 for some 7 e 7 . We now take an iso-
metry mapping λ2 into λ2 and acting as the identity on (λ2, λj)'. Simi-
larly we can map λ̂ , 3 fg ί ^ s, into vectors orthogonal to p.

3* We now consider the general case but restrict ourselves to R
being the ring of 2-adic integers.

PROPOSITION 10. Let a and β be vectors with one critical index,
at r. Then there exists an isometry φ of V such that <p(a) = β if
and only if α2 = β\ v{a) = v(β) and Nr(a) = Nr(β).

Proof. We may assume a and β primitive so that v(a) = v(β) = r.
If v(a2) — v{a) we are finished by Proposition 4. Assume v(α2) > v(a).
As in Proposition 7 we take ô e V(r) such that v(a p) — v(β-p) — v(a).
We need only consider the case v(p2) — v(p). Then we may assume that
a — xp ^r ηy β — p + ζ with rj p — ζ >p = 0. We now wish to find

X, μ e V such that a — X -{- μf X μ = 0 and λ2 = p\ The necessary
equations can be solved, but only because v(x) — 0 so that for the
2-adics v(x2 — 1) Ξ> 3. We then construct an isometry φ such that
φ(X) — p and φ{μ) = f using Proposition 4.

This result need not be true if we go beyond the 2-adics; further
invariants are necessary as is shown by an example latter.

To treat vectors with more than one critical component we must
establish some results analogous to Proposition 8. The situation is
now more complex and the particular invariants depend on the struc-
ture of V. For there to exist an isometry mapping a into β we need
the following invariants:

( i ) a2 = β2

(i i) a and β have the same critical indices r19 " , r s
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(iii) Nrι(a) = Nri(β), l ^ ί ^ s
(iv) vH{a) = vri{β) = r, + 6,, 1 g i ^ s
(v) Dt(a) = Dt(β)(mod π^{a)+fήf 1 ^ t ^ s - 1 ,

where / t = 0,1 or 2 depending on the structure of V.
These conditions, with ft = 2, are always sufficient, but usually not

necessary. The conditions with ft — l are necessary, provided there do
not exist any ζt e V satisfying y(f2) = v(ξt) = dt(a) for 1 ^ t S s — 1,
and also sufficient provided further that 6 ^ Φ b{ + 1 or ri+1 + bi+1 Φ
Ti + 6̂  + 1 for any i. The proofs of these remarks are similar to the
proof of Proposition 9 using results analogous to Proposition 8 to
adjust the lengths of the critical components.

PROPOSITION 11. Let V = (λx) 0 (λ2) where v(λx) = r19 v(\2) = r2 and
let c ^ 1 and r2 — rλ — c ^ 1. If α: = ;r% + λ2 then there exists an
isometry φ of V such that

φ{a) — β — π^xX^ — yX2

for some y e R, provided either
(a) v{x - 1) ^ r2 - r, - c + 1,

or
(b) v(x - 1) ^ r2 - rx - c ^ 2, c ^ 2.

Proof. Let i/ be a root of the equation

2/2 = 1 + τr2c(l - α?2)4 , V = l(mod 4) .

This equation has a root 7/ e i2 by (a) or (b) using HensePs lemma.
Put

7 1 = i_π«(i +

and

72 = -ίτrc(l -

Then 7X + 72 = α, 7i — 72 = /3 and 7i 72 = 0. For (a) we have v(yl) =
v(72), so that F = (7 2)0(7 2)' and we take φ such that φ(y2) — —Ί*
and <p is the identity on (72)' Then φ(a) ~ β. For (b) we take the
isometry on (ylf 72) defined by 9>(7i) = 7i, φ(72) = — 72 and extend this
to V through the imprimitive vectors as in Proposition 8.

PROPOSITION 12. Let V = (λx) 0 (λ2, ξ) where ypw) = rlf v(\) =
= ^(λ2 ί) = ra, v(λ2

2) > y(λ2) and v(ί2) > v(ξ). If α = π % + λ2 with
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c ^ 1, then there exists an isometry φ of V such that

φ(a) = β = πcxXx + yζ - λ2

for some yzR, provided either v(x — 1) ^ r2 — r1 — c + 1 or v(# — 1) ^

r2 — rx — c ^ 2.

PROPOSITION 13. Let V = (λx, 77) 0 (λ2) where v(\) = v{η) =
v p ^ ) = rx, y(λ?) > ^(λO, y(>?2) > v(η) and v(λ2) = r2. If a = π % + λ2

with c ^ 1 and r2 — rλ — c > 09 then there exists an isometry φ of
F such that

φ(a) = β = π^X, + yη) - zX2

for some z e R, provided that either v(y) ^ r2 — τλ — c + 1 or v(̂ /) ^
r2 — Ti — c and c ^ 2.

The proofs of Propositions 12 and 13 are similar to those of Pro-
positions 8 and 11. These results now enable us to establish the
results stated for isometric invariants in the 2-adic case above.

Suppose that a = ^?=i πbί\ a n d β = Σί=i ^bψi satisfy conditions
(i)-(v) above (in some case of f t ) . If v(Xf) — v(λx)? then from (v) λ? =
μl(modπdί{a]+fi) so that λ? = xμ\ with v(x - 1) ^ ^(α) + Λ - r l β Pro-
vided that d:(α) + /1 — rx ^ 3, we may take λ̂  — α;2 ?̂ with v(a? — 1) ^
^i(^) + /1 — ^i — 1. Then, applying an isometry as in Proposition 11
or 12, we may assume that λx = μ19 etc. Likewise, if v(Xf) > vOw),
we use suitable combinations of the methods given above.

The presence of vectors satisfying v(ξl) = v(ζt) = dt(a) for certain
t enable us to use the weakest form of (v) with ft = 0, but because of
the proliferation of cases we proceed no further with this.

To extend the above beyond the 2-adics requires further invari-
ants as is shown by the following example:

V = (£0 0 (f 2) 0 (f 3)

f = f 2

2 - 1 , ξ 1 = 2

a = ξ, + f2 , β = aξ, + aξ2 + bξ3

where the residue class field has four elements (i.e. ab — 1, a2 — b,
b2 = a and a + b — 1). Although (i)~(v) are satisfied no isometry of
V maps a into β. To show this look at the conditions imposed upon
the image of f3 modulo 4.
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