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This paper is concerned with the problem of characterizing
sub-(L) functions, where L is the Euler-Lagrange operator for

d

the functional I ;[y] = S [ﬁ}]pj(ny)Z], with » a positive integer,
c L=

[c, d] a subinterval of a fixed interval [a, b], and po, i, - -+, Du

continuous real-valued functions on [a, b] with p.(x) >0 on this
interval. Under certain hypotheses on the operator L, it is
shown that if f is a function in the domain of L on a sub-
interval [c, d] of [a, b], then the statement that f is sub-(L)
on [c,d] is equivalent to each of the following conditions: (i)
(=1L f(x) = 0 on [¢, d] (i) Ley] = Ld f] whenever y is a funec-
tion having continuous derivatives of the first » — 1 orders
with D»"'y having a piecewise continuous derivative on [c, d]
such that D'y and D7 7'f have the same value at ¢ and at d
for jin {1, ---, n}, and y(x) — f(x) < 0 on [c, d].

Section 2 is devoted to the definition and equivalent formulizations
of Euler-Lagrange operators and to a discussion of adjoint operators.
In § 3 it is shown that, under a hypothesis which is equivalent to the
operator L being nonoscillatory on [a, b], L admits a factorization of the
form (—1)"L§L, where Ly = > ,v; D’y for suitable 7, 7, +--, 7,.
Under the further hypothesis that the operator L, possesses the “pro-
perty W” of Polya [3], it is established that L can be written as a
composition of first order real linear operators.

In §4, the analogue of Polya’s mean-value theorem in [3] is ob-
tained for L under the above hypotheses on L and L,. This theorem
is used in §§ 5 and 6 to give characterizations, which are generalizations
of results of Bonsall [1] and Reid [5] on convexity with respect to
second order operators, of sub-(L) functions in terms of the operator
L and the functional I,;, as well as a theorem on the constancy of
sign of the Green’s function for a certain incompatible boundary-value
problem.

Finally, in § 7, it is proved under the above assumptions on L and
L, that the null-space of L is a 2n-parameter family in the sense of
Tornheim [7], although the relationship between sub-(L) functions and
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88 J. COLBY KEGLEY

functions which are convex with respect to this family remains un-
decided.

Matrix notation will be used throughout; in particular, a vector is
a matrix having one column. If M is a matrix, then M* denotes its
transpose. If M is a symmetric matrix, (i.e., M = M*), then M is
nonnegative (M = 0) if and only if »*My is a nonnegative real number
for all admissible vectors n. The symbol E, is used to denote the
k x k identity matrix, 0 is used to denote the zero matrix of arbitrary
dimensions, and, for j in {1, ---, n}, ¢/ denotes the vector [d;;]’,. If
M is a function matrix, (i.e., a matrix of real functions), then M is
said to be continuous, differentiable, etc., whenever each of its ele-
ments has the corresponding property. If M is a differentiable func-
tion matrix, then DM denotes the matrix of derivatives of the elements
of M.

All functions appearing are real-valued. In particular, if k£ is a
nonnegative integer and [c, d] is a subinterval of [a, b], then C*[¢, d]
denotes the class of all real-valued functions which have continuous
derivatives of the first &k orders on [¢,d]. The symbol 4"[¢, d] will
stand for the class of all functions w in C"'[¢,d] for which D 'w
has a piecewise continuous derivative on [¢, d], and 4;[c, d] is the class
of all those functions w in 4"[¢, d] such that D~'w(c) = 0 = D"~'w(d)
for 7 in {1, -+-, n}. Also, R* denotes the class of all k-tuples of real
numbers. Finally, if f is an integrable function and ¢ is a point in

x

its domain, then S f denotes the function whose value at « is Sf.

2. Properties of differential operators. Let [a,b] be a non-
degenerate compact interval and, for each « and each 8in {0,1, - -+, n},
let f.s be a continuous real-valued function on [a, b]. The first problem
of this section is to examine the form of the Euler-Lagrange operator
L which corresponds to the funectional I,;, where [¢, d] is a subinterval
of [a, b], defined on 47[e, d] by

d n

2.1 Livl = || 32 fuDuDo]
By definition, a function y belongs to the domain of L on a subinterval
[e,d] if and only if yeC"[l¢,d] and there exists a function @[y] in
C¢, d] such that for every w in 4g{c, d], the relation

[

(2.2) Sd[w%i: ofaBD“yDBW] = Sd<p[y]w

holds. In this case, p[y] is uniquely determined, and Ly is defined to
be (—1)"ply]. The following result gives an explicit form for the
operator L.
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THEOREM 2.1. If L 1s the Euler-Lagrange operator for the func-
tional defined by (2.1), then y belongs to the domain of L on a sub-
interval [e, d] of [a, b] if and only if yeC"le,d] and there exist
functions py], « -+, plyl in Cle, d] such that

wlyl =3 fu Dy,
(2.3)

n

#i—l[y] = Z fM—lDay - D#w[y] 9 7 in {2, MR ’I’I/} .

@=0

In this case,

Ly = (=1*(Dpelyl = 3 £ D)
that 1s,
Ly = D(D(-+- D(D(3, £DW) = 3} fur DY) -+
+ (= 1) 3 £auDy) + (1) 3 fuD Y
First, if y is in the domain of L on [¢, d], then y satisfies (2.2)

with @ly] = (—1)"Ly. Let oJlvl, odvl, - -, 0.ly] be the functions de-
fined recursively by

n

ody]l = 3 faD "y — oly]
(2.4) o
olyl = 57Dy — | oo lul, i in {10}

Then, for every w in 4j|c, d] and each & in {1, ---, n},

Sd [(B% éofaﬁD“yDBw> + ‘Ok_l[y]D’““lw] =0.

c

In particular, if £ = n then
d n
S [(Z‘OfﬂnDay>an + AOn—l[y]Dn~1wjl = 0 ’

and one final integration by parts gives dpn[y]D”w = 0. Sinece w is
an arbitrary member of 4j{c, d], the fundamental lemma of the cal-
culus of variations implies there is a polynomial function Q,_, of
degree at most n — 1 such that p,[y] =@Q,_.. If Q,_,_; denotes the
jth derivative of Q,_, for j in {1, -.-,n — 1}, then, for ¢ in {1, ---, n}
let p.ly] be

(~1=Qus + | oyl -
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Then

mlvl = oul) + | ooyl = 3 FuDy
and, for 7 in {2, .-, n}, Du,Jy] exists, is continuous, and
Dpily] = (=1)"7"Qi, + 0iily]
= (~1" Qs+ 3 FuiDy — | pil]

= 3 fuiDy — iyl

Thus, the relations (2.3) hold, and, since @, is a constant function,

Dplyl = ply] = wﬁ:ofaoD“y - oly],

SO

Ly = (~1gly] = (~1**(Dplyl = 3 FauDY) -
Conversely, suppose y € C"[¢, d] and there exist functions g[y], +--,
Iyl in C'e, d] satisfying (2.3). If

ply] = ﬁ SfaD*y — Dyl ,

@=0

then, for any w in 47[c, d},

Sd[ )y faﬁD"yDBuJ]

ela,B=0

= |"[ 10w + & Dptavtv) + waly)DPw + Dyl + gl

[4

= ([0(E molwipe) + plype |

c

Henece, ¥ is in the domain of L with
Ly = (=1relyl = (~1*(Dply] — 31 fuD?y) .

Since the coefficients f.s are only assumed to be continuous, L is
in general not a 2nth order differential operator in the classical sense
but is an example of what has come to be known as a “quasidifferential
operator”. However, if the “leading coefficient” f,, vanishes at no
point of [a, b], then the equation Ly = ¢ is equivalent to a first order
2n-dimensional vector system.
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THEOREM 2.2. Suppose f,,(x) =0 on [a,b], A and B are the
n X n matrices

0 0

: E,., 0o

0 ’ o |’
~foulfun —FialFun =+ —FucinlFun 00 1/fun

respectively, F is the n X n matrix

O M O an/fnn
SuslFon

’

—F

n—1

FunilFun

and C 1is the m X n matriz whose element in the ith row and jth
column 18 fi_iiy — (Faicificia)/fune Then Ly = @ if and only if w =
[Dyle, v = [plyll, 45 a solution of

(2.5) Du = Au + Bv, Dv=Cu+ Fv+ (—1)""pe .

Moreover, if f,.(x) > 0 on [a,b], then the matrixz B(x) =0 on [a, b],
and if the matrix [fuplezo p=o %S sSymmetric then so is the matriz C,
and (2.5) becomes

(2.6) Du = Aw + Bv Dy = Cu — A*v + (—1)"+ipet .

The first part of the theorem follows immediately from Theorem
2.1, particularly the fact that the functions g[y], ---, ply] are de-
termined uniquely by (2.3) for a given % in the domain of L. The
last statement of the theorem is obvious from the definitions of the
matrices involved.

We shall be concerned in particular with the homogeneous vector
systems

(2.5") Du = Au + Bv, Dy =Cu+ Fv,
(2.6") Du = Auw + Bv, Dy =Cu — A*v .
and the related matrix systems

(2.5") DU =AU+ BV, DV =CU+ FV,
(2.6") DU =AU + BV, DV =CU — A*V.

For convenience, if each of U and V is an % X r function matrix,
then (U; V) will stand for the 2n x » function matrix whose jth
column consists of the functions Uy, «--, U,j, Vijy v+, V,ie
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The following property of the system (2.5’) will be especially im-
portant for discussing the oscillation properties of L in the case that
Sun(x) > 0 and the matrix [f,g] is symmetric.

THEOREM 2.3. The system (2.5') is identically normal on [a,b],
that is, of (u;v) 1s a function vector which satisfies (2.5') and there
18 a nondegenerate subinterval I of [a,b] on which w vanishes identi-
cally, then both w and v vanish identically on [a, b].

If (u;v) satisfies (2.5') with u(x) = 0 on a nondegenerate sub-
interval I of [a, b], then the relations

n—1
Uy = fnnDun + Zofanua-i-l ’
o=
n—1 . .
Vi = Zofai—luaﬂ + fuizDu, — Do, , 1 m {2, -+, n}
=

imply that v(x) = 0 on I and, therefore, both % and v must vanish
identically on all of [a, b].

Indeed, if (u;v) is a solution of (2.5') with . (x) = 0 on a non-
degenerate subinterval I of [a, b], then the first n — 1 component equa-
tions of (2.5") imply that u(x) = 0 on I, so # and v vanish identically
on I. Thus, in view of the results of Theorems 2.2 and 2.3, together
with the elementary existence and uniqueness theorems for first-order
vector differential equations, it follows that if f,.(x) = 0 on [a, b] then
the null-space of L has a basis of 2n linearly independent functions,
so that L deserves to be called a “2nth order operator”.

We conclude this section with the well-known formulization of the
adjoint L¥ of an operator L, which is defined by

(2.7) Ly = %D,

where the coefficients »,, r,, - -+, 7, are continuous real-valued functions
on [a, b]. By definition, a function 2z belongs to the domain of L§ on
a subinterval [¢, d] of [a, b] if and only if ze€ C[¢, d] and there exists
a function ¢[z] in Ce, d] such that, for every w in 4je, d],

SizLow = Sicp[z]w .

In this case, @[z2] is unique, and L§z is defined to be ¢[z]. Using
much the same integration-by-parts technique, and subsequent applica-
tion of the fundamental lemma of the calculus of variations as in the
proof of Theorem 2.1, we find that z belongs to the domain of LF on
[c,d] if and only if ze C[¢, d] and there exist functions y[z],.--,v,[2]
in C'[e, d] such that
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v,[z] = r.z2,
(2.8) ..

v;_iz] = ri_iz — Dyjlz], 1t {2, ---, 0},
in which case Liz = rz — Dy/[z].

It is easily verified that if »,(x) = 0 on [a, b] and G is the n X n
function matrix

En—l

'—7.0/7’7& _Tl/Tn et —7'%—1/7"”

then Ly = f if and only if there exists a function vector v = [u,;]?,
such that Du = Gu + (f/r.)e” and ¥y = u,, and L}z = ¢ if and only if
there exists a function vector » = [v;]7-, such that Dv = — G*v — ge'
with z = v,/r,.

3. Factorization of Euler-Lagrange operators. In this section
we shall consider a particular functional of the form (2.1) which is
given by

(3.1 Livl = | [ £ 0wy ],

where p,, p,, -+, P, are continuous real-valued funections on [a, b] with
p.(x) > 0 on this interval, and [¢, d] is a subinterval of [a, b]. We
then have the following special case of results of § 2.

THEOREM 3.1. If L s the Euler-Lagrange operator for the func-
tional I; given by (3.1), then a function y belongs to the domain of
L on a subinterval [¢, d] of |a, b] of and only if ye C"c, d] and there
exist functions plyl, < -+, tlyl in Cle, d] such that
tlyl = D"y ,

3.2) o ..
tiily] = p; D7y — Dyl , ©m {2, «--, m}.
In this case Ly = (—=1)"*"(Dply] — poy), that is,

Ly = D(D(--- DD, D"y) — p,_ D" y) - =) + (=1)"+'p,Dy)
—}‘ ('—1)npoy .

Moreover, the equation Ly = ¢ is equivalent under the transfor-
mation

ui:Di_lyy i {1,"',%},
v; = plyl, ¢ n {L, -, m}
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to the wvector system

(3.3) Du = Au -+ Bv , Dy = Cu — A*v + (“‘1)n+1§061 ,

where
0 0
0 . Do
A - : E’n—-l ’ B = (.) ’ C = P .
0-++0 .
0---0 1/p, 0 y -

In particular, the equation Ly = 0 s equivalent under the above
transformation to the identically normal system

(3.3) Du = Au + Bv , Dy =Cu — A*v .

As was indicated in §2, we shall also make use of the related
matrix equation

(3.3") DU = AU + BV, DV =CU - A*V .

In particular, consider the following condition:

(H). There exist solutions y,, +++, ¥y, of Ly =0 such that if
U=[D""y;li% ;% and V = [p]y;]]:2: ;2 then U*(@) Vix) — V*(2)U(x) = 0
on [a, b] and U(x) ts nonsingular on [a, b].

Since the matrix (U; V) based on the matrices U and V of (H))
is a solution of (3.3”), U*V — V*U is a constant function matrix,
and the particular condition that this constant matrix be the zero
matrix is what has been termed the condition that (U; V') be a “select
solution” of (3.3"), or that the columns of (U; V) be “mutually con-
jugate” or “conjoined” solutions of (8.3’), (see, e.g., Reid [4]).

Hypothesis (H,) has an important bearing on conditions of oscilla-
tion involving L and on the variational behavior of the functional I,.
At the present, however, we are concerned with the following property
of L.

THEOREM 3.2. If (H,) holds, then there exist continuous real-
valued functions v, vy, <+, 7, on [a, b] with r,(x) > 0 on this interval
such that if L, is the nth order differential operator defined by
(3.4) Ly = Zo riDy ,

=

and L 1is the Euler-Lagrange operator for the functional (3.1), then
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L = (—1)L{L, .

Moreover, the functions y., +++, y, specified in (H,) form a basis for
the null-space of L.

It is useful for the proof of this theorem to introduce the following
notation. Let R be the n» X n matrix

0
o
L
0---0p,

let P=C, and let @ be the function defined on [a, ] X R™ X R" by the
formula 2w(z, o, 7) = t*R(x)t + ¢*P(x)o. Then L is also the Euler-
Lagrange operator for the functional

| 20(, 7(), Dy@)de
subject to the restraints
Dn; = 041, vt {1, -, n —1}.

Now, if U and V are as in (H,), and, for a subinterval [e¢, d] of
[a, b], ¥ € C*[¢,d] and w € 4"[¢, d], then with

771 — [Di—-ly]z;l , 772 — [Di—-lw]?ZI ,
we have

5  \PTEDT) -+ Py
) = (UD[Up'DV*R(UD|U*)) + D{n*(VU )] .

This identity is essentially formula (5.3) in Reid [6]. Since

UD[Up*] = UDU " + Dn*

and the matrix U is independent of both v and w, as is also the
matrix R, it follows that there exist continuous functions 7, 7y, «+-, 7,
independent of ¥ and w such that if L, is defined by (3.4), then

(3.6) (UD[U 7' )*R(UD[U7)) = (Lay)(Low)

In particular, », = p¥?% so r.(x) >0 on [a,b]. If w also belongs to
ile, d], then (3.5) and (3.6) imply that

(3.7 |0y RO + 7 Pl = | (L) (L] -
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Theorem 2.1, with f.z = 7.7s, and the remarks at the end of §2 con-
cerning the adjoint L§ of an operator L, of the form (8.4), show that
(—1)"LyL, is the Euler-Lagrange operator for the functional given by

Sd(Loy)2 on 4"[e, d] and that y belongs to the domain of (—1)"L#L, if

c

and only if ye€ C"[¢, d] and
|1z @ = | 1L @ayw)

whenever w € 4y[¢,d]. On the other hand, the left-hand member of (3.7)
d
is just S Srop;DiyDiw. These remarks together with the definition

of L show that a function y in C"[c, d] belongs to the domain of L
if and only if it belongs to the domain of (—1)"L§L, and, in this
case, Ly = (—1)"L§ Lyy.

Finally, if y is one of the functions y,, ---,y, specified in (H,)
and 7' = [D"'y];,, then U™'7" is constant and (3.6) implies that Ly = 0.
The linear independence of {y, ---,y,} follows from the assumption
that U(x) is nonsingular on [a, b].

In [3], Polya showed that, under a certain hypothesis which he
called “property W, the operator L, can be written as a composition
of first order operators. We shall show that, under this same hypo-
thesis, the operator L& can also be written in this form, and, therefore,
so can L if the additional hypothesis (H,) holds. The “property W”
of Polya shall be referred to in this paper as:

(H,). There exist solutions ¥, ++-,y, of Ly =0 such that f
W, denotes the Wronskian

(3.8) Wy, « -+, y) = det [D7'y;]ik 54,
then W(x) > 0 on [a, b] for each k in {1, -+, n}.

It should be noticed that if hypotheses (H,) and (H,) were always
to be applied simultaneously, then one could assume without loss of
generality that the functions y,, ---, ¥, specified in (H,) also satisfied
the condition on the corresponding Wronskians which is stated in (H,).
This follows directly from the last statement of Theorem 3.2 and the
identical normality of (3.3’). However, we shall be interested in cer-
tain statements which are true under (H,) alone.

The following known property of Wronskians is stated here for
convenience.

LEMMA. If each of fi,+++,f 4 f belongs to C*a,b], and W(f, -+, f)
vanishes at no point of [a, b], then
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D[Wr(fl’ "'yfk—lvf)/W(fly "'yfk—l’fk)]
= WSy ==+, [ W 200y Frmss fioo DILWS, <oy fren SO -

This equality is most easily seen by noting that each side is the
value at f of a kth order linear differential operator whose null-space
has {f,, ---, fi} as a basis. Hence, the two expressions must be pro-
portional, and examination of the leading coefficients shows that the
expressions are, in fact, identical.

THEOREM 3.3. If (H,) holds, then there ewxist positive functions
oy Ty =+ oy T, With w; in C*[a, b] for 7 in {0, 1, -+, n} such that if
I'; and A4; are the operators defined recursively by:

I'z=mz, Ay = AUmo)y
8.9 I;z=mr, ;DI 2, jin{l,---,n—1}, Ay = w;D4;_yy ,
L'z =(—=)1/r)DI,_z, jin{l,---,n},

then Ly= A, and Lf =1T,.

It is to be emphasized that a real-valued function f belongs to
the domain of I”; (respectively, 4;) on a subinterval [¢, d] of [a, d] if
and only if f is continuous on [¢,d] and if je{l, -+, n}, then I';_,f
(respectively, 4;_.f) is in C'c, d].

By a theorem of Polya [3], if W, =1, W, is as specified in (H,)
for k in {1’ ) ’l’L}, Ty = le T = sz/( Wj—1Wj+1) for j in {17 e, — 1},
and 7w, =v,W,/W,_,, then L,= 4,. Furthermore, since each y, ap-
pearing in (H,) is necessarily in C"[a, b], it follows that each z; is in
C" @, b], and there exist continuous functions p;;, ¢ in {0,1, ---, n},
j in {0,1, -+, n}, such that

(3.10) Ay = i‘.puDiy , for g in {0,1, -+, n}.
=0

Moreover, p;; = W,;/W;,, for j in {0,1, ---,n — 1} and p,, = 7,, SO
that p,(x) >0 on [a,b] for ¢ in {0,1, ---,n}. This implies that a
function w is in 4¢[¢, d] for a subinterval [¢,d] of [a,d] if and only
if we 4"[¢,d] and 4w vanishes at ¢ and at d for j in {0,1, ---,n — 1}.

As to the factorization (3.9) of L, notice that if z is in the
domain of I', on a subinterval [c¢,d] of [a,b] and w e 4i[c, d], then
repeated use of integration by parts and the fact that 4; is of the
form (3.10) gives dzLow = dzAnw = dwl”nz. Hence, by definition of
L§, z belongs to the ‘domain of L§ on [(c:, d], and I,z = Lifz. In par-
ticular, since I”, is clearly a linear operator, the null-space of /7, has
dimension at most =.

On the other hand, suppose that, for k in {1, ---, n},
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(3.11) R = W(yly oty Yr—ty Yty 00y yn)/(,rn an) .

Then {z, ---, 2,} is a basis for the null-space of L¥. For the discus-
sion of adjoints in §2 shows that Ly = 0 and L;z = 0 are, respec-
tively, equivalent to vector systems

(3.12) Dy = Gu ,

(3.13) Dy = —G*v .

But if Y is the function matrix [D~'y;];% ;%, then Y is a fundamental
matrix for (3.12), by choice of y,, ---,y,. Hence, the matrix Y*! is
a fundamental matrix for (3.13). It follows that the elements in the
last row of Y*~', each multiplied by 1/r,, form a basis for the null-

space of LF. But these elements, after a proper choice of sign, are
just the functions z,.

Now, 2z, =W,_/(r.W,) = 1/x,, so D(x,2,) =0 and [',2, = 0. For
kin {1,---,2—1} and j in {0,1, .-, n — (k + 1)}, it will be shown
by induction on j that I';z, is defined, and

szk = W(yly oty Ykt Yprry 0y yn—j)/ W, —j—1 e

For the case j = 0, '@, = 7,2, = W(yy, =+ +, Yas, Ystsy =+, ¥a)/ Way, since
Ty =7, W,/ W,_.. Assume the result holds for some index j in {0,1, - - -,
n —k — 2}, Then

(=),
= W(yly Yty Y1y * 00, yn-—j)/ W(yu Cy Ypmty Yty * %y Yneiny yk) .

Since both Wronskians appearing have at least one derivative, so does
I';z,, and by the above lemma,

(_1)n-‘j~1—k[Drizk][ W(yl? ey Yy Y1yttt Ynmioy /yl«:)]2

= W(yls ey Ykety Ykt1y *°° s yn—j—l)/ W(yly ey Y1y Yrt1y "%y Yn—j—1s
Yiy Yni) +

Therefore,
Dz, =Wy, » = Yooa Yrsy =+ Ynid) Wi/l Woi o
and then
Tz =T iDLz = WY, <oy Yisy Yrrny =+ s Yneicd) Wiz
which completes the induction. In particular,

L 2, = W,y + =) Ypory Yir) Wi s
S0

Dr, . .z, =W, W, /Wi=1/r,.
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Thus I, 2, =m.D[,_,_ 2, =1, so DI, ,z, =0 and [',2, = 0. This
shows that {z,, ---,2,} is not only a subset of the domain of I°,, but,
by the previous remarks, it is also a basis for the null-space of I,.

Now, suppose z is in the domain of L on [e¢,d]. The form of
the operator I', clearly implies the existence of a function z, such
that I",z, = Liz. But then 2z, is in the domain of L& on [e,d] as
well, and [I',z, = Ljz, so Lj(z — 2,) = 0. Therefore there exist con-
stants ¢, -+, ¢, such that z — 2z, = >%_.c%;, 50 2z is a linear com-
bination of elements in the domain of I, and must therefore be in
the domain of I",. Moreover, I,z = [z, + Syi-1 ¢, 0,2, = Liz. Thus,
the operators L§ and I', are identical.

Throughout the remainder of this discussion, I, will denote the
functional given by (3.1) for which L will be the Euler-Lagrange
operator with the corresponding operators L, and LF as tn Theorem
3.2 and I'; and A4; defined by (3.9).

4. A mean-value theorem. In this section, theorems analogous
to Polya’s Theorem I, II, IIT of [3] are obtained under hypotheses (H,)
and (H,) for the operator L. For these theorems and certain pre-
liminary results, we shall adopt the following terminology: if X is a
finite set of real numbers, then a number x is said to be tntermediate
with respect to X if and only if « lies in the interior of the smallest
compact interval containing X, unless X is a one-point set {x}, in which
case the only intermediate point is defined to be the point . The first
result is an analogue of Polya’s Theorem I for the operator Lg.

THEOREM 4.1. Under hypothesis (H,), ©f z is in the domain of
L¥ on a subinterval I of [a, b] and one of the following conditions
holds:

(i) =z vanishes at n + 1 peints t, < t, < «++ < t,; of I,

(ii) =z wvonmishes at n points t, < t, < --+ < t, of I and there is
a jim {1, .-+, n} for which D{(r,2)(t;) =0,
then there ts a point t intermediate with respect to the set {t;} such
that Liz(t) = 0.

Notice that no additional condition of differentiability of the fune-
tion 2z has been asserted in (ii), since 7,2 has a continuous derivative
whenever z is in the domain of L, (see 2.8).

In case (i), it will be shown by induction that for every j in
{0,1, .-+, n} there exist m» — 5 + 1 points & <t < ++- < #_;y, in
[, to+.] at which I';z2(t)) = 0. The assertion for 7 =0 is just the
condition (i). If the statement is true for some j in {0,1,.--,n — 1},
then, by Rolle’s theorem, for each 4 in {1, ---,n — 7} there is a point
ti* in (¢}, ti;,) such that DI'jz(ti*') = 0. Hence I';,z(ti*") =0 for <
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in {1, -+, m — g}, and ¢, < {7 < HN < ..o < ti1L < ¢,. Thus the in-
duction is complete, and, in particular, there is a point ¢ which leg
in (ty, t,1) at which Lyz(t) = I",2(t) = 0.

In case (ii), Rolle’s theorem implies that for each 1 in L i—1
there exists a point ¢! in (¢,,¢,,,), and for each i in {4, +~+,m — 1} there
exists a point ti,, in (L, t,.,), such that Iz(t) = 0, %in{1,---,5—1},
and ['2(ti,,) =0, ¢ in {4, ---,n — 1}, But

D</rnz>{t’.7> — 0 I ﬂnz’ = IrﬂZWn/W —1 9

and W,/W,_, has a derivative, so

D(m,2)(ts) = [D(W,) W,_)r.z + (W,/ W,)D(r,2)l(t;) = 0 ,

since z also vanishes at ¢;. Hence, if ¢ =#;, then the = points
t <ty < .ee <8 of (t,t,) satisfy I'2(t)) =0 for ¢ in {1, --+,n}. The
same inductive process used in the proof of (i) then gives the ex-
istence of a number ¢ intermediate with respect to {t;y ++-, t,} such
that L¥z(t) = 0.

Theorem 4.1, together with results of § 3, result in the following
analogue of Polya's Theorem 1 of i3] for the operator L.

TaEOREM 4.2. If (H)) and (H,) hold, y s in the domain of L
on a subinterval I of [a,b], @, and z, are points of I with x, < Dy
and there is a point x, of I different from m, and z, such that
Yoy = 08, while ¥ satisfies the conditions

(4.1) D7yle) =0 =D"""ylxy), jin {1, ---,n},

then there is a point t intermediate with respect to {@, 2, 2.} at
which Ly(t) = 0.

An induction argument will show that for each kin {1, -+-, % — 1}
there exist points st < s} < +-+ < sk,, which are all different from 2,
and z, and lie in (,, %), (%, 25), or (&, %,), depending as x, < x, < @,
Ty < @y, O w, < &, such that A,y(sf) =0 for ¢ in {1, -+, k + 1}, and
Ly(@) = 0 = Ay(x,).

First, the statement that 4,y(»,) = 0 = 4,y(x,) for k in {0,1,-- - ,n—1}
follows from the fact that 4,y is of the form (3.10) and the hypothesis
that y satisfies (4.1). Since 4y(x,) = (1/m)y(2) = 0, and 2, is different
from =, and «,, an application of Rolle’s theorem gives the assertion
when k=1, If the statement is true for some k in {1, «+-, n — 2},
then points s} <s}**< ... < skl are chosen as follows. If , < », < 2y,
then the points sf,sf, -, sk, are in (2, ;) and, by Rolle’s theorem,
choose si*' in (w, sf), sifl in (s, @,), and sf** in (sk,, ), for 4 in
{2, -+, & + 1}, such that DA,y(s**) =0 for 4 in {1, -+, k+2}. If, on the
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other hand, », < x,, then there is an index ¢ such that s < x, < sk,,
while «, < s} for ¢ in {1, -+, k + 1}, Therefore, choose sf** in (x,, s¥),
S;‘H—l in (s?—lv Sf) for ¢ in {21 B Q}r Slz;j-% in (S‘I;’ 902), S‘Ilc-t% in (xzy Sll;H)y and
sitin (sf,, sk,) for ¢ in {¢ + 3, ---, k + 2} such that DAy(si*') =0,
4 in{l, -+« k + 2}. A similar method of choice gives the values st*+' in
case @, lies between #, and w,. But then A, y(sf*") = (7, . DAy)(sF™) = 0
for 4 in {1, ---, k + 2}, and the induction is complete.

In particular, there are points s}~ < s?~' < +++ < 5" different from
2, and 2, at which 4, .,y vanishes, and, as the above construction
shows, these points are also intermediate with respect to {x,, x,, x5},
But 4, ,y also vanishes at x, and @, so, applying Rolle’s theorem once
more, there exist points ¢ < ¢, < --- < ¢,,, different from x, and z,
at which Ly(t;) = 4,y(t;) = (7,D4,_y)(t;) = 0. By Theorem 4.1 there
is a point ¢ intermediate with respect to {f,, ---,t,.}, (hence, with
respect to {x,, z,, ¥,}), at which Ly() = (—1)"L#(Ly)(t) = 0.

Before continuing with the development of this section, we intro-
duce an important property of the operator L. Since the equation
Ly =0 is equivalent to the identically normal system (8.3') in which
the matrix B(x) is nonnegative on [a, b], it follows, (see Theorem 5.2
of Reid [6]), that a necessary and sufficient condition for hypothesis (H))
to hold is that L be nonoscillatory on [a, b], that is, if a < @, < 2, < b,
then the boundary-value problem

Ly=0,

4.2 ; j X
( ) D7 y(w) =0 = DJ~1y(x2) ’ J wm {1y Tt ’ﬂ} ’

is incompatible, i.e., has the function which vanishes identically on [z;, z,]
as its only solution. The equivalence of Ly = 0 to (3.3") then implies
that (H,) is also equivalent to the statement that if (x,, %%, 92, -+, y7)
and (x;, ¥3, %3, -+, ¥s7) are points of R"*' with a <@, <, <b and
p e Cwx,, x;], then there exists a unique solution of the nonhomogene-
ous boundary-value problem

Ly = o,

4.2’ . . . . «
(4.2") Di7y(m) =y , v wm (1,2}, 7w {1, -+, n}.

This enables us to formulate the following extension of Polya’s mean-
value theorem, the proof of which is identical to that of Polya.

THEOREM 4.3. Suppose (H,) and (H,) hold, f is a fumction in
the domain of L on a subinterval I of [a,b], x, and x, are points
of I with x, < x,, and y, denotes the solution of

Ly =0,

D Do) = Difwy, i in (1,2, 5 in (1, e m)
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If h,, denotes the solution of

Ly=1,

4.4 . - -
(4.4) Di~y(x,) =0, v im {1,2}, Join {1, .-+, 0},

then for each point x tn I, there is a point t, in I such that
(M) J(@) = yu(@) + Ru(2)Lf(E,) .

If x =%, or x = x,, then (M) holds for any choice of ¢,. If wel
and x is different from 2, and x,, then h,(x) = 0 by Theorem 4.2, so
there is a (unique) number ¢, such that f(x) = y,(x) + hyu(x)c,. Let
0, denote the function f — ¥, — ¢,,. Then 0, is in the domain of
L, D70, (x;) =0 for ¢+ in {1,2}, 5 in {1, .-, n}, and 0, (x) =0. By
Theorem 4.2, there is a point ¢, intermediate with respect to {x, ., %}
at which L0,({,) = 0. But

Lo, = Lf — Ly, — ¢, Lh,, = Lf —¢c,-1,

so ¢, = Lf(t,) and (M) follows.

It was noted that the solution %, of (4.4) does not vanish in [a,b]
except at x, and at x,. We now determine exactly what the sign of
hy is on (2, ;) and on the union of [a, #;) and (., b].

THEOREM 4.4. Under hypotheses (H,) and (H,), if hy, s the solu-
tton of (4.4), then

(—D)"hy(x) > 0, of v<x <,
h(®) >0, fastac<zora,<ax=<h.

Fix %, and «, in [a, b] with ®, < ,, and suppose z = L,. As in
the proof of Theorem 4.2, one obtains by use of Rolle’s theorem a set
of n points £ <t < --- <1t in (2, 2, such that z(tf) = 0 for %k in
{1, -+, n}. Applying Rolle’s theorem as in the proof of Theorem 4.1,
for each jin {1, -+, n} there exist n — j + 1 points ¢} < £} < «+« < 3=+
such that t* < th,, <t forjin {1,---,» — 1}, k in {1,---,n — 5}, and
Iz =0for jin{1,.--,n}, kin {1, ---,n — 7 4 1}. If, for example,
8; =t then x, <s, <8,y < +++ <8 < 2, and ;_2(s;) =0 for 7
in {1, «-+,n}. But Lh,, = (—1)"L¥z, s0 L¥z = (—1)"and (1/n)DI",_z = 1.
Therefore,

2= m)| [ (@] [-- [am =]---]]]-

In particular, suppose s; < = «,. Then z(x) > 0, because each of the
functions 7; is positive on [a, b], and at the jth stage of the indicated
iterative procedure used to calculate z(x) the integral function
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is necessarily restricted to an interval with left end-point s, ,,, and is
therefore positive. However, Theorem 4.1 and the fact that Liz = (—1)"
imply that z cannot vanish at any point other than ¢, ¢, ---, ¢, and
that z must change sign at each of these points. Since z(x) > 0 on
(7, x,] = (sy, x,], it follows that (—1)"z(x) > 0 on [z, ¢}). But z(x;) =
Lohy(x;) = [0 7iDh](%:) = [7,.D"hy|(w;) for 4 in {1, 2}, and »,(x;) > 0,
s0 (—1)"D h(x,) > 0, D"h(x,) > 0, and the conclusion follows.

5. Sub-(L) functions. We are now prepared to define the notion
of a sub-(L) function and to examine some of the properties of func-
tions of this type. Throughout this section, it is assumed that hypo-
theses (H,) and (H,) hold.

A function f which has derivatives of the first » — 1 orders on a
subinterval I of [a, b] is said to be sub-(L) on I if and only if for
every pair of points x, < x, in I, if ¥y, is the solution of the boundary-
value problem (4.3), then f(x) = y,(x) on [x, x,], and a sub-(L) func-
tion f is strictly sub-(L) on I if and only if for every pair of points

2, < 2, in I, f(x) < yu(x) on (x;, x,). We have the following charac-
terization of sub-(L) funections.

THEOREM 5.1. If f is a function in the domain of L on a sub-
wnterval I of [a, b], then f s sub-(L) on I of and only tf (—1)"Lf(t) =0
on I. Moreover, if (—1)"Lf(t) < 0 on I, then f is strictly sub-(L) on I.

Suppose (—1)"Lf(t) = 0 on I. Let x, and @, be points of I with
x, < ¥, let ¥, be the solution of (4.3), and let h,, be the solution of
(4.4). By Theorem 4.3, if x € I then there is a point ¢, in I such that

(M) f() = yu(®) + hu(x)Lf(E,) .

But (—1)"Lf(t,) < 0 and, by Theorem 4.4, (—1)"h,y(x) > 0 on (2, %,),
so that if x, < 2 < a, then f(x) < y,(x). It is also seen that, since
hy(x) > 0 outside the interval [x,, @,],

(=1)"fx) = (—D)"yu(@)  if xel and xé o, ] .

Conversely, if f is sub-(L) on I, but there is a point ¢, of I such
that (—1)"Lf(t,) > 0, then there is a nondegenerate subinterval [z,,,]
of I on which (—1)"Lf(¢t) > 0. Applying the mean-value formula (M)
on [z, «,], one has f(x) > y,(x) on (x,, x,), a contradiction.

The last statement of the theorem clearly follows from formula
M).

In view of the equivalence of Ly = ¢ to the nonhomogeneous first
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order linear system (3.3) and the classical properties of the Green’s
matrix for the corresponding incompatible first order system which is
equivalent to (4.2), it follows that the solution f of Ly = ¢ which
satisfies the boundary conditions (4.1) is given by

f@ = | "o, vpe)at

where the Green’s function g is real-valued on [z, ,] X [x,, z,] and
has the following properties:

(i) g and the first n partial derivatives with respect to its first
argument are continuous.

(ii) If ©€1{2, -+, n}, then, in the notation of (3.2), the mapping
T:: (x, t) — tlg®)(x) is continuous on [x,, x.] X [, 2.].

(ili) On each of {(x,t):x, S x <t = @} and {(z,t) 2, <t < 2 < ),
the mapping T.:(x,t)— p[g®)|(x) is continuous, and if x, <t < x,,
then T(t,t) — Ty(tH t) = (—1)~.

@(iv) If o <t <, then on each of the half-open intervals [x,,t)
and (t,x,] the function pfg(t)] has a continuous derivative, and
Lg(t) =0 on each of these intervals; moreover, g(t) satisfies the
boundary conditions (4.1).

(v) g(x,t) = g, 2) on [@, z.] X [@, .].

The following theorem on the Green’s function gives a strengthen-
ing of the second assertion of Theorem 5.1.

THEOREM 5.2. If a = x, < 2, <0 and g s the Green’s function
for the incompatible problem (4.2), then (—1)"g(x,t) = 0 on [z, x,] X
[, 2.].

If not, then, since g is continuous, there is a point (x,,t,) in (x;, ;) X
(2., 2,) such that (—1)"g(x,, t,) < 0. Using the fact that g(x, ) = 0 on the
boundary of [x,, #,] X [, «,], let ¢, denote LUB{t: 2, < t < ¢, g(x,, t) = 0},
and let t, denote GLB{t: ¢, < t = 2., 9(2,,t) = 0}. Then ¢, < ¢, <, and
the continuity of g implies that (—1)*g(,, t) < 0 on (¢,, t,) and g(x,, t,) =
0 = g(,, o).

Suppose @ is the function whose value at ¢ is g(x,, ¢) for ¢ in
[, t,] and is zero otherwise. Then ¢ is continuous, and if f is de-

fined on [x,, x,] by
@ = "ot vpya,
then Lf = ¢ and, since (—1)"p(t) =0 on [, «.], f is sub-(L). But

Di-'f(x) = 0 = Di7*f(x,) for 5 in {1, ---,n}, so, by definition of sub-
(L) functions, f(z) =0 on [z, %,]. On the other hand,
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2]
fa) = | Lot HFat
1
which is positive, a contradiction.

THEOREM 5.3. If f 4s in the domain of L on a subinterval I of
[a, b] and f is sub-(L) on I, then a mecessary and sufficient condition
that f fail to be strictly sub-(L) on I is that there be a mondegenerate
subinterval of I on which Lf(x) = 0.

If f fails to be strictly sub-(L) on I, then there are points x, < ,
in I such that if y,, is the solution of (4.3), then f(x) = y.(x) on [, x,]
and there is a point 2, in (x,, ®,) at which f(x,) = yu(x,). If @ = Lf,
then ¢ = L(f — ¥.,), and if g is the Green’s function for (4.2), then

F@) = yala) = | g(a, p(e)dt

on [x;, x,]. But then

9@, ()t = f@) — yulm) =0,

and, since g(x,, t) and ¢ do not change sign on [z, x,], it follows that
9(x,, t)p(t) = 0 on [z, ®,]. Now, the restriction of g(x,, t) to [z, ],
using the appropriate one-sided limits at x, is a solution of Ly = 0.
Hence, if g(x,, t) vanishes on some subinterval of [z, x,], then g(x,, )
vanishes identically on [z, ,]. Since at least the first » — 1 deriva-
tives of the funection g(x,, t) are continuous at x,, is follows that on
[2,, ], the function g(x,, t) is a solution of

Ly=20
Di=y(wy) = 0 = D'y(w,), g im {1, --+,n},

80 g(x,,t) = 0 on [x,,x,] as well. But then g(x,,t) = 0 on [z,,x,], Which
violates the discontinuity condition which the function p[g(x,)] must
satisfy at x,. Correspondingly, the assumption that g(x,, t) vanishes on
some subinterval of [x,, #,] leads to a contradiction, so that any sub-
interval of [x, x,] contains a point ¢ at which g(x,, t) # 0, which im-
plies that @ vanishes at this point. Hence, ¢ is a continuous func-
tion whose set of zeroes is dense in [, %,], s0 @(x) = 0 on [z, x.].
This, in turn, implies that f(x) = y.(x) on [z, 2,] and Lf(x) = 0 on
[y, @.].

The sufficiency of the condition is obvious.

It is to be remarked that the result of Theorem 5.3 is weaker
than the result that might be expected for sub-(L) functions. In the
classical case where L = D?, any convex function which fails to be
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strictly convex must be a solution of D*y = 0 on some interval of its
domain, and in [5] Reid generalized this statement exactly for a second-
order Euler-Lagrange operator. However, for higher-order operators
a generalization stronger than the above theorem is not immediately
apparent.

6. Variational properties of sub-(L) function. In addition to
the classes 4"[¢,d], 4i[¢c,d], we shall be concerned with the class 42[ec,d]
consisting of those functions w in 4jfe,d] for which w(x) = 0 on [¢,d].
If M is any real linear functional on any of these three classes, then
M is positive definite if and only if M[w] = 0 whenever w belongs
to the given class with equality holding only if w = 0. The next two
preliminary results are analogues of those in Reid [5], and the proofs
are nearly identical to his.

THEOREM 6.1. The statement that L ts nonoscillatory is equivalent
to each of the following conditions:

(i) (H) holds;

(ii) For each subinterval [c,d] of [a,b], the functional I, is
posttive definite on Aifc, d].

Since the system (3.3') is identically normal and the matrix B(x) = 0
on [a,b], it follows from Theorem 5.2 of Reid [6] that the nonoscillation
of L is equivalent to each of the conditions (i) and (ii).

THEOREM 6.2. The condition (H,) implies that if [¢, d] 4s a sub-
interval of [a,bd] and fe 4"[e, d], then the following conditions are
equivalent:

(1) Lyl = Ll f] whenever y — f e 47lc, d].

(ii) If J, is the bilinear functional defined on 4"[c,d] X 4"[¢, d]
by

d n X .
Joal(y, w)] = S[;ﬂ ij’yDJw} ,
then Ju[(f, w)] = 0 whenever we 4¥ec, d].

If we 4z[c,d], then I,Jw] = 0 by Theorem 6.1. Also, if we 4[c,d]
and t is any positive number, then tw ¢ 42[c,d]. The result then follows
from the identity

ch[f + t’l/U] - cd[f] + 2thd[(f9 ?/U)] + tZch[w] .

We now obtain a characterization of sub-(L) functions which are
in the domain of L in terms of unilateral variational property.
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THEOREM 6.3, If (H,) and (H,) hold and f is a function in the
domain of L on a subinterval [c, d] of [a, b], then a mnecessary and
suflicient condition for f to be sub-(L) on {e¢, d] is that

(6.1) L,y] = L, f] whenever y — f € 4i[c, d].
If we Ac, d], then
Jl(s, 00 = | [ S p.DirDw ]|,

which, by definition, means that
d
L (f, w) = | Tw(=1rLy] .
Therefore, J,[(f,w)] =0 for every w in 4dic,d] if and only if
(—1)"Lf(z) < 0 on [c,d]. The conclusion then follows from Theorems
5.1 and 6.2.
It would be desirable to remove the condition that f belong to the

domain of L from the hypothesis of this theorem. One possibility which
might be examined is the simple case where L = D*, for if f € 4"[e,d],

w e 4ife, d], o[ f] = pof, and
olf1 = p.D'f = | ol ]
for 4 in {1, ---, n}, then
Jul(f, 0] = | Drwp,[ 11,
which is of the form
giD”wD"gD ,

exactly that which arises in considering the ecase L = D>. It is to
be noted, however, that the “sufficiency” part of Theorem 6.3 does
not require f to be in the domain of L.

THEOREM 6.4. If (H) and (H,) hold and f e 4"[¢c,d], then f is
sub-(L) on [e, d] in case (6.1) holds.

Suppose ¢ = x, < 2, = d and ¥,, is the solution of (4.3). Let ¢ be
an arbitrary point in (x,, x,), and let w, be the function whose value
at x is zero outside [x,, «,] and is (—1)""'g(x, t) on (x,, x,), where g is
the Green’s function for (4.2). Then w,e 4¢]¢, d] by Theorem 5.2, so
that
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0= Julf, wl = (=1 5 D' pmdo® [ — 1t -

But, for arbitrary w in 47[¢, d},

n—1 X d
Tty 0] = [ E Dol | =0

In particular,

@2

0 = Tl w] = (=1 Dyupricla®1|” = ve®),

*1

and, in view of the boundary conditions of (4.3),

0 = yu(t) — f(0) .
Hence, f is sub-(L) on [e, d].

7. Strong nonoscillation of L. Under hypotheses (H,) and (H,)
we are able to conclude that the null-space of the operator L is a 2n-
parameter family on [a,b], i.e., that there is exactly one solution of
Ly = 0 which assumes 2n given values at 2n given (distinet) points of
[a¢,b]. We first establish the following result, the proof of which is
modeled after a proof of Polya [3].

THEOREM 7.1. Suppose (H,) holds, {z,, -+-, 2z,} 1s the basis for the
null-space of L§F given by (3.11) and, for each k in {1, ---,n}, Z, is
the set of all linear combinations of {z,, -+-,2,}. If z¢ Z,, then either
2(x) = 0 or else z has at most n — k zeroes on [a,b]. In particular,
fast <t, <0 <t, =0, then the n-point boundary-value problem

(7.1) Liz=0, z(tz) =0, 7 N {1) ) n} ’

%8s incompatible.

If 2 = ¢,z, then, since z,(x) > 0 on [a, b], either z(x) = 0 or else z
vanishes nowhere on [a,b]. Assume that & + 1 is an index for which
the assertion is true and suppose z€ Z,, say 2z = >,%,¢i#;. 1f ¢, =0
then z¢ Z,,, so either z(x) = 0 or else z has less than n — &k zeroes
on [a,b]. If ¢, # 0, then 2z(x) = 0 and we may write 2z, = (1/c,)z — z,,
where 2, = >\.+1 (¢i/c,)z;. If it were possible that there exist w —k + 1
points £, t,, +++, £,_+, at Which z vanishes, then z, + 2z, would also vanish
at these points and, as in the proof of Theorem 4.1, there would exist a
point ¢ intermediate with respect to {t, t,, « -+, ¢,_,+.} at which I',_,[z, +
2,J(t) = 0. But the proof of Theorem 3.3 shows that /I°,_,z; =0 if
j=k+1and I",_,z, = 1. In particular, I",_.[z, 4+ 2,J({) =1, a con-
tradiction.
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THROREM 7.2. Under (H) and (H,), if a =2, <2, < vo» <%, = b
and, for each © in {1, ---,m}, N, e{1,2, .-+, m + 1} such that S\, =
2n, then the m-point boundary-value problem

Ly =20,

(7.2) ) . . ..
Dj_ly<xi):09 (N {1y'°°vm},.7 24 {1,"‘,>\41;},

1s incompalible.

It will be shown that if ¥ is any function in the domain of the
operator L, which satisfies the boundary conditions of (7.2), then there
exist »n points of [a, b] at which L,y vanishes.

Let vy =max{\, Ny, *++,N,}. If v=1, then m = 2n, and repeated
application of Rolle’s theorem using the decomposition (3.9) gives the
result. If v > 1, then for each & in {2, .- -, v} let «;, denote the number
of points ; at which \; =k, and for j in {1, 2}, let s;,, denote the set
of integers » with j=r =v and r = k. Now, if ¢ is an index such
that »; =k then, by (3.10), 4;5(x,) =0 for 7 in {0,1, .-+, k — 1}, s0
Rolle’s theorem implies that A,y vanishes at 8, =m — 1+ S\, «q,

points of [a, b]. It will be shown that for each j in {1,.--,v — 1},
Ay vanishes at

v

Bi=m—i+30—Da+j 3 @

=741

points of [a@, b]. Since the assertion is known for j = 1, assume that
it holds for some j in {1, ---,v —2}. Applying Rolle’s theorem, 4;.,y
must vanish first of all at 8, — 1 points, none of which will be an z,
with N, = 5 + 2. But 4;,,y also vanishes at exactly these points «; as
well, and it follows that

. j+1 Lo v
Bjﬂ:m".?_1+kzz(k—1)ak+.7k22ak+ 2
= =

k=j5+2

J+1 v
:m-—j—l—l—%(lc—l)akJr(jJrl) > .

k=j+2

In particular, 4, .y vanishes at
Ba=m = =1+ 30— Da,
points of [a, b]. But

& = 3 [T, O = )ik — )],

SO

(k — D, = H (L., , O — D — )/ = 7]
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Hence,

Bua=m— =1+ 3 {5, 0 = DI - Nl -1 .
The expression in braces is a polynomial in A, of degree at most v — 2
which has the value 1 for each of the v — 1 values \; =2,3, -+, .
Hence, this expression is identically 1 in ),;, and

fi=m—(—D+X0—D=2m— (-1,

i.e., 4,_,y vanishes at 2n — (v — 1) distinct points of [a, b]. The same
use of Rolle’s theorem as that for the case v = 1 now gives the con-
clusion that L,y must vanish at » distinet points of [a, b].

If y satisfies (7.2), then z = L.y satisfies (7.1) for some set {¢,, -+ -, t,}
of points in [a,d], so 2 =0, i.e., Ly =0, and, by Theorem II of Polya
[3] for the operator L,, it follows that y must also vanish identically.

In particular, the problem (7.2) with m = 2»n is incompatible, and
the elementary solvability theorems for vector differential systems imply
that the null-space of L is indeed a 2n-parameter family. Hence, it is
possible to examine L-convexity in the sense of Tornheim [7] and Hart-
man [2], whereby a function f defined on an open subinterval (¢,d) of
[a,b] is L-convex if and only if for every set of 2n points x, <x, <+« <y,
of (¢,d), if y is the unique function satisfying

Ly=0,
yx;) = f(x), 4 in {l, ---,2n},

then
(—Dy(x) = (—1)f(z) on (; @) .

However, the exact relationship between the two types of convexity
remains undecided.

It is also natural to ask about the properties of the operator I =
(—1)y"L,L¥. Tt is easily seen that Ly = 0 is equivalent to an identically
normal system of the type (2.6") and that if U and V are as specified
in (H,) then (U*-%; 0) satisfies an analogous condition (H,) for L. More-
over, in the notation of (2.8), if {z, ---, z,} is contained in the domain
of Ly then for each k in {1, ---, n} we define the “generalized Wrons-
kian” W*(z,,%,_1, ***, 24_+1) to be the determinant of the & x %k matrix
[Vo—itiZaeizillifs 5. In particular, if {z,, ---,2,} is the basis for the
null-space of L; defined by (8.11) and Wi = W*(2,, Zuety =y Zucits),
then W} is equal to the lower right principal minor of order k% in the
matrix U*~'. Hence, if 11 is the adjoint matrix of U* and U, is the
lower right principal minor of order % in the matrix U, then a well-
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known formula (see, e.g., Hohn’s Elementary Matriz Algebra, p. 61)
gives

¥ =U,/(det U)* = (det U)*='W,_,/(det U)r = W,_,/ W, ,

which, by hypothesis (H,), is positive. Thus, we have an analogue
(H,) of (H,). However, it is not evident that properties of convexity,
ete., with respect to I shed any light at all on the questions already
raised concerning L.
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