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This paper deals with the problem of proving that a simple
algebra (finite dimensional) has an identity element. The main
result is contained in the following theorem. Let A be a
simple algebra (char. Φ2) in which (x, x, x) = 0 and xz x =
x2 - x\ If M is a subset of A such that (A, M9A) = 0 and
(M, A, A) u (Λf, A) U (A, A, M) g M, then i l ί = 0 or there is
an identity element in A. This result is then used to prove
the three following corollaries (char. =£2): (1) A simple power
associative algebra with all commutators in the nucleus has
an identity; (2) A simple power associative algebra with all
associators in the middle center has an identity; (3) A simple
antiflexible algebra in which (x,xfx) = 0 and A+ is not nil
has an identity.

For convenience in terminology, we define an algebra as a finite
dimensional vector space on which a multiplication is defined that
satisfies both distributive laws. An algebra is nilpotent if there is an
integer k such that any product of k elements, no matter how associated,
is zero. An element x in an algebra is nilpotent if the subalgebra
generated by x is nilpotent. An algebra is nil if it consists entirely
of nilpotent elements. A simple algebra is an algebra without proper
ideals that is not nil. For char. Φ2, define x y — l/2(xy + yx). The
algebra A+ is defined to be the vector space A with miltiplication x y.
In addition, define the commutator (x, y) — xy — yx and the associator
(xy y, z) = (xy)z — x(yz). Using techniques similar to [3] we will prove
the following theorem.

THEOREM 1. If B is a subspace of an algebra A, there cannot
be a nil subset M proper in B with:

(a) B = M+MB
(b) M a subalgebra
(c) (M,MfB) = 0.

Define x1 — x and for k > 1 define xk — x^x. Using this theorem,
the following theorem is proved.

THEOREM 2. Let A be a simple algebra (char. Φ2) in which
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(x, x, x) = 0 and x3 * = x2 x\ If M is a subset of A such that
(a) (ikf, A, A) fiAΓ
(b) (M, A) e Af
(c) (A, A, Af) £ Af
(d) (AfAf,A) = 0

£Ae% M — 0 or there is an identity element in A.

It should be remarked that, if (d) could be replaced by (A, M, A) gΞ
M, then M — A would satisfy (a), (b), (c) and (d) in any algebra.

Many simple algebras are known to have identities. If the center
(the set of x such that (x, y) — (x, y, z) — (y, z, x) — 0 for all y and z
in 4̂) of a simple algebra is not zero, the algebra has an identity
element [4]. In addition, there are many identities which, if satisfied
by a simple algebra, force that algebra to have an identity element.

In § 4, Theorem 2 will be used to prove the existence of an identity
element in three classes of algebras.

The author would like to thank the referee for suggesting conditions
(a), (b), (c) and (d) in a more general form than was first submitted.

2* Proof of the first theorem* Let us assume that M is a subset
proper in B that satisfies (a), (b) and (c) of Theorem 1. We will show
that M is not nil. From (c), it is clear that M is an associative
subalgebra even though A is not even assumed to be power associative.
The following fact is easily obtained by induction. In an associative
algebra such as ilf, Π?=i ai = ai an

LEMMA 2.1. If au * ,α Λ are in M and if x is in B then
(lίU a<i)% = <M>2 (anx) . ) .

LEMMA 2.2. There exists an x Φ 0 in B and an a in M with
x — ax.

Proof. For any x in B Π Mf (set theoretic complement), there is
a set of elements au , αΛ, b in M and a set yu , yn in B Π Mr

with x •=• b + Σ?=i aiVi Throughout this proof we will use α, b with
subscripts to indicate members of M and y with subscripts to indicate
members of B Π Mr. Since M is proper in B, we have B Π M' Φ 0 .
Let y0 be in B Π M'.

Clearly, y = Σ δ * anVn + &i Since y0 is not in Λf, some j exists
for which a^ y^ is not in M. Define y1 — y13- and ax — a^ . Suppose
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&j> #> ak> Vu * * * y Vk have been defined for all k< m with αx(α2 (akyk) )
in B Π M\ Since ym__, is not in M, ym^ = Σ? = 1

 αmi2/m; + δ». There
must be some j for which αx(α2 (αw-i(α»i2/mi)) ) is in B Π M'
because α ^ ( α m ^ Λ J ) is in B f) M' and Λf is a subalgebra.
Defining τ/m — 2/wy and am — amj, we have inductively defined for all n
the set yu , #n, α1? , an with (Π?=i at)yn = ax(a2 . ( a ^ ) •) in
B Π M\ For j < k, let miA; = Πί=i a* A l s o > i e t r i = Πf=i ^ so that
when 1 < j < fc, Tj^m^ = rA. From finite dimensionality, there is an
s with mlsτ/s, •• ,mββy, a linearly dependent set. If mys?/s were in M
for j > 1, then Tj^im^y^ = rs?/s would be in ikf. This is not true by
the construction of y8 so mis?/s is not in M and hence is not zero for
all j . Because the elements mlsySf , mssys are dependent, there exist
field elements al9 , as not all zero with X ^i 0Cimi8yβ = 0. Letting
t = max {i: αέ =£ 0} will give

Γί-1 "I

Lί-1 J

Letting x = wίsτ/s and a — — ΣSlJ (ccjcct)mift_19 will give' # = αx with
α; ̂  0 in B and α in if.

We are now able to prove that M is not nil. By induction x =
ax = a(ax) = α2x = = akx for all /<;. Since x is not zero, α is not
nilpotent and M is not nil. Since M is an associative algebra, we
have the following result.

COROLLARY. If B is a subspace of an algebra A and if M is a
proper subset of B with:

(a) M+ MB^B
(b) M a subalgebra

(c) (Λf,Ar,J8)β=0
then there is an idempotent in M.

3* Proof of the second theorem* Throughout this section we
will assume that A is a simple algebra in which (x, x, x) = 0 and
x3. x — χ2. χ2

Λ In addition, assume char. Φ2. Given a subset of A
that satisfies (a), (b), (c) and (d) of Theorem, it is necessary to find
a subalgebra of A satisfying the same conditions.

DEFINITION 3.1. The set %Ar = {subsets of A that satisfy (a), (b),
(c) and (d) of Theorem 2}.

LEMMA 3.1. // M is in ^ r then either M = 0 or M + MA — A.

This lemma is obvious for M + MA is an ideal in A. From now
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on, assume that ^r contains a nonzero member. Each member of
^Ϋ~ can easily be extended to a subspace of A, <yy" is closed under
set union, and A is finite dimensional. Consequently, there is a
largest member of ^Y* which we will call N.

LEMMA 3.2. The set N is an associative subalgebra with N +
NA = A.

Proof. Clearly N is a nonzero subspace so N + NA — A. In any
ring, the following identities are satisfied:

(1) {xy, z) + {yz, x) + (zx, y) = (x, y, z) + (y, z, x) + (z, x, y)

(2) (wx, y, z) - (w, xy, z) + (w, x, yz) = w(x, y, z) + (w, x, y)z .

If x and y are in N, then from (1), we have

(3 ) (xy, z) = (y, z, x) - {yz, x) - (zx, y) .

Hence, (xy, z) is in N. Equation (2) implies the fact that (w, xy, z) = 0.
If w and x are in N, then (wx, y, z) — (w, xy, z) + w(x, y, z) which is
in N + ΛΓ2. Also, (x, y, xw) is in N + N2. Consequently, N + N2 is
in ΛT so N + N2 g= N. The fact that N is associative is obvious.

The proof of Lemma 3.2 can be used to construct a subalgebra P
satisfying (a), (b), (c) and (d) of Theorem 2 in a quite different way.
First, extend M to a subspace of A and call this subspace M. Then
for k Ξ> 1, define Mk — M\^ + Mk_x. Induction and the proof of Lemma
3.2 imply Mk satisfies (a), (b), (c) and (d) of Theorem 2 for all k. By
finite dimensionality, for some k, Mk = Mk+1. The set P = Mk is a
subalgebra satisfying (a), (b), (c) and (d). It is clear that P + PA = A.

We know that an associative simple algebra has an identity element.
Therefore, if A — N, then A has an identity element. From now on,
assume Aφ N. Theorem 1 implies N is not nil so there is an idempotent
in N. An idempotent e is principal if there is no idempotent g with
eg — ge = 0. Because N is associative, there is an idempotent that is
principal in N. We will call this idempotent /. It cannot be assumed
that / is principal in A. We will need the following definition.

DEFINITION 3.2. For any subset B of A, Biά(e) = {x in B such
that ex = ix and xe — jx}. Define B^ by Bi:j — Biό(f).

Because N is an associative algebra with / i n N, N = Nn + JV10 +
N01 + N0Q. In addition, Ni:iNjk <Ξ Nik and, for j Φ k, Ni3-Nkm = 0. Up

to now, we have not used the fact that {x,x,x) — 0. Linearizing this
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yields this multilinear identity:

(4) (xf y, z) + (y, z, x) + (z, x, y) + (z, y, x)

+ (y, x, z) + (x, z, y) = 0 .

If we now let x — z = / and divide by 2, we obtain (/, y, f) = 0.
Therefore, we have (/, /, y) = (/, y, f) = (y, /, /) = 0 which is all that
is needed to prove this lemma:

LEMMA 3.3. Relative to f,A = An + A1Q + A01 + Aoo.

LEMMA 3.4. The subspaces Ntί and Aid obey the following laws:

( 5 ) A i S A k m = 0 i f j ^ k

( 6 ) NiάAάh U AiάNjk <^NikifiΦk

( 7 ) NiSAjk S 4*i + 4 *

( 8 ) 4 , ^ * S 4 l J b + Aok

( 9 ) JNΓ10A01 £ iSΓu + N1Q

(10) iSΓ01410 S iV00 + iV01

(11) N^AuSAu + N.

Proof. To prove (5), let x be in Ai5 and let y be in ^ w in
(», /, 2/) = 0. The relations (7) and (8) result from (/, Nijf AJk) = 0 and
(A,.,-, Njk, f) = 0. In proving (6), we first let y = f,z = ni5 (in JV^ )
and x = a?iA; (in Aifc) in (4) to obtain (/, xjk9 ni5) + (n ί y, α?iJfc,/) = 0.
Using (5), we find that (/, xjk, ni5) = jxίkniS - f(xjkni:i) = 0. Hence,
{niάx§k)f— kniάxάk. This together with (7) implies NiSASh gΞ AίJb. In a
similar way, (4), (5) and (8) imply AiόNάk <Ξ A<jfc. We will now prove
NijAjk £ i\Γΐfc. The proof of A^N^ S iV^ is similar. Using 2 and &
as defined above, xz — 0 and (2, a?) is in iV. Therefore zx = (2, α) is
in iSΓΠ Aίfc and we have proved (6). We now take n in Nι0 and a in
A01. From (7) and (8) we have na = 6U + &10 and an = c10 + c00 with
δtf, cίΛ , in A ί i # We also see that blu cn and 610 — c10 are in N because
(n, a) is in N. Equation (4) implies (n, α, /) + (/, α, n) = 0. Upon
substitution we get (bn + 610)/ — (6U + 610) — f(c1Q + c00) = 0 or — 610 — c10 =
0. Therefore 610 = l/2(&10 — c10) is in JV10. This proves (9) and a similar
argument proves (10). In [1], a linearization of (x2 x) a? = # 2 . #2 was
all that was needed to prove that An An g 4 U and Aoo ^400 g AQQ. The
proof of Lemma 3.4 is completed by observing that this implies NUAU £
Nu Au + (2V«, Λ«) C A« + iSΓ.

LEMMA 3,5, The algebra A — N + NnAn + N00A0Q,
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Proof. As a result of (5) and Lemma 3.2, A = N + 2 , NiόAjk.
From (6), JSrnA10 + JV10A00 £ N10 and iV00A01 + iSr01An <Ξ JV01. The relations
in (9) and (10) complete the proof.

LEMMA 3.6. The set B = iS/io-Nd + ΛΓ10 + JV01 + N01N10 is an as-
sociative ideal in A.

Proof. The laws Ni3 Njk g Nik and Ni3'Nmk = 0 for j Φ m easily
establish the fact that J5 is an associative ideal in iV. Using Lemma
3.5, we need only prove t h a t B(NnAΛ1), (NnAn)By (NQ0AQ0)B and B(N0QAO0)
are in B. We have (NnAn)(NίQ + NQ1) £ (Au + iV) W o + N01) £ A Λ +
ί £ ί . Also, (ΛΓJ0 + N01)(NnAJ = ίWo + JVoi)^πlAn S i S ^ S iV01 S
5 . Interchanging 0 and 1 will prove that (NQQA0Q)(N10 + iV01) and
(NQ1 + iSΓol)(JVooΛo) are in B. Therefore (JV10 + N01)A and A(N10 + ΛΓ01)
are in B. Now, (N10NQ1)A = NίQ(NQ1A) S iV10B £ 5 and A(ΛΓ10JV01) =
(AN^Nn £ £JV01 £ 5 . Similarly (NQ1N10)A and A(N01N1Q) are in 5 so
J5 is an associative ideal in A.

We have assumed that AT =7̂  A which implies J3 = 0. Therefore
A = JVU + JVUAU + iVoo + iVooΛo. The relations in (7) and (11) together
with the fact that N = Nn + Noo imply NnAn £ An and iVoOAoo £ Aoo.

We are now able to complete the proof of Theorem 2. We have
A = An + A00 with Λi = N11 + N n Λ i and A0Q = iV00 + iV00A00. The result
in Theorem 1 and the fact that ΛΓ00 is nil imply ΛΓ00 = Am. Therefore,
using (5) and i\Γ0

2

0 £ iV00, we see that Noo is an ideal of A. Consequently,
/ is the identity element of A.

4. Applications* We will mention several cases where Theorem
2 can be used to prove the existence of an identity element in a simple
algebra. The following two corollaries are obvious since simple associ-
ative and simple commutative power associative algebras have identities.
The nucleus of an algebra A is {x: xy — yx for all y in A}.

COROLLARY 4.1. For char. Φ2, a simple power associative algebra
with all commutators in the nucleus has an identity element.

COROLLARY 4.2. For char. Φ2 a simple power associative algebra
with all associators in the middle center ({x: (x, y) — (y, x, z) — 0 for
all y and z}) has an identity element.

For our last application, let A be a simple algebra that satisfies
the following:

(12) (x, y, z) — (z, y, x) (the antiflexible law)
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(13) (x, X, x) = 0 .

In [2] it is proved that x2x2 — xzx — xxz in A. In fact, A+ is power
associative [2], Furthermore, if we let Z = {x: xy = yx for all y in A},
we can show by the arguments of [3] that (A, Z, A) = 0 and (iΓ, A, A),
(A, A, Z) are subsets of Z. Because A+ is power associative, there is
an idempotent e in A+ if A+ is not nil. Clearly, e is an idempotent
in A. The arguments of [2] will show 4̂. — An(e) + AQ0(e). Therefore,
e is in Z and Z Φ 0. We have proved this corollary.

COROLLARY 4.3. If A is a simple anti flexible algebra (char. Φ2)
that satisfies (x, x, x) — 0 α?ιd if A+ is not a nil algebra, then there
is an identity element in A.
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