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Until recently observables have been nothing more than
self-adjoint operators. However, due to axiomatic formulations
of quantum mechanics, observables have now been placed in a
more abstract setting. With the advent of this abstract
concept comes the natural questions concerning uniqueness and
existence. The uniqueness problem considered here seeks to
answer the question: if two bounded observables have the
same expectations in every state, are the observables equal?
We say that an observable z is the sum of two bounded
observables x and y if the expectation of z is the sum of the
expectations of x and y for every state. The existence
problem would pose the question: does the sum of two bounded
observables exist? The author has found only partial answers
to these questions. It is shown that the uniqueness property
holds for simultaneous observables and certain classes of
nonsimultaneous or complementary observables. The existence
property holds for simultaneous observables, and a counter-
example is given to show that this property does not hold in
general. The last section of this paper considers systems in
which the existence and uniqueness properties are known to
hold.

Besides being mathematically interesting, the uniqueness and
existence properties are also important from the physical standpoint.
Due to the Bohr correspondence principle, the expectation value of an
observable x in a state m is the value one would obtain by measuring
x using a classical experiment. Thus the collection of expectations of
x would be the set of classical values which an observable x may-
attain. The uniqueness property would say that if two bounded
observables are classically equivalent, then they are also equal in the
quantum mechanical sense. The existence property would say that
the sum of two bounded quantum mechanical observables always exists
in the sense defined above. This existence property is so important,
that it is postulated in some models for quantum mechanics. ([3; 4]).

Let us consider two examples which illustrate our problem. Let
(Ω, S) be a measurable space. The states of this system are the
probability measures on S and the observables are essentially the
measurable functions or random variables on S. (Cf. [5]). The
uniqueness property may be stated: if / and u are bounded measurable
functions, does \fdμ = \gdμ for every probability meaευie μ imply

81



82 STANLEY P. GUDDER

/ ' = gi The answer, which is yes, may be seen as follows. Let peΩ
and μ a probability measure concentrated at p. That is, for each
A 6 S, μ(A) — 1 if and only if pe A. Now it is easily seen that
I fdμ — \ gdμ for each Ae S. Therefore, / = g almost everywhere
JΛ JΛ

with respect to μ, and in particular f(p) = g(p). The existence problem
is even more trivial since / + g is a bounded measurable function and
\(f+ g)dμ = \fdμ + \gdμ for all probability measures μ. For our
next example let H be a Hubert space with inner product <•,•>.
The observables are self-adjoint operators and the pure states are
defined by unit vectors in the standard way. (Cf. [2; 5]). The
uniqueness problem is: if A and B are bounded self-adjoint operators,
does ζφ, Aφy = ζφ, Bφy for all φeH, \\ φ || = 1 imply A = 5? It is
well known that the answer is yes, although the proof is not quite
as simple as in the previous example. The existence problem is again
trivially satisfied since A + B is a bounded self-adjoint operator and
O, (A + B)φ> = ζφ, Aψy + ζφ, Bφy for all φeH.

2* Definitions and notation* Let L be a partially ordered set
with first and last elements 0,1 respectively which is closed under a
complementation a—*a' satisfying

( i ) (α')' = α;
(ii) a <Ξ δ implies δ' <Ξ α\

We denote the least upper bound and greatest lower bound of α, b e L,
if they exist, by a V b and a Λ δ respectively, and assume

(iii) α V α ' = l for all α e L .
We say that α, 6 6 L are disjoint and write α 1 6 if a <£ 6'. If α i 5
we write α + & for a V &, and if a ^ 6 we write δ — α for δ Λ α\
We say that a,beL split and write a «-*- δ if there exist mutually
disjoint elements αx, bu ce L such that α = αx + c and δ = bx + c.
We call L a logic if it al$o satisfies

(iv) Σdiβ L for any disjoint sequence (α<) c L;
(v) if α, δ, c € L mutually split, then α ^ δ V c ,
The elements of a logic L are called propositions. A sίαίβ is a

nonnegative function m on L satisfying
( i ) m(l) = l;
(ii) m(ΣO = Σ m « > .

A logic is full in case
(1) if a Φ b there exists a state m such that m(a) Φ m(δ);
(2) if a Φ 0 there exists a state m such that m(α) = 1.
We shall henceforth assume that L has at least three (and hence

four) distinct elements. A logic is quite full if the statement m(δ) = 1
whenever m(a) = 1 implies the statement a <* δ. One should note that
the two examples considered in the introduction are specific cases of
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quite full logics.
Our first lemma shows that a quite full logic is not only full but

that the states preserve order.

LEMMA 2.1. Let L be a quite full logic,
( i) There exist states on L.
(ii) If a Φ 0 there exists me M such that m(a) = 1.
(iii) a = b if and only if m(a) = m(b) for all meM.
(iv) a 5Ξ 6 if and only if m(a) ^ m(b) for all meM.

Proof. ( i ) If there were no states on L then the following
statement would hold vacuously: m(0) = 1 whenever m(l) = 1. Hence
1 S 0 and 1 = 0.

(ii) If m(a) < 1 for every meM, then the following statement
would hold vacuously: m(0) = 1 whenever m(α) = 1. Hence a = 0 and
there are only two elements in L.

(iii) will follow from (iv). If a ^ b then b = a + b A a! and
m(a) = m(δ) — m(6 Λ α') ^ m(δ). If m(α) ̂  m(b) for every meM,
then m(δ) = 1 whenever m(α) = 1 and a g 6.

An observable x is a map from the Borel sets j?(i£) of the real
line R into a full logic L which satisfies

(1) x(R) = l;
(2) x(E) L x(F) if Ef]F^ 0 ;
(3) α(UJS?i) = Σ * ( S<), i f EiΠE,^ 0 , i ^ j .

A collection of observables {$λ: λ e i } is simultaneous if ^(£7) *->xμ(F)
for all E, Fe B(R) and X, μe A. If x is an observable and u a Borel
function on R, we define the observable u(x) by u(x)(E) = ^[^(ί?)]
for all EeB(R). More generally, if α̂  is an ^-dimensional Borel
function and wx, , un are Borel functions on R, we define the
observable ψ{ux{x), • *,un(x)) by

x{ω: ψ(

for all EeB(R).
The spectrum σ(x) of an observable a? is the smallest closed set

E such that «(£?) = 1. An observable is bounded is σ(x) is bounded.
The norm of a bounded observable x if | $ | = sup {| λ | : λ e
The expectation of an observable cc in the state m is

= l

if the integral exists.

3* Observables with finite spectra* In this section we collect
some elementary results which will be used in the sequel. Most of
the proofs are routine and we leave their verification to the reader.
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It is easily seen that if an observable x has countable spectrum
σ(x) = {λ:, λ2, •}, then x has the form x(E) = Σ {a?(λ<): λ< e # } . The
converse does not hold, however, as may be seen from the following
result.

LEMMA 3.1. If there is a countable set K = {Xu λ2, •} c R such
that x(E) = Σί{x(Xi):\ieE} for every EeB(R) and xfa) Φ 0, i =
1,2, •••, ίAβw <7(α) = C1JSΓ.

As a consequence we have:

COROLLARY 3.2. An observable x has finite spectrum σ(x) c {λ1?

• , λ j i/ ami o?% i/ α(2£) = Σ {α(λi): λ * e ^} / ^ «W EeB(R).

It is easily seen that the range of an observable is a Boolean
sub (j-algebra of L. For this reason, if an observable has infinite
spectrum, its range cannot be countable even if its spectrum is. In
the finite case we have:

THEOREM 3.3. An observable x has a finite range if and only
if σ(x) is a finite set.

Proof. The sufficiency follows from Corollary 3.2. To prove
necessity, let R = {alf , an} be the range of x. Let K = {cl9 , cm}
be the set of distinct nonzero minimal elements of R, i.e., aeK if
and only if 0=£aeR, and if OΦceR with c ^ a, then c = a. Now
Ci A Cj = 0, i Φ j , since if d A cd = a Φ 0, then ae R and α < C;, a
contradiction. Since β is a Boolean σ-algebra, c{ ± c3 , i Φ j . Since
R is finite, every nonzero element of R is " ^ " at least one element
of K. Now let α e R and i) = {di: d{ eK,di^L a}. Then α = Σ ^ , since
if not 0Φd = a — Σdi£R, and there is a c G if with c^d^a, but c ί ΰ ,
a contradiction. We now claim that there are numbers λ̂  e R such
that ^(λj ) = cj9 j — 1, , m. Suppose not, then there is a Borel set
EeB(R) having more than one point such that cά = x(E)m For a
positive integer n we have c5- — x(E Γ\[— n,ri\) + x(E f] [—n, n]').
One of the propositions on the right must be zero and the other cjt

As n increases, the infinite term must eventually be zero since other-
wise Cj = Λ^ %(E Γl [— n, ri\') = x(EΓ\n[— n, n]') = a (̂ ) = 0. Hence
cd — x(E Π [— n, n\) = x(£7 Π [— w, 0]) + #(£7 Π (0, ̂ ]) and we again have
one of the terms equal to 0. Suppose, for definiteness, the first term
is zero. Then cs — x(E U [0, n\). Continuing in this manner, by taking
smaller closed intervals, and applying a theorem on closed nested
intervals, there exists a number λy such that cd = x(E Π {λ̂  }) = x(Xj).
We then have x( U {λ, }) = Σ χ{χj} = Σ cd = 1 a n d ^(») = U {λj.

COROLLARY 3.4. J/ αti observable x has a finite range R, there
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exists an integer n such that R has 2n elements and σ{x) has n
elements.

An observable x is a proposition observable if σ(x) c {0, 1}. If y
is a proposition observable and y({l}) = a we denote y by xa. If, in
particular, a = #(2£) for some observable &, we denote 7/ by xE.
Of particular importance are the observables I = xt and 0 = x0. Notice
that if IE is the indication function of a set Ee B(R), that IE(x) = α^.

L E M M A 3.5. An observable x has spectrum σ(x)a{xu « ,λΛ} i /

<meZ only if x = ^ ^ { A . } ,

LEMMA 3.6. The following statements are equivalent:
( i ) x is a proposition observable
(ii) x is an indicator function of an observable;
(iii) x2 — x.

4* Uniqueness properties* The following is proved in [1],

THEOREM 4.1. V(x) — Cl{m(x):meM} is the smallest closed
interval containing σ(x).

In the sequel x, y, z will denote bounded observables. We first
prove a weak uniqueness property which holds for all x, y.

LEMMA 4.2. // m[u(x)] — m[u(y)] for every Borel function u
and every m in a full logic, then x — y.

Proof. If EeB(R), then for every me M, m[x(E)] == m[IE(x)] =
m[y{E)\. Since L is full, x(E) = y(E) and a? = j/ .

We now turn to the stronger uniqueness property: if m(x) = m(i/)
then x ~ y%

LEMMA 4.3. // x and y are simultaneous on a full logic and
m{x) = m(y) for every me M, then x — y.

Proof. Since x and y are simultaneous m(x — y) = 0. (Theorem
6.1. [1]). Therefore V(x — y) = 0 and by Theorem 4.1 <7(> — #) = 0.
Hence α? — 7/ = 0 and x — y.

LEMMA 4.4. If x and y are observables on a full logic with
one or two point spectra and mix) — m(y) for all me My then x = y.

Proof. Since V(x) = V(y) we have σ(x) — σ(y). Hence if either
x or y has one point spectrum x = y. Now suppose both x and y
have two point spectrum {λly λ2}. By Lemma 3.5, x = λ ^ ^ + λ2#{λ2}
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and y = λ 1y { λ l } + X2y{x2}. Hence for all

m e l , λ1m[x(λ1)] + λ2m[x(λ2)] = X^lyiX^] + X2m[y(X2)].

Since x(\) + x(X2) — y(\) + y(X2) = 1 we have

! — λ 2)

and mf^ίλi)] = mjj/O^)]. Hence x(Xλ) = ^(λi) and x = y.
A number λ e σ(a?) is the largest (smallest) spectral point of a? if

X^μ (X <Z μ) for all μeσ(x). It is trivial that every bounded
observable has a unique largest (smallest) spectral point.

THEOREM 4.5. Let m(x) = m(τ/) for every meM on a quite full
logic. If X1 and μ1 are the largest spectral points of x and y
respectively, then χ1 — μx and x(Xt) =

Proof. Since V(x) = V(y) we have X1 = μlm Now we may assume
that the spectra of x and y are positive, since if not we consider
x^ — % — vl and y{1) — y — vl where v is the common smallest spectral
point of x and y. Then σ(xa)) = σ(x) — v ^ 0 with a similar inequality
for 2/(1) and m(x{1)) = m(y{1)) for all meM. Now the largest spectral
point of #(1) and τ/(1) is λx — v and if the theorem is proved for x{1}

and y{1) we have

x(\) = (x(1) + y/)(λ,) = ^^(λ, - v) = ^^(λ, - y) = ί/ίλO .

Now suppose we have m[x(λx)] = 1. Letting λx > μ2 e cr(?/) and
£7 = σ(τ/) — {λ1? /̂ 2} we obtain

( 1 ) λx = m(x) = m(i/) = X ^ f ^ ) ] + ftm[i/(ft)]+ ί Xmy(dX) .

Since m[^/(^2)] = 1 •— m[y(Xj)] — \ my(dx), (1) may be written in the

form

(2) m[v(\)] = 1 + (λx - μ,)-1 [ (ft - X)my(dX) .

If λi is an isolated point of σ(y), we may take ft ^ μ for every
/̂  € σ(y) — {λj. The second term on the right of (2) is then nonnegative.
Since mjj/^)] ^ 1, this term is zero and m[y(x$\ = 1. Suppose, on
the other hand, that X1 is not isolated and that m[y(X^)\ Φ 1. Then

there exists X1 > μ° e σ(y) such that N = \ my(dX) > 0. Now let
J(0,μ°)

μ1 e σ(y) satisfy μ° < μ1 < Xλ and let δ = (μ1 - /̂ °)iNΓ > 0. We now
find ft G σ(y) which satisfies:

( i ) μ1 < ft < λij
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(ϋ)
(iii) \ Xmy(dX) < δ.

We then obtain

(μ2 - X)my(dX) = (ί + (

^ (j«2 ~ μ°) I m,((2λ) + ί (μ2 - X)my(dX)
J(0,μ°) J(μ2»λ1)

^ <5 - ί (λ - μ2)my(dX) ^ δ - ί Xmy{dX) > 0 .
Jίμjj.λi) J(μ2'λi>

This gives a contradiction, and hence m^λi)] = 1. Since L is quite
full ^(λi) g /̂(λi). By symmetry ^(λ^ = y(Xi).

COROLLARY. If m(x) = m(i/) /or αW me M on a quite full logic,
then x(X) = j/(λ) /or αii Xe R.

Proof. Let £(1) = x - (λi - λ)I and y{1) = y - (X, - λ)J. Then
m(y{1)) = m{y{1)) for all me M and the largest spectral point of x(1)

and /̂(1) is λ.

THEOREM 4.6. If x has countable spectrum and m{x) = m(y) for
all meM on a quite full logic, then x = y.

Proof. Let α(α ) = {λ̂ : i = 1, 2, •}. Applying the previous co-
rollary, 2/(σ(a?)) = Σ 2/(λ0 = Σ ^(λί) = 1. Therefore σ(y) c σ(x) and
<j(̂ /) is countable. Therefore y has the form

*): λ, e σ(x) n ̂ } = s

Notice that the examples in the introduction show that Theorem
4.6 holds for arbitrary bounded observables in case L is the lattice of
closed subspaces of a Hubert space or a σ-field of subsets of a set.

5* Existence properties. We recall that z is the sum of x and
y if m(s) — m(x) + m(y) for every meM. In this case we write
z~ x + y.

LEMMA 5.1. If % and y are simultaneous then x + y exists.

Proof. This follows from Theorem 3.3 [5].

Notice again that the examples in the introduction show that the
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sum of two arbitrary bounded observables always exists in case L is
the lattice of closed subspaces of a Hubert space or a σ-field of subsets
of a set.

The rest of this section is directed toward finding an example of two
complementary observables whose sum does not exist.

An anti-lattice is a complemented lattice in which the supremum
of any two nonzero elements is 1. It is easily seen that an anti-lattice
is a quite full logic.

LEMMA 5.2. A Boolean subalgebra of an anti-lattice L can have
at most 4 elements.

Proof. Let α, δ be distinct elements of L not equal to 0 or 1 and
<a Φ V. We now show that a and δ do not split. Suppose, on the
contrary, that a = a± + c and b = bx + c where ax _L δlβ Now neither
<ax nor bx is 0, hence c = 0 since otherwise aL + c = 1. Therefore
a ± b. But this is impossible since then δ' = a V V — 1. The result
follows since the elements of a Boolean algebra must split.

COROLLARY. Every observable on an anti-lattice is of the form
.x == λ ^ + X2xa,, where σ(x) = {λ2, λ2}.

Proof. This follows from Corollary 3.4, Lemma 3.5, and Lemma
S.2.

We may also conclude the uniqueness property from Lemma 5.2.

COROLLARY. If m{x) = m(y) for all me M on an anti-lattice,
then x — y.

THEOREM 5.3. // x and y are complementary observables on an
anti-lattice, then x + y does not exist.

Proof. Suppose a and b do not split and that z = xa + xb. By
the first corollary of Lemma 5.2, z = \,x0 + λ2αv. Therefore

(λx — λ2)m(c) + λ2 = m(a) + m(b)

for every meM. Now it is easily seen that on an anti-lattice L,
given 0 < a < 1 and ae L, there exists a state m such that m(α) = a
and m(6) = 0 for 6 Φ α, α', 1. Suppose c = a. Letting m be a state
which is 0 on δ and 1 on a we have \ — 1. Letting m be a state
which is 0 on a and 1 on 6 we have λ2 = 1 and hence m(a) + m(6) = 1
for all meM which is impossible. Hence c Φ α, and in a similar
way c ̂  α', δ, δ', 0,1. Now let m satisfy m(a) =z aΦX2 and m(c) —
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m(b) = 0. This gives a contradiction and hence z does not exist.
Now suppose x + y exists. It must be of the form

x + y — λi&β + λ2av + μ&t + μ2xb'

= (λi - X2)xa + ( ^ - μ2)xb + (λ2 + μt)I

where a <*> &. Since (λ2 + μ2)l is simultaneous with every observable,
x + y — (λ2 + μ2)/ exists. But this contradicts the previous work.

We next give an example of a quite full logic in which the sum
of certain complementary observables exist while the sum of others do
not. Let Lx and L2 be logics. The direct product L± ® L2 is the set
{(al9 α2): ax e Lu a2e L2} with the partial ordering (au bλ) ̂  (α2, b2) if
a± ^ α2 and bx ̂  b2. It is easy to check that Lx ® L2 is a logic.

LEMMA 5.4. / / 1 ^ αtiώ L2 are logics with states Mu M2 respectively,
then m is a state on Lt ® L2 if and only if there exist states m1 e Ml9

m2 G M2 and 0 ^ a ^ 1 swfo ίfcαί m(α, 6) = am^a) + (1 — a)m2(b).

Proof. The sufficiency is a routing check. To prove necessity,
we first notice that 1 = m(l, 1) = m[(l, 0) + (0, 1)] = m(l, 0) + m(0, 1).
Let us assume that m(l, 0), m(0, 1) ̂  0. Now define ml9 m2 as
w^ ) = m( , 0)/m(l, 0) and m2( ) = m(0, )/m(0, 1) respectively. Then
mi e ikfi, m2 e ikf2 and

m(α, 6) = m[(α, 0) + (0, 6)] = m(a, 0) + m(0, 6)

= (1, 0)m1(α) + [1 - m(l, 0)]m£(δ) .

Since m(l, 0) and m(0,1) cannot both be zero, suppose, for definiteness,
that m(0,1) = 0. Then since (0, a) ̂  (0,1) we have m(0, a) = 0 for
all α € l / 2 . Now define m^ ) = m( , 0). Then m1eM1 and we have
m(α, δ) = m(α, 0) = m^a).

COROLLARY. If Lx and L2 are full (quite full) logics, so is Lι ® L2.

LEMMA 5.5. A necessary and sufficient condition for z to be an
observable on L10 L2 is that there exist observables x, y on Lu L2

respectively such that z{E) = (x(E), y(E)).

Proof. The sufficiency is routine. For necessity, let z be an
observable on L x(g)L2 and define α( ),!/(•) as (x(E), y(E)) — z(E). It
is easy to check that x and y are observables on Lx and L2 respectively.

We now construct our example. Let Lx be the quite full logic
discussed in the second example in the introduction and let L2 be an
anti-lattice. Denote observables on Lx and L2 by x{1\ y{1\ , and
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x{2), y{2\ respectively. It is easily seen that the sum of two
complementary observables of the form (x(1), J(2)) and (y{1), /(2)) exists,
while the sum of two complementary observables of the form (I(1), x{2))
and (I(1), y{2)) does not.

One further remark seems to be in order. If it turns out that
the uniqueness property does not hold, then even if the sum of two
bounded observables exists it may not be unique. We can show this
by an example. Suppose x and y are distinct bounded observables
and that m(x) = m{y) for all meM. Now 2x — x + y and 2y = x + y
is easy to check, and hence x + y exists but is not unique.

6* Logics with uniqueness and existence properties* Let L
be an arbitrary logic, (i.e. L is not necessarily full.) If the bounded
observables on L have the uniqueness property, then L is said to have
Property U. If the bounded observables on L have the existence
property, then L is said to have Property E. In the previous paragraph
we noted that if L has Property E but not U then sums need not be
unique. If however, L has Property E and the sums are unique,
then L has Property U. Indeed, suppose L possesses unique sums
and m(x) = m(y) for every state. Then x and y are both the sum of
y and 0 and hence x = y. Now it is not unreasonable to assume that
quantum mechanical logics possess unique sums and hence both pro-
perties U and E. Mackey has speculated Property U by his Axiom
IΓ [2] and this property is a consequence of SegaPs axiomatic formula-
tion of quantum mechanics [4] Property E is postulated in SegaPs
model [4] and von Neumann's model [3]. In this section we shall give
some consequences of Properties U and E as far as the algebraic and
analytic structure of our present system is concerned. This is only
a preliminary study of this subject and a deeper study may prove
fruitful. We shall close this section with some questions which may
lead to interesting results in this direction.

The proof of the following lemma is trivial.

LEMMA 6.1. // L has Property U, then (iii) of Lemma 2.1 holds.

It is not known whether Property U implies (ii) and (iv) of
Lemma 2.1 or more specifically whether L is full or quite full.

LEMMA 6.2. If L is quite full and has Property E, then L is
a lattice. In fact a Λ b — (xa + xb)({2}).

Proof. Let z — xa + xb. Notice that 0 ^ m(z) ^ 2 for every state
m and hence by Theorem 3.1, σ(z) c [0, 2]. Let c — #({2}) and suppose
m{c) = 1. Then m(z) = 2 and m(α) = m(b) = 1. Hence c ^ α, c 5g b.
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Now suppose d ^ a, d ^b. Then m(d) — 1 implies m(z) = 2 which
implies m(c) = 1. Thus d S c and c — a /\b.

COROLLARY 6.3. 1/ L is quite full and has Property E, then

( i ) [(». + »»)({<>})]' = α Λ δ.
(ii) (sβ-&>)({!}) = α Λ δ\
(iii) if a,b, , c are a ,/mίέe number of elements of L,

(xa + xb + + £c)({2}) = a Λ b Λ Λ c .

COROLLARY 6.4. Suppose L is quite full and has Property E.
If m(a) = m{b) = 1, then m(a Λ &) = 1. 1/ w(a) = m(b) — 0, ίfee^

m ( a V 6) = 0.

It is shown in [6] that if a full logic L is a lattice and satisfies
the conclusion of Corollary 6.4, then L is quite full. In the remainder
of this section we shall assume that L is quite full and has Properties
U and E. It follows that the set of bounded observables X of L is a
linear space over the field of real numbers.

THEOREM 6.5. ( i ) X is a normed linear space.
(ii) Denoting the closed convex hull of a set E by CH(£r),

cc + y)] c CE[σ(x)] + CΉ[σ(y)] .

Proof. ( i ) Applying Theorem 6.1 [1],

I x + y I = sup {| m(x + y) | : all m) = sup {| m(a?) + m(?/) |: all m}

^ sup {| m(a ) | : all m} + sup {| m(y) | : all m} = | α? | + | y \ .

(ii) Applying Theorem 3.1,

CH[σ(α; + y)] = {m(α; + 3/): all m} c {m(x): all m} + {m(y): all m}

= CR[σ(x)] + CΉ[σ(y)] .

The next theorems illustrate the intimate relation between proposi-
tions and proposition observables.

LEMMA 6.6. If a +-+b, then xaAb = xaxb and xaVb = xa + xb — xaxb.

Proof. Applying Proposition 3.5 [5], there exists an observable
x and Borel sets E, F such that a = x(E), b = x(F). Therefore,
%a%b = IB(X)IΓ(%) = (IB IF)^) = ίffnj'ί^) = α̂Λδ The proof of the second
statement is similar.

THEOREM 6.7. 27&e following three statements are equivalent:
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( i) a ±b.
(ii) xa + xb is a proposition observable.
(iii) xa + xb = £α V 6 .

Proof. If α J_ δ, then applying the previous lemma

(αα + E6) (αα + xb) = xa + xb + 2.ταα6 = αα + &6 + 2α;αΛ6 = xa + tτδ .

It follows from Lemma 3.6 that xa + xb is a proposition observable.
Conversely, suppose α;α + xb is a proposition observable and that
m(α) = 1. Then m(xa + sc6) = 1 + m(δ) and hence m(δ) = 0. Thus
α g δ' and α _L δ. Therefore (i) and (ii) are equivalent. Certainly
(iii) implies (ii). Finally (i) implies (iii) by the previous lemma.

The next theorem may be proved in a similar manner.

COROLLARY 6.8. The following three statements are equivalent:
( i ) α r g δ .
(ii) xb — xa is a proposition observable.

(iii) xb - x a = xbAa,.

Following von Neumann and Segal [3; 4], we define a "multi-
plication" of two observables x,y as: χoy — lβ[(x + yf — x2 — y2].
Note that this multiplication reduces to the usual multiplication when
x and y are simultaneous. This multiplication is commutative but, in
general, it is not associative. In fact, let L be the lattice of closed
subspaces of a Hubert space. Identifying the bounded observables
x,y,z with self-adjoint operators it is easily shown that (χoy)oχ~
χo(yoz) if and only if y commutes with the commutator of x and z
[3]. Two bounded observables x, y are said to be compatible if
x o (z o y) ~(χoz)oy for every z e X.

Even the distributive law (x-\-y)°z — χoz-\-y°z does not hold
in general and there seems to be no physical reason for postulating
it, although von Neumann does so. The distributive law is equivalent
to the following: (x + yf + (x - yf = 2x* + 2y2 for all x,yeX. If
the distributive law were to hold, we could write our multiplication
in the following equivalent forms:

χoy = λ[χ* + y*-(χ- yf] = JL [(X + yf - (X - yf] .
2 4

We close this section with a number of questions, for which it
would be quite interesting to have answers. In Lemma 6.6 we showed
that α<->δ implies xaoχb = xaAb.

( 1 ) Does xaoχb = xaAb imply a «-> δ?
( 2 ) If xαotτδ is a proposition observable is xa°xb = £αΛδ?
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Note the similarity to Theorems 6.7, 6.8. The concept of compatibility
was introduced by von Neumann and others.

(3) What is the physical significance of compatibility in our
present system?

(4) What is the relationship, if any, between compatibility and
simultaneity?

REMARK. After the final draft of this paper was completed, the
author received a copy of the Argonne National Laboratory report
7065 by MD. MacLaren. In this report MacLaren assumes properties
U and E and proves Lemma 6.2 under a slightly different axiomatic
system.
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