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This paper is concerned with the properties of certain
operators which act on rearrangement invariant spaces of
functions. The spectral radius of such an operator is deter-
mined precisely in terms of the spectral radius of the trans-
lation operator Es. A new inequality is obtained for the
norm of the iterates of the averaging operator P in terms of
the norm of Es.

We consider further properties of the operators Pa and Qa which
were exploited in [2] (with a slightly different notation).

If / is a measurable function defined on R+ = [0, co)5 then Paf
and Qaf are given by the following:

(1) PJ(t) = \s-«f(st)ds =
Jo

( 2 ) QJ(t) = '

whenever the defining integrals exist a.e.
We define the translation operator Es by

(3) E . f ( t ) = f(8t), 0 < s < o o , t e R + .

Thus, in some sense which need not be made precise here,

(4 ) Pa= Ϋs—E.ds, and Qa = ["s^Έβs .
Jo Ji

Now, suppose that X is a rearrangement invariant Banach space
as defined in [1], It was shown in [2] that it is important to know
whether or not the operators Pa and Qa define continuous mappings of
X into itself. In terms of the norm of Es, which we write as
h(s) = 11 Es 11, a sufficient condition in order that \\Pα\\ < °° is that

( 5 ) [s~αh(s)ds< co ,
Jo

and a bound for the norm is given by

(6) \\Pα\\ ̂  [s-h(8)d8.
Jo

A similar expression holds for 11 Qα \ \. This is a consequence of Theorem
3.1 of [1]. Here, we will always adopt the convention that if Pα is
not a bounded operator from all of X into itself then | | P β | | = co.
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For the special case a = 0, it was shown in [1], that (5) is a
necessary condition for 11 Po 11 < °°, and in fact

(7) || P0||ίS [h(s)ds^2VΎ\\P0\\ .
Jo

Our first object here is to show that (5) is a necessary condition for
11 P β | I < °° for all real α. This is Theorem 1. Notice we need only
consider Pα for 0 ^ a < 1, since if a ^ 1 Pα is not defined for all of
X, since X contains characteristic functions of intervals, and so in
order that 11 Pα 11 < co f or any such X, we must have

Another question we consider is the determination of conditions
under which equality holds in (6), since a classical result of Hardy,
Littlewood and Poly a shows that when X — Lp equality does hold
([3], p. 227). We show in Theorem 2 that if we consider the spectral
radius of the operators involved, rather than the norm, then we do
have

(8) r(Pa)= [s-«r(Es)ds ,
Jo

where r(T) denotes the spectral radius of an operator T. As a
corollary of (8) we obtain conditions under which equality holds in (6)
which includes the case X = Lp.

A final result, which may be useful when equality does not hold
in (6), is given in Theorem 3. This improves the estimate in (7) and
gives a similar estimate for the iterates of Po.

Although the results will be stated only for the operators Pβ,
analogous results hold for Qa. For, if Xr is the associate of X, then
it can be shown that the norm of Pα as an operator in X is equal
to the norm of Qa as an operator in X\ This is because Qa is the
''transpose7? of Pα. Combining this with the fact that if h'(s)As the
norm of Es in X', then h'(s) = s^his*1), we can obtain results for Qa

by change of variable from those for Pα.

2* Preliminary lemmas* Recall that the spectral radius of an
operator T is the smallest number r such that the disc {λ: | λ | ^ r}
contains the spectrum of T. It is easily shown that if \\T\\ is the
norm of T as a mapping from a space to itself, and r(T) is the spectral
radius of Γ, then
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It is important to notice that since we will be considering the same
operator applied to many spaces that the spectrum, spectral radius
and norm of the operator all depend on the space in which it acts.
However, to avoid the constant repetition of hypotheses, it should be
understood that whenever the norm or spectral radius of an operator
appears, the operator is considered as a mapping from a given rear-
rangement invariant Banach space X to itself. That is, all the norms
appearing in any given theorem refer to the same space but the
theorems apply to all rearrangement invariant spaces.

LEMMA 1. Let Es be defined as in (3); let X be a rearrangement
invariant space; let h(s) denote the norm of Esy and r(Es) denote
the spectral radius of Es as a mapping from X into itself. Then

( i ) h(st) ̂  h(s)h(t)
(ii) h{s) is nonincreasing in s, and

sh(s) is nondecreasing in s;
(iii) min (s"1, 1) ̂  h(s) ^ max (s~\ 1), 0 < s < <χ>.
(iv) Let θ(s) denote the ratio [— log h(s)βog s]

If a = infs<1 θ(s) and β = sups>1 θ(s), then
a = lims_0+ θ(s) and β = lim^*, θ(s), and 0 <̂  β <: a <£ 1

(v) r(Es) — max (s~α, s~β). where a and β are as in (iv).

Proof. Parts (i) to (iv) are proved in [1],
For part (v), we use Gelfand's formula for the spectral radius.

Namely

r(T) = lim II Γ» 111'*

where Tn is the nth iterate of T. (See [4], p. 263.) Thus,

(9) r(Es) = \im\\Es

n\\lln

- lim h(snYln

(s-α, if 0 < s ^ 1
= ( s- 5 , if 1 ^ S < oo .

For by (iv), given ε > 0, 3δ(ε) > 0 such that for 0 < s < §(ε) <; 1 we
have

s~a ^ h(s) ^ s~a~B .

But, if s < 1, sn < δ(ε) for π sufficiently large so that

s-α ^ fe(s%)1/% ^ s"α'-ε

and this proves (9) for 0 < s < 1. If s > 1, a similar argument ap-
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plies. If s = 1, Es is the identity so &(1) = 1.

LEMMA 2. Le£ Pa be defined as in (1), and suppose X is a
rearrangement invariant space for which \\Pa\\ < c°. Then, for all
/ e l , if Pa denotes the nth iterate of Pa,

(10) P:f(t) = [s-« * (log-i.)""/(βί)ds .
Jo (w — 1 ) ! V s /

Also, if λ is complex with | λ | < r(Pa)~\ and / is the identity
operator, then (/ — λPα)~1 exists and is a bounded operator from X
into itself.

The following formula holds for real λ, with | λ | < ^ P J " 1

(11) Pa+> = Pa(I - λPJ-1 .

Proof. Let T denote the operator defined by the right member
of (10), and suppose || Γ| | < co. Then

(12) PaTf(t) = [u-dulV*. 1

 1 χt (log ±X~l

Jo Jo (n — 1)\\ v /

— 1 ) !

Vα—flog— Xf(st)ds, almost all

where the second line follows by the change of variable s = uv, and
the interchange of order of integration follows from Fubini's theorem
for almost all teR".

The fact that T = P2 now follows easily by induction from (12)
since it is true for n — 1.

The statement that / — λPα has a bounded inverse in X for
I λ I < r{Pay

ι is standard, and in fact

(13) (I - X P J - 1 - Σ λ%p; ,

where the series converges in operator norm. (See [4], p. 262.)
Thus, if feX,
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(14) Pa(I - λPJ-'/ίί)

= Σ λ (Pβ"
+1)/(ί)

91=0

= Σ Xn[s-aUlog±-Xf(st)ds

Jo n\\ s I

s-af(st) Σ ^ - l o g - ί ) Us,

for almost all teR+,

s-a~λf(st)ds = Pa+if(t) .

Here equation (10) has been used in the second line and the inter-
change of order of summation and integration follows by Fubini's
theorem.

LEMMA 3. Let K he a measurable nonnegative function on R+,
and let T be defined by the following expression for every f for
which the integral exists a.e.

Tf(t) = [~K(s)f(8t)ds .
Jo

If X is a rearrangement invariant space, and if || Γ| | < °°,
considered as a mapping from X to itself, then

maxμ(s) K{t)dt, sh(s)\ K{t)—\ ^

V Jθ Js t /

Proof. The fact that

h(s)[κ(t)dt £ \\T\\
Jowas proved in [1], To establish the other inequality notice that if

Tr is the transpose of T then

T'f(t) - S#(-W)— .
Jo \ S J S

And, if h'(s) is the norm of Es in X', then h\s) - s-ιh{s~ι). Thus,

/ t

But using the fact that || Tf\\x, = || T\\x and changing variables
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proves t h a t

3* Main results*

THEOREM 1. Suppose that Pα, E8 are defined by (1). Then

\\Pa\\ < °° if and only if \ s~ah(s)ds < oo .
Jo

Proof. We need only consider 0 ^ a < 1, and \\Pa\\ < oo. Let
ε > 0 satisfy ε < r ί P J " 1 and ε < 1 - a. Then, from Lemma 2,

Pa+ε = Pa(I - εPJ- 1 and

Applying Lemma 3 to T = Pa+ε,

and thus

(15) h(s) <; cs~1+a+ε ,

where c = (1 — α - ε) || P o + ε || < oo.
Hence, we have

Γ1 Γ1

1 h(s)s~ads g c\ s'-'ds
Jo Jo

The converse follows from the inequality (6) stated earlier. To prove
the next theorem we need a result which would be obvious if the
entities involved were positive numbers rather than positive operators.

LEMMA 4. Let Pa be defined by (1), and let λ > 0 be a positive
number. Then,

\\Pa+ί\\ < <*> if and only if Σ,Xn \\P:+ι\\ < oo .

Proof. If | | P β + i | | < oo, then | | P . + i + , | | < °° for some ε > 0 (and
we may assume that α + λ + ε < l a s i n Theorem 1). This follows
from Lemma 2. Thus, from Lemma 3,
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SO

h(s) g cs~1+α+/ί+ε, where c < oo .

Thus, by the expression (10) for Pα

%, and the standard inequality
contained in Theorem 3.1 of [1], i.e.

^K(s)Esds^\^K(s)\\Es\\ds ,

we have

Γ1 1 / 1 V " " 1

(16) \\PaW ̂  \ h(s)s~a log— ds
11 " ~ Jo ( W - i ) f \ β < ? /

< C\ s~1+/ί+ε log —) as = .
~ Jo (n - 1)! V s / (λ + ε)Λ

Thus

ΣoλΊl^.n +ΊI < - ,

since it is majorized by a convergent geometric series.

THEOREM 2. Let Pα, £7S δβ defined as in (1), (3) αraZ let r(Pa),
r(Es) denote the spectral radii of these operators as mappings from
a rearrangement invariant space X into itself, then

r(Pa) - [s~ar(Es)ds .
Jo

Proof. By ([4], p. 262—Theorem 5.2-C),

- sup | λ > 0: Σ λw || Pα

%+11| < ool

But, by Lemma 4,

(18) sup Iλ > 0: Σ λn || P; + 1 1 | < oo}

= sup {λ > 0: || Pa+X || < oo} =r λ0, say.

However, by Theorem 1, | | P β + ^ | | < °°, if and only if

L

s-a~λh(s)ds < oo .

Thus since r(Es) ̂  h(s), and by Lemma 1, r(Es) = s~a if 0 <̂  s ^ 1,
we have
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(19) = [s-a-;r(Es)ds < oo ,
1 — a — a — λ Jo

provided | | P α + ; J | < oo.
Conversely, if

JO

then a + λ + a < 1, and so there is an ε > 0 such that

But this implies

by using part (iv) of Lemma 1.

Hence || Pa+i || < °° if and only if (1 — a — a — λ)"1 < co. Hence,

(20) λ0 = sup {λ: (1 - a - a - λ)"1 <co} = l - α ~ α .

Putting together (17), (18) and (20), we obtain finally that

(21) r(Pa) = ̂  = [V-'ds
λ 0 1 — a — a Jo

= [s~ar(Es)ds .

Jo

COROLLARY. / / h(s) = s~a for o ^ s ^ 1,

(22) ll^αll

Proof. By (6),

But, by assumption h(s) = s~a = r(j&β) for 0 ^ s ^ 1. Thus, from the
theorem.

(23) r(Pa) = ί Vα~αds = \1s~ah(s)ds
Jo Jo

and, since r(Pa) ^ \\Pa\\, we h a v e

(24) [s-ah(s)ds = r(Pa) ^ || Pa || ^ (
Jo Jo
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which proves (22).
The final result involves the operator PQ and its iterates. We

shall now write P = Po.

THEOREM 3. Let Kn be defined by,

(25) P*/(ί) = [Kn(s)f(st)ds .
Jo

we have

(26) II PΊί ^ \1Kn(s)h(s)ds ^U + l o g M

where the norms of the operators involved are as mappings from a
rearrangement invariant space X into itself.

Proof. By Lemma 2,

(27)

Thus, we have

(28)

Thus, if | | P n | | < O3, then by Lemma 3, we have

(29) s Π o g — j h(s) ̂  \\Pn \\ n\

For convenience, denote Cn = \\ Pn\\. So, if Cn < °°, we have C2% ^

Thus, applying (29) for n and 2n, and part (iii) of Lemma 1, we
obtain

h(s) ^ min /—,
s

s

Thus, if tlf and t2 are such that

(31) (log-ίV = n!Cn, and (log-i) =Y n\Cn, and (log V ^
t,/ \ tj n\Cn

then
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(32)

(n — 1)1 V s

where we have integrated and used the definitions (31). This proves
(26) since the left hand inequality is Theorem 3.1 of [1].
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