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ON A CLASS OF CONVOLUTION TRANSFORMS

ZEEV DITZIAN

In this paper the convolution transform
(L1) fo=|" 6o — netvit = (G*o)a)

whose kernel G(t) is the Fourier transform of {E(iy)]~! where
E(s) is defined by

(1.2) E(s) = e”slﬁ[ (1 — s/a)exp (sRea;?),
Reb=5>b and S |a.|2< oo

will be studied. An inversion theory similar to that achieved
when a; of (1.2) are real will be obtained, The results will
show that under certain rather weak conditions, an infinite
subsequence a.) of a; can satisfy

min {} arg awy |, | arg — awn |} 2 E— .

Classes of transforms will be introduced that allow the occur-
rence of min {jarga;), |arg — a; )} = =/4 for all k.

We hope this will partly answer a problem set by Dauns and
Widder {1] in Remark 1, page 441.
The inversion operator P,(D) is defined by

1.3) P, (D) = exp ((b — b,)D) ﬁ (1 - ZD_) exp ((Re_l_)p)

& Qg
where D = d/dz, exp (kD)f(z) = f(x + k) and lim,_.. 5, = 0.
The inversion formula will be

(1.4) ILIE P.o(D)f (@) = pw) .

This inversion formula was achieved under general conditions on
@(%) in the case a, were real by I. 1. Hirschman and D, V, Widder
in a series of papers and in their book, “The convolution transform”
{7]. Hirschman and Widder [6] also found a slightly changed version
of (1.4) when >, (Ima,/Rea,)? < «. A.OQ. Garder [5] showed that
if a,,_, = @,, then arg a,, can tend to 0 or = slower than is required
in [6]. Dauns and Widder [1] showed that if a,_, = —ay,0 =
Rea,_,e¢ 1 and |arga,_,| < (7/4) — 5, where 7 is independent of k,
then (1.4) can be achieved.

It will be noted that in [1] and [5] the a,’s were in a special
order. The order of the a,’s, though having no influence on EKE(s),
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84 ZEEV DITZIAN

may be quite important when treating (1.4) as discussed with some
examples in [2] and [4].

We shall define class A(2) (that will depend also on the order of
the a,’s). The sequence {a,} belongs to class A(2) if Rea, # 0,

(L5) S (Im (et + @) a7+ @) < o

(1.6) (1 = 0)(| @oees |72 + @i |7°) + 4Imag', Imazy > 0
for &k > k, for some 6,0 < # < 1 where 6 is independent of k, and

(1.7 (Im {(az— + a:)as' a5 )? | Gor_i @y |*
| oy [P + | @z |7 + 4 Im g, Im ag!

<1l-7m

for k = k, for some 7,0 < 7 < 1 where 7 is independent of k.
A transform belongs to A(2) if there is an order under which
{a,} € A(2). Class A(2) includes the transforms of [1], [5] and [6].

Lemma 1.1. 357, (Ima,/Rea,) < « implies {a,} € A(2) (and the
order does not matter).

Proof. >7_.(Ima,/Re a,) < implies >.7., (Im a,/| a, |)*< e which
implies 5., (Im a;")?/| @, |2 < o which implies (1.5). To prove that
a, satisfies (1.6) and (1.7) is not difficult.

REMARK. The inversion operator introduced by Hirschman and
Widder [6] was slightly different from (1.4) but since

s {(Rea,)™ — Rea;"} = )y _(ma) ,
k=1 = |a,|*Rea,

the difference is a change in b and b,, without changing lim,,_.. b,, = 0.

LemMaA 1.2, Let a,_, = —ay,, let Rea,, >0 and |arga,,| <
(m/4) — n for k > k,, where 1), satisfies 0 < 7, < mw/4 and 5, is inde-
pendent of k, then {a,} < class A(2).

Proof. It is easy to see that the sum in (1.5) is equal to zero
and the right side of (1.7) is equal to zero. |arga,.| < (7/4) — 7,
implies (1.6), with & = 1 — 2(Sin ((r/4) — »,))?, for k > k..

This shows that the transforms treated in [1] are included in
class A(2).

LEMMA 1.3. Let ay_, = a,, and let min {|arg a, |, |arg — a, [} <
(w/4) — 0, for k =k, where 1, 0 < 5, < w/4, is independent of k, then
{ak} € A(Z).
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Proof. It is easy to see that the sum in (1.5) and the right side
of (1.7) are equal to zero. One can show that min{ arga,,|,
jarg — a, |} < (w/4) — n, implies (1.6) with ¢ = 1 — 2(Sin ((7/4) — 7.))°
for k& = k,.

Lemma 1.3 shows that the transforms treated by A. O. Garder
[5] belong to class A(2). Some cases which do not belong to class
A(2) will be treated, among them will be the case when a,,_, = —ay;
and min {]arg a,, |, | arg — a,,|} = 7/4 (see Remark 2, [1], p. 442) where
estimates different from those achieved for class A(2) will be obtained.
For the definition of G(%)

(1.8) G(t) = LS“’ [E(s)] e dt
21 J—ic

we have to assume that the integral on the right converges.
For the convergence of (1.8) we shall have to estimate E(iy) and
to these estimates the various classes correspond.

2. Estimates for FE,,(s) when {a,}cclass A(2). In previous
papers (see [1] and [6] for example) it was found useful and important
to estimate E,(s) which is defined by

(2.1) E,.(s) = e”msk ﬁ (1 — s/a,)exp(sRea;?) .

=m+

In order to estimate E,(s) we shall estimate one term first.

LeMMA 2.1. Let {a,} €class A(2) then for k = K

|1 — /ey )1 — iy/ay) |?
(2.2) = 1+ ay¥/] ay A + ay?/l @y, (A — a'[(Im (a5,
+ @z )/ G 72+ T [T

where 0 < a <1 and a is independent of k. (a does depend on 6
and 7 of the definition of class A(2)).

Proof. By a simple calculation we get

I =11 — iy/ay_ )1 — wy/ay) F =1 + 2y Im (azl, + az)
+ ¥l ot |7 + [ @2 |7 4 4 Im oozt Im ez}

+ 2y Im {ay a5 (05— + a)} + ¥ | Qops |72 @p [0

We assume K = k, and therefore by (1.7) we get
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(Im {(az_; + az' @ - az)})?

fli-ne g <17
< 7) 7+ ) < 4
It is easy to see that y*A4 + 2By + Cy*) = 0 whenever A > 0,
C >0 and B* < AC. We substitute

A= (1= DYiaul? + [aul + 4Imoi, Imagi

B = Im{(az", + az)as.an} and

C = (1 - g) | sty |2

We use (1.6), (1.7) and the above calculation to show that, for
k> max (k, k), A>0,C>0 and B®*> AC. By omitting %4 +
2By + Cy* from the right side of the equation defining I, we obtain

I, = 1 + 2y Im (a5, + az)

0 . 4
(2'3) + %Zfﬂ Aapy J~2 + ! Oy }_2) + %/—' l N A e

by minimum consideration

1 + 2y Im (az-, + az)
2.4) iy %(Im (s + ai))’
+ LY (s 7 [T = 1 — : =
4 o o (,a2k~Ll_ + \azk =)

the last term tends to 1 for large & because of (1.5). Using (2.3),
(2.4) and letting the coefficients of %* and %* be smaller, we obtain
(2.2) with a = nd/4.

LemmaA 2.2, Suppose {a.}c€class A(2). Then for k > K there
exist A and B,0 < A < B <1 independent of k (but they depend on
n and 0) so that for any r,r < min (| ay_,|, | @ |), we shall have:

(a) For |o| < Ar and |y| < Br

Hyo) = [ — (0 + W)/ay_)(1 — (0 + 1y)/ax) " exp (20 Re (az_, + a))
Im (azt, + az)

| Qoo |72 4 [ Gy |7
— 40*(Re (azt, + az;))* .

=1-— 2a™

2
— %« Qoo |72+ | @i [72)

(b) For (0| < Ar and |y| = Br
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Hy(o) =z (1 + _Z_f_yz | Qors ]"2>(1 +- %—yz [ G I—z)

% (1 _ 2 (m (o, + az)) ) ,
A | Gy [T+ | G [~

where « is that of Lemma 2.1.

Proof. By a simple calculation

(=)=l = 0= 25)0- 20l

Qogy (4293
— 20 Re (az, + az) + [0°( aus |72+ | 0 |72 + 4 Re azi, Re azr)
+ 04| Qgs@op, [+ 20°Y° | G0 [P — 4oy Im (a5.05)
— 2(a* + y*)o Re {(azt, + azhazi.az}
+ 20% Im {(az;—, + azd)aziios}] = I, — 20 Re (az, + azd) + J .

For the estimation of J, we shall recall that

(2.5) | (@gi— + a0z | < 2(l @y |72 + [ @0 [ 7%)
and
2.6) [Qory |72+ |02 |72+ 4Reay, Reasl = —2| Reaz, Re agzl|

= —(| @y |7+ a7 .

To prove (a) assume |0 | < Ar,|y| < Br. Using (2.5) and (2.6) and
dropping positive terms we obtain for A < B
Jo = (— A" — | 2AB)r*(| Qo [ + | @0 [79)
+ (—4(A* + BH)A — 4AB)r* (| age |72 + a0 |72
= (—3B* — 12B%)r*(| @opn |77 + @0 [79)

Choosing A < B and (for instance) B = 3% and using Lemma 2.1
with ¥ = 0 we obtain

_oatdm(en, + @) 1 2 2
Hy(o) 2 (1~ SO LB e [ L0 )

— 20 Re (az-, + a;kl)) exp (20 Re (a5, + a3))
= 1 — 2a7(Im (e, + az))’l] Gopn |72 + @ [T
— 1 @ |+ [0 ) — 40°(Re (azi, + az))
(The coefficients in the above estimation are not the best but they

are convenient). To prove (b) (for which we are free to choose
A, A < B) we recall that for A < AB,0< 8<1 and || < Ar we
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have
| 20" Re azy Re a3)) | < B°B*r(| @y |7 + [ @2 [7)
[20%y Im {(az; + and)ast, oz} |
S O | Qoo |77+ 20°(| @iy |72 4 [ @2 [7F)
| 2y’c Re {(az", + az)az.oz} |
= BY | Qoo |72+ 28Y°(| Qg [P+ 0y [7)
and

| 20° Re {(aziy + 022)05i—1050} |
S 0 Qo a@i [+ 20%( Qs |77 A+ |00 [7)

Choosing B so that 55° + 48 < «/4 and K so that
@ (Im (s + GVt [+ [0 ) = 1
for k = K we obtain by the above estimations
a o —2 44 —2 1 ~1 —1})2
Hy(0) = (1 + S0 [ [#)(1 4+ 5 o [7)(1 = 2m (@it -+ o))
2 2 «
X [I Aop—1 i_z + ] (429" |—2]—l — 20 Re (a'z_klﬂ + az—kl)>'exp (20 Re (az_kl—l + a;kl))
= (14 28 (ann )(1 4+ 309 e )(1 = Z(m (@t + )Y
8 8 o
Xl Gaes |7+ @z [717) (1 — 40°(Re (it + @) .
Since B < a-47%, B* < a-4~* we obtain (b) easily.

Define S, and SV (see [7], [2] and [4]) by

2.7) S = kgl lax [
(2.8) Sn =S, — max i [ |77

k(1)< o<k (1) i=1
Define also r, by

(2.9) 7, = min|a,|
E>m
One can easily see that S = S,, and S = S,, — 7%

THEOREM 2.3. Let {a,} € class A(2), then for m = K, |o| < AS;)?,
and b, = 0 we have

(2.10) | ol + iy) | Z12/2 .
(A being that of Lemma 2.2.)
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Proof. To prove (2.10) we use Lemma 2.2(a) whose conditions
are satisfied since S,, > 732, Soi? < 7y = MiNys,, |, |. We also recall
that for 4, >0 and Y3 .., A, < 1/2 we have

oo

I a-4)=1- 3, A,.g%.

n=m-+1 n=m+1

Remembering that for large m

20 S (Im (a5y + @)/ w7 + | |) < %

k=m+1

and

10° 5 (Re(az, + ai)' = 84S0 S ([, [ + [ a7
= 8A* < &

and using Lemma 2.,2(a) we conclude the proof of (2.10) in the case
where |o| < S52* and |y | < BS;/*. Using Lemma 2.2(b), (2.10) in
the case where |o| £ AS;)? |y| = BS;,* follows by an argumentation
similar to that used in the ﬁrst part. Then:

THEOREM 2.4. Let {a,}e A(2), b, =0, then for m=k,|o| <
AS;Y* and |y | = BS;Y* we have

Bulo+in)| = 31+ 5 Lo (5) T siw)”

3 1 2n<a>nn (l>/2
> — —_ futl
= (§) )

(2.11)

Proof. Using (1.5) we can choose, by the method in the proof
of Theorem 2.3, m so that

@12) 5 (1 2{0m @ + a@ gl + o) 2

(9/16 can be replaced of course by any 1 — ¢).
py —l—y”(ﬂy Tl S
1=0

=1 nl 2
converges for all y since S,, = S > S > - > S{ll. By Lemma
2.2 and (2.12) we have

. . 3 oo on o n s 1/2
B+ i) 221+ S 0(4) S Ja e wnl®)
4 (1) >2m

4 &
k() <k(i+1)

But we have
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_ 1 e
I(n, m) = > A A — . Qe *** Qew |
2m<k(l) ! k(i)>2m
E(D) <k(it+1) B(DAE(5), 5
1 S n—1 s |—2
= — o = 20 | Qe | [ @y = Qpiney
n! k(%) >2m =1
k(1)K (5),5#¢
1 _ —2
= —SiHY > | Gy = ** Cpiamny |77
n! k(1) >2m

(6 (), 974
Since
> [P = Sew = St s

k(i)>2m
by induction I(n, m) = 1/nl. T[:= S, which concludes the proof of
the theorem.

THEOREM 2.5. Let {a,} € A(2), b,,, = 0, and o satisfies Rea, + ¢
for all k> m, then for p,n =20,1,2, --. there exist k,(p, o, n) and
ky(p, 0, n) so that

(2.13) | Eb(0 + 97) P = ki(p, 0, m) + ky(p, 0, )T .

Proof. Since S,,, = o(1)m — <o we can choose m so that AS;}*> o
(for A of Theorems 2.3 and 2.4). Combining Theorems 2.3, 2.4 and
the fact that | J]3",.., (1 — 0 + 47/ay))e ™% | = § whenever Rea, +# o,
we obtain (2.13).

3. Estimates for E,;(s) in special cases when {a,}¢ A(2). In
this section we shall estimate E,,(s) in case {a,} does not necessarily
belong to A(2) but a,,_, = —a,, or a,,_, = @,, and some other conditions
are satisfied.

First we prove some lemmas concerning the above mentioned
cases.

LeEmMMA 3.1. Let a be a complex number Rea = 0, then for all

real y and g = 1
=12+ ) <[~ )

2 2
- q<&’%> + (1 - l)yqar‘*
la| q

1+ yal Rea*= 0.

(3.1)
=

Proof. Simple calculation yields

(- -1 ofteey

+ (V?—Rﬁz—“{: + 1—/—17y2]a =)+ (1 - %)yﬂaw
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from which (3.1) is immediate.

LEMMA 3.2. Let a be complex number, Rea = 0, then

(=) =)

2

(3.2) = I(@) + 20*(|a " — 2(Rea)*|a|™) + o*|a|™
+ 20°%* a|™ + doy(Im @) [a |,
- ey - 2y
(3.3) N |

=Ia) — 406 Reala|*+ d*2|a| + 4Rea)’ |a|™)
4+ otlal™ + 20° |a|™ — 40" + ¥)o|la|™ Rea,

where I(a) is defined in Lemma 3.1.

Proof. The proof is a corollary of the proof of Lemma 2.2
combined with Lemma 3.1.

LEMMA 3.3, Let Rea # 0, then for K > 1 there exists A and B,
independent of a,0 < A < B < 1 such that for » < |Rea| we have:
(a) For |o] £ Ar and |y| < Br

(o= 230232

>1—- K*|a|?— (min (0, (Rea®)-|a|) .

2

(3.4)

(b) For |o| < Ar, < Ar,|y| = Br and 6 >0

’<1_ a+z’y>(1+ a+w>
a a

2

(3.5) > (1 + %y“ la [~4)(1 — 2(min (0, Re ¢¥/| a [%))?

— K7 (a4 a7+ )

Proof. To prove (3.4) we use (3.2) and (8.1) with ¢ =1 and
obtain the result by choosing B so that 6B* < K~', and dropping
some positive terms.

To prove (3.5) we use

1
182

toyma) [a 1~ = —4loy| o = —(—4* [a |0 + 26%° a0

and
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@ Ty et = e

182 4 84
Choosing 4/8* < 1/K or 8= V4K and A so that 28°4* < K~' or
A* < 1/JAKV'K or A< 1/2K one can conclude the proof by using
Lemma 3.1 (choosing there ¢ = 2 in case Re a®> < 0) and dropping some
positive terms.

LeMMA 3.4. Let Rea == 0, then for K > 1 there exist A inde-
pvendent of a,0 < A <1, such that for r < |Real| and || < Ar we
have

, ‘7+W>(1 _O'waﬂzexp@laRea/lalz)
*9) > <1 ly |a]~4) 1 — 2(min (0, Re a¥/| a )Y — K~ |a ) .

Proof. Using (3.3) of Lemma 3.2, Lemma 3.1 with ¢ = 3/2, the
estimations

—40*|la|™*Rea = —a*|a|™ — 40*(Re a)’ |a|™,

—4y*c|a|™Rea = —%y“ la|™ — L% |a]?
and dropping some positive terms we obtain
. C e
(-2 =) 21 (5 - g e
a a

3 2
~ —g—(min (0, Re a?/| a [))* — 4°4%* | @ |~* — d0(Re a) |a | .

Choosing A so that 4°4* < 1/4K, which implies

—earialt > - Zlal®, 4lellalt < L,

and
exp (40(Rea)|a|™) =1 + 40(Rea) |a | — 4%0* | a|*
from which (3.6) follows.

We shall define now two classes of convolution transforms by the
function E(s) and the sequence {a.}.

DEerFINITION 3.1. {a,}cclass B(2, d) if
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oo

(3.7 E(s) = kI_I (1 — s'ai?)
(3.8) ; la, | (Re a})* < oo
and

(3.9) i la, |77 < oo, i la, |72 < oo for some 6 > 0.
k=1 k=1

DeFINITION 3.2. {a,} € B(2) if there is > 0 so that {a,} € B(2, 9).
DEFINITION 3.3. {a,}eclass C(2) if

(3.10) Es) = T ( — sap)(1 — s-a@7") ,

if condition (3.8) is satisfied and > |a,|™* < oo.
REMARK. S., =237 ,...]a,|™ in case of class B(2) and C(2).

We have to introduce some more notations before being able to prove
the estimation on E(s) for transforms of classes B(2) and C(2).

(3.11) Q=5 lal™.
k=m+1
(3.12) Q) = Q- max {S]au 1}
m<k(1)< e <k(j) Lr=1

We shall state the estimations for classes B(2) and C(2) together
and then outline the proofs.

THEOREM 3.5. If {a,} € B(2,d), then for m = M and some A and
B we have:

(@) lo| = AS." |y| = BS*® imply
(3.13) | Bou(s) | = 8/4 .
(b) |o| = A mi a7 and |y | = BS;)* imply

(3.14) | By(s) | = %(1 n 2 _;_'yg Q%)>1/2 '

THEOREM 3.6. If {a,} € C(2) then for m = M there exists an A
so that for |o| = AS;:? (3.14) is valid.

Proof of Theorems 3.5 and 3.6. The proof follows the proof of
Theorems 2.3 and 2.4 Using Lemmas 3.3 and 3.4 we have to choose
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r =S and 7, = (2 35 e | @ |70 (r, necessary only in proving
Theorem 3.5 from Lemma 3.3). Obviously », < min,.,|a.|,r <
min,.,, | a,]. Also we have

oo

5 2 (5, oo o)

k=m-+1
I (1+8)/2 o . (1—-8)1/2 . 1-38
=( 3 tal?) (S Ja) T (minfa)
k=m+1 k=m+1 k>m
oo . (148)/2
= (3 Ja)
k=m+1

This implies

o —1/(1+8)

ro=(2 3 ja) S S
k=m-+1

Choose m and K so that >, (min (0, Reai/|a,|))? < e, 1/K < ¢, (K of

Lemmas 3.3 and 3.4) and, for proving Theorem 3.5, 3\7_,.., | a, |**® <e..

The choice ¢, < 1/16 will yield the number 3/4 in (3.13) (every 1 — 7

could be achieved by ¢, small enough) and the coefficient 3/4 in (3.14).
To complete the proof we have to show

i (L olar) =1+ 52T er,

k=m+1

the proof of which follows stepwise that of Theorem 2.4,

The classes in this section are not included in A(2) since (1.6)
may fail to be valid. The estimates in this section are weaker in
the case where the transforms are also A(2).

THEOREM 3.7. Let {a,} € B(2) or C(2). Then for o satisfying
Rea, = 0 for all k > n, and for p,n =0,1,2 --. there exist k,(p, o, n)
and k.(p, o, n) such that when o + Rea,

(3.15) | Ebu(0 + 17) |* = ky(p, 0, 1) + ky(p, 0, n)T* .

Proof. Deduced from Theorems 3.5 and 3.6 as Theorem 2.5 is
deduced from Theorem 2.4 and 2.3.

4. Estimates for G,(t). We define G,(t), in the usual manner,
by

4.1) Go(t) = —1—§ [EB.(s)]eds ,  Gi(t) = G(t) .
2 J—iw

We define also:
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4.2) a(m) = max {Rea,, — |Rea, < 0 and k£ > m}.
4.3) B(m) = min {Re a,, < |Rea, > 0 and k > m}.

We recall that in the cases {a,} e A(2), {a,} € B(2) and {a,}c C(2)
we have

(4.4) | By (0 + i7) [ = k(p, 0, n) + kyp, 0, n)T*7,
for n,p=10,1,2... and a(2n) < ¢ < B(2n).

THEOREM 4.1. Let E.(s), P.(D) and G,.(t) be defined by (2.1), (1.3)
and (4.1); let (4.4) be satisfied for m(l), a subsequence of m, then:
A. For any o satisfying o(m(l)) < o < B(m(l)) we have

(4.5) Gri(t) = Pouf(D)G(t) = ELS”?“[EM,}(s)]*esfds .
Ty Jo—ico

B. Suppose in case a(m(l)) # —oo that aruy = *** = umens
Az, = * 0 = Apiymgrny * % ey = * 00 = Qppymyry ATE all with indices

greater than m(l) and a(m(l)) = Rea,,,, = Re dyey = -+ = Rea,q,,,,
then
dv

tv

(4.6) Guinlt) = S-S (Pt)ereson) + 0(e"0) ¢ e

where p,(t) are polynomials of order m; and k 1s any real number
satisfying

max {Re a,, — |k > m(l), Re a, < a(m()} < k < a(m(l)) .

C. Suppose a(m(l)) = — o, then
“4.7) g%amﬂn:oww t—s co for any real b,k <0 .

D. Suppose in case B(m(l) # co that @,uyn = *** = Cruympsn),
S Qg =t = Quimgtn @16 all with indices greater tham m(l) and
B(m(l)) = Re Wpigyyy = ¢ 00 Re Qrij,0)) then

de J dr
4. —Ga0(@) =
4.8) —Ganl) = 5

{:.@)eron} + 0(")  t— —oo

where q,(t) are polynomials of order m; and k is a real number
satisfying B(m(l)) < k < min {Re a;, o |k > m(l), Re a; > B(m(l))}.
E. Suppose B(m(l)) = , then

(4.9) LG = 0")  t— — o



96 ZEEV DITZIAN

where k 18 any real positive number,
F. For a(m(l)) < Res < B(m(l)) we have

(4.10) Fl—(g)— = S‘” e'Gra(t)dl
m(l) -

which implies
(4.11) 1 = Sw Gmu)(t)dt .

Proof. The proof follows the method used in Hirschman and
Widder’s book “The convolution transform” [6, p. 108]. Formula

(4.4), that was proved for class A(2), B(2) and C(2), is used here
instead of the theorems on E,(s) in [6].

The following result will estimate G,,.(¢) in the case when m is
large near the point ¢ = 0 as well as when |¢]|— oo,

THEOREM 4.2. Let {a,} € A(2) and suppose that for some m
Sir > I, S, where L, >0 is independent of m, then there ewist
M(n) > 0 and A > 0 such that

(4.12) |G(t) | £ M(n)Sg"" " exp (—A-SiP L)) .

Proof. By Theorem 4.1.A we have

Gon(t) = S e—(o+iv)t ”
" 2 (0 + 1Y)
and therefore
Gt = 0| Lo 2y
—=  Ey,(0 + 1y)

Remembering that S > L,S,, implies Si¥) = L,S,, for k =<n + 1,
and using Theorems 2.3 and 2.4 we obtain, choosing ¢ = AS:;* for
the case ¢t > 0,

1 sat (o] + 1y,

G| = exp (—aszrof| [ Eenlo + 1) |

(o] + |y dy R N
+ SIylng;Tilz | Byw(o + 1y) | } = exp (- AS;, t){ Y 2(A + B)"2BS!

2 Yy *dy

3 SBs—"y2 2(n+2) it n+2( >n+2)1/2
2 (1 + vy (——E)T(L(")) S I

+23%; ( )s;,,':/z

= M(n)Szi~"" exp (— ASz""1) .
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The result for ¢ < 0 is achieved choosing ¢ = — AS;;2.

REMARx. When a,, , = —a,. we have Si) > (1/2)S,,. and therefore
Theorem 4.2 for » = 0 includes Lemma 2.4 of |1, p. 432]. Whenever
the connection between pair is 0 < 68, < |ay_ /| < 0, < o, where
4., 0, are fixed for all m, we have S{, = L, S,,, L, > 0. But in case of
n = 0 the restriction S{) = L,S,, is not necessary as is proved by
the following.

THEOREM 4.3. Let {a,} € A(2), then for some A >0 we have
(4.12) | Gen(t) | = MS* exp (= AS;2 [ E)) .

Proof. Following the proof of Theorem 4.2 and using Theorem
2.4 we have for ¢t > 0 (¢ < 0 can be treated similarly)

| Ga(t) | < exp (— AS“P)Y/ZBSI/

I 4 S“‘ dy
g—1/ 2\ /2 .
(1 rsas(§))

Sm dy _ S—l/z}(som/s 1))1/48
ss12 (1 + Ly'S,, S

= 2SS/ S

1 d
Y
(BILMY) Sy, IS sm 4 (1 + yh)e

dy

By (Syp IS4 1L Y

< 28722(S,n/S) 4 lim (are tgl — arc tgB,(S,./Si)4)
{00

-~ —1/2 D1 H B (SZm/S 1) 1/4;/ } —1/2
< 285408, /S 1im are ¢ { < B,S;\* .
= 28 (Sen S i are 0y oo TS

From this the proof can be easily concluded.

Lemma 3.2A of [1, p. 434] is generalized by Theorem 4.2 in case
Si® > I,S,, for some L, Case B is covered only in part. The
following theorem generalizes Lemma 3.2B [1, p. 434].

THEOREM 4.4. Let a, € A(2), b,,, =0 and suppose 0<0,<| @y/0y_; | <
0,< oo where 0,0, are independent of k and |Re a,|/|a,| > 7, then for
some A, > 0 and M, we have:

(4.13) |Ghn (D) | < M Ssrexp (—ASHEED) .

Proof. Let us split the proof into two cases
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(a) Son — max (| @y, |-* + [am ) = L8,
kE>m K
and
(b) Sun — MAX (| Gyey | + | @ [#) < = San -
kE>m K

In case (a) (4.13) was proved by Theorem 4.2 for any arbitrary
K. We shall choose K > 2. To prove (4.13) in case (b) we define %,
by

Max (| Gopy [T + [ G [7°) = [ Qg [T+ | Qg |72
k>m

(In case (b) the choice of k, is unique.) Define g} (t) and G...:(t) by:

@14 gi®) Z%Slm — 1Y/ Uor, (1 — 1Y/ a,) e dy

(@15)  Gonn(®) = 2|10 = i/t )1 = i)l Bunit)) ey

By [9, p. 255] we have
Gen(t) = g5 (D) % G ia(P) .
One can calculate gj (t):

Qg t
g (t) = Qopymrlor, (€720 t=0
Aopgs — Qapy |@72k—1 t <0

when Re a,, . > 0, Re ay,, < 0.

Aoy — gy

Qapy—1zr, [22ko=1t — guzkqt] t<0
gi,(t) =
0 t>0

when Re agko_l > O, Re azko > 0, azlco = a2k0~1'

— i, tevant t <0
* t — 0
gko( ) {0 £>0

when a,,, = @y, Re @y, > 0.
Either g (¢) or gi(—t) is of the above form.

Ginrao(t — Re (@i + aiy))

satisfies the assumptions of Theorem 4.3 with Sj,., = Sin — | @ops [°
— | @z, |* and therefore
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| Gnsa(t) | = M(S5,:.)"" exp (— ASE7H |t + Re (@ + az) ) .
Integrating by parts

GLu) = |7 g7, Gt it — wda

= {S; + S:}(ll_g,‘fo(u»G;‘m;z t — u)du .

du
Since
O | oy i [P = [ @y P and [ ag F = 05| Qopn
we have
(0 + 1) |0y, [ 2 28 and (8 + 1)@ 2 2 —San s
therefore

max (| o, |, | G [) = [(2077 + 2077 4 (265 + 2)F]S5° = R.S5)* .
By the same method (0;% + 1) |ay, | £ S, and (67 + 1) [ @y 2 = S,

from which we deduce
| Re @z, | Z 7| 0, | = (057 + 17785,
|Re @y, | = 7(67 + 1)7"285.*
and
min (|Re a,;, |, IRe ay,, 1) = R,S5* > 0
where
R, = n-min ((6;* + )72, (6} + 1)™%) .

One has to estimate G,,(t) for different cases of gj (¢) of which
the case where Rea,,, > 0, Rea,,, > 0 and ay, # a,_, will be done
here. The other cases are similar and simpler.

(Qonyr €XD (Ao ) — o €XD (@) )

dg*(u) _ Qoy-1Qare,
du

aako - a2k0—l

0 w >0,

Let us recall from [8, p. 203] that if f’(¢) is continuous and f(¢) is
complex valued, then

_____*ﬂ“; = g(b) =M(E) + (L= Nf(E) by he(a,b) 0 <A <1

from which it is obvious that
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w MG+ L= NFE) 0<a<]
where &, = a;l, + (1 — a)Z,, 0 < a; <1 and 4 = 3,4. Substituting
FO = e, f1(©) = e + Cues*, we obtain the following estimate for
(d/du)g*(w) when u < 0:

dg*(u)
du

IA

[ Qopyr@ar, | (€XD (R u) + MaX (| Goryy [ [ @y |) | u | exp (F;,u))
where R, = min (Re ay, ., Rea,,). Therefore we obtain

0
|GL(®)| = | sy, || exp (R + 0] max (|, |0, )
- Shitexp (—ASSI [t — w + Re (e, + o) Ndu .
Using relations among S, Sin, @, and a,,_, one obtains
exp (—ASH |t — u + Re (0, + azi) [) = Myexp (—ASL/Z |t — ul) .

Using this and the definition of R, and R, one derives

|GLa®)] = MEISZ]_exp RSzl + |u] RS5MSH
-exp (—ASH |t — u)du .
We have to distinguish two cases ¢t < 0 and ¢ = 0. Let us prove
first the theorem in case ¢ < 0:
|GLu(t)| = MLRiSz exp (— AtS5)| {1 — uRSZHSIE
-exp {(R.S5," + ASS i )uldu
+ MR:Ss exp (AtS5)| 1L — uR.S5) S5
-exp {(R.S;," — ASSH)uldu .
Choosing K so that AS;;'* > 2R,S;.* we have
[G:n(t) | = M,S5, exp (R:ES:") .
For ¢ >0

|GLa(t) | £ MRS exp (— ALSEH)- | {1 — wRiSa- S5k

-exp {(R.S3* + ASEyu)du < MSiiexp (— AtSif)
é Mlsz—ni exp (_RzSz-wi/zt) .

Estimations similar to those achieved in Theorem 4.2 for
{a;} € B(2, 6) and {a,} € C(2) are developed in the following theorems.
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THEOREM 4.6. Let {a,} € B(2,0) and QF = L(J)Q. for some jJ,
then there exist A >0 and M > 0 (independent of m) so that for
k< 25:

(18) GRS M exp(—A(2 S fac=) ).

k=m+1

THEOREM 4.7. Let {a,} € C(2) and QY = L(j)Q,. for some j, then
there exist A > 0 and M > 0 (independent of m) so that for k < 2j:

(4.15) G:n(t) = MQ, " exp (—AS [ T]) .

One can note that in case ¥ = 0 no condition of the form QY =
L(5)Q,, is needed.

Proof of Theorems 4.6 and 4.7. Using Theorems 3.5 and 3.6
(for Theorems 4.6 and 4.7 respectively) we obtain by Theorem 4.1

;k) t < —ot i (U + iy)ke—iyt l 2 2 .
G| = o "Iy |, pem) <o < a@m)

Using the fact that Q;'* < ((1/2)S..)"*"* as S2 > @, (which is achieved
by dropping many positive terms) and recalling that

[ \1/1+0
sar< (2.3 la)
c=m+1
we obtain

Sl )"

k=m+1

Q" < (
The completion of the proof is similar to the proof of Theorem 4.2.

5. Some inversion theorems. In this section we shall show
that inversion formulae can be given for {a,} <€ A(2), {a.} € B(2,0) and
{a,} € C(2).

THEOREM 5.1. Suppose: (1) G(t) and E(s) are defined by (1.2)
and {a,} € A(2).
(2) f@ =\ G- v,
(3) For some M and K,|p(t)| < Ke™", where M <min |Rea,|.
(4) by =0(1) m 1 oo.
Then

(5.1)  lim P,y(D)f(@) = lim exp (b — b.)D) kf:I (1 _ af_)(l - a_i) :
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exp (Re azi, + az))D)f(x) = @(x) at any point of continuity of @(t).

Proof. By steps following those of |1; p. 433]

| Pon(D)f () — p(2) |
= sup [ p(z — 1) — @(x) i&l | Gen(t) | dE + MOS NGt [ e"dt

ltl<o It
Using Theorem 4.3, the conditions of which are satisfied by the kernel
Gou(t + b,), choosing m so big that |b, | < 6/2 and AS;* > 4M, we
conclude the proof of the theorem.

THEOREM 5.2. Suppose: Assumptions (1) and (2) of Theorem 5.1
are satisfied

(3) For a(t) = S}(u)du there exist positive M and K so that
0

la®)] < ke where M < Min | Rea,| .
(4) b2m - O(Szly/,,?) m — co,
h
(5) Solsv(w + ) — @)y = o(h) h— 0.
(6) Eithe’l' Séi’i g L(Z)Szm or 0 < 01 < lazkvx/azkj < 62 < oo and

[Reay/|a.||> 7.
Then lim,, .. P,,(D)f(x) = p(x).

Proof. Integrating by parts and since r G..(t)dt =1 we obtain

| Pon(D)f(2) — p(2) |
> S.Mg 18) | | Ginl — ¢) | dt + S |Glu(x — 8] 8@) | dt

lz—t(=6

where 8(t) = Et[¢(x + ) — g(x)]du and therefore S(z + ) = o(t) t — 0
and |B(t)| = K,e™,

To obtain the inversion result for the case S = L(2)S,. we use
the estimation from Theorem 4.2; while for |Rea,/a.| > 7,0< 60, <
| Qoi/or | < 0, < o we use Theorem 4.4, both are applicable to

GZm(t + b2m) .

REMARK 1. In case a,,_, = —a,, (from some k onward) we can
drop (5) and write instead

h

0

[lp@ = ) — oo = Oldy = oh)  h— 0+

(if the numbers @(x + 0) exist) and then if we write b,, = 0 instead
of (4) and drop (6), we shall obtain
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(5.2) lim Pu(D)f @) = 2l + 0) + ol — 0)] .

The proof is similar if we remember that G,.(f) = G..(—t) and there-
fore SO Gon(B)dt = 1/2.

REMARK 2. The condition (8) of Theorem 5.2 seems too strong
since for the case where a, are real the assumption could be dropped.
We hope that at least for some classes of {a,} Theorem 5.2 could be
proved without (3).

THEOREM 5.3. Suppose: (1) G(t) and E(s) are defined by (1.2)
and {a,} € B(2, 7).
(2) f@ = | 6@ - vt
(8) For some M and K |p(t)| < Ke''"' where M = min|Rea,| .
(4) {Crme o [T} < KQ3 for some 5= 1.
(5) @) — @) =0(t -2 {—w
Then

(5.3) lim P, (D)f () = () .
Proof. We have

PoD)f@) — e = [{| NG = Dlp) — o))

le—tizd

= KS | Gunl(@ — ) [€dt + egl | Gen(0) | | 81772

lt—zlz

o oo —1/1+0
< o(l) + usng;f/‘* I 5~ exp <—A<k S la |—1—5> ]tl)dt
< o(l) + usKS” | exp (— Auydu < o(1) + eKK

m — oo .

THEOREM 5.4. Suppose: (1) G(t) and E(s) are defined by (1.2)
and {a,} e C(2).

(2) f@ =| 6@ bewdr.
(3) For some K and M |p(X)| < Ke™"' where M = min | Re a, |.
(4) Sik < KQi)* for some 8 = 1.
(5) @) — o) =o(t — ) t—ua.
Then
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(5.3) lim P,,,(D)f (@) = (x) .

Proof. Similar to that of Theorem 5.3.

REMARK. When B of condition (4) of Theorem 5.4 and Theorem
5.3 is equal to one, the condition on @(t) is mere continuity at a point
t = .

LEMMA 5.5. If an integer r exists such that for all n |a,. .| >
qla,| for ¢ > 1, then

A
Qo
IA
-

o 1144
(z | |—1~5) < KQF 0

k=m-+1

(for 6 =1 we have S;P < KQY*.
Proof. Obvious.

COROLLARY 5.5. If the kernel is defined by a,, = 2" (1 + 1) and
Oy = — 2811 + 2) then (5.8) is valid at any point of continuity.

6. Examples, remarks and generalizations. In this section we
shall show some examples of convolution transform by giving its
related sequence {a,}. When we say G(t)e A(2), B(2,0) or C(2) we
mean that there is an order for which {a,} € A(2), B(2, ) and C(2)
respectively.

ExampLE 6.1. {a,} defined by a,._, =k, a,, = ¢*¢’%* for ¢ > 1,
0<d<nl/2),|0,— (7/2)]|>6,|0,+ (x/2)| > 8. {a,} € A(2). The kernel
G(t) related to {a,} is not necessarily one of those discussed in [6];
for instance in case 6, = (2/5)r the result of Theorem 5.2 can be
applied as S{) = L(5)S,, for all j (j = 2 is needed).

ExAMPLE 6.2, G(t) defined by a,_, = 2k — 1)! a, = (2k)! €%
where —7w <0, <m0, — (®/2)] > 0,0, + (7/2)| > for some 0 <
0 < m/2 where the a,’s are arranged in the order of |a,|. Theorem
5.2 does not apply here as one can easily verify that S¥ = 0(S,.)
m— oo for all 7 > 0. We can apply Theorem 5.1 and get an inversion
formula.

ExamPLE 6.3. Let ¢, be real, > ¢;? < - and
Ayey = (SN 0))7€* ,  ay, = ¢4(sin 0;) e

where 0 < 6,0, < /2,0 <6, < 0, + 0, < w2 — §,. (1.5) is easily veri-
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fied. (1.6) is valid also since sin?@, + sin® 4, — 4 sin* 4, sin* 4, = 5 and
cos? §, > sin®* 4, and therefore sin®#, + sin® 6, < 1 implies

(1 - g>(sin2 6, + sin® 6;) — 4 sin? 4, sin® 6, =

b3

Using sin® 6, < cos?6, and sin® §, < cos® §, we get after some calculations
that sin*@4, + 6,) sin®*(6, — 6,) < sin*6, + sin* 4, — 4 sin® 6, sin*#, which
implies (1.7). It should be noted that the class defined by a,,_, = as,
and min (jarg a,, | |arg — a,.|) < /4 — & which includes Garder’s class
of transforms [5] as a very special case, is a special case of this
example. Theorem 5.2 can be applied here.

ExaAMPLE 6.4. Let ¢, be real, > ¢;* < o and a,,_, = ¢,(sin 6,) e,
0y, = — c,(sin #,)"'e®1 where either 0<6,, 6,<7/2,0<0d, <0, + 0,<7/2 — 0,
or —(w/2) < 0,0,<0, —(7/2) + 0§, <6, + 6, < s, <0,

The inqualities used in Example 6.3 for the validity of {a,} € A(2)
can also be used here. It should be noted that the class of transforms
defined by Dauns and Widder [1] is the case 6, = 6, here.

ExAmpPLE 6.5. Let a,,, =n'(1 + 1), a, = (1l —1),v>12. In
this case {a,} ¢ A(2) (since (1.6) is not satisfied) but clearly {a,} € C(2).
In this case B of Theorem 5.4 is easily computed as S,, =
1 + o(ANdym~+, Q,, = (1 + o()4dym™' m — o and therefore

(—7+—;—>B§~—’7+%

that is 8 =1 + 1/2(2y — 1). From this one can see easily that: (a)
When v =1 it is enough to have at ¢ = @(t) — p(x) = o(|t — x|'/*)
for Theorem 5.4,

(b) When v > 3/4 it is enough to have o(t) — @(z) = 0(t — z)
t— 2 or it is enough for ¢(f) to have a left and right derivative at
t =,

ExXAMPLE 6.6. a4, = /(1 + 4), @, = —n'(1L +1). For v > 3/4
{a,} € B(2,1/3). The following remarks will constitute generalizations
of the Theorems of § 5 in various directions.

REMARK 6.1. In Theorem 5.1 |p(t)| < Ke™ can be replaced by
!St¢(t)dt‘ < Ke"* if for every 6 > 0 if
0
(6.1) (S:mSLSEY 2 exp (—0S,Y%) = o(1) m— oo .

This result can be achieved by a proper change of Theorem 4.2 that
will yield now
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(6.2) | Gon(8) | = M(S.nSinSin) ™ exp (— ASz" [t]) .

REMARK 6.2. In Theorems 5.3 and 5.4 condition (3) can be
replaced by Htcp(t)dt; < KeM" if either Q% = LQ,, or if for all » >0

@Qutexp (=7 S la =) )=o) m— e

for Theorem 5.3 and (Q¥Q,,)~""* exp (— 7S5+ = o(1) m — < for Theorem
5.4. For the above generalization slight improvements of Theorems
4.6 and 4.7 are needed in case QY = L@, is not satisfied.

REMARK 6.3. If S;)* < K@, then in Theorem 5.4 p(t) — p(x) =
0(1) t — « can be replaced by

[ lo) = penat = o) h—0.

REMARK 6.4. If in Theorem 5.3 (5) is replaced by
Pp(t) — p(z+) = o]t — x |*7) t— o+
and
P(t) — ple—) = o[t — x|  t—w—,
then

lim P,o(D)f @) = Zlpla+) + pla—)] .

ReEMARK 6.5. If in Theorem 5.3 we have

1/144

(Z 1a/k ]Hl_l;) é KlQm y

m+1

then ¢(t) — o(x) = o(1) t — 2 can be replaced by
S“‘hkp(x + 1) — @@+ 0)dt =oh) h—0+

and then

lim P,(D)f(2) = %[w +0) + @@ — 0)] .

m—oo
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