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Let A be an elliptic convolution operator of order « on
a bounded open set G of R*,a > 0. Let A; be the principal
part of A in a local coordinates system and A;(x’, &) be its
symbol with a Wiener-Hopf type of factorization with respect
to &, Aj(xd, &) = Af(xd, ©) A5 (s, €) for z), = 0. A7 is analytic
in Im &, > 0, is homogeneous of order k in & k is a positive
integer, k<a, fT}' is analytic in Im £,<0, Let B,; r=1,---,k
be a system of convolution operators on JG, of orders «a,;
0 = a, < o and let B,; be the principal part of B, in a local
coordinates system. The A;, B,; are assumed to satisfy a
Shapiro-Lopatinskii type of condition for each j.

Visik and Eskin have shown that the operator U from H:(G)
into

H(G, 0G) = H(G)z x [ H~*(3G); a=<s,
r=1

defined by: Uu = {Au, Biu, ---, Byu} is of Fredholm type., In
this paper, we show the smoothness in the interior of the
solutions of Uu = (f, g1, -, g»). We prove that if A;, B,; satisfy
a strengthened form of the Shapiro-Lopatinskii condition, then
the operator U u = {(4 + 2*)u, By, ---, Byu} is one-to-one and
onto, The nonlinear problem:

U\u = {f(xy Sou', ] Sa—lu); gi, * ey gk}

has a solution in HXG). f(x,&, +++, &st) is continuous in all
the variables and has at most a linear growth in ({,, ---,{.~1).
If the set 2 ={u:ucHY(G),Bu=0on oG, r=1, .-+, k} is
dense in L*G), then the completeness in L*G) of the gener-
aliled eigenfunctions of the operator A. associated with Uu =
{f,0, ---,0} is established.

Boundary-value problems for elliptic convolution operators have
been considered recently by Visik-Eskin [4].

In §I, we give the notation and terminology which are those of
Visik-Eskin and state the assumptions. The main results are given
without proofs in §2. The proofs are carried out in § 3.

1. Let s be an arbitrary real number and H*(R") be the Sobolev
Slobodetskii space of (generalized) functions f such that:

e =+ 1epr 1 F@r a

3%
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(%) is the Fourier transform of f.

By H*(R"), we denote the space consisting of functions defined
on R* = {x: 2, > 0} and which are the restrictions to R? of functions
in H*(R"). Let If be an extension of f to R". Then:

WA = 1 f sy = inf [[F1], .

The infimum is taken over all the extensions [f of f.

Let #(x,) be the function equal to 1 if x, > 0 and to 0 if z, < 0.
Every function f in L*R") may be written as f=0f+ (1 — 0)f.
Hence L*(R") has the following orthogonal decomposition:

LXR") = Hy + Hy .

We denote by H,, the space of functions f, with f, in Iiﬂ,* and
such that f, belongs to H*(R*). H," is the subspace of H°(R") con-

sisting of functions with supports in el (R”). ﬁ}, FL,, I?Ij denote
respectively the spaces which are the Fourier images of H/, H,, I:OI:.

Let f(¢) be a smooth decreasing function (i.e. f(&) < M|¢&, |~
for large |&,| and & > 0). The operator //* is defined as:

H#Ew:éﬂéfo+¢@m4vyjﬂ&nu@f—mr%m,
& = (&, ooy Eusy)

For any f, then the above relation is understood as the result of
the closure of the operator /7+ defined on the set of smooth and
decreasing functions.

I+ is a bounded mapping from I:T: into Ioﬁ if 0<s<% and a

mapping from H, into Hf if § <s. II~ is defined similarly.
Set: &_ =&, —1]&|; (6_ — 4)* is analytic in Im &, < 0. Then:

£ = 11 I+ — L) |,

where If is any extension of f to R™ (Cf. [4], p. 93, relation (8.1))

Let G be a bounded open set of R* with a smooth boundary oG.
We denote by H*(G) the restriction to G of functions in H*(R") with
the norm: || fl, = inf || g|lxs(r,; 9 = f on G; s = 0.

By H:(G@), we denote the space of functions f defined on all of
R", equal to 0 on R"/cl (G) and coinciding in cl (G) with functions in
H:(G).

H:(0G) is defined as the completion of C=(0G) with respect to:

11 = {S @i s} 152 0
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where || @;f||gszn—1, is taken in local coordinates and the ¢; are those
functions of a finite partition of unity corresponding a covering of
cl G, whose supports intersect the boundary G. We may show that
different partitions of unity give rise to equivalent norms (cf. [3]).

DEFINITION 1. A(¢) is in 0, if and only if:
(i) A is homogeneous in ¢ of order «.
(ii) A is continuous for & = 0.

DEFINITION 2. A, (&, ¢&,) is in 0f if and only if:

(i) A, is in 0,.

(ii) A.(&,¢&,) has an analytic continuation with respect to £, in
Imé&, > 0 for each &

Similar definition for 0.

DEFINITION 3. A(¢) is in E, if and only if:

(i) A() is in 0,.

(ii) A(£) satisfies the ellipticity condition, i.e. A()%0 for &20.

(iii) A() has for & =0, continuous first order derivatives,
bounded if {£] =1,& = 0.

DEFINITION 4. A.(§) is in Cf if and only if:
(1) Au¢) is in 0f and A,.(8) # 0 for & = 0; k is a positive integer.
(ii) For any integer p > 0, there is an expansion:

A = S e@)E + Rupraald, 6)

where &, = &, + 1] &"|; all the terms are in 0} and:
| Ripprri(§'s E) | S CLE PS4 &L D
DEFINITION 5. A(%) is in D, if and only if:
(i) A@) is in 0,.
(ii) For each s = a; there is a decomposition:
E-S—IZ(S) = A—(E) + Rs-}*a,—l(s)
where A_(3) is in 07,,, | Ryre,—i(8) | < C & e & + | &, DN
DEFINITION 6. A(¢) is in D,, if and only if:
(1) A% is in D,.

(ii) ]1:(5) and R,.,_,(§) are continuously differentiable for &’ = 0.
(i) A= ClE S [ Raa® | S CLE (& |+ &)

DEFINITION 7. Let A be a linear, bounded operator from H; into
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H:**(R"). Then any bounded, linear operator T from H; , into H*~*(R")
(or from H; into H*—**'(R")) is called a right (left) smoothing operator
with respect to A.

T is a smoothing operator with respect to A if T is both a left
and right smoothing operator.

Let A(2) be in E, for « >0 and u, be in Hf,s=0. Then we
define: Au., = F~'(A(&)#.(3)) where the inverse Fourier transform is
understood in the sense of the theory of distributions. Au., is well-
defined.

Let A(x, &) be in E, for x in ¢l G and A(z, £) be infinitely differen-
tiable with respect to « and to £. We extend A(x, &) with respect
to @, to all of R* by setting A(x,&) = 0 for |2|=p —¢,& > 0. The
homogeneity with respect to & is preserved. We expand A(w, &) into
a Fourier series:

A(w, &) = 3 vio) exp (ikam/p)Lu&); k= (ky oo, R

and:

I = <2p)-'”S" exp (—ikar/p) A(w, &)z
Vi) € C2(R?) with ¥o(2) = 1 for |z] < p — & vu(@) = 0 for || = p.
For u. in H;(G), we define:

P+Au, = P+< S () exp (ikxn’/p)Lk*u+> :

ke
P+ is the restriction operator of functions defined on R" to G, L,u.
is defined as before since its symbol L&) is independent of z and
[ <@+ [k))™|&|* for large positive M.

DEFINITION 8. A(x, &) is in D¢ if and only if:

(i) Az, &) is infinitely differentiable with respect to = and & = 0.

(ii) Az, &) is in 0, for  in R

(i)  @.(x)=(3"/0"")A(x, 0, —1)=(—1) exp (—ima)(6/62"%)A(x, 0, 1)
xin R, 0 < | k| < +oo.

DEFINITION 9. A(z, &) is in D, if and only if:

(1) |DrA@, 8| < Cl + )50 = [p] < +oo.

(ii) For each « in R" and for any s = —a«, there is a decomposi-
tion: (5. — 9)'A(w, &) = A_(z, &) + R(x, &)
A_(z,¢) and R(x, &) are infinitely differentiable with respect to «
A_(z, &) is analytic in Im &, < 0 and:
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| D?A_(x, &) = C,(1 + |£))*+% | D?DA_(z, &) | < ¢,(1 + |£])—+=
| D2R(x, &) | < C,(L + | & )+ + | &)~
| D?D.R(z, &) | < c,(X + | & A + [&)7;  0=[pl< +oo.

Let B,;r =1, ---,k be a system of convolution operators on oG.
We introduce the definition of a regular elliptic convolution boundary
value problem on G:

DeriniTION 10. Let G be a bounded open set of R” and ¢; be a
finite partition of unity corresponding to a covering N; of clG. Let
+; be the infinitely differentiable functions with compact supports in
N; and such that: ¢;4; = ¢;

(1) Let: PTA =3, P*p;Ad; + 33 PHo,;A(L — +)
be an elliptic convolution operator of order & on G with the following
properties:

(a) The operator ¢,Av; transformed in local coordinates, is the
sum of a convolution operator A4; and a smoothing operator. The
symbol A,(x?, &) is homogeneous of order & in & a > 0

(b) Aya, &) e E, and for af = 0 admits the factorization:

Aji, &) = A3 (i, &) A7(7, &)
where A}, A7 belong to 0;, 0;_, respectively and k is a positive integer.

(¢) A;af,¢&) is in DN DL, for a e N; N 4G = 0.
(2) Let v denote a passage to the boundary 6G and:

P*B, = 3, P p;B,4; + 3, P*p;B(l — ;) ; r=1,---k

be a system of convolution operators on 6G with the following pro-
perties:

(a) The operator ¢;B,v; taken in local coordinates, is the sum
of a convolution operator B,; with symbol E,j, homogeneous of order
«, in & and a smoothing operator. 0 < o, < a — 4.

(b) B« &) eD: n D, for xe N; N3G = 0.

The boundary-value problem: {P+*Aw,,YP*Bu., ---,YP*B,u,.} is
said to be uniformly regular on G if:

Det ((b,,(x7, &))) = 0 for all 2'eN,NoG =0
and:
I+B, (7, 95 (A (@, &) = b, (a7, &)E7" + R, &)
Ord(bTS(E’)):ar+k_‘s’ 7',8:1,"',16.

Assumption (1); Let {P*A,YP*B,, ---,YP*B,} be a uniformly
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regular elliptic convolution boundary-value problem on G in the sense
of Definition 10.

We assume there exists a ray arg» = @ such that:

(i) If: Aja, &, N) = A9, &) + A= = A (27, &, M) A7(27, &, )\); then:
Aj(xi, &,2\) is in Cjf.

(ii) Det ((b,,(x?, &, \))) = 0 for all &/ with N;NoG =0 and
argh =6, [N >N >0

I8, (a7, §)& (A (7, &, M) = b, (&7, &, M(ED™ + R,.(a7, &, )\)
i:Sn—!—i(l)\’l—*—'E,I); 7',3:1,"',10.

2. In this section, we shall state the results of the paper. First,
we have an interior regularity theorem:

THEOREM 2.1. Let {P*A,YP*B,, ---,YP*B,} be a uniformly reg-
wlar elliptic convolution boundary-value problem on G in the sense
of Definition 10. Let w, be an element of H%(G) and Uu, =
{f, 91, =+, 9} with {f, 9, +-+, 9 in HG,0G) and a = 0. Suppose
that f 18 in H*(G), s = a then u, is in H(G) N H:(G).

If f is in C=(cl G), then: u, ts in C2(G).

With an additional hypothesis, we show that the operator associated
with the problem is one-to-one and onto:

THEOREM 2.2. Let {P*A,YP*B,;r =1, .--,k} be a uniform uni-
formly regular elliptic convolution boundary value problem on G in
the sense of Definition 10. Suppose that Assumption (1) is satisfied.
Then for every (f, 9., -+, 9:) in H*~*(G, 0G), there exists a unique
solution u, in H(G) of:

PHA + \u, = f on G, YyP*Bu, =g, on oG;r =1, - k

sza and s,a,a, are all assumed to be mnonnegative integers.
Moreover, there exists a positive constant M independent of N, .
f, 9. such that:

el + I N o = M0 Hlaca + D=0l + 319, ey
e A
Sor all w, in H(G),argn = 6; [N = N\, > 0.

Now, we have a global regularity theorem for the solutions of
Uu’-l— = (f’ Giy =y gk)'
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THEOREM 2.3. Suppose the hypotheses of Theorem 2.2 are sat-
isfied. Let u, be a solution in HNG) of Uu, = (f,9, **, 9. 1If
(f, g1y **+, 02) 18 in H (G, 0G), s = «, then: u. € H{(G). More generally
if f is in C=(cl @), g, are in C=(0G); then u, is in C=(G).

We shall now consider problems related to the spectral theory of
the operator associated with Uu, = (f,0, ---, 0).

COROLLARY 2.1. (i) Suppose the hypotheses of Theorem 2.2
are satisfied. Let

Q= {u,:u, e H(G),YP*Bu, =0 on 0G;r =1, -+, k}

Suppose that 2 is dense in L*(G). Let A, be the operator on LYG)
with D(4,) = 2; Aju. = PTAu. on G.

Then: (A, + NI)™" exists, 1s defined on all of LXG) and is a
compact operator. The spectrum of A, is discrete.

(il) Suppose further that Assumption (1) is satisfied by rays
argh=06,;r=1,.--, N and that the plane is divided by those rays
into angles less than 2arm/n. Then the generalized eigenfumnctions of
A, are complete in L¥G).

COROLLARY 2.2. Suppose that the hypotheses of Theorem 2.2 are
satisfied. Let S,;r =0, ---,a — 1 be bounded linear operators from
H:(G) into L¥G). Let f(x, &, «++,L.-1) be a function measurable in
x on G, continuous in all the other variables and such that:

@ G G [ S ML+ S 161}

Then for (g, +++,9.) in Qli, HY20G) and [N =N >0,
arg ) = 0 there exists a solution u, in H*(G) of:

P+(A + )")u+ - f(xy SO“’-H Tty Sa—1u+) on G;
YP*Bau, =g, on oG;r =1, <+, k

3. Proof of Theorem 2.1. (1) First, we show the existence
of a left regularizer of U.

From Theorem 2.9 of [4], the operator U has a right regularizer
S, iie. US=1I1+ R, where S is a bounded linear mapping from
H—(G, 0G) into H:(G) and R is a bounded linear mapping from
H~%@G, 0G) in H**'~%(G, 0G).

Let R, be the operator from H:(G) into itself defined by the
ralation: Ru, = SUw, — u,.

We show that: || Ru. ||+, < C|lu. ||, for all w, in H(G).
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Consider:
UR1u+ - USUu_]. b Uu_). - Uu+ + RUu+ - Uu+ = RUu+ .

From Theorem 2.9 of [4], we have:

1R o = M| Rt [y + 1| P* AR 1o
k
+ 3 || 7P+ B R, ||;_ar+(1,2)} .

But RUu,. = URu, and R is a bounded mapping from H*—*(G, 0G)
into H**'"«G, 0G). Therefore:

Ry e =

k
Ml Rt |l + (| P, [l + 31 7P* Bty [y -

Since we assume that in all the local coordinates system, the
principal parts of A, B, have symbols belonging to D;,; [), , respec-
tively with 0 < a, < @; we have:

]’P+Au+|[s—a é C“u'}"”s and ||7P+Bru+H;—nr-1/2§ C““'F”s

(Cf. [4], Th. 1.4; p. 104).

Hence: || Ry ||oo < M ||uy ]|, for all v, in H(G).

(2) (a) We show that: || R(pu,) || < M || puy ||, for all u, in
H:(G) and @ in C7(G).

Let {(x) be an infinitely differentiable function with compact
support in G and such that: 0 <{(x) £ 1;l(x) =1 on G, {(x) =0
outside of G, with clG,cG,ceclG,C@G.

Let w, be an element of H:(G). Then u. is in H*(G) and there

exists a sequence ¢, of elements in C*(cl @) such that:
@, — u, in HYG).

One can check easily that: (p, — {u, in H3(G); s = 0. Consider (o,
It is an element of H:'Y(G), so from the first part we get:

I B.(Cpa) llss: = M| Ll -

M is independent of n. Hence R,({®,) — v in H**'(G). Since {p, — {u.
in H:(G) and R, is a bounded linear mapping from H*(G) into itself,
we obtain: v = R, (Cu,).

Therefore: || R(Cu.) |lex: < C || Luy ], for all u, in HL(G).

(b) We shall deduce the smoothness in the interior of the solu-
tions of Uu, = (f, g9, -+, g;) from the above argument.

Let w, be a solution in HY(G) of Uu, = (f, 9, +-+,9,) wWhere
(fy 9, *++, 9, is in HG, 0G) and f is in HYG).

Consider:
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P+rA(Cu,) = ; Prp,A(Cpul) + ,Z Prp;A(l — ) (Cuy) «

Transforming ¢;A({v;u,) in local coordinates and applying Lemma
4.D.1 of [4], (p. 145), we get:

P; AL ) = Cp;A(us) + Ti(vus) + CTi(¥su.)

where T; are smoothing operators with respect to A;, i.e. with
respect to a bounded linear mapping from H:(B,) into H*~%(B,).

On the other hand, since the kernel of A has a point singularity
and @;(1 — ;) = 0, the operator ¢,A(1 — +;)u, has an infinitely
differentiable kernel and hence may be estimated in any norm (Cf.
[4], p. 125).

So:

P+tA(Cu.) = CAuy + Tou,

where T, is a smoothing operator with respect to a bounded linear
mapping from H:(G) into H*~%(G).
Doing in a similar fashion for B,({u#.), we obtain:

YP+B,(luy) = (Bauy + T, ; r=1,+4,k

where T, are smoothing operators with respect to a bounded, linear
mapping from H:(G) into H*—*~12(6G).

Combining the results and taking into account the fact that ¢
has compact support in G, whose closure is in G, we get:

UCus) = CF + Tousy, 7Tous;r =1, 202, k) o

We have: SU(u,) = Cu,. + R, (Luy).

Consider U({u.). Since ., is in H%*(G) and the T, are all smoothing
operators, U({u,) is in HYG, 6G). Therefore SU({u,) is in HZYG).

From the first part of the proof, we get: R.({u,) e H%*(G). Hence
Lu, is in H%Y(G).

(¢) We prove by induction for the general case.

Suppose that u, is in H7G),s — 1 = a. We show that it is
true for s.

Let » be an infinitely differentiable function with compact support
in G and such that: 0 < 7(x) < 1;9n(x) =1 on G;, 7(x) = 0 outside of
G, with

el G,EG, el GG, Sl G EG,
and cl G, £ G. Consider U({pu,.). We have:
P+A(lnuy) = ZJ, Pro;ACnyiuy) + ; Pro;A(L — 4 )(Cnuy) .
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We express ¢;A({ny;) in local coordinates and applying Lemma
4.D.1 of [4], we obtain:

P; ANV uy) = ;A (Cyus) + To(Cuy)
= (o A;(vuy) + pTé(us) + T(Cuy) .
So:

Pro; A(Cpvuy) = (pAuy, + nTiu, + To(Cw,)

where T¢, T} are smoothing operators with respect to a bounded linear
mapping from H:(G) into H**(G).
Since {u., € HY(G), TiCu,) lies in H*~*(G) and:

[[7Tdu: oo = M || Ty || go-aiey = M || Uy || zs—1, -

So, P*A(lyu,) is in H%(G).

We do in a similar fashion for vP*B,({nu.).

An argument as above shows that U({yu,) is in H**(G, 6G).
Therefore SU({nu.) belongs to H3(G). Moreover, since {u. is in
H:YG), R({yu,) lies in H3(G). Hence {nu. belongs to H:(G).

d) If fis in C=(G), then by repeated use of the Scbolev
imbedding theorem, we get: u, € C5(G).

Proof of Theorem 2.3 using Theorem 2.2. Let u be a solution
in H¥G) of: Uu = (f, g9, -+, 9,) where (f, g, -+, d:) IS an element
of H* (G, 0G) for s = a.

From Theorem 2.2, there exists a unique element v in H:(G),
solution of:

U = (f, 91 22+, 9%)
where
UNw = (PT(A + v, vP*Bw, «++,YP*B,v) .
Consider:
U\)(v — u) = (—2u, 0, -+, 0) .

Since N is in H¥(G), it follows from Theorem 2,2 that the unique
solution w = v — % of UM\)w = (—2°%, 0, ---,0) is in H>*(G). There-
fore v = v — w belongs to H™re2)((F),

If min (s, 2a) = s, then we are through. If 2a <s, then since
% is in H?*G), w is in H3*(G), so u HP"=*)((G).

Repeating this boot-strap argument, we get finally v in H:(G).

Proof of Corollary 2.1. (1) Let A, be the linear operator from
D(A,) = 2 into LXG) with A,u = P*Au if uwe D(4,).
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With the hypotheses of the corollary, it follows from the theorem
that (A4, + A1)~ exists, is defined on all of L*G) and maps L*G)
into H%(G). Since G is bounded, the injection mapping from H%(G)
into L¥G) is compact. So (4, + AI)™* is a compact mapping of L¥G)
into itself and therefore the spectrum of A4, is discrete, and the
eigenspaces are of finite dimension.

(2) We have the following estimate on the growth of (4,+ 1)

(A + D)7 | = M/~

If Assumption (1) is valid for rays argh =6;7=1,..., N and
the plane is divided by these rays into angles less than 2az/n, then
it follows from Theorem 3.2 of Agmon [1] (p. 128-129) that the
generalized eigenfunctions of A, are complete in L*G). Indeed in the
proof of the theorem, only the compactness of (4, + A*I)™ and an
estimate on the growth of the resolvent operator as in this paper
are needed.

Proof of Corollary 2.2. Taking into acecount Theorem 2.2, we
may prove without much modification Corollary 2.2 as in [2].

Proof of Theorem 2.2. The proof is long. It is technically sim-
pler than in the case when N = 0. First, we have the lemma:

LeMMA 3.1, Let {PtA;YP*B,;r =1, -+, k} be a regular elliptic
convolution boundary-value problem on R" in the sense of Definition
10, with conmstant symbols Z(S), B,(&), homogeneous of orders a,«,
repectively. o, . are positive integers. Suppose that Assumption
(1) is satisfied. Then for every (f, 9., +--, g:) in H"~*(R", R*™), s = «,
there exists a unique solution u, in Hf of: PY(A + M)u,. = fon R*;
YyP*Bu, =g, on R, r =1, ---, k Moreover:

ot 1 Dl U = M{LF e + D= L1
S0l + N g, [}

M 1is independent of \, Uy, f, ., U, 1S the inverse Fourier transform
of U (&) with:

To() = (A&, W) I IFONA_(E, M)~
+ 3 Due, V@) — T
where:
A(E,N) = AE) + v = A6, VAN
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D) = 3 bl MER (AL W)

b, are the elements of the transpose of the inverse of the matrix
(b, (&, N)). If is any extension of f to R" and

Fu@ N = I+ B ()AL (5, W) T T A W)

Proof. Set A(&,\) = A(&) + »*. It is homogeneous of order «
in (&, ) and belongs to E,. Since A(¢) is in E,; it has a factorization
of the form: A(&) = A (§)A_(¢) with A.eCi, A_e0z,. The factori-
zation is unique up to a constant multiplier. The same proof as in
Theorem 1.2 of [4], p. 95 with &, replaced by & =&, + i(IN| + | &)
and &L =&, — (|n] + [&']) gives:

AN = A8, MA_E N .

Moreover if A, eCy; then: A, M) eCf, (with respect to & ).
Similarly A_(&, 2\)e0,_,.

(1) First, we show that @.(¢)e H; so that II+i.(8) = %.(5) (CE.
[4], p. 93, relation 10.1). #@.(¢) is analytic in Im &, > 0 for |\] = 0.
It suffices to show that:

Jla.e, & + oy pazraz, = C.

C is independent of = > 0.
(i) We write:

71+(§) = 77+(§) - ﬁ+(§) .
We have:

[lo.@, e + inparas, < fgel + n] + 0 15, &, + 67, ) Fasas,
< cflaw, & + i, M pazs,
where:
(6,0 = MIFEAE V)
But [f(A)~" is in H,, so I*f(A)" =g is in IET;*, hence ¥, ef%.

(ii) Since A (5, N)eCi, (A (&, \)"eCr,cD_, (Lemma 2.4 of
[4]). So:

D.(¢,MeD i, .
We have:
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E" D&, N = P&, N + Bg )
with:
Poe0 .y and RS CO&|+ M (&] + M),

Therefore:

PG, MEN(G, — T)
is in IZ‘, and:

I#P,(&, M(E) (@, — F) = 0.
It remains to show that:
R()7@. — T e H,.

We take M large enough and the proof is trivial.
So:

B (6 NE) (@) — Ty e Hy .
Therefore:
wy e Hy .
(2) Consider:
Nus iy = 117G — )T @) o = [ THE- — ) THE) o
It is majorized by:
T+ = &) A IR A Y,
+ ST — iy 11D, — F) .-
(i) Consider the first expression. It follows from [4] (footnote
of p. 113) that the expression is equal to:
6 = ay (A HF AL
which is majorized by:
C | (A&, M)A W) |, -
Since A.(&,\) is in 0f, we may write:
AEN) = (1 INDRAENED + INDMAE] + X))

Let ¢ = Min|A,(&,\)| for || +|x|=1. Then ¢>0 and is
independent of &, A. We obtain:
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| (A, MY THFEAE M), < et || THFE) e

which is majorized by: ¢ || l7‘ (A)]|,_. (Cf. Remark 2 of [4], p. 105).
We also have:

I A IHFAY o < C N EFEAD ), -
Since:
A (5, M) e0, .
We have:
AEN) = (& + INDA_E/E L+ INDMAE] + IND)
So as before, we get:
HEFEEE W) e £ CNIFO [lee = ClI FllE

and:

I TFEEE W) < C IV LAl

Therefore:
114G — iy LS, M) TR A W),
+ I ITH(AE M) T HLFENAE, M) o
is majorized by:
Cll Flli=a + INP= LU} -
(ii) Consider:
W ITHE- — D& NFE M o + N IHT+DE N Follo

From this first part, we know that D&, A)eD__,. Let M be a
large positive integer. We have from the definition of D_,_, :

(E)" D&, N) = P&, \) + R(E )
with:
P, N €0z auwr;  [RAEN|SCUE T+ NN (&l + M)

We can show easily that: (£2)~"B.(&, \) e Hy, so: I*(€2)""P, = 0. From
[4] (footnote of p. 113), we get:

(& — ) II+(E) P&, 2) = 0.

Hence:
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| T+ — 2y D&, NFAE, M o = [ THE- — o' TH(E) ™R, £, ||,
= || I+ — 0GR, f. llo
< Cli(e = )G ™R, Fr llo -

Consider:
[l = 1817 R, T, v e,
= O[]+ PP &1+ D | ) g
= (&) + et | g )

for M sufficiently large.
So:

| T+(E- — ) IT*D, 7 llo < Ol Fr llicaymigm + [N || £ {2}
and:
| 1D, Follo < C M= || 7o fls
(iii) Similarly, we have:
| 1+(¢- — 9 11*D,g, ||, + [7|*|| 1D, g, ||,
= Ol G lieaymey + N2 g 10}

(iv) Since s, a, o, are positive integers, we have from [3] (rela-
tion 1.14, p. 63):

| ol + NP9 Fo e £ MY P llacey + V2720 || Fo Lo}
with
Fo = I B AL E, M) IHFEA (M)
Since B,(¢) is homogeneous of order «, in & with a, = 0; we get:
17 oy = C Nl AL(E, WY TR YA, M),
Again as before, we write:
AEN) = (&1 + INDRALEEN + INLMAET+ [N) .
So:
1+ oy = CIHTTFEAGE M) s

= CILFEAE W s
= Cllflla .

Similarly, we obtain:



410 BUI AN TON

1Pl = CIN=== |1 F1IF

Combining all the results, we get the a priori estimate

(3) A direct verification shows that u,. is a solution of the
problem, It remains to show that the solution is unique.

Let v, be a solution of the problem with v, e HS. Then %.,(8),

its Fourier transform has the same form as #.(¢) with l}/ (&) replaced
by 1,.f(§). l.f is an extension of f to R".

Set I,f = If — I.f. Then l,fe Hy, so Lf(&) e Hy.
Now a verification as in the first part shows that:

LF e e e By
hence:
ILFEAEE ) = 0.
Taking into account the ellipticity of A(Z, \), we get: . (€) = ¥, (£).

Let:
Au, = ; ro(2,) exp (ika,m)/p L,
Au, = ; V(@) exp (tkar)/p L.

where +(x), L, are as in § 1.
We have the Lemma:

LEMMA 3.2. Let ¥(x) be in C2(R™), v(x) = 0 outside of | x— x| <0
| ¥(2)| < K where K 1is independent of 6. Suppose that Az, &) s
wn D.. Then:

[[ (A, — Au [|ia = CO [ us |liza + CO) || s |lim1a
C(d) =0 if s = a.

Proof. Cf. Lemma 4.7 of [4] (p. 119).

Proof of Theorem 2.2 (continued).

(1) TFirst, we establish the a priori estimate.

Let N; be a finite open covering of ¢l G with diam (N;) sufficiently
small; @; be a finite partition of unity corresponding to N; and +;
be the infinitely differentiable functions with compact supports in N;
and such that: p;v; = ¢;.

Let: FF = (f, 9, -, g,) be an element of H*~*(G, 0G);s = a.

By definition, we have:
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Uy = 3 Pro, UM us) + Tue = F.

We express @,;U(M); in local coordinates. From Appendix 2 of
[4], we get:

P, UMYy = 35 ;U\ (Vuy) + Tiuy

where T, is a smoothing operator with respect to U;(\).
So:

p; Ui us) = o, F + Tiue + 9,(Ui(N) — U;(\N)(¥5us) .

Ul(\) corresponds to the case when A;, B,; have constant symbols.
From Lemma 4.D.1 of [4] (p. 145), we have:

P UiN(us) = Ui @i us) + Tiu,

where 77 is again a smoothing operator.
Hence:

UiM(pus) = @ F" + o (Ui(N) — U;(0)(vyu) + Thuy .
Applying Lemma 3.1, we obtain:

el + I s 15 = Ml @i Nk + DMl af Il
19— )G ||+ M= 9y — Az ) [
el I el + 359500 ey
M ([ @ug, [+ | TP @y(Bay = B ) e
[N [ Y Pry(By — By () it} -

Using Lemma 3.2, we get:

@i 5+ [N [ pyues [T éM{HMHs—l AN s e + 25 F [l
+ N @ fI + 0 @it (e + 0 IN [ @ju |5

k
+ 31930 emaain + [N 0, 1}

(by using an inequality in [3] p. 63).
Summing with respect to j, we have:

Tl + I s flo = M{llm oms A I 2 flams 4 11 e
NP S o + 0 [ Hloma + O IN 7 {0 [l
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Taking ¢ small and | M| large, we obtain by taking into account
an interpolation inequality of Visik-Agranovich [3] (p. 64, relation
1.21):

el + PP ot lo = D1 e + D= £
311 lemaoa, + I g, 2}

(2) It follows from the a priori estimate that if there exists
a solution, then it is unique.

It remains to show the existence of a solution.

We know from Lemma 3.1 that Uj(\) has a right inverse R;
Let ﬁj be the operator R; expressed in the global coordinates system
of G.

Set:

RF = 3, P*o,R(0:F) .

We have:
UMERF = 3 UN@;Ri(4;F) = 31 UMb By F) -
Passing into local coordinates (using Appendix 2 of [4]) and applying
Lemma 4.D.1 of [4], we obtain:

UN @i Ri(v, F) = @;U;(N (Y B (v F)) + T3F
= @; Ui(N(¥;B;(¥; F)) + T3F
+ @ (U;(A) — Ui\ (i Bi(y; F'))

where T? is a smoothing operator.
Applying again Lemma 4.D.1 of [4], we have:

P; UiV B (4, F) = @i USMNR;(9,F) + TiRF
= @;v;F + TiRF .

Therefore:
UMRF = F + T'RF + X, ¢, T|F
J
where T’ is a smoothing operator with respect to U(M); i.e. with

respect to a bounded linear mapping from H:(G) into H*%(G); and
7" is the operator T} defined by:

TiF = (Uj(\) — U)X Bi(v;: F))

expressed in the global coordinates system of G.
So: UNMRF = (I + € R)F.
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Denote by:
- Momee = [1-1le + INI L=
W elloea = e llicamye + NPT
I Mas—coe = I 1llsma + -1l «

Since T’ is a smoothing operator, we get by taking into account the
first part of the proof:

W T'RE ||| ns~awon = Cll| Filns1-ac00 -

Using Lemma 3.2, we obtain:

1 @ATIN) — Ui sBi (i F)) || w-eav0r = IV F | ws=i-aa.00
+ COM M Flllze-ec00 +

So for small d, large ||, by using an interpolation inequality of
[3], we have:

| ERE ||us-ago0 < 12| F|llzs-ec,00 «
Hence: (I + R)™ exists and U(\)™ = BRI + € R)™.
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