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In the theory of the decomposition of probability laws,
the fundamental problem stated by D. A. Raikov of the
characterization of the class Io of the infinitely divisible laws
without indecomposable factors has been studied in the case
of univariate laws by Yu. V. Linnik and I. V. Ostrovskiy.
Lately, we have shown that nearly all these results can be
extended to the case of multivariate laws. In this paper, we
give a result which can be considered as an extension of a
theorem of Raikov and P. Levy and of a particular case of
theorems of Linnik, and the extension of this result to the
case of several variables.

If we consider the finite products of Poisson laws, i.e., the
characteristic functions of the variable t of the form

f{t) = exp jict + Σ λ;[exp (iotjt) - 1]\

(c real, \ > 0, aό > 0), three general results are known, the first being
owed to D. A. Raikov [9] and P. Levy [4] and the third to Yu. V.
Linnik [5, Chapter 9]:

(a) if au , ap are rationally independent, /has no indecomposable
factor;

(b) if al9 , av are such that 0 < a ^ aά <̂  2a (j — 1, , j>), /
has no indecomposable factor;

(c) if aj+Jaj is an integer greater than 1 (j = 1, , p — 1), /
has no indecomposable factor.

Lately, I. V. Ostrovskiy [8] has extended the two results (a) and
(b) of Raikov and Levy to the case of a continuous spectrum, the base
of his study being the

THEOREM 1. (see also [1] chapter 8). Let f0 be the infinitely
divisible characteristic function of the variable t defined by

/0(ί) = exp{ΐτί + \\exv(ixt) - l]dμ(x)} ,
Ja

where Ύ is a real constant and μ is a nonnegative measure defined
on the segment [a,b] (0 < a < b < oo). If /x is a factor of f0, then

fat) = expjicί + I [exp(ixt) — l]dm(x)\ ,
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where c is a real constant and m is a measure defined on the segment
[α, 6] which is nonnegative on [a, 2a[. Moreover,

S(m)<z[a,b]n(°oS(μ)),

where S(N) means the support of a measure N and (ooA) is defined by

(1)A = A (p)A = (p-l)A + A; (ooA) = (j (p)A

(the symbol + indicates the vectorial sum of two subsets of R).

He gives also a more general result which can be stated in the
following manner:

THEOREM 2. Let f0 be the infinitely divisible characteristic
function of the variable t defined by

/0(ί) = expliyt +1 [exp (ixt) — l]dμ(x) + Σ M e x P (*#*<) — l]f »

where 7 e R, Xh ^ 0, ak > 0 (k = 1, 2, •) and where the following
conditions are satisfied:

(1) the measure μ is a nonnegative measure defined on the
segment [α, b] (0 < a < b < oo);

(2) there exists a positive constant K such that

Xk = 0[exp (-Kal)] (k — + oo) ;

( 3 ) ax > b and ak+1/ak is an integer greater than 1 (k = 1, 2, •).
If /i is a factor of f0, then

fit) = exp lict + \ [exp (ixt) — l]dm(x) + Σ ϊ*[^ί> (i«**) ~ 1] r »

where c is a real constant and the following conditions are satisfied:
(a) 0^lk^Xk (k = l,2, . . . ) ;
(b) ί/̂ β measure m is a measure defined on the segment [α, 6]

which is nonnegative on [α, 2α[ α̂ c? such that

m({b}) ^ 0 , S(m) c [α, 6] fl (OOS(JM)) .

Using the Theorems 1 and 2, we give in § 2, two theorems which
can be considered as extensions of the results (a) and (c) stated above.
Using the auxiliary results stated in § 3, we extend these results to
the case of several variables in the § 4.

2* The case of one variable*

THEOREM 3. Let f0 be the infinitely divisible characteristic
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function of the variable t defined by

/o(ί) - exp \iyt + Σ Σ λy,4[exp (iaj>kt) - 1]} ,
I i = l k = l J

where y is a real constant, the Xj>k are nonnegative constants and the
<Xj,k are positive numbers satisfying the two conditions

(a) aj>k+1/aj)k is an integer greater than 1 (k = 1, , rά — 1; j =

i, ••-,*);
(b) α l f l, , αrPfl are rationally independent. If f is a factor of

f0, then

f(t) = exp\ict + Σ Σ «y,*[exp(iαy,*t) - 1]} ,

where c is a real constant and the lj>k satisfy

0 ^ li9k ^ Xjik .

Proof. Let ft and f2 be the two characteristic functions such that
for any real t

(2.1) /o(ί) - Λ(ί)/,(ί) .

Since /0 is an entire characteristic function, from Raikov's theorem
([6], theorem 8.1.1), f5 (j = 1, 2) is also entire and the equation (2.1)
is also valid for any complex t. Moreover, we have the ridge property
([6], Theorem 7.1.2) which can be written, since fd is evidently without
zeros,

(2.2) Uj(0, y) - Uj(x, y)^0 (j = 1, 2)

for any real x and y where ud is defined by

%(*, V) = Re log/.(x + iy) .

From the Theorem 1 of the introduction, it follows that for any
complex t

(2.3) f{t) = exp iict + Σ Σ lj.*[exp (<Aaκiflt) - 1]} ,

where c and the ZJ,t are real constants and where sό is defined by

Sjajtl ^ sup aktrk < (sj + l)α i f l .

From (2.3), it follows by an elementary computation that

(2.4) ^(0, y) - uλ(x9 |/) = 2 Σ Σ Viyh sin2 (ikaίflx) exp (kaitly) .
j=l k=l

We show now by induction that all the Vίtk for kajfί & {aJyk} are
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equal to zero and that all the l'j>k for kajΛ e {ccjfk} are nonnegative.
(It is sufficient to show that all the Vjfk are nonnegative since if Vjtk

for kajtl $ {aj>k} is nonnegative, the corresponding term in f2 is also
nonnegative and their sum is zero).

First of all, we show that

(2.5) ΓjtSj ^ 0 .

Indeed, from Kronecker's theorem ([3], Theorem 444), it is possible to
find x = x(y) such that

sin (ika^^x) = o(exp [~isjfajf}1y])

and

(2.7) sin (isjaJtlx) ^ 1 — e .

We have then from (2.4)

^ ( 0 , y) - u,(xy y) = O[Γj)Sj exp (s&,-,&)]

when y —> oo and (2.2) implies (2.5).
Let now k < s3- and let v be the smallest integer greater than k

such that Vj,v > 0 (if such a v does not exist, the preceding proof is
still valid). From the hypothesis of induction, we can suppose that
l'jtk, is zero if k' (>k) is not a multiple of v. From Kronecker's
theorem, it is possible to find x — x(y) and an integer pd such that
(2.6) and

(2.8) xajΛ - 2<pάπ - — =o(exp [-isjajfly]) (y -> oo)

are satisfied. We have then from (2.4)

%(0, y) - ux{x, y) = O[Vj>k sin2 (ikad>ίx) exp (kajtly)]

and
sin2 (ikajflx) ^ c > 0 .

It follows from (2.2) that

and the theorem is demonstrated.
We can generalize the Theorem 3 in the following manner:

THEOREM 4. Let f0 be the infinitely divisible characteristic
function of the variable t defined by

/0(ί) - exp lilt + Σ Σ λiift[exp (iaitht) - 1] + Σ /4exp (iβqt) - 1]} ,
I 3=1 k=i q=ί )
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where the following conditions are satisfied
(1) 7 is a real constant)
(2) the Xj)k and the μq are nonnegative constants and there

exists a positive constant K such that

μq = O[exp(-Kβl)] (q-><*>).

(3) the <xj>k and the βq are positive constants such that
(a) aitk+1/ajtk (k = 1, , rά - 1; j = 1, . . , p) and βq+1/βq

(q — 1, 2, •) are integers greater than 1;
(b) aul, " ,ap>1 and βx are rationally independent. If fx is

a factor of /0, then

fx(t) = exp Iict + Σ Σ hΛ*xϊ> (teitkt) - 1] + Σ m, [exp (iβqt) - 1]} ,

where c is a real constant and the ljtk and the mq satisfy

0 ^ li^ lith ^

Proof. The proof is essentially the same as the preceding. Using
the Theorem 2 of the introduction, we obtain the representation

ft(t) - exp iict + Σ Σ I'jΛexV (ikaj}1t) - 1]

+ Σ <[exp (iqβit) - 1] + Σ m,[exp (iβqt) -

where c, the ΪJ fJfc and the mq are real constants, the mq satisfy

0 ^ mq ^ μq

and where 83 , σ and τ are defined by (d = supα i > r p

The proof of the nonnegativity of all the Vjfk and of all the mq(q <; σ)
(which implies that all the Vith for kajyl g {αi>fc} and all the mq for
g/3x ί {/SJ are zero) is the same except that we use instead of the
Theorem 444 of [3]) the other form of Kronecker's theorem (Theorem
443 of [3]) which asserts that the values of x satisfying (2.6) and (2.7)
(or (2.6) and (2.8)) can be taken in the form 2/cπ/βq (K integer).

3* Some auxiliary results* We enumerate now some results
which are useful in the following section.
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LEMMA 1. ([7], Corollary of the Theorem 1). Let fbe a function
of the complex variable z, analytic in the half-plane Re z ^ 0 and
satisfying the conditions

(1) |/(2)| ^AfL \z + l \a for R e z = 0,
(2) |/(2) | ^M2(z + l)cexp (bz) for Im z = 0 ,
( 3 ) |/(2) | ^M3\z + l | c exp[d(Rez) 2 ] for Re z ^ 0 ,

where Mu M2, Ms are positive constants and a,b, c (^ a) and d are
nonnegative constants. Then in all the half-plane Re z ^ 0

|/(2)| £Mι\z + l|αexp(6Rez) .

LEMMA 2. Let f be a function of the n complex variables z =
(zl9 , zn) admitting the representation

Λ*)= Σ ••• Σ d,ι,...,
Pί=o Pn=o j

where T3 > 0 (i = 1, , n). In order that the constants dPv...tP

satisfy for some K > 0 the relation

dPv .;»n = θ(exp (-K Σ

iί is necessary that f be an entire function satisfying

sufficient that f be an entire function satisfying

In I /(2) I - θ ( Σ l[Re zά |
2 + In 12

In the case ^ = 1, this lemma is a particular case of the Theorem 2
of [7]. The proof in the general case is the same as in [7] and is
therefore omitted.

LEMMA 3. If the entire function f of the variable z satisfies for
some real K the condition

I f(z) I ̂  exp [ίΓRe 2 + O(ln 121)] (Re 2 ^ 0)

admits an expansion of the form

/(*)= Σ α,exp
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where T > 0 and the series converges uniformly in every bounded set,
then

ap = 0

for

p

This lemma is a particular case of the Theorem 3 of [7].

LEMMA 4. If φ is an entire function of the n variables z =
, zn) such that for any x,y eRn and any ε > 0

u(x, y) = Re φ(x + iy) = O[exp (r + ε)(| α | + I #1)1
(I 3 I + | y | — oo) ,

φ is a function of exponential type τ with respect to the hermitian
norm.

This lemma is a particular case of the Lemma 2 of the theorem
2.5 of [1].

For the following lemma, we recall the

DEFINITION. Let {/J be a sequence of functions belonging to a
Banach space of functions. The fn are said topologically independent
if the relation

implies

= 0

lim α,(e) = 0 n = 1, 2,
ε — 0

We have then the

LEMMA 5. (Lemma 1 of the Theorem 6.1 of [1]). Let {λj a
sequence of real numbers such that

Then the functions 1, z, exp(λ^) (j = 1, 2, •••) are topologically
independent in the space C(a, b) of continuous functions f on [a, 6]
( — oo < a < b < + oo) with the norm \\f\\ = sup a < 2 < 6 \f(z) |.

Recall ([1], Chapter 4) that a function φ of the n complex variables
z = («!, , zn) is said a ridge function if it is an entire function
satisfying for any zeCn the relation

I φ(z) I ̂  φ(Re z) (Re 2 = (Re zu . ., Re «n)) .
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We have the

LEMMA 6. Let φ0 be a ridge function of the n variables z =
(z19 , zn) without zeros and φ1 and φ2 be two ridge functions such
that

φ0 — φ1φ2 .

There exists a positive constant C such that

M(r; log Ψi) ^ 6rM(r + 1; log φ0) + Cr(r + 1) (j = 1,2),

where

Proof. Let

ψj(z) = log [φd(z)] , Re ψs(x + iy) = us(x, y)

for any x,y eRn (j = 0,1, 2). Since φ1 and φύjφι are ridge functions
without zeros, we have

(3.1) 0 ^ ufa, 0) - uλ(x, y) ^ uo(x, 0) - uo(x, y) ^ 2Λf(r; to)

for \x + iy\ ^ r .
We estimate now \u1(x,0)\. For that, we use the existence for

any ridge function φ of a positive constant Ĉ  such that

(3.2) logφ(x)^ -Cφ\x\

for any ίceJSw. Indeed, since log<p(λ#) is for any direction θ of Rn a
convex function of λ, we have

(3.3) log^(λ^) ^ Iog9?(0) + λ(α>0) ,

where α: = (^, •• ,α Λ ), ^ <̂ (0) = {dφ(0)/dzd and where (#•#) indicates
the scalar product of the vectors a and θ. The relation (3.2) is an.
immediate consequence of (3.3).

From (3.2), we have

(3.4) u1(x,0) = ψ1(x)^ - d i a l ,

(3.5) U&, 0) = ψo(x) - ψ2{x) ^ ψo(x) + C2 i a? | .

From (3.4) and (3.5), it follows

I uλ(x, 0) I ̂  M(r; f 0) + Cr (| x \ ̂  r)

for some positive constant C and from (3.1)

I ut(x9 y) I ̂  3ikf(r; ψ0) + Cr (| x + iy | ^ r) .

Let now gθ the function of the complex variable λ defined by
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gθ(X) =

for some direction θ of Rn. Then

vθ(μ, v) = Re gθ{μ + iv) = ^ (

for any real μ and v. We have then (λ = μ + ΐv)

1 Γ2jΓ

grj(λ) = — i vθ(μ + cos a, v + sin α)e-ιαc
7Γ Jo

so that

I g'θ(\) I ̂  2 sup I vθ(μ + cos a, v + sin
(3.6) °^2*

^ 6ilί(r + 1; log φQ) + C(r + 1)

(I λ I 5g r) for some positive constant C. Since

and since θ is arbitrary, the lemma is a consequence of (3.6).

LEMMA 7. (Lemma of the Theorem 5 of [2]). 1/ / is an entire
characteristic function of the two variables tγ and t2 and t\ a real
constant, the function fto defined by

/ ( # ! , lt2)

is an entire characteristic function.

4* The case of several variables* First of all, we consider the
case of functions of two variables.

THEOREM 5. Let f0 be the infinitely divisible characteristic
function of the two variables t — (tu t2) defined by

/o(t) - exv\iπ(t) + Σ (λ, [exp {iaάtd -1]

+ ft[exp (iβjt2) - 1] + v^exp {iaatt + iβάt2) - 1])} ,

where the following conditions are satisfied
(1) π is an homogeneous polynomial of degree one with real

coefficients]
(2) λy, μh Vj are nonnegative constants and there exists a positive

constant K such that



70 ROGER CUPPENS

λ, - O[exp (~Kaή)] μ, = O[exp ( -

vj = O[exp ( -

( 3) the aά are positive constants satisfying the three conditions
(a) there exists qx such that <xj+1/aj is an integer greater

than 1 for j ^ qt;
(b) the set {ad; j < qx} can be decomposed in p sets {ajtk}

U = 1, , PI k = 1, , rd; Σ;=i rd = qι-ΐ) such that
Wjtk+i/MjΛ (k = 1, , rs — 1; j = 1, , 2>) is α^ integer
greater than 1 cmd α^, , αP)1 are rationally independent;

(c) either aqi is a multiple of one of the aitT or aul, , aPΛ

and aqχ are rationally independent;
(4) the βj are positive constants having the same property.

If /i is a factor of f0, then

t) = exp \iP(t) + Σ (

) — 1] 4- %[exp (ia^-ii + iβjt2) —

where P is an homogeneous polynomial of degree one with real
coefficients and where ljy mjf nά are constants satisfying the conditions

0 ^l3^Xj 0 ^ md ^ μά , 0 <: % ^ vs .

Proof. Let / x and f2 be the two characteristic functions such that
for any real tx and ί2

(4.1) /0(ί!, ί.) = Λίίx, QA(tlf t2) .

Since / 0 is an entire characteristic function, from Raikov's theorem
([1], Theorem 2.3), fs is also entire (j = 1, 2) and the equation (4.1)
is also valid for any complex tt and ί2, Letting

Uj(x, y) = Re log φά(x + iy) ,

(j — 0,1, 2) for any #, ?/ 6 R\ since ̂  is a ridge function ([1], Corollary
1 of the Theorem 2.1), we have

(4.2) 0 ^ u^x, 0) — u^x, y) ^ uQ(x, 0) — wo(a;, y)

for any a;, 2/ e i22.
If we fix z2 real, using the Lemma 7 and the Theorem 4, we have

(4.3) log <pt(z) = α + δZi + Σ c i e χ P

where α, 6, cy are functions of z2, real for ^2 real and satisfying
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(4.4) 0 ^ cά{z2) ^ λ y + Vj exp (/3yz2) .

If we fix zγ real, we have

(4.5) log φγ{z) = r + sz2 + jt tj exp {βόz2) ,

where r, s, ^ are functions of ^, real for zx real and satisfying

(4.6) 0 ^ ^.fo) ^ μ, + i;y exp (a^) .

From (4.3) and (4.5), we obtain the equation for any real z1 and z2

OO OO

a + bz1 + Σ c i e χ P (αi^i) = r + s^2 + Σ U e χ P (^^2)
j = l fc=]

which can be solved by using the Lemma 5 (for the details, see the
proof of the Theorem 6.1 of [1|). We obtain for any z1 and z2 complex
the representation

log φ,(z) = c + P(z) + dz,z2 + Σ [PA e χ P (tfj Si) + σizi e χ P (&&)]

(4.7)
+ Σ Σ %,* exp (α i»1 + βkZi) ,

where all the constants and the coefficients of the homogeneous poly-
nomial P of degree one are real (with the convention aQ = βΰ = n0>0 — 0).
By an elementary computation, we obtain

ut(x, 0) — u^x, y) = dyxy2 + Σ [2pjχ2 exp (ocjxj sin

+ 2σjxί exp {βόx2) sin2 (iβjy2)

(4.8) + pjVz exp (ajx,) sin ( α ^ ^

+ σόy, exp (/3^2) sin (βsy2)]

+ 2 Σ Σ %
io fco

Let t ing I2/1I —* °°, we obtain from (4.2) and (4.8)

00

# 2 + Σ σj exp (/3^2) sin (βsy2) = 0 .

Since the expression in the left member is the imaginary part of

dz2 + Σ σά exp (βjZ2) ,

we deduce from the Lemmas 4 and 3 that

d = σj = 0 .
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In the same manner, letting | y2 | —• oo, we obtain

Pi = 0

From the Lemma 5 and (4.4), it follows that for any real x2

o©

(4.9) 0 ^ Σ %,fc exp (βkx2) ^ λ, + Vj exp (βjX2) .
k=0

On the other hand, logφQ satisfies

log φo(z) = O[\ z |(1 + exp (N | Re z |2))] (I s I — oo)

for some N > 0. It follows from the lemma 6 that

log φι(z) = O[\ s |2 (1 -f exp (N | Re z |2))] ( |« | — oo)

and from the sufficient part of the Lemma 2 applied to

oo oo

Σ Σ Wy,fc exp (a^ + /5fez2)

(the constant ^! is defined in the statement of the theorem and the
constant q2 is the analogous for the βk), we have for some κr > 0

ni,k = O[exp ( — fc'(j2 + A:2))] ( | i | + I fc | —> °°) ,

that implies from the necessary part of the Lemma 2

Σ nith exp (/S 2̂) = O[exp (N' \ Re z21
2)] (| z21 — oo)

for any complex z2 and some JV' > 0. Using the Lemma 1, we obtain

Σ nStk exp (βkz2) = O[exp (βμ,)] (| z2 \ -> oo)

in {Re z2 ^ 0}, that implies from the Lemma 3

%,* = 0

for all the k such that βk > /9y and from (4.9)

niti ^ 0 , %,o ^ 0 .

In the same manner, from (4.6), we obtain

njtk = 0

for all the j such that as > <xfc and

n Q > j ^ 0 .

In particular, we have (q = sup (gx, g2))



DECOMPOSITIONS OF INFINITELY DIVISIBLE LAWS 73

nj>k = 0

if (j, k) <t {(j, j), (0, j), (j, 0)} and either j ^ q or k ^ q.
(4.7) becomes (with ld = π i ) 0 , m, = nQ>j, na = njfj if j ^ g).

βάz2)~\

log φ,(z) = C + P(Z)
oo

+ Σ Σ %,& exp (a

and (4.8) becomes

4[tti(a, 0) — ^ ( B , 7/)]
oo Γ~

= Σ \h e χ P (αi^i) sin21

' # ^ + Uj exp (α:^! + βjX.

+ Σ Σ %,* exp («,&:

A +

,) sin2

1 + /s

exp (/3y

i) + ^ i

/ α:^! -
\

\x2) sin2

«2) + Uj exp (c

exp (/Ŝ )̂ sin2

f βjyΛl

2 /J
,/ajyι + βky2

\ 2

We show now by induction that all the nj}k (i -^ q — 1, k ^ q — 1)
are nonnegative (that implies nj>k = 0 if (i, /c) g {(i,i), (i, 0), (0,i)}).
We show that this result is true for j = j 0 such that α:io = supy^...,^^-.
We put yx = 2π/aq and choose y2 from Kronecker's theorem (Theorem
443 of [3]) such that

(a) v, = ^L

(«' integer) where βr is the smallest number greater than βk such
that βq/βιt is integer;

(b) sin (^hVi + ^'Vή = 0 [ e x p (^,3,,)] (χ2

for all the &' such that βk, ^ /3t;

(c) Bi ) ^ C > 0 .
Δ /

Then if x2 is chosen great enough, we obtain from (4.11)

tti(α, 0) - uL(x, y) = θ[% 0 , , exp ( α ^ + /3fcα;2) sin2

(α,*!—>oo), that implies with (4.2)

%ofe ^ 0 .



74 ROGER CUPPENS

Let now (j, k) arbitrary. We can suppose that

njf,k, ^ 0 if (?, k') G {(?, j ' ) , (j', 0), (0, j')}

and

ns.th, = 0 if (j\ k') e {(/, i'), 0*', 0), (0, /)}

if either ajf > α̂  or j ' = j , βk, > βk. Then we choose ^x from
Kronecker's theorem such that

(a) 2κπ
a.

(K integer) where at is the smallest integer greater than a3- such that
ajat is integer;

(b) sin (ia^y^ = o[exp ( — J α ^ ) ] (x1—> oo)

for all j ' such that ajf > ad;

(c) I sin (icx^j) | >̂ c > 0 .

We choose now y2 such that, from Kronecker's theorem

(«) V, = ^ ^

(/c' integer) where ft, is the smallest integer greater than βk such that
βqjβv is integer;

sin = 0[eχP ( - l a

for all i ' such that ajf > α:̂ ;

sin = 0[exp (-iα^O

if β3- > /3fc (otherwise, this condition is superfluous);

> C > 0 .

We have then, from (4.11), if x2 is chosen great enough,

uJίx, 0) - «,(:«, j/) - θ[%,» exp (α y ί B l

(*!—• oo), that implies
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and the theorem is demonstrated, the value of c in (4.10) being de-
termined by the condition log φx{G) = 0.

From this theorem, we deduce easily by the method of the Chapters
5 and 6 of [1] the

THEOREM 6. Let f0 be the infinitely divisible characteristic
function of the n variables t = {tu , tn) defined by

/o(ί) - exp \iπ{t) + Σ Σ λy,.[exp (i Σ ekaitktk^j - l ]

where the following conditions are satisfied:
( 1 ) π is an homogeneous polynomial of degree one with real

coefficients;
( 2 ) εk = 0 or 1 and Σ ε indicates the summation on the 2n — 1

values of ε = (ex, , en) different from (0, , 0);
( 3 ) Xj,ε are nonnegative constants and there exists a positive

constant K such that

if. = θ[exp (~

( 4 ) {<Xj,k} is, for k — 1, « , ^ , α sequence of positive numbers
satisfying the condition (3) o/ the Theorem 5.

i f /i is a factor of /0, then

= exp |iP(ί) + Σ Σ ii,.[exp (i Σ e î,***) - l]} ,

where P is an homogeneous polynomial of degree one with real
coefficients and ljyε are constants satisfying the conditions

0 ^ lj>ε ̂  λ i fβ .

With the same method, we can deduce from the Theorem V of
Ostrovskiy [8] the

THEOREM 7. Let f0 be the infinitely divisible characteristic
function of the n variables t = (tu , tn) defined by

fQ(t) - exp j ί r(ί) + Σ Σ λiiβ[exp (i Σ e*αy>*ί*) - l ]

where, beyond the conditions (1), (2), (3) of the preceding theorem,
the following condition is satisfied:

(4') {ccίtk} is for k = 1, * ,n a sequence of increasing positive
numbers such that

(a) there exists qk such that aj+1>k/aj}k (j ^ qk) is an integer
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greater than 1;
(b) there exists a positive constant ak such that ak ̂  Xj>k g 2ak

U < ?*).
If /i is a factor of f0, then

Ut) = exp jiP(ί) + Σ Σ *y,.[exp (ΐ Σ etαifJfcί*) - l]} ,

where P is an homogeneous polynomial of degree one with real
coefficients and ljf£ are constants satisfying the conditions

0 ^ ljιε ^ λy,. .
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