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The main result of this paper is a Radon-Nikodym theorem
for measures taking values in a separable Hubert space and
on the bounded operators of such a space. The integral used
for the representation is a Gelfand-Pettis integral, which in
this case is also equivalent to the Bochner integral.

1.1. Basic definitions. We will consider the following objects:
a measure space (Ω, jy, μ), where sf is a tf-algebra of subsets of
Ω and μ is a cr-finite nonnegative measure; a separable Hubert space
H and the space B(H) of bounded linear operators from H into H,
and also the objects which we define below.

1.2. DEFINITION. By vector function and operator function we
will understand functions defined on Ω and taking values in H and
B(H) respectively. A vector function x(ω) is measurable if for each
y in H, the function (y, x(ω)) is measurable. An operator function
A(ω) is measurable if for e a c h x,y in H, t h e f u n c t i o n (A(o))x, y) is
measurable. Obviously A(co) is measurable if and only if A(ω)x is a
measurable vector function for each x in H.

1.3. LEMMA. Ifx(ω) is a measurable vector function, then \\ x(ω) ||
is measurable. If A(ω) is a measurable operator function, then
\\A{ω)\\ is measurable.

Proof. Let x(ω) be measurable and let {e1 e2, •••} denote an or-
thonormal basis for H. Then (x(o)), en) is measurable for each n and
so (Ix(ω) | | 2 Σ"=i I(#(<*>)> en) Γ is measurable. Now let A(ω) be measurable
and let So be a countable dense subset of the unit ball in H. Then
||i4.(ω)|| = sup {|| A(ω)x ||: xeS0} is measurable.

1.4. DEFINITION. A measurable vector function x(ω) is integrable
if || x(ω) || is integrable (i.e., it belongs to L^μ)). A measurable operator
function A(ω) is integrable if | |A(ω) | | is integrable.

Let x(ω) be integrable and let y e H. Then | (y, x(ω)) \<^\\y\\ 11 x(ω) \|

and (y, x(ω)) is integrable. \(y, x(ω))dμ(ω) is a linear functional bound-

ed by 111 x(ω) \ \ dμ(ω) and there is a unique vector ze H such that

\(y, x(ω))dμ(ω) = (y, z). The vector z is by definition the integral
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\x(ω)dμ(ω); we already proved that ι&(α>)c£μ(α>) ^ l| | x(ω) \\ dμ(ω).

The integral is obviously linear. For each

xeH, | |A(α>)a| | ^ | | A ( ω ) | | -\\x\\

so t h a t A(ω)x is an integrable vector function. Since

^ ί|| A(ω)x \\ dμ(ω) £ (|| A(ω) \\ dμ(ω)
J J

defines a bounded linear operator on x. This operator is
J r /r \

by definition the integral of A(ω), so that \A(ω)xdμ(ω) = \A(ω)dμ{ω) )x
Mr || J r VJ /

for each xeH. Obviously I A(ω)dμ(β>) ^ \|| A(ω) \\ dμ(ω) and the in-

tegral is linear.
2.1. Indefinite integrals and the Radon-Nikodym theorem*

If x(ω) is a measurable vector function and Eestf, χE(ω)x(ω) is also
measurable and if x(ω) is integrable, so is χE(ω)x(ω). Similarly, if
A(ω) is an operator function, χE(ω)A(ω) will be measurable or inte-
grable if A(ω) has the same property. Thus, if x{ω) and A(ω) are
integrable, I x{ω)dμ(ω) = \χE(ω)x(ω)dμ(ω) and

JE J

f A(ω)dμ(ω) = \χE(ω)A(ω)dμ(ω)
JE J

will exist for all
Let φ(E) denote the integral over £ of a vector or operator

function. Then φ is σ-additive in norm, that is, if {E^Z=ι is a sequence
of disjoint sets in j ^ , then φ(\JZ=ιEn) = Σ"=i9(^n) i n norm. Also
φ is absolutely continuous with respect to μ(φ < //) in the sense that
( ^ ) = 0 implies φ(E) = 0. Finally if j^e J ^ and {En}~=1 is a disjoint
sequence of sets in J ^ such that E= \J~=iEn, then we must have
Σn=i II 9>(̂ «) II < °° We will denote this property saying that is σ-
bounded on E.

2.2. LEMMA. Lβ£ X be a normed space and φ a σ-addίtive
function from S'f into X. Then there is a nonnegative measure v
on ,s>f such that for each Ee j^f, \\ φ{E) \\ <g v(E), and v(E) is finite
if and only if φ is σ-bounded on E. Furthermore if φ < μ, then
v < μ. (Obviously in any case φ < v).

Proof. Let & = {Ely , En} be a (measurable) partition of
E e szf and let | & \ denote the number Σ?=i 11 φ\βϊϊ 11 Temporarily
we will say that E is unbounded if for each K > 0 there is a parti-
tion ^ of E with I ^ I > K. Assume that φ is σ-bounded on E, but
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that E is unbounded. We claim that E contains disjoint measurable
subsets Eo, El9 , En, n ^ 1 with Eo unbounded and Σ?=i II <p(E%) II > L
Otherwise each partition of E contains precisely one unbounded set
and for positive integer n there is a partition & n with | & | Ξ> n + 1,
containing the unbounded set Fn for which we must have || <p(Fn) || ^ n.
If necessary, by refining these partitions we may obtain that Fn+1 2 Fn

for each n. Since Fn = F U U?=i (Fk\Fk+1), where F = flΓ=i Ή , and
<£> is σ-additive in norm, we have

n ^ || 9>(FW) || ^ || φ(F) \\ + J : II ψ(Fk\Fk+1) \\

which is impossible since Σ~=i il ψ(Fk\Fk+ί) || is convergent, E being
σ-bounded. Having proved our claim, we arrive at a new contradiction,
since then we may construct a disjoint sequence {En}Z=ι measurable of
subsets of E with Σ~=i II φ(En) || = oo. Thus a σ-bounded set E is not
unbounded, i.e., there is a constant KE > 0 such that Σ»=i II ψ(Fn) \\ < KE

for each disjoint sequence {En}n=1 of measurable subsets of E.
Now we define v on s>f by V(JE) = sup {ΣΓ=i II ̂ (-E'*) II {En}ζ=ι c J ^ ,

disjoint and (J»=i ^ = ^} Obviously 11 ̂ >(J57) j | ^ v{E)9 v{E) < co if
and only if φ is σ-bounded on E, and φ < // implies v <C μ. We only
need to prove that v is σ-additive. Suppose that E = U»=i ^ where
the ^ are disjoint and measurable. For any ε > 0 there is a disjoint
sequence (Gm)«=1 of measurable subsets of E such that i? — Um=i Gm

and ^(.E1) ^ Σ»=i II^(GTO) || + ε (if v(.E') = oo, E is not σ-bounded and
the Gm may taken such that ΣΞ=i II 9>(Gm) II = c o ) Since

J = Σ ^ ( ^ w Π En) ,
71 = 1

we have || φ{Gm) || ^ Σϊ=i II ̂ (Gm Π £7,) I! and therefore

v(E) £ Σ II 9(Gm Γ\En)\\+ε^± v(En) + ε .

On the other hand, for each positive n there is a disjoint sequence
{Gnm}Z=ι of measurable sets such that Um=i Gnm = F w and

Then Σ?=i ^ ( ^ ) ^ Σn.m II ψ(Gnm) II + ε £ v(E) + ε. Since ε was arbi-
trary, we obtain v(E) = Σ ?

2.3. LEMMA. Let f(a)) and r(ω) be ίntegrable functions, the
βrst complex and the second nonnegatίve, such that for each

JE
f(ω)dμ(ω) :g 1 r(ω)dμ(ω). Then | f(ω) \ ^ r(ω) almost everywhere.

E
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Proof. If the lemma is false, there is a positive integer n such
that μ({ω e Ω: | f(ω) | > r(ω) + 1/n}) > 0 since then {ω e Ω: \ f(ω) \ > r(ω)}
has positive measure. Also, for some open circle S of radius l/2n on
the complex plane we must have 0 < μ(F) < co, where F denotes a
subset of {ω: \f(ω)\ > r(ω) + 1/n} Π {ω: f(ω)eS}. Let z0 be center
of S. Then for each ωeF,\ f(ω) - z0 \ < l/2n and | f(ώ) \ > r(ω) + 1/n.
Integrating the identity f(ω) = z0 — (z0 — f((*))) over F and taking
absolute values we obtain

^ | ̂
o - f(ω))dμ(ω)

μ(F) - l/2nμ(F) > r(ω)μ(F)

for all ωeF, since r(ω) < \ f(ω) \ - 1/n < l/2n ^- \zo\ - 1/n. Integrat-

ing again over F and dividing by μ(F) we obtain

which contradicts our hypothesis.

2.4. THEOREM. Let φ be a "measure defined on s>f and taking
values in H or B(H). If φ is o-additive in norm, o-bounded and
absolutely continuous with respect to μ then φ is the indefinite
integral with respect to μ of an integrable vector function or operator
function which is unique almost everywhere.

Proof. We consider first the case in which φ takes values in H.
Since for each z e H, (x, φ{E)) is a complex, finite measure, absolutely
continuous with respect to μ, the Radon-Nikodym theorem says that
there is a complex integrable function fω(x) (with respect to ω) such
that

(1) (χ,φ(E)) - ί Λ
}E

and the function fω(x) differs from another with the same properties
at most in a μ-null set. If a, β are complex and x,y e if, it is clear
that fω{ax + βy) = afω(x) + βfω(y) except in a //-null set. Also

= \(x,φ(E))\^\\φ(E)\\ | |α | |^ i ; (£7) | |α? | i ,

where v is the measure defined in Lemma 2.2. Since v < μ and v is
finite, there is a nonnegative, finite and integrable function rω such

that v(E) = 1 rωdμ(ω). From the inequality
J E
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for each Eejzf, by Lemma 2.3. we conclude that |/ω(ίc)l ^ r ω | | α j | |
for almost all ω.

The next steps of the proof lead to the construction for each
x e H of a particular function fω(x), which for each ω will be a
continuous linear functional in x. Let {eί9 e2, •••} be an orthonormal
base for H and let Ho be the set of linear combinations with rational
complex coefficients of the base vectors.

Step 1. We choose finite functions fω(ek) such that (ek, φ(E) =

\ fj&k)dμ(ω) for each Eejzf.
JE „

Step 2. We define fω on HQ by linearity.
Step 3. We choose a nonnegative, finite function rω such that

v(E) — \ rωdμ(ω) for each Eesf.
JE ^

Step 4. Since Ho is countable and for each x e HQ, \ fω(x) | ^ rω \\ x \\
for almost all ω, we choose a μ-null set N such that \fω(x( | fg rω \\ x ||
for all xe HQ and ω e Ω\N.

Step 5. We define fjx) for ω e Ω and x e HQ by fω(x) = fω(x) if
ω e Ω\N and fjx) = 0 if ω e N. The functions we have defined have
the following properties:

(a) (x,φ(E)) = \ fω(x)dμ(a)), for each"x e Ho ane Ees^f.
JE

(b) I fω(x) I ̂  rω || x || for each x e Ho and α> G β,
(c) if a, β are rational complex numbers and x^eH^, then

/«(«« + /ST/) - α/Λα) + /9/ω(τ/), for all ω e Ω.
Step 6. Let xeH and {α;J"=1 be a sequence in i ϊ 0 converging to

x. For each ω e Ω, \ fω(xn) - fω(xm) \ = \ fω(%n - xm) I ^ rω \\ xn - xm | | .

Therefore lim*.,*,/ω(#n) exists and obviously it is independent of the
particular sequence {a?n}n=i- We define fjx) = lim^βo/a,^). From the
continuity of the norm we obtain \fω(x) \ ̂  rω\\x\\. Also (x, φ{E)) =

lim,^^ (a;%,^(£τ)) = l i m ^ j fω(xn)dμ(ω) = I fω(x)dμ(ω), the last equali-

ty being valid by the dominated convergence theorem. Finally, if α, β

are arbitrary complex numbers and x, y are any two vectors in H,

there are sequences {αn}~=i, {/3%}w of rational complex numbers and

sequences {£cΛ}~=i> {̂ /u}"=i of vectors in iJ0 such that lim^^^ α n = a,

lirn^^,, /9, = β, limΛ^oβ a?n = a?, l i m ^ yΛ = T/. Then fω(ax + /9?/) = limn_oβ

fΛ^nXn + βnyn) = l im,_ (anfω(xn) + βjω(yn)) = afω(x) + βfω{y).
Thus for each ω,fω(x) is a continuous linear functional and by

the Riesz theorem there is a unique vector x(ω) such that fw(x) —
(a;, a;(ft>)) for each xeH. Since /«,(&) is measurable, x(ω) is measurable
and since | |»(ω) | | = | | / ω | | ^/n'ωix{ώ) is also integrable. From the e-

quation (x, φ(E)) = \ (x, x(ω))dμ(ω) = (aj, I x(ω)dμ(ω)) we obtain 9>(2£) =
x(ω)dμ{ω). The uniqueness almost everywhere of the vector function

E

x(ω) is trivial.
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The proof for the case when φ takes values in B(H) follows along

the same lines. Now we obtain (φ(E)x, y) = \ fω(x, y)dμ(ω), where
JE

fω(%, v) is for all x,y e H an integrable function and for each ω e Ω
is a bilinear functional in x,y, bounded by some Radon-Nikodym de-
rivative rω of the measure v. By a corollary of the Riesz theorem,
fω(%, y) = (A(ω)x, y) for some linear operator A(ω), with | |A(ω) | | =
ll/ωll ^ rω and as before we obtain φ(E) = I A(ω)dμ(ω) for each

JE

The uniqueness a.e. of A(ω) is again trivial.

2.5. REMARK. From the proof of Theorem 2.4., we have that
|| x(ώ) || <£ rω (a.e.), where rω = dv/dμ (a.e.). It is easy to see that
||ίc(a>)|| is actually equal to r ω (a.e.). In fact, from \\φ(E)\\ ^ v(E)

r

and the definition of v(E), we obtain 1 \\x(ω)\\dμ ^ v(E) since
JE

Σ Σ ί || x(ω) \\dμ=\ II α?(ω) || dμ
n = l JE jEn

for each countable partition of E. Also i 11 x(ω) \ \ dμ ^ I rωdμ = v(E)
JE JE

and therefore || x(ω) \\ = rω (a.e.). If we write x(ω) = dφ/dμ, τω —
dv/dμ, we have || dφ/dμ || = dv/dμ. Of course, the same formula holds
for operator valued measures.

2.6. If #(ω) is a measurable function which is not necessarily
integrable, we may still integrate it on those sets in j y where || x(ω) \\
is integrable. In fact, since | |β(ω)|| is" everywhere finite and μ is σ-
finite, there is a countable covering of Ω consisting of such sets. On
each of these sets the indefinite integral is σ-bounded. Reciprocally,
if there is a countable covering of Ω by measurable sets Ωn and a
vector (or operator) valued measure φ defined on the measurable sub-
sets of each Ωn, which is σ-additive and σ-bounded on each Ωn, then
φ is the indefinite integral of some unique (a.e.) j^-measurable vector
(or operator) function, and this function will be integrable if and only
if the (unique) extension of φ to all of j ^ , is cr-additive in norm and
σ-bounded.

2.7. A COUNTEREXAMPLE. We may exhibit a vector (or operator)
measure φ which is σ-additive on s^', absolutely continuous with re-
spect to some non-negative measure μ, but σ-bounded only on sets of
/^-measure zero. In fact there is a vector measure 7 defined on the
Borel subsets of [0,1], such that for each Borel set E, ||7(J5)|| = VMS),
where λ is the Lebesgue measure of E (so that 7 < λ), and further-
more, if E1 Π E2 = 0 then (τ(#i), 7(^2)) = 0, i.e., 7(Et) and 7(^2) are
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orthogonal. It is easy to see that such a measure is σ-additive in
norm, absolutely continuous with respect to λ, and if 7(E) Φ 0 (or
equivalently, X(E) Φ 0), then 7 is not ^-bounded on E.

In fact, let & denote the Borel sets on [0,1] and let {Ek}ΐ=1 be
a disjoint sequence in ^ , \Jΐ=ί Ek = E. Then || j(E) = Σ*=i Ύ(Ek) || =
\\Ύ(E)-Ύ(\jUiEk)\\ = l |7(UΓ=n+i^)ll =Ί/λ(UΓ= +ii*) —0 as 7i->oo
and therefore 7(#) = ΣΓ=i

Now let 7(i?) ^ 0. Consider the sequence {ίΛ}»=1 in [0,1] defined
by tn = inf {£: λ ( # Π [0, £]) > 6X(E)/π2 Σ ί U 1#2} f ° r ^ ^ 1 and ί0 = 0.
We define En = E Γ) [tn_lf tn] so that {En}~=1 is a disjoint sequence in
and {Jn=iEn S ^ . Also λ(#n) = 6X(E)/π2n2 and therefore

π π

_ 1 ( ^ ) 1 1 diverges, although Σn=i7(i£n) is obviously con-
vergent and equal to 7(J5). (Let Eo = E\\J~=1 En, then X(E0) = 0 and
therefore 7(#) = 0).

2.8. Construction of 7. We construct first inductively a sequence
of sets {An}ζ=1 in if having the following properties:

(i) An consists of 2n mutually orthogonal vectors a\, < , « ,αΓ
each of length 2~nl\

(ii) For each % ̂  0 and 1 ^ p ^ 2*, αj = α2/^1 + α2/+1.
We start choosing a unit vector which we denote by αj and call

Ao = αj. Having constructed ^40, A^ , An, we construct ^4%+1 in the
following way. Choose 2n vectors bu 62, •• ,δ2 %, each of length 2~nl\
orthogonal with respect to each other and to αj,, a2

nj , αf. Now
define α2/+7 - l / 2 « + 6P), α2/+1 - l/2(aζ - bp), p = 1, 2, . . . , 2n and then
ATC+1 = {αi+1, α2

ft+1, , αf+V}. Obviously a sequence {AJ^=1 constructed
in this way satisfies (i-ϋ).

Now we begin the construction of our measure. A basic interval
of order n will be an interval of the form [p — l/2%, p/2n] where n
and p are integers and w ^ 0 , 1 <^ p <^ 2n. ^ and 2^ will denote
respectively the class of all finite unions and the class of all countable
unions of basic intervals and ά§ will denote the Borel sets of [0,1).
A set in ^" (or in ^) can always be expressed as a finite (or counta-
ble) union of disjoint basic intervals. For a set in j ^ ~ this is obvious
and for a set in ^ a simple inductive process will give us the required
decomposition. It is clear that J ^ is an algebra, that is, it is closed
with respect to finite unions and complementation. ^ is closed with
respect to countable unions and finite intersections. The latter follows
from the identity (UΓ=i Ή) Π (UΓ=i#/) = UΓ=i(^ Π fl<), where
and {Hi}T=ι are nondecreasing sequences of sets in j ^ ~ .
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If F i s the basic interval [p - 1/2", p/2n), we define j(V) = aζ. If
V1 = [2p - 2/2*+1, 2p - l/2*+1) and F 2 - [2p - l/2%+1, 2p/2*+1), so that
F = Fi U F2, by (ii) we have that τ ( F ) = 7(FX) + 7(F2). By induction
we obtain that if Vlf F 2, •••, F2m denote the 2m basic subintervals
of F of order n + m, then τ( F) - ΣΓ=i 7( Vt). Finally if F x, F2, • , Vn

are disjoint basic intervals, not necessarily of the same order, such
that F = Ui^i Vi and n + m is the highest order among the Vi9 we
decompose each F< in basic subintervals of order w + m, say F* =
\Ji Wι/\ so that τ(Fi) = ΣiΊ{Wf) and we obtain

Thus 7 is additive on the basic intervals.
If F^j^ and ί7 = Lfci V%> where the Vi are disjoint basic in-

tervals, we define y(F) = Σ?=i^(^ί) From the additivity of 7 on the
basic intervals it follows immediately that y(F) is well defined, i.e.,
it doesn't depend upon the particular decomposition of F and that 7
is additive on J^.

If V=\p- l/2», p/2n), || 7(F) ||2 - || aζ ||2 - || 2 - = λ(F), where λ
denotes Lebesgue measure. If Vt and F 2 are disjoint basic intervals,
72(Fi) and 7(F2) are mutually orthogonal, which implies that || j(F) ||2 =
II Σ?=i7(V<) ||2 - Σ?=i II viVt) ||2 - ΣtUMVi) = \{F), where Fe^fF =
U?=i F< andFi are disjoint basic intervals.

Suppose now that F = UΓ=i F<, where the F< are disjoint basic
intervals and F is also a basic interval. Then V\\Jΐ=1 Vi e Jf for
each n^l and therefore || 7(F) - Σί^i M ^ ) II = II τ(F\U?=i ^ ) II =

X J Π ^ ^ O as ^ - > ^ ) which implies that 7(F) = ΣΓ=iT(F,),
i.e., 7 is σ-additive on the basic intervals.

Now we define 7 on gf by 7(G) = ΣΓ=i7(F,), where G = \Jΐ=i Vt
and the F< are disjoint basic intervals. First we observe that since
the vector y( Vt) are pairwise orthogonal and ΣΓ=i i 17( F;) 112 = ΣΓ=i 7( F<) =
λ(G) ^ 1, the series ΣΓ=i 7(F<) converges and || 7(G) ||2 = λ(G). If G =
(J°°=1 F< = UΓ=i ^ i a r e ^ w o decompositions of G into disjoint basic sub-
intervals, ΣΓ-i τ( F;) - ΣΓ=i Σr=i τ( Vi n TF.) - Σ7=i ΣΓ=i τ( F, n ^ ) -
ΣΓ=i Ύ( ̂ i ) (^he sums commute because the vectors are orthogonal) so
that 7(G) is well defined. If {Fi}f=1 is a nondecreasing sequence in
J^~ with G = U«=i ^n, then 7(G) lim^^ 7(FΛ). In fact there is a
sequence {FJΓU of disjoint basic intervals such that Fn = U<=i ^>
where rx ^ r2 ^ are integers with lim^^^ τn = oo 9 so that 7(G) =
liπin ĉo Σ?=i 7( Fί) = lim^eo ΣI=i 7( FJ = lim,.^ Ύ(Fn). Suppose now that
G1 and G2 are in & and that {Fn}ζ=u {Hn}ζ=ι are nondecreasing se-
quences in ^" with Gi = U?=i ^ > ^2 = U~=i -Ên Then we have that
Gx U G2 = U;=i ( ^ U Hn), G,nG2= Uϊ=i ( ^ Π fl"w), and taking limits,
from the relation y(Fn U Hn) + 7(FW Π £Γn) = Ί(Fn) + 7(jffn) we obtain
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χ U G2) + 7(GX Π G2) = TίGJ + 7(G2), i.e., 7 is modular in gf.
It is clear that & contains all open sets in [0,1). Therefore, if

^?, for each ε > 0, there is some Ge5? such that G =2 E and
X(G\E) < ε. Let Glf G2 e gf, Gx S G2, Gx = UΓ=i F<, the F< disjoint basic
intervals. Then for each n, G2\(jΓ=i V* e & and expressing G2\U?=i V%
as a union of disjoint basic intervals we see that 7(G2\U?=i VJ
7(Ga) - Σ?=i 7( V<). Therefore

II 7(G 2 ) - 7(G X ) ||2 - l i m II 7(G 2 ) - Σ 7 ( 7 * ) ||2

= l i m [| 7 ( G 2 \ U ^ ) II2 = Mm 7 ( G 2 \ U Vt) = λ(G 2 ) -

This implies that if the sequence {Gn}~=i of sets in & is nonincreasing,
each Gn contains G e ^ and lim^0Oλ(GTO) = λ(2?), then {7(Gw)}~=i is a
Cauchy sequence in H. We define y(E) as the limit of this sequence
and obviously ||7(2?)||2 = Ύ(E). In order to prove that 7(2?) does not
depend upon the particular sequence {Gn}ζ^ly we take another such se-
quence, say {Gw}r=i. Evidently l i m ^ . λ(Gm\Gn) = l i m ^ . λ(Gw\Gn) = 0
and since

|| 7(GW) - 7(GW) || ^ || 7(GΛ) - Ί(Gn n Gn) \\

+ II 7(Gn) - Ύ(Gn n Gn) || = l ^~ ' ~

we have lim || 7(GΛ) — 7(Gn) || = 0 and therefore limΛ_»0β7(Gn) = limw_>o

If G e gr and GlΞϊE, Ee &, there is a nonincreasing sequence { G J ί ^
of sets in gf, GΏ,Gn and such t h a t 7(2?) = limn_+co 7(Gn). Then
II 7(G) - 7 ( # ) II2 = l i m n _ II 7(G) - 7(GW) ||2 = l i m n _ X(G\Gn) = λ(G\^) .

Our next step is to show t h a t 7 is finitely additive in &. Let
E1 and E2 be disjoint sets in έ%? and let Gx and G2 in gf be such t h a t
Gx 3 £7lf G2 a ^2, II 7(GX) - Ί{E,) II < ε and || 7(G2) - 7(E2) || < ε, where
ε > 0 is given. Then

G2) - T ( ^ U £72)||

Gι U G2) - λ(A\ U E2) ^ i/λ(GΛ^i) + MG2\.E2)

Also since 7 is modular in gf,

, U G2) - 7(GX) - 7(G2) || = || 7(G, U G2)»

i Π G2) ^ VMG^EJ + MG2\E2) < τ/2ε .

Therefore

! U £?2) - Ύ(Ed - Ύ(E2) II ^ II 7 ( ^ U E2) - y(G, U G2;

II 7(G, U G2) - 7(GX) - 7(G2) II + II 7(GX) - Ύ(Eλ) \\

7(Ga) - Ί(E2) | | < (2 + 2 i/Y)ε ,
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which implies that τ(J3ί U E2) = τ(-EΊ) + 7(23r

2).
In 2.7. we proved that 7 is countable additive under the assumption

that it is finitely additive and || j(E)\ |2 = X(E) for Ee&. Thus 7
is countably additive.

Next, in order to prove the orthogonality property, we observe
that since disjoint basic intervals have orthogonal measures, if Gx and
G2 are disjoint sets in &, 7(G0 and Ύ(G2) must be orthogonal. If Kx

and K2 are disjoint compact sets, there are nonincreasing sequences
{Gn}n=ι and {GΛ}»=i of sets in gf such that Gn Π Gm = 0 for all w and
m, and lim^^ y(Gn) = 7(1Q, limn_oβ7(Gn) = 7(iQ, which implies that
7(ίΓi) and 7(1Q are orthogonal. Finally if E± and E2 are disjoint sets
in ^?, there are nondecreasing sequences {Kn}~=u {Kn}ζ=1 of compact
subsets of E1 and E2 such that λ(EΊ) = lim%_ λ(£/n), λ(ί;2) = l i m ^ \(Kn),
so that 7(£Ί) = lim%_>007(iΓ?ι), 7(^2) = limn_>007(iί%), and this implies that
7(£Ί) and Ύ(E2) are orthogonal. We may extend 7 to the Borel subsets
of [0,1] defining 7({1}) = 0, and even "complete" it, defining y(E) — 0
if E is a subset of a Borel set of λ-measure zero.
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