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This paper deals with irregularities of distribution on
spheres, Suppose there are N points on the unit sphere
S=S" of Euclidean E”*!, If these points are reasonably
well distributed one would expect that for every simple
measurable subset A of the sphere the number v(A) of these
points in the subset is fairly close to Nyu(A), where ¢ denotes
the measure which is normalized so that 2(S)=1. Hence
define the discrepancy 4(A) by

6)) A(A) = |v(A) — Np(A) | .

It is shown in the present paper that there are very
simple sets A, namely intersections of two half spheres, for
which 4(A) is large. This result is analogous to a theorem
of K. F, Roth concerning irregularities of distribution in an
n-dimensional cube,

To be more precise, let w(x, y) be the spherical distance of two
points x, y on S. If x is on S, let H(x) be the half sphere con-
sisting of points z on S with w(x, z) < 7/2, and if x and y are on
S, let L(x, y) be the slice defined by

() L(x,y) = H(x) N H(y) .

THEOREM 1. Suppose n = 2. Then
3) [ S H(L(x, y)Ydsxdsy = e, log N .
SJS

COROLLARY. Again suppose that n = 2. There are slices L =
L(x, y) with
4) A(L) = c(log N)'*,
and hence there are spherical triangles T with
(5) AT) = ei(log N>,

THEOREM 2. Suppose n > 2. Then
©®) ] 4@, g)ydsxdsy = =

COROLLARY. Assume that n > 2. There are slices L = L(x, y)
with
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™ A(L) = cy(n)N»=uim

As was mentioned above, our theorems are similar to a theorem
of K.F. Roth [2]. In contrast to Roth we prove our theorems by
means of certain integral equations. The method is entirely analogous
to that used in the second paper of this series, although the details are
rather simpler in the present case. Neither of the two previous papers
[3], [4] of this series is prerequisite for reading the present paper.

P. Erdos asked about the existence of “ spherical caps” C on S
with 4(C) large. At present we are unable to prove anything in this
direction., In fact the proofs of our estimates for slices depend on
the trivial estimate.

(8) 4(C) z [[ Np(C) |

for caps, where || || denotes the distance from the nearest integer.

There are no known examples of N points for which 4(L) is
small for all slices L. I believe it would be possible to construct a
distribution of N points with 4(L) € N*~%™_ Perhaps probabilistic
methods would yield even better upper estimates.

2. An integral equation. For 0 < p < 7/2 and for ze S, let
C(p; z) be the spherical cap of radius p and center z consisting of
the points x with

ox,z)=p,
and let p(o) be the measure of a cap of radius p. Put

Folo; 2] x) = {1 i xeClo;z),

0 otherwise .

Given two points x, y on S put

) helo; x,0) = | Flo3 21 20 ful0; 2 | w)ds .

It is clear that k.(p; x, y) as a function of x, y depends only on the
spherical distance w(x, y):
(10) ho(o; x, y) = ko(o; 0(x, y)) .

Put x) = 1 if xe L(z, w),
b Fulz, wix) = 0 otherwise ,
and write

t Added in proof. Recently (Irreg. of Distr. IV, Inventiones math 7 (1969), 55-82)
I succeeded in proving results on caps. Combining these results with the integral
equations of the present paper I obtained improved versions of Theorems 1 and 2.
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1) ha(x, y) = SSSSfL<z, w | X)fu(z, w | y)dszdaw .

There is a function %,(w) such that

12) hi(x,y) = ki (@(x, y)) .

LEmMMA 1. Suppose f(0) ts mnonnegative and continuous in
0 < 0 = 7/2 and satisfies the integral equation

13) [ Felo; )01 = (@) O=wsn.
Then
(14) S:’zdpgsdsm(cm; () = | | 4Lz, wydgzdaw .

Proof. We observe that

1] Eoto; o0x, phdsxaw = | | | 7ulos 210070003 2 | w)dsxd sz
= o) .
Let p,, ---, py be the given N points on the sphere. We have

N

| 4(Cos 27dsz = 33 | filo; 2| Pfelos 2| sz

=1

— 2Np(o) 33 | Fulos 2 p)dsz + N'pu(oy
(15) . ‘
>, (ko(0; @(pi, p)) — 1(0))

1

(103 0 2) = | | Bolo; 0(v, p)dsxdsy)

7.9

= 2

= >

57

In a similar fashion one arrives at

(16) S J ALz, w)ydszdsw

= 3 (k0@ p) - | | Fuotx, w)dsxdsp) .

i,5=1

The equation (14) now is an immediate consequence of (13), (15)
and (16).

3. Application of the integral equation. Assume that n = 2.
In §5 we shall find a continuous nonnegative solution f(o) of (13)
which satisfies

{17) f(o) > o=
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as p— 0. Hence by virtue of (8) the left hand side and therefore
also the right hand side of (14) exceeds

(244
0

(18 im0 | N |

Here

a9 per = CB(”)SZ(Si“ P)* P = c(n)0" + Co ()0 + - -
To evaluate (18) we put
(20) & = Np(0) = Ney(n)o™ + Neg (n)o™ + - -

We obtain the lower bound
(21) Cm(’n)Nl—ﬂ/n)gcn(nwwz/n)de .
1

for (18). When n = 2 this is
= c(n)log N

and Theorem 1 follows. When n > 2 then (21) is
= e (n)N'-*#m

and Theorem 2 follows.

4. Auxiliary functions.

LEMMA 2.
2

k@) = (27 — )

Proof. Suppose x, y are any two points on S with w(x, y) = w.
Then we have

k@) = hux, 9) = | | £z, 0] 0)fiz, w0 9)dszdaw

= [ ] 72 w1 27w, L w)dszda0 = (L x, )Y

= (5@ — o(x, 1)

We say a function f(y) defined in 0 < y < 7 is of the type (r,s)
where 7, s are nonnegative integers if it can be written as a finite
sum of the type
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33 ai(cos (y/2))"(sin (u/2)

where the coefficients a; are positive and r;, s, are integers with
22 r,zr@=1,..-,b), s,=1(¢=1,---,b) and max (s, +--,s)=s.

We say f(y) is of the type (r,s) if it satisfies the same conditions
as before except that some of the exponents s; may be 0 rather than
>1 as in (22).

If »>0, s> 0 and f(y) is of the type (r,s), then — f'(y) is of
the type (r — 1, s + 1) and — f'(y) cos® (y/2)(sin (y/2))~* is of the type
(r +2,s + 2).

We are going to construct funections I,(y), l,(y), ---, l.(y) where

(23) t ={(n+1)/2},

i.e., the smallest integer ¢t = (n + 1)/2, as follows. Our functions
will be defined in 0 < y < w. First put

L(y) = —2nkL(y) = 2(w — y)
and
l(y) = —2(n — 1)~* cos’ (y/2)(sin y/2)~'l}(y)
= 4(n — 1)7" cos® (y/2)(sin (y/2))~" .

Then I,(y) is of the type (3, 1).

Now suppose ¢t > 2 and [;_,(y) with 3 <j < ¢ has already been
constructed and is of the type (2(j — 1) — 1,2(j — 1) — 3). Then put
(24) Li(y) = — 2(n + 3 — 2j)7 cos® (y/2)(sin(y/2))~'1;_.(v) .

Then [;(y) is of the type (27 — 1, 27 — 3).

This finishes our construction of I,(y), ---,l,(y). In particular,
l,(y) is of the type (2t — 1,2t —3) and — lj(y) is of the type
2t — 2,2t — 2) .

LEMMA 3. Suppose 0 < o =<7/2 and 0 < w < 7. Then

c(0,0/2)

@) kelp; @) = (0= D el0, @) ~ (@/2) cos  (sin )
where

arc cos(coszx/cosy) if 0 S y< <72,

0 otherwsise.

@26) oo y) = {

Proof. The function k.(0; ®) is equal to the measure of the
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intersection of two spherical caps of radius o whose centers have

spherical distance . It is therefore zero when ® = 2p, and since

also ¢(o, w/2) is zero in this case, the formula (25) is then correct.
Hence assume that 0 < w < 20. We may write

ko(o; @) = ho(0; X, y)
where x, y are any two points on S having w(w, y) = w. We choose
x = (cos (w/2), sin (w/2), 0, ---, 0) ,
y = (cos (®/2), — sin (0/2), 0, -++,0) .
Every point z on S* with » = 2 may be written
(27 z = (oS @ €os 4, €os @ sin 4, (sin p)w)

where 0 < p < 7/2, 0 < ¢ <27 and w is on S**. This representa-
tion is unique except for a set of measure zero, and

(28) dsz = (2m)7'(n — 1) cos @ (sin @)"*dpdyrdgn—aw .

(When % = 2 then S"* consists of only two points (1) and (— 1) and
the integral of a function f(w) over S*~* is (1/2)(f(1) + f(— 1))).

One has h(p; x, y) = p(C(o, x) N C(0; y)). The point z lies in
C(o; x) and in C(p; y) if and only if the point

(29) z' = (cos @ cos ¥, cos @ sin ¥, sin @)
satisfies
w(Z,x') < pand wi,y)<p

with x’ = (cos (®/2), sin (w/2), 0) and ¥’ = (cos (®/2), — sin (®/2), 0). We
are thus left with a problem on the 2-sphere.

By symmetry it will suffice to look at points z’ with 0 < + < 7,
and for such points z’ one has w(z/, x') < w(z’,y’). The points
Y,z ,u = (cos 4, sinqr, 0) form a spherical triangle with a right
angle at u’. Hence by a formula in spherical trigonometry,

cos (w(z', y')) = cos (w(z', u')) cos (W(Y', u')) = cos @ cos (v + (w/2)) ,
and w(z, y’) < p is true exactly if
cos @ ¢cos (¢ + (w/2)) = cos p .

Since we have 0 <+ <7 and 0= w <7, this implies cos ¢ cos (®/2) =
cos 0 and therefore

(30) 0= =clp, 02).
If @ satisfies 0 < @ < ¢(p, w/2), then + is in the interval
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(31) 0= =clo,p) — (0/2) .

Combining the information gathered we obtain

c(p,9)—(w[2)

kelp; @) = 2(2m)(n — 1)

(o,
0

/2
)dgo cos @ (sin gz))"—zg d’l,lfg daw ,
sn—2

0

and (25) follows.

COROLLARY. Suppose 0 < w < 20 < . Then

0

kelp; @) = — @1)7 (L — (cos® pleos® (@/2) "
o

Proof. Using the standard rules for differentiation of an integral
(for a justification see, e.g., [4, Lemma 2]), we derive from (25) the
equation

9

Lhlp; @) = ~ (0 = DED] " cos o (sin p)-dp

= — (2m)~(sin (c(p, w/2)))"
= —(2m)7(1 — (cos® p/cos? (w/2)))—1i

5. Solution of the integral equation. Suppose f(0) is continu-
ous in 0 < p < 7 and satisfies

(32) fp) L o

as 0 — 0. Since

ko(o; w) = (o) € p"

by (19), the function %k.(0; w)f(0) tends uniformly to zero as o —0,
and hence may be extended to a function which is continuous in
0= p=7/2 0= w<mn. Therefore both sides of (13) are continuous
functions of w, and it will suffice to show that f(o) satisfies (13) in
0 < w < w. The equation (13) may be rewritten as

(33) | kelo; 0)f(0)dp = Fufw) O<o<m.
Differentiating and using the corollary to Lemma 3 we obtain

39— @m| (L (cos* peos’ (/D))" f(0)do = k(@) (0<@<7) .
Since both sides of (33) tend to zero as ® —x, any solution of (34)

is also a solution of (33). We now change the notation and rewrite
(34) in the form
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z/2
@) [ 7@ — (cos* sjeost /)" ~ids = L) O <y <.
Differentiating again and simplifying we obtain
S”izc()sz zf(®)(1 — (cos® v/cos® (y/2)))"¥Pda = L(y) (0 <y < 7).

and any solution of this equation is in fact also a solution of (35).
We may continue in this fashion until we arrive at the equation

36) | (cosm )1 — (cosafeos’ /B Pl = Ly) (0 <y <7).
y/2

We now have to distinguish the cases when % is even and when

n is odd. First assume that
| n is odd [
Then ¢ = (n + 1)/2 and (36) reduces to
T/2

(37) | (cosmyfi@pde = L) O<y<m).
Differentiating once more we obtain

— (eos (4/2)f(w[2) = L) 0<y<m

whence
(38) flx) = — 2li(2x)(cos x)"™ O<e</?2).
Since both sides of (37) tend to zero as y —m, this is in fact a

solution of (37).
The function

fy/2) = —2l(y)(cos (y/2)) O<y<nm
is the restriction to 0 < v < @ of a function of the type
@t—2+1—n,2t—2) =(0,n—1).

It follows that f(x) is positive in 0 < x < 7/2 and it may be extended
to a function which is continuous in 0 < z < #n/2. Finally, when %
is small then f(x) has the same order of magnitude as (sinx)~", and
we have

xl—n <<f(x) << ml—n .

Thus (17) and (32) are satisfied.
Now assume that



IRREGULARITIES OF DISTRIBUTION III 233

n is even |.

Then ¢ = (v + 2)/2 and (36) may be rewritten as
(%)SZ@%%WﬂMSmM%—wYWB»W%x:h@ymswm)(0<y<nL

The right hand side of this equation is the restriction to 0 <y <7
of some function m(y) of the type (2t — 2, 2¢t — 3) = (n, n — 1).

The substitution sin*x = X, sin®(y/2) = Y transforms (39) into
an integral equation of Abel type which can be readily solved ([1],
Chapter I). One obtains the solution

(40)  f(x) = —-2n“sh1x®0sxfﬂfxw#@xshﬁ(ﬂz)—-ﬂn%w-Wdt
O<a<m?).

Indeed, if we substitute this expression for f(x) into the left hand
side of (39) we obtain

/2
dx sin « cos x(sin® ¥ — sin® (y/2))~*
y/2

— 27r“‘§
X Sz dt m’(t)(sin® (¢/2) — sin® x)~'?
= n—‘gzdt m’(t)stllzdx 2 sin x cos « (sin® x — sin® (y/2))~'"?
) y/2

X (sin® (¢/2) — sin®z)~'2

The inner integral is equal to = and we get
1
- | m@at = m) — m@ = mw) ,

as desired.
The function — m/(y) is of the type (» — 1,n) and hence we
have

(41) — m/(t) = cos (t/2))"(sin (¢/2))~"L(t)

where [(¢) is a continuous function in 0 < ¢t < 7 with [(0) > 0. Now
sin (¢/2) and its inverse function are continuous in 0 < ¢t < x, and we
may therefore write

I(t) = L(sin (¢/2))

where L(T) is a continuous function in 0 < T'<1 which has L(0) > 0.
Substituting (41) into (40) and putting sin (¢/2) = T we obtain
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(42) f(x) = 47 sin 2(cos x)‘“"Slh L(T)T~1 — T?)=-r

sin g

X (T* — sin®* x)~"*dT (0 < <—72£) .

Now [(t) is positive in 0 < ¢ < 7 and hence f(x) is positive and
continuous in 0 < 2 < 7/2. One has

lim f() = 47—'L(1) lim (cos x)l—njl (L — TH*5E(T* — sin® )" TdT,
z—T[2 zor[2 sin z
provided the limit on the right hand side exists. But the expression
to the right of lim on the right hand side is in fact a constant, and
therefore the limit does exist. It follows that f(x) may be extended
to a function which is continuous in 0 < z < 7/2.
Putting T = u sinx we obtain from (42) the estimate
[sinz
fl@) L xgl (sin @) ""u"(w® — 1) du < &'

as x— 0. Therefore (32) holds. When 0 < T < ¢(n), then L(T) > 1.
It follows that

c1a(n)[sinz

flx) > :x;g (sin )~ "u~"(u?* — 1)~'"*du > x'"

1

when 2z is small, and (17) is satisfied.
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