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Singularity of Gaussian measures 2, and /; on the function
space R” of real valued functions x({) on an arbitrary interval
D with factorable covariance functions r.(s, t), i.e., r:i(s, ) =
u(s)v;(t) for s < t and (s, t) = vi(s)ust) for s >¢t,1=1,2, is
treated. Local conditions on the factor functions u.(f) and
v,(t) which insure the singularity of #, and y, are given,

Consider the measurable space (R”, ) where R” is the space of
all real valued functions «(¢) on a fixed but unspecified interval D of
the real line and ¥ is the smallest o-field of subsets of R” with respect
to which all real valued functions Y(¢, ®) = x(t) defined on R” with
parameter ¢te€ D are measurable. A probability measure p¢ on (R”, §)
is called a Gaussian measure on the function space R?” if the stochastic
process Y(¢,x) = x(t) on the probability space (R?, ¥, yt) with the
domain of definition D is a Gaussian process. From the viewpoint of
stochastic processes if X(¢, ) is a stochastic process on an arbitrary
probability space (2,8, P) with the domain of definition D then a
probability measure g, is induced on the measurable space (R?, &) by
embedding the sample functions X(-, w), w € 2, in R?. The stochastic
process Y(t, x) = «(t) defined on the probability space (R?, §, ttx) with
the domain of definition D is equivalent to the original process X(¢, w)
so that if X(f, ) is a Gaussian process so is Y(¢, ). Thus a Gaussian
measure on (R”, &) can be defined equivalently as the probability mea-
sure p, induced on (R”, ¥) by a Gaussian process X(¢, ®).

J. Feldman [3] and J. Hajek [4],[5] showed independently that
any two Gaussian measures are either equivalent or singular. In [7]
we applied Hajek’s criterion for equivalence or singularity to investi-
gate the singularity of Gaussian measures induced by Brownian motion
processes with nonstationary increments. In the present paper we
consider the singularity of Gaussian measures g, and g, on (R”, §)
for which the covariance functions 7(s, t) of the stochastic process
Y(t, ©) = x(t) are factorable. OQur main result is the following theorem

THEOREM. Let p, and p, be Gaussian measures on (R°, §F) with
zero mean functions and factorable covariance functions ry(s,t), 1 =
1, 2, given by

u,(8)v,(t) s=tsteD,1=12

(1.1) ri(s, t) = .
v(s)u(t) s=t, s, teD,t=1,2
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where u(t) and v(t) are nonnegative functions on D satisfying
(1.2)  w,(t")v(t) — u; (&), (t") = 0 t,t"eD, ¢ <t'i1=1,2.

If there exists t,e D such that v(f) > 0 and u,(D)[v(t)]™ are sirictly
increasing on (L, t, + 0) for some 6 > 0, the right derivatives D¥u(t,)
and D(t) of ut) and v,(t) at t, exist and

(1.3) u;(t) = 0, D uy(t) =N >0, 1=1,2
(1.4) vi(t) =r; >0, 1=1,2
then the condition

My FE NGy

implies the simgularity of p, and ..

We remark that the above theorem can also be stated in terms of
the left derivatives of wu;(¢) and v;(f). When v;(f) are positive on D
the condition (1.2) is equivalent to the condition that u,(t)[v,(¢)]™ be
nondecreasing on D. For a symmetric function (s, t), s, t € D, defined
as in (1.1) by means of two nonnegative functions u(t) and »(¢) on D
to be the covariance function of a Gaussian process it is necessary and
sufficient that for any ¢, ---,¢t,eD,t, < --- < ¢t,, the n X n matrix
[r(te, ), k, 1 = 1,2, -+-, n] be nonnegative definite. The condition (1.2)
is equivalent to this condition (see p. 525, [1]). In particular for every
n X n matrix [r(¢, t),k,1=1,2, ---,n] to be positive definite it is
necessary and sufficient that u(f) and v(¢) be positive on D and the
strict inequality in (1.2) hold. In connection with our theorems we
mention an earlier result by G. Baxter, corollary [1], which showed
that if u;(¢) and v,(¢) have bounded second derivatives on D = [0, 1]
then for the two subsets E;, 7 = 1, 2, of R? defined by

o= et S[(4) - (5]

= [ttt — wttyoimnas)

the equalities p(E;) = 1,7 = 1, 2, hold so that the condition
[t (®) — weyicena = | uteyost) - woyieat

implies £\ N E, = @ as well as y,(E;) = d,;.

The proof of the theorem is given in § 3. For some examples of
factorable covariance functions to which our theorem ecan be applied
see J. A. Beekman, pp. 805-806, [2].
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2. A lemma concerning the inversion of a class of symmetric
matrices.

LEMMA. Given real or complex numbers
Ay Aoy =0 vy Ay and bu bzy"'ybn'

Let M = [my,, k,1=1,2,--+, 0] be an n X n symmetric matriz with
entries

My, = A0, for k<1, E,1=1,2,--¢,m.
Let
Ci=abj,—a;b; j§=2,3--n
D; =ab;_, — a;_0; i=238,4 -, m
then
det M = alb”jﬂH" an .

For the determinants M,,, of the minor matrices corresponding to
the entries m,, we have

M, = b, . 11 Cj ’ M1,2 = ab, I Cj ’
J=3,,n j;—.g,.-.,n
Ml,l == O fO’I" l = 3, ey, n 5 Mk,k == alank+1. H Cj y
g
Mk,k+1:albn. II ij M, =0 forl=Fk+2 --+,m,
J=2y 05
JFk+1

for k=2, ..'n —1, and finally
Mn,n = a’lbn»-l'/ H CJ' ¢

F=2yeryn—1
In particular M is imvertible if and only if a,b,, C; % 0 for j =
2, «ee, n. In this case

(=D*

e[

M,,,,,k,l=1,2,---,n].

The proof of this lemma is lengthy and will not be given here.
We merely mention that the expression (2.1) for M~ can be verified
by direct multiplication with M.

3. Proof of the theorem. The J-divergence of two probability
measures P and @ on a measurable space (2, B) is defined to be
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dQ (a))] when P and Q

E [ €3 (w)] + EQ[IOg are equivalent

oo otherwise

3.1) J(P,Q) =

where E, and E, denote integration with respect to the probability
measures P and Q.

Let & be the smallest o-field of subsets of the function space R”
with respect to which the real valued function Y(¢, ) = 2(f) on R” is
measurable for every teD. For t, «--t,eD,t, < +++ <t, let

Dot (X) = [a(ty), -, a(ta)] xeR°
05, (B) = {x e R?; [x(t), -+, %(t,)] e B} Be®B"

where B" is the o-field of Borel sets in the n-dimensional Euclidean
space R*, and let

3.2) ey, = {0511, (B), BeB"} .

Then ..., is a o-field of subsets of R” and % is the o-field generated
by the union of all the o-fields %.,....,. Given two probability measures
Myt =1,2, on (R”, ), let p;...., = il Bspoor,, i.€., the restrictions of
Y; to the o-field ,..... Let J = J(u, ;) and

Jtl"‘tn = J(lal’tl"'tn’ #2’11“‘%) .

According to J. Hajek [4],[5], J = supJ,,..,, where the supremum is
taken over the collection of {t, --- t,}, i.e., over the collection of all
the o-fields $,....,, and J < < implies the equivalence of f, and p,.
Furthermore if p, and g, are Gaussian then J = o implies the singu-
larity of p, and p,.

Lett, -+, t, €D, t,<t, < +++<t,<t,+ 6. For the fixed {¢,, ---, ¢,}
there is a one-to-one correspondence between the members of ..., and
the members of B" according to the definition (3.2). Since the measures
Uit =1, 2, are Gaussian, i.e., the stochastic process Y(¢, x) = x(t) is a
Gaussian process on each of the two probability spaces (R?, ¥, 1), we
have

(3.3) LD, (B) = @y, (B) , Be®',1=1,2

where @, ..., are n-dimensional (regular or degenerate) normal distri-
butions on (R*, B").

Now since v;(t) >0 and wu,(t)[v(t)]' are strictly increasing on
(to, t, + 0) we have

w(t")vi(t) — wi()vi(t”") >0 for ', t"e(t,t, +0),t'<t",i=1,2.

Then the covariance matrices [ri(t;, t), &k, 1 =1,2, ---,n],7=1,2, of
the n-dimensional normal distributions @, ..., are positive definite and
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consequently @, ..., are regular with density functions given by

Dyt (8)

(3'4) — 1 —l 1 g = 1
{@r)" det W, }" exp{ PAMECRST 5)}’56R v=12

where Wi, ..., = [Wirk 1 =1,2,.--,n] are n X n symmetric and
positive definite matrices with entries

(8.5) wip = wit)vi(t) for k<l k1=12---,0n,1=1,2.
Now

(3.6) @iy (B) = g D OmdE),  Be®ri=1,2

where m, is the Lebesgue measure on (R", B"). The regularity of
D,,,..., and @,, ., implies their equivalence. This in turn implies
the equivalence of ft,,..,, and f,... on account of the one-to-one
correspondence between the members of .., and the members of
B* and the relation (3.3) between .., and 0,,,....,. From (3.6)
and (3.4) we obtain the Radon-Nikodym derivatives

d,zej fqeest d@J tl"'t a Q; fyrect (5)
(52N n ) = ’ n { — [4e3 n
T en e T

det Wi,tl'"tn ]1/2 \ { —1 >
Tt Wiy, 4 P10 - Wit} i =12,

According to (3.1), (3.3) and (3.7)

3.7)

T, = Eﬂz’tl.__tn[IOg M(x)] 4 E'/M,tl'--tn log[ Zﬁl stpenty (x)]

o
=g, _ Btyertpln ] ° _lﬁ—t‘—" *
Z,tln,tn[log @{,tl...,n(é)] + E 2,0y -t [log @7, n(E)]

In evaluating the integrals in (3.8) we quote the well known equality
that for any » x n matrices A and B where A is symmetric and B
is positive definite

1 1 .., _
9 raer ) wAS D exp {— B O}m(e) = Tr0)

where C = AB and Tr(C) = 3¢, ¢, for C =[ep, k,1=1,2, +--, n).
Applying (3.9) to (3.8) remembering (3.7), (3.6) and (3.4)

8.10) J,.., = %Tr[ Wiitiooe, Wy + Wik, Wopow — 21] .

We proceed to evaluate the diagonal entries of the two product
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matrices in (3.10). Let us consider Wi .., W;,,..., for example. The
entries of W, .., are given by (3.5). Let M, be the determinant
of the minor matrix corresponding to w; ;. According to our lemma,
§ 2, the 1st diagonal entry of Wii,... W,.,..., is given by

M1,1,1w2,1,1 - M1,1,2w2,1,2
det W,;,...t,,
(3.11) = [ ()0t )ua(E)0:(t,) — a0 (Ea)0a(E)0:(2,)]
Ju )o@ Nu(t)vi(t) — w(E)v(E)}] .

The k-th diagonal entry, k == 1, n, is given by

— M, s W mie + M xWo,ne — Mo We, k0

det Wi,,...,
= U, ()0 (E) [ — {wa(Crs)0i() — W) 0ilErr)}ra(Eir) Va(Es)
+ {1 )vi(Ear) — Wl Vi(Er1) ) 0a(E)0e(Ls)
(3.12) — {u ()0 (L) — Ua(Cr-)Vi(E0)}
UL )0o(B )] [ ()01 () s (B) 01 (B )
— ()i (EDHUu () Vi) — wlE)0i(Eer D

Finally, the n-th diagonal entry is given by

._..Ml,n—l,nw2,'ll.——-l,n + M,n,nwz,'n,n N
det Wx,ﬁ-..;ﬂ - [ ul(tl)vl(tn)uz(tn_l)v2(tn)
G13) 4wttt ) ()0 E) U(Ea) 0, ()

- ul(tn——l)lvl(tn)}]_-l .

Now according to (1.3)

tlty

For fixed n let p be a sufficiently large positive integer so that
b, =1t, + k/pe(ty,t, +06) for k=1,2, -«-,m. Then

frtnnd k . . == -—)l—i——
3.14) u(ly) = ;(M +&)=1Fk » {1+ o(1)},

k=1,2,---,n,p——>oo,'£:1,2.

From (1.4), writing v; for D*v(t,),

15 ) = o+ B2+ o) = rf1+ 0(—’-;-)} :

k=12 ¢en,p—c,1=12.

If we apply (3.14) and (3.15) to (3.11), the 1st diagonal entry of
Wit e, Weny.r, 18 reduced to
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516 M 42 — TL + 0(1)}{1 + 0(_;"_)}

= 221 4 (1))
2a2p0—2 _ i )"1T1l )
N2 — 1)1 + 0(1)}{1 + o( . )}
Similarly the k-th diagonal entry, k = 1, n, is reduced to

MArirp [ —{(k + 1) — K}k — 1) + {(k + 1) — (k — 1)}
Mrip~{k — (k — DH(k + 1) — k}

@A) k= {k — (b — DL + o(1)) {1 + o(_’.;_)}
X

AT
i+ 0(1)}{1 + 0( % )} = L+ o))

and finally the n-th diagonal entry is reduced to

M= = 1) + i + oDH1 + 0(-2)}

(3.18) A n — (n — DI + 0(1)}{1 + o( %)}

- _:1’.”&{1 +o(1)} .

171

From (3.16), (3.17) and (3.18)

T AW, Wasos)) = m2{l £ o(D)),  p— o

1”1

Similarly

1 )\‘1
TA Wik, Wagoore, | = 22221 + 01}, p— oo .
Aty

Substituting these estimates in (3.10) we obtain
Tty = 2y 2 /k_r} nol), p—s oo .
et g U N, AT + mo(l) P

Since n is fixed, no(1)— 0 as p— o. Thus for sufficiently large p
chosen for the given %, no(l) is as small as we wish. Therefore
sup Jy,...., = o .
This proves the singularity of g, and ..
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