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Stroud and Paige have introduced an important class of
central simple Jordan algebras B(2") of characteristic two,
This paper determines the automorphism groups of the
algebras B(2") and, in so doing, produces an infinite family
of finite 2-groups. This is accomplished by characterizing the
automorphisms of B(2") as matrices operating on the natural
basis for the underlying vector space of B(2") and then using
this characterization to obtain generators and commuting
relations for the automorphism groups.

Throughout the paper let ¢ = 22, » = 2™, s = 2", and t = 2"+,
9;,; is the Kronecker delta.

1. The algebras. In 1965 J. B. Stroud [3], pursuing some
earlier work of E. C. Paige [2], defined the following class of vector
spaces and proved that they are central simple Jordan Algebras of
characteristic two:

DEFINITION. Let B(2") for n = 2 be the vector space over the
field Z, of two elements with basis w_,, wo, %y, <y Uysy Uiy Vgy =00, V,
and with multiplication in B(2") defined inductively as follows:

The products wu; for —1 <4, j £ s — 2 are defined by:

(1) wu, =u;, for ~1<i1=s—2,
(2) w1, =0, u_u; = u,, for 0 <1 s — 2,
(3) wwu; =uu for —1<4, j<s—2
(4) ui= 4= wuu,=0.
Assuming the products wu; are defined for —1 < 4, 7 < 2% — 2 where
2<k=<n-—1, let p=2*% and define
(5) wupy; = H; prir; When wau; = H; jwiy;, §J % —1 with H;;in Z, ,
(6) Uprtlyps; = 0.
For k=1, m =0, p = 2% define the products u;v; by:
(7)) uw; =vu; for — 1 <i1<s—-2, 1555,
(8) uw;=uv, for L<j=s,
(9) wow;=v;+v;, v,=0for1<j=<s
(10) Uy Vomipti = Vominptio + Vemsnps; f0r 1= JE D
AL UprViompri = Do, Veminprivi T €, Vemtnprivin
when
(12) ww; = d;, v + €,V for 021 <p—2, 1 <7 <p and d,;,
e;,; in Z,
(13)  UpsiVeminps; =0 for —1 <1 =<p—~2, 1=75=0p.
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Finally, define the products »v; by:

(14) vw; =vw, for 1 <4, 7 < s,

(15) v; = u,,

juj_g + u;_,, J even

(%;_s J odd

where u; = 0 for 7 < —1,

A7) vy = Dijlhpyi iy + Ei Uy i

when

18) wvw; =D, Uy, o+ E ;s for 1=<1<p, 2=7=<p and D,
E, ; in Z,

(19) 054, =0, 1 =14, 7 = p.

16) v, =

From this definition it is clear that B(2") is commutative ((3), (7),
(14)) and that w, is its identity element ((1), (8)). Moreover, for all
2,7, a,b (le.,, -1 <14, j<s—2and 1 =Za, b<ys),

w;w; = hy,u;y, where h;,; =0 or 1,
[G10(ira + Bisws); © = 0, when ¢ =1 (mod 2)

u,ﬂ)a = .
(g;.aVire When i =0 (mod 2)
where g,, = 0 or 1, and
SusWars—s When a = b (mod 2)
VU =

Sas(Uais 4 + Uoiy—s) When a = b (mod 2)
where f,, = 0 or 1.

The multiplication table for B(4) is easily computed to be

U—1 wno w1 U2 V1 V2 V3 Ve
U1 0 U—1 %o U1 V1 V1 + V2 Vs + U3 V3 + Vs
o U—1 Ho U1 U2 V1 V2 Vs V4
Ut Uo U1 0 0 V2 + V3 vz + Vs 0 0
Uz UL Uz 0 0 V3 V4 0 0
Vi V1 V1 V2 + Vs V3 0 U—-1+ %o Uo w1 + Uz
V2 V1t V2 V2 V3 + Vs Vs %—1+ o Uo w1+ Uz Uz
V3 V2 + V3 Vs 0 0 U U1+ Uz 0 0
Vs v + vy V4 0 0 Us + Uz Us 0 Q

and the following table summarizes the inductive definition of B(2p)
if the multiplication table of B(p) is known:
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U1 Up—2 Up—1 " Uzp—2 Vit Up Vp+1°° V2p
@ ©)]
U—1
Uo ) ®)
. KNOWN KNOWN
: 109), (11), (18)
Up—2 5) with smaller
values of p
Up—1 <10)
. COMMUTATIVITY ZERO ZERO
3) 6) 11) 13)
Uzp—2
V1 (16)
: KNOWN COMMUTATIVITY KNOWN 17y with (14)
Vp )
v
o COMMUTATIVITY ZERO COMMUTATIVITY ZERO
) ((13) with (7)) 14) 19)
V2p

The numbers indicate the equation used to determine the particular
block of the multiplication table, COMMUTATIVITY in a block means
that the block in question is determined from a corresponding block

by the commutativity of B(2"), and ZERO denotes a block all of
whose entries are zero.

2.

The automorphisms.

DErFINITION. Define a set of ¢ x ¢ matrix forms A4, for n = 2
inductively as follows: Let

where a,, a,, a, and b, are in

—

1 a, a, a, 0
01000
0 01 a O
0 0010
0 a, 0 b, 1
000 00O
00 0 a O
LO 00 0 O
VA

20

Qo

(=]
o o o <9

a, a, a, + a,
1 00
0 1 o
0 0 1

Assuming that the matrix 4, = (¢;;) where —1<4,j<t— 2 is
defined in terms of elements @, and b, of Z, with 0 <e<s— 2 and
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0 < m < s, we define the matrix A4,,, =(d,;,;) for —1 <14, 72t -2
in terms of elements ¢, and b, of Z, with 0 <e¢ <t —2and 0 <m < ¢
as follows: For —1 <14, j <s— 2,

(1) di; = divejre = ¢,

(1) dijue = Qivg g = Cijus o

(1) die,; = divagjis = Cinayj

(iv)  direjre = Qisas jras = Civgygis »

(V) divs; = gy jre = Qigag,; = diggyie = 0

(V) diges = {O to=g .

D;, 0+, if 1% j where p,; is in Z, and ¢;,; = p;,,a, .

(Vi) ;135 = Di,jrsburs Where p; ;.. is in Z, and ¢; ;4 = Py, 250n
with a, = b, .

(Vi) iy jis = Dizs,ibnrs Where pyi,; is in Z, and cy; = Dits,ibn
with a, = b, .

() dogn = {0 T i
DitsitsQets T Qits,jurslorsty I T ]
where 0.5+, and Qi 54, aTe in Z, and ;o555 = Divo,jrsle + Qivs,jrslets
with the convention that if ¢,., ;+. = @,, then e = w.

The matrices A, can be summarized by the following figure. If
the 2% x 2* matrix 4, is known, then A,., is the 2%+ x 2F matrix
given in block form by

UR(A,) | UR(A,)]
+ 21«:——1 _1_ 2k
A,
0 UR(A,)
2k —1 4 Qh—1
Ay =
025 Ak

where, for m = 2" or 2%, 0, is the m X m zero matrix and UR(A4,) + m
is the 2% ' x 2¥! matrix obtained by adding m to each subscript of
the 2! x 2! block in the upper right hand corner of A4, under the
convention that if an entry in the upper right hand block of A4, is
zero, then the corresponding entry in UR(A,) + m is also zero.

We now prove the characterization theorem.

THEOREM. A linear transformation A of the Jordan algebra
B(2") over Z, with n =2 1is an automorphism of B2") if and only
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iof tts matrixz relative to the canonical basis of B(2") is of the
form A,.

Proof. The proof is outlined by several lemmas.

First we establish some general results about the automorphisms
of B(2®). If A is an automorphism of B(2") with matrix (c;,;),
—-1<Z4, j£t— 2, ¢,; in Z,, relative to the canonical basis of B(2")
then we can show:

LEMMA. 1. Cq;,j = Ci,3+j = cs+i,j = cs+i,s+j = OfO’r —‘1 é j < 7; g s — 2.

LEMMA 2- CM - 1 fO’i" —1 é 'L‘ é t - 2 and ci,s—i—i - cs+i,i - O fO’I‘
—-1<1<s— 2.

LEMMA 3. ¢;,; =0;,; for —1 <4, j<t—2 and ¢+ =0 (mod 2).

LEMMA 4. ¢4 = Coriy; JOr —1 =514, § <s— 2. In particular,
Cior; = Cors ;=0 for —1 <14, j<s—2and j =1 (mod 2).

LEMMA 5. For —1 =<1, § <7 =2, C,j = Cris,ri55 Cirotj = Crtissrtss

Coriri = Cortiyrrjs ANA Corgonj = Capiirzrt e

LEMMA 6. For —1 i r—2,
. Oifi=4j4
(1) Gures = {pi,jc_l,r+j4~1 ifi£j
W € = Ds,iCor,jin Where v, ; is in Z,
.. 0Oifi=3j
@) e =400 T e
U Cieri = Qi,iC—1,0rj—i1 Where g, ; 18 N Z,.
0Oufi=19g
() Coriarr; = M, 3Ctyrtjoios + KisiCosirijie of 175 and j =0
’ (mod 2)
My, iCoyrrjic Of T J and J =1 (mod 2)
if
e = {mi,jc—-l,.i——i——l + ks je s jmie for § =0 (mod 2)
sFReHT T \my jey, i fOr 5 =1 (mod 2)
where m;,; and k;; are in Z,

To establish the necessity of the condition of the theorem, we
proceed by induction on n. The case n = 2 is straightforward in view
of the preceding lemmas and, for the induction step, we make the
following definitions and state a lemma about them:

DEFINITION. If A is an automorphism of B(2"*') with matrix
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(ci,5), —1 =1, J £2t — 2, relative to the canonical basis of B(2"*),
then the restriction of A to B(2") is the linear transformation A’ of
B(2") onto itself whose matrix (d;;), —1 =14, j <t — 2, relative to
the canonical basis of B(2") is defined by:

¢, for —1 <4, j<s—2
Copsjfors—1<i<t—2and -1<j=<s—2
Ciorjfor —1<t<s—2ands—1<j57<t—2
Corigrj fOr s—1=1, j=t—2.

dm‘ =

DEFINITION. If A is an automorphism of B(2") with matrix
(¢,;), =1 <1, j <t— 2, relative to the canonical basis of B(2"), then
the linear tramsformation of B(2"*") induced by A is the linear
transformation A* of B(2"*') onto itself whose matrix (b,,), —1 <7,
j < 2t — 2, relative to the canonical basis of B(2"*') is defined by:

For —1<4, j=<s—2,
b;,; = byrissi = Cirj s
Disirirs = Dssaizsti = Covipors s
bivi; = b38+i,s+j = Cstiyj s
biiri = Dyrizers = Cinrjr and
bs+~;,j = bi,s-l-j = b33+i,t+y' = bt+i,33+j = b3s+73,j = bt+i,s+j

= bs+i,t+j = bi,33+i =0.

LEMMA 7. (i) If A is an automorphism of B(2"*'), then the
restriction A’ of A to B(2") is an automorphism of B(2").

(ii) If A is an automorphism of B(2"), then the linear trans-
formation A* of B(2"*Y) induced by A is an automorphism of B(2"1).

The induction step then proceeds as follows: We assume that
every automorphism of B(2") has matrix of the form A, relative to
the canonical basis of B(2") and we let A be an automorphism of
B(@2"*") with matrix (d;,;), —1 <7, j < 2t — 2, relative to the canonical
basis of B(2"*). We must show that (d; ;) satisfies (i)-(ix).

By the induction hypothesis and Lemmas 5 and 7, we have (i)-(iv).
Lemma 1 establishes (v) and (vi)-(ix) follow from the induction
hypothesis and Lemmas 4 and 6. Thus we have that (d;;), —1 < 1,
j <2t — 2, is of the form A,,,, completing the induction. Therefore
every automorphism of B(2"), n = 2, has matrix of the form A,
relative to the canonical basis of B(2").

To establish the sufficiency of the condition we first show that
det A, =1 for n = 2. This is accomplished by expanding det A, by
the cofactors of its first column, expanding the resulting (t — 1) x (¢ — 1)
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determinant by the cofactors of its first row, expanding the resulting
(t — 2) X (t — 2) determinant by the cofactors of its first column,
and continuing to alternate in this manner. In view of Lemmas 1, 3
and 4, after ¢ — 2 such steps we have

1 ¢,

detAn:’
01

This fact about the determinant says that A, is the matrix
relative to the canonical basis of B(2") of a nonsingular linear trans-
formation A of B(2") onto itself. Hence it only remains to show
that A preserves products of the basis elements of B(2") and this
may be checked by a straightforward but lengthy calculation. This
completes the proof.

3. The automorphism groups. At this point we know that
the automorphism group .7, of B(2") over Z, is the group formed
by all matrices of the form A, under matrix multiplication. From
the definition of the matrices A4,, n = 2, it follows that such a matrix
has 3¢ elements a; and » — 1 elements b; in its first row. Since any
matrix of the form A, is completely determined by the elements of
its first row, this says that the order of .oz, is 2%+7—! = 21,

In order to examine the structure of ./, we make the following

DEFINITION. For n = 2, let

IP={i: 0<71<s—2 7% 3 (mod4)},

={s+2t—2: 217 =7} and
I" = IrJIr.

Then I* is a subset of {i: 0 <7 < ¢ — 2} and consists of 5¢ — 1
elements.

For 7 in I*, define G, as follows:

(i) If 7 is in I, G; is the matrix of the form A, with a;, =1,
a;, =0 for jin I" and j # %, and b,, = 0 for 2< k < 7.

(ii) If 4 is in I7, G; is the matrix of the form A, with b, ,,, =
1, b;_y+2=0 for 7 in I} and j = ¢, and a, = 0 for k in I.

Denote by (%, %y ***, n), Where ¢; is in I for 1 <75 <m and
7, < '132 +eo < 4, the matrix of the form A4, in which for each j=
1,2 +-ymya;=11if 7;isin I" and b;_,4, =1 if 4; is in I} while

ak_O for k in I* and k = 4; for anyg_l 2, -, mand b,_,., =0
for k in I} and k = i; forany j = 1,2, ---, m. Clearly any element of
57, can be expressed in the form (z,, %,, ---, 1,,) for some <, 75, =+, Tpe

Using a technique due to Bobo [1], we can show that the set
{G;: 1 in I"} generates .%7,. Finally, we determine the commutator
subgroup of .&7, by using a straightforward induction on n together
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with the properties of matrix multiplication and matrices of the form
G;. The results are summarized in the following

THEOREM. The automorphism group 57, of the Jordan algebra
B@2"), n =2, can be described abstractly as the group generated by
the 5(2"*) — 1 generators G; where 1 is in I* and where G = I for
all © in I*, I being the t X t identity matrixz. Moreover, the com-
muting relations among the generators of ., may be described
mductively ds follows:

In o, GG, # GG, but GG, = G.G:G.G,. For all other © and j
wm I*, GG; = G,G,.

If the commuting relations among the generators G, © in I™,
of &7,_, are known, the commuting relations in 7, are given by:

If © and m are in I with i, m = 0 and % = m and if 7 and k
are im I} with 5 #+ k, then

(a) If 1 =1 (mod4),

GOG'Z = Gi+1Gs+i+1GiG0 ’

GOGH—r = Gr+i+1Gs+r+i+1Gi+rG0 ’
GG, = G1i0.G.Giy and
GiGs-i—'r = Gs+r+i+le+rGi'

(o) If GGl = Gl GLGE,

GG = Giyni GG, and
GiGm—H' = Gr+f[+m+1Gm+rGi .
(© If GG} = GiusnGiG
GGy, = Gr+i+j+1Gj+rGi 5
GGjse = Gorivj1:Gy1.Giy and
Gi+rGj+'r = Gs+i+j+1Gj+rGi+r .
Otherwise, G.G; = G,G, for ¢ and f in I".

The structure of the group &7 of order 16 becomes clearer if it
is recognized as the direct product of two familiar groups. Since
I} ={0,1, 2} and I? = {6}, .9 is generated by G,, G,, G;, and G;. Let
H, be the subgroup of .57 generated by G, and G,. Then, if a = G.G,
and b = G,, direct computation using the commuting relations in .%7
yields H, = {I, a, b, ab, &?, &*, a’b, ¢’} = the dihedral group D, If
H, = {I, G,} then both H, and H, are normal in .%4, H N H, = {I},
and H H, = 7. Hence

=D, x Z,

where D, is the dihedral group of order eight and Z, is the cyclic
group of order two.

Detailed proofs of some of the results summarized in this paper
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may be found in the author’s doctoral thesis written at the Univer-
sity of Virginia under Eugene C. Paige.
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