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Let /be a compact interval of the real line and for each
t in /, let F(t) denote a nonvoid subset of euclidean w-space
E*. Let J^iiF) be the collection of all Lebesgue summable
functions u: I-+En having the property that u(t) e F(t) almost
everywhere on /. Following the lead of Kudo and Richter,
Aumann defines the integral of F over / by

I fe

and, in addition to other results, establishes a dominated
convergence theorem for such integrals. Hermes has pursued
Aumann's line of thought to obtain results concerning some-
thing akin to a "derivative" for set valued functions.

It is certainly also valid (and for control theoretic appli-
cations essential) to define the trajectory integral of F to be
the set S^i(F) of all functions which vanish at the left end-
point of / and have derivatives in J?~Ί(F). The purpose of
this paper is taken to be the study of the trajectory integrals
of nonvoid, compact set valued functions. A primary goal
is the extension of the results of Aumann to include the
trajectory integral. A secondary goal is the provision of an
intuitively meaningful definition of "derivative" for set valued
functions.

Whereas I F(t)dt is a subset of En, S^(F) is a subset of a space

of functions on I to E*. Taking note of the relation

( 1 ) \ F ( τ ) d τ = {μ(t) \ μ e ^ j ( F ) } , t e l ,

the validity of which is obvious when ^Ί(F) is nonvoid, it is clear

that the distinction between S^(F) and \ F(τ)dτ is essentially that
J[o,t]

between "function" and "value of a function". In view of this dis-
tinction, one necessarily anticipates that a study of the trajectory
integral would, in some sense, subsume that of the integral defined
by Aumann.1 Concrete justification for this point of view already
exists in control theory [4].

Further motivation for the study of the trajectory integral arises
in connection with the existence theory of the generalized differential
equation

1 The work of Kudo, Richter, Aumann and Hermes cited previously is to be
found in references [13], [18], [1] and [11] respectively.
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( 2 ) x e R(t, x), x(t0) = x0 ,

in the case in which the set valued function satisfies, in particular,
a condition of measurability in its first argument. Here one anticipates
that a suitably formulated dominated convergence theorem for the
trajectory integral would provide the means for a constructive proof
of existence, along classical lines, thereby providing at same time a
method of approximation to solutions. This is a question of no little
importance inasmuch as the general existence theorem of Plis [17]
and Castaing [5] has been established by nonconstructive methods.

The goals of this paper are achieved in the following way. After
developing, in § 1, the pertinent algebraic and topological properties
of the space Ωn of nonvoid compact subsets of En, in § 2 we establish
several fundamental structural properties of Lebesgue measurable
functions on E1 to Ω%. The concept of Lebesgue measurability for
functions on E1 to Ωn is due to Plis [16] and is a natural generali-
zation of the concept of measurability of functions with range in En.
As Hermes has pointed out [11], Aumann's "Borel measurability"
implies measurability in the sense defined by Plis. Some of the
theorems of § 2 have already been stated, without proof and in a
somewhat less general form, by Filippov [9]. The central result of
§ 2 is Theorem 2.3 which is the counterpart of the theorem for point
valued functions which asserts that almost every point in the domain
of a summable function is a Lebesgue point of the function. This
theorem plays an essential role in the proofs of two of the major
results of the paper: Theorems 3.1 and 5.1.

Theorems 3.1 and 3.2 are the principal results of interest in § 3.
In the former, conditions are stated—the chief one of which is
measurability of F— under which S*Ί(F) is a nonvoid compact subset
of each of two linear topological (function) spaces. One of these
compactness properties, together with Hermes' refinement [12, Lemma
1.2] of Filippov's "measurable selection" lemma [8], permits a short
proof of the dominated convergence theorem (Theorem 3.2) in a form
suited to the proof of the existence theorem (Theorem 4.1) for (2).
In § 3 we also devote some attention to the relationship between
Aumann's results and our own.

Finally, in § 5, we define a derivative for an element of a certain
function space which, owing to its obvious relationship to Huygen's
principle of wave propagation, we have styled "the Huygens deriva-
tive". The principal result (Theorem 5.1) of this section asserts,
loosely speaking, that the Huygens derivative of the trajectory
integral of a measurable function F is almost everywhere the convex
hull of F(t). As easy corollaries to this theorem we obtain generali-
zations of some of the results of Hermes [11] mentioned previously.
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1* Algebraic and topological preliminaries* In this paper we
shall need the following Banach spaces.

En: euclidean %-spaee, with the scalar product of α, b e En

denoted by aob and with norm denoted by \\x\\ =
(xox)1'2;

&Pn(I): space of continuous functions on I to En, with
supremum norm <V> = max {[| x(t) \\ \ te I};

^4^J^Wn{I): space of absolutely continuous functions on I to En,

vanishing at the left endpoint of /, with norm x —

\\\x(t)\\dt\

J*fϊ(I): space of Lebesgue summable functions on I to En,

with norm ((x)) = \ \\ x(t) || dt.

In each instance, / denotes a nondegenerate compact interval of Eι.

Throughout this paper the symbol φ will be used to denote the null

set. We shall also need the following classes of subsets of En and

£T"(/):

Ωn: class of nonvoid, compact subsets of En;
Γn\ class of nonvoid, compact, convex subsets of En;
^fn{l)\ class of nonvoid, compact subsets of ^"(1);
^Γn{I): class of nonvoid, compact, convex subsets of Wn(I).

DEFINITION 1.1. Given a field, Φ, of scalars and a set, K, of
vectors, together with functions + : K x K—>K and x : Φ x K —» K,
K is called a quasilinear space over Φ if and only if all the axioms
for a linear space obtain except (i) the distributivity of x over scalar
addition and (ii) the existence of an inverse under + .

DEFINITION 1.2. For aeE\ A, BeΩn,

a A = {aa \ a e A} .

The following result is easy to verify.

LEMMA 1.1. With the foregoing definition (Definition 1.2) of

addition and scalar multiplication, Ωn and Γn are quasilinear spaces

over the real field.

DEFINITION 1.3. Let A,Be Ωn, Y,Ze £έfn(I) and xeEn,ye £f *(/);
then we may define:
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a(x, A) = min {|| x — a || | a e A}

β(y, Z) = min {<y - z> \z e Z)

ρ(B, A) = max {a(x, A) \ x e B)

σ(Y, Z) = mnx{/3(y, Z)\yeY}

p(A, B) = max {p(A, B), p{B, A)}

σ(Y, Z) = max {σ(Y, Z), σ(Z, Y)}

v(A, p) = max {po<7 | σ e A]

\\A\\ = p(A,{0})

Z(A, B) = max {v(A, p) - v(B, p) \ \\ p \\ = 1}

Aη = {x e En I 6 φ , A) ^ 07}

Δ(A, B) = max {J(^L, B), Δ(B, A)}

S(x,p) = {ξ£E*\\\ξ-x\\ ^p},

LEMMA 1.2. ( i ) {Ωn, p}, {Γn, p}, {<%?n(I), σ) and {3Tn(I), 0} are
metric spaces.

(ii) If AeΩn(e Γn) then Aη e Ωn( e Γn) for all η > 0 and Aη =
A + S(0, η).

(iii) If A, Be Γn then ρ(A, B) = Δ{A, B) and

Δ(A, B) - max {| v(A, p) - v(B, p) \ \ \\ p \\ = 1} .

(iv) // A,B,Ce Γn then p(A + B, A + C) = p(B, C).

Proof. The proofs of (i), (ii) and (iii) are to be found in [4].
For (iv), we have, by virtue of (iii),

p(A + B,A + C) = max{v(A + B, p) - v(A + C,p)\ \\p\\ - 1}

- max {v(A, p) + v{B, p) - v(A, p) - v(C, p) \ || p \\ - 1}

= P(B, C).

Henceforth we shall use Ωn,Γn, 3ίfn(I), 3Tn(I) to denote the metric
spaces obtained by virtue of Definition 1.3 and Lemma 1.2 (i) and in
the cases of Ωn, Γn we shall suppose that the algebraic structure of
Definition 1.2 has been imposed. For a point AeΩn we shall denote
by A* the convex hull of A; it is well known that A* e Γn. More-
over, if Ύj e Eι and A, Be Ωn{ e Γn) then ηA and A + B are in Ωn (in
Γn) [6, V. 1.4].

LEMMA 1.3. ( i ) If ηeE1 and A, BeΩn then ρ{ηA, ηB) =
\V\P(A,B).

(ii) If A,B,Ce Ωn then p(B*, C*) ̂  p(A + B, A + C) ̂  p(B, C).
(iii) 1/ A, B,CyDe Ωn then p(A + B,C + D)^ p(A, C) + p(B, D).

Proof. The proof of (i) is trivial. Part (iii) is an easy con-
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sequence of (ii) and the "relaxed" triangle law [4, Lemma 1.1]. The
second inequality of (ii) follows readily from the definitions and only
the first inequality remains to be proved. By [6, V. 2.4]

p(A* + £*, A* + C*) = p((A + B)*, (A + C)*)

and then by Lemma 1.2 (iv)

p(B*, C*) = p((A + B)*, (A + C)*) .

Now for D, EeΩn we have DczE + S(0, 7), where 7 = jθ(A 2?); hence
D* aE* + S(0, 7) or Z>* c (2£*)r by Lemma 1.2 (ii) from which we
conclude p(D*, E*) g ρ(D, E). Setting JD = A + 5, # = A + C, the
first inequality of (ii) follows from this result and the last formula
line.

COROLLARY 1.1. Let η9yeE\ A,BeΩn; then
( i ) | | ? A | | = | i 7 l | | A | | ;
( i i ) | | A | | ^ 0 and \\A\\ = 0 if and only if A - {0};

(iii) | |A + B | | ^ | | A | | + | | B | | ;
(iv)
( v )

Proof, (i) through (iv) follow easily from the definitions and
Lemma 1.3. For (v) we have from Lemma 1.3 (i), (ii)

p(7)A, ΊA) = \η-Ί \p((l
η — 7 / \Ύ] — 7 /

DEFINITION 1.4. (Kuratowski.) Let ^// denote a metric space and
let ^ ^ * denote the space of all nonvoid, compact subsets of ^£,
metrized by the Hausdorff metric, p (cf. Definition 1.3). For a
sequence {AJc^^*, linv^A; is the set of all xe^/f having the
property that each neighborhood of x intersects all but a finite num-
ber of the An whereas lim^c A* is the set of all x e ^J? having the
property that each neighborhood of x intersects infinitely many Aί#

If lim ôo Ai = lim ôo Ai9 the common value will be denoted by lim^c A{.

LEMMA 1.4. ([14, p. 248]) // {AJa^* and Az^£*, with
im ôo p(Ai, A) = 0, then linv^ A< = A.

LEMMA 1.5. Let {AJc^lΓ* and let l e ^ f * be a cluster point
(in the Hausdorff metric topology) of {AJ; then

lim i , c l c lim A< .
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Proof. Let {Ah} satisfy I im 4 _ p(Ah, A) = 0. By [14, PP 242-
243]

lim Ai c lim AH c lim At, a lim A;
i—>oo /c—*oo k—*<x> %—>oo

but by Lemma 1.4, A = l i m , ^ Aijk.

COROLLARY 1.2. Lei {A<} c Γn satisfy || A* || ^ λ, /or some λ ^ 0;
i/ A = lim^oo Ai then Ae Γn and lim^oo p(Ai9 A) = 0.

Proo/. By Blaschke's Auswahlsatz, the set U= {A Π S(0, λ) | A e Γn)
is a compact subset of Γ% so that {AJ has a cluster point in Z7. By
hypothesis and Lemma 1.5, A is the only cluster point of {AJ and
then 4 e Γ . Again since U is compact, the assertion of the lemma
follows.

LEMMA 1.6. Let {AJczΩ01 satisfy, for some λ ^ 0, || A{\\ ^ λ; if
A = lim A< α^d A φ φ then A e Ωn and lim Af = A* e Γw.

Proo/. Since [14, pp. 242-243] A is closed, the fact that AeΩn

follows easily from the hypotheses. We shall prove that

A* == (l imA ί )*climA? c ϊ ϊ m Af cOϊϊnA,)* = A* ,

the second inequality being- trivial. For the proof of the first
inequality, let xeA*; by Caratheodory's theorem [7, p. 35] there
exist xk e A, k = 1, , n + 1, such that x = Σ£±; α^τ*,

Σ «* = lι OLk ^ 0, A: = 1, , n + 1 .

Despite Lemma 1.1, it is trivial to establish that

[x)Ti = {x} + S(0, rj) = Σ α J M + S(0, 57)] = Σ
fc = l /c = l

It is easy to see that there exists K^ 0, independent of
such that {xk}η Π A< ^ φ for all i ^ K. Letting- a\ e [x*}η Π A{ there
follows Σ ί i ϊ tf*αj e {̂ }, for all i ^ iΓ; but clearly Σ ϊ ί ί a ^ e Af and
we conclude that ίc e lim Af.

For the proof of the third inequality, let scelίίnAf; then by
[14, p. 243] there exists a subsequence {A*k} and a sequence {%}
satisfying xk e Aζ and lim xk = x. Now for each index k, there exist
vectors ζ3

k e Aίjfc, i = 1, , n + 1 and numbers a) ^ 0, i = 1, , k + 1,
satisfying Σ?i ί <** = 1 and α?t = Σ J i ί <*)& Setting X, = (ft, , ξt+1)
and αfc = (αf, ••-, α^+ 1)

Γ, the superscript denoting transpose, we may
write xk = X&α:/c. By virtue of the fact that || Aifc || ^ λ for all ft, it
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is clear that {Xk} is contained in a compact subset of the cartesian
product (n + 1 factors) En x x En. Moreover, the compact set
Σ - {P e #% + 11 Pι ^ 0, i = 1, , n + 1; _Σ?ίί P* = 1} contains {ak}.
Hence {Xk} and {ak} have cluster points X, α respectively with aeΣ,
and now there follows readily x = Xa. Writing X — (ξ\ , ξn+ί),
it is clear that ξj e A, j = 1, , n, so that ^ e i * and the proof is
complete.

2* Lebesgue measurable functions on I to Ωn.

DEFINITION 2.1 (Plis [16].) A function F:I—>Ωn is measurable if
and only if the set E(F, D) = {te I\ F(t) Π -D Φ Φ) is Lebesgue measur-
able for each open set DaEn.

Filippov [9] has stated without proof the following easily
established result.

LEMMA 2.1. Let & be the class of all open balls in En having
positive rational radii and centers with rational coordinates; then a
function F:I—^Ωn is measurable if and only if the set E(F, D) is
measurable for every D e £&.

LEMMA 2.2. If P is a closed subset of I and F:P—>Ωn is
continuous then there exists Φ: I~^Ωn having the following properties:

( i ) Φ is continuous on I;
(ii) Φ(t) = F(t) on P;
(iii) for t e 7, || Φ(t) \\ < sup {|| F(τ)\\\τe P};
(iv) if the range of F is in Γn, so is that of Φ.

Proof. Define Φ on P by setting Φ(t) = F(t) there; without loss
of generality one many assume that P is properly contained in I and
that I is the smallest interval containing P. If (ί0, tλ) is one of the
at most countably many complementary intervals of P, define Φ on
(t09 ίi) by

φ(t) =

For any points r, τ0 in [t0, ί j there follows

p(Φ(τ), Φ(τ0)) ̂  (ίx - uy'piτiFiQ - F(ί0)), ^ ( ^ ( 0 - F(t0)))

^ τ - τ01

the last inequality being a consequence of Corollary l.l(v). The
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availability of this estimate makes possible the proof that Φ is
continuous on / by means of an argument like that of Natanson
[15, pp. 102-104].

LEMMA 2.3. {Plis [16].) If F:I-+Ωn is continuous it is
measurable.

Filippov [9] has stated the next theorem, without proof, again
for bounded functions.

THEOREM 2.1. // Fk: I—>Ωn, k = 1, 2, 3, , are measurable and
if lim p(Fk(t), F(t)) ~ 0 almost everywhere (a.e.) on I, where F: I-+Ωn,
then F is measurable.

Proof. (After Natanson [15, Th. 2, p. 94].) Let α, r be fixed
and such S°(a, r) e <gr, the class defined in Lemma 2.1, where the
superscript denotes interior. For positive integers m satisfying mr > 1
define

T* = E(Fk, S°(α, r - m"1)), k = 1, 2, 3, . . - ,

Zl = Π T*, n = 1, 2, 3, .

We shall prove that

( 3 ) E(F, S°(α, r)) = U Zl

Certainly Tt is measurable by hypothesis and Lemma 2.1; thus ZZ
and the right member of (3) are measurable. Then by Lemma 2.1, (3)
implies the measurability of F.

Let tQ e E(F, S°(α, r)); then F(tQ) f] S°(a, r) Φ φ and there exists an
integer m0, mor > 2, such that F(tQ) Π S°(a, r — 2mQ~1) Φ φ. Since
p(F(t0), Fk(tQ)) -> 0, it follows that p(F(t0) n S(α, r - 2mo~

1), Ffc(ί0)) — 0.
Consequently there exists nQ = wo(mo) such that if k ^ n0 then
Ά̂ (̂ o) Π S°(α, r — m^1) ^ ^. Hence t0 e T£Q for k^ n0 which implies

t0 e Zl\ and then of course t0 e \Jn,m Zl.
Now let t0 e \Jn,m Zl\ then there exist n0, m0 such that t0 e Zl\.

Hence toeT*o for k ^ ^0; i.e., Fk(t0) n S°(α, r - mo"1) ^ ^ for k ^ %0.
Now since p(Fk(t0), F(t0)) ->0 it follows that

0) n S(α, r - mo"1), F(ί0)) ~> 0 .

This in turn implies that S(a, r — m^1) Π ̂ (ίo) Φ Φ so that certainly
F(t0) Π S°(α, r) ^ ^. Thus ί0 e ^ ( J P , S°(a, r)) and (3) follows.

The necessity of the condition of the next theorem (generalized
Lusin theorem) was established, for bounded, measurable F, by Plis
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[16]. The entire theorem, again restricted to bounded functions, was
stated without proof by Filippov [9]. For a measurable set J B C I ,

let μ(B) denote its Lebesgue measure.

THEOREM 2.2. A function F:I-+Ωn is measurable if and only
if for each r] > 0 there exists Eηa I which is closed, μ(I — Ev) < η
and the restriction of F to Eη is continuous.

Proof. (Necessity, using a device of Natanson [15, p. 10].) Let
Tk = E(F, £Γ(0, k)), where k is a positive integer and the tilde denotes
complementation. Now Π Tk = φ for otherwise, if tQ e Π Tk,

F(tQ) Π ST(0, k) Φ φ

for all k, contradicting the assumption that F(t0) e Ωn. Hence μ(f\ Tk) —
0 and since T* c T3 for ί > j it follows that \imμ(Tk) = 0. Thus for
Ύ) > 0 there exists k0 such that μ(TkQ) < rj/A; moreover, there exists
open T* 3 TkQ such that

μ(T*) < μ(Tk) + η/A < η/2 .

Defining F*:I-*Ωn by

F*(t) = F(t), t e l - T* ,

the measurability of F* follows from that of F; in addition || F*(t) \\ ̂
k0 for all tel. Hence, by the aforementioned theorem of Plis [16],
there exists closed E* c I such that the restriction of F* to E* is
continuous and μ(I — E*) < η/2. Consequently, the restriction of F
to the set Eη = (I — T*)f\E* is continuous and Eη is certainly closed.
Moreover,

- Eη) = μ{T* U (J - E*)) ^ μ(T*) + μ(I - E*) < η ,

and the argument is complete.
(Sufficiency.) For each rj > 0, denote by Φ(o, η) the continuous

extension of F, from Eη to J, guaranteed by Lemma 2.2. Let
ηm = 2~m, m = 1, 2, 3, •; then setting

Sm = I - EVm

it follows that μ(Sm) < 2~m. Define

Now M, =) ikf2 Z) so that lim μ(Mζ) = ̂ (Q); but since /i(M<) < ΣΓ=i 2-&

there follows μ(Q) = 0. Let toel — Q; then ί o e | J ( / - -M"i) so that
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tQeI — MiQ for some i0. But then tQeI—Sk for all k^i0; i.e.,
p(F(t0), Φ(t0, Ύ]k)) — 0 for all k >̂ i0 and this in turn implies

lim p(F(t0), Φ(t0, ηk)) = 0 .

By Lemma 2.3, Φ(o, ηh) is measurable for each k so that by Theorem
2.1 and the result just obtained, F is measurable.

COROLLARY 2.1. If F:I—>Ωn is continuous (measurable) then
the function F*:I—>Γn defined by F*(t) = (F(t))* is continuous
(measurable).

Proof. The assertion concerning continuity is immediate from
Lemma 1.3 (ii). Now suppose F is measurable; by Theorem 2.2, for
Ύ] > 0 there exists closed Eη(zl such that μ(I — Eη) < η and the
restriction of F to Eη is continuous. But by Lemma 1.3 (ii), the
restriction of F* to Eη is continuous. Another application of Theorem
2.2 yields the measurability of F*.

The next two lemmas were originally stated for bounded functions;
an examination of their proofs (vide [12]) reveals, in the light of
Theorem 2.2, that this boundedness restriction is superfluous.

LEMMA 2.4. (Hermes-Filippov.) Let g:En—>Ek be continuous
and let H:I—>Ωn be measurable. If r:I—>En is measurable and
r(t) e g(H(t)) on I then there exists measurable v:I—+En satisfying
v(t) e H(t) and r(t) = g(v(t)) on I.

LEMMA 2.5. (Hermes.) Let R:I—>Ωn be measurable and let
w:I~^En be measurable; then there exists measurable r:I—>En

satisfying r(t) eR(t) and \\ w(t) — r(t) \\ = a(w(t), R(t)) on I.

The next lemma was originally stated by Hermes [11, Lemma
1.1] for bounded functions; again by virtue of Theorem 2.2, the
boundedness restriction is superfluous. A function F:I-+Ωn is
approximately continuous at t e I if and only if there exists a measur-
able set B a I for which ί is a point of density and such that the
restriction of F to B is continuous at t.

LEMMA 2.6. If F: I—+ Ωn is measurable then F is approximately
continuous a.e. on I.

DEFINITION 2.2. ( i ) Let F: I-+Ωn; if there exists a Lebesgue
summable function h: I—>Eι such that \\F(t) || g h(t) on I then F is
integrably bounded.
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(ii) Let A be an index set and let Fr:I—>Ωn for all ye A; if
there exists a Lebesgue summable function h'.I—^E1 such that
|| Fr(t) || ^ h(t) for all tel and all y eA then {Fr \jeA} is uniformly
integrably bounded.

The next lemma has an easy proof which will be omitted.

LEMMA 2.7. ( i ) If F:I—*Ωn is continuous it is integrably
bounded.

(ii) If F:I~>Ωn is integrably bounded then the function F*
defined in Corollary 2.1 has the same integrable bound as F.

DEFINITION 2.3. Let F:I-*Ωn be such that for each ί e / t h e
function p(F(<>), F(t)) is summable on I. A point t el for which

'p(F(τ), F(t))dτ = 0

is called a Lebesgue point of F.

THEOREM 2.3. If F: I—+Ωn is measurable and integrably bounded
then almost all tel are Lebesgue points of F.

Proof. Theorem 2.2 and the continuity of ^(o, o), together with
Lusin's theorem for real valued functions, implies that p(F(o)y F(t))
is measurable for each tel. Let h be an integrable bound for F;
without loss of generality one may suppose that h(t) > 0 on /. By
Corollary 1.1 (iv), ρ(F(τ), F(t)) ^ h{τ) + h(t) for all τ,tel. Hence
p(F(o), F(t)) is summable on / for each tel. Now by Lemma 2.6
and [15, Th. 5, p. 255] almost all points of I are, at once, points of
approximate continuity of F and Lebesgue points of h. Let t be
such a point and let B c / be a measurable set for which t is a point
of density and such that the restriction of F to B is continuous at
t. For η > 0, set

BAV) = [ ί , ί + ? ] ί l S ,

B2(η) = [ί, t + η\ n (I - B) .

Then, given ε > 0, one may choose rj = η(ε, t) > 0 sufficiently small
that the following three conditions are satisfied:

( i ) for τ e B^V), P(F(τ)9 F(t)) < e/6;
(ii) μ{B2{η)) < eη/βh(t);

S t + η
I h(τ) - h(t) I dτ < ψ/S .

t

By virtue of (i), (ii), (iii) and Corollary 1.1 (iv) there follows
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1 (t+'p(F(τ), F(t))dτ = ψ' ί p(F(τ), F(t))dτ + ψι \ p{F(τ), F{t))dτ

\\\F(τ)\\ + \\F{t)\\]dτ

S t + η

I h(τ) - h(t) I dτ + 2h(t)rrιμ{B1(η))

< 6/3 + 5/3 + 5/3 = 5 .

S t + η

p(F(τ), F(t))dτ = 0, and a similar argument shows
that the left hand limit is also zero.

We close this section with the following important lemma on the
measurability of composite functions.

LEMMA 2.8. Let D be a nonvoid, open subset of E1 x En and
let R: Eι x En — Ωn satisfy:

( i ) for each t in the projection of D on E1, R(t, ©) is continu-
ous on the set Dt = {x e En | (ί, x)eD};

(ii) for each x in the projection of D on En and each compact
interval IczE1 for which I x {x} c D, R(o, %) is measurable on Γ,

(iii) for each compact C aD there exists a Lebesgue summable
function hc\E1-+Eι such that \\R(t, x)\\ g hc(t) on C.

If I is a compact interval in E1 and S is a compact ball in En

satisfying Ix SaD then for each continuous function x:I-+S the
function R(o, x(o)) is integrably bounded and measurable on I.

Proof. If the assertion of the lemma is true with "continuous"
replaced by "step" as the restriction on x:I—>S then the validity of
the original statement, insofar as measurability is concerned, follows
by virtue of (i) and Theorem 2.1 since a continuous function x:I—+S
may be uniformly approximated by step functions. Hence suppose
that for ck£ S, k = 1, , m, x*: J—• S is defined by

x*(t) — ck, telk9 k = 1, , m ,

where / = \J Ik1 I3 Π /* = Φ for j Φ k and each Ik is an interval*
Then for an open set K(zEn, E(R(o, x*(<>)), K) = \J Mjf

M,. = {te I3 I R(t, cj) fl K Φ φ}, j = 1, , m .

But by (ii), each Ms is measurable so that E(R{o, x*(°)), K) is measur-
able. Integrable boundedness of R(o, x(o)) is an easy consequence of
(iii).

3* Trajectory integrals of measurable functions* In this
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section we set I = [0, 1] without loss of generality and suppose that
F:I—>Ωn is a given function. As in the introduction we denote by
^](F) the set of all Lebesgue summable functions u:I—>En having
the property that u(t) e F(t) a.e. on I. Let ^~ on ^fΐ(I) be defined by

{^Tq){t) = [q(τ)dτ, tel,
Jo

and define

may be considered as a subset of any of a number of Banach
spaces but the ones we shall be primarily concerned with here are
<ϊ?n{I) and

LEMMA 3.1. ( i ) If F:I-^Ωn is measurable and integrably
bounded then ^Ί(F) Φ ψ.

(ii) If F:I->Γn then ^](F) is a convex subset of £fΐ(I).

Proof. That there exists a measurable v:I~>En satisfying
v(t) e F(t) a.e. on I follows from Lemma 2.4 by taking g = 0, r = 0,
and H = F. The assertion of (i) then follows by the integrable
boundedness of F. The proof of (ii) is trivial.

THEOREM 3.1. If F: I —• Γn is measurable and integrably bounded
then S^ΊiF) e J%^n(I)m, moreover, 6^ι(F) is a weakly compact subset of

Proof. From Lemma 3.1 and the linearity of ^ follow the facts
that &Ί(F) is nonvoid and convex; that ^(F) is conditionally compact
follows readily from the integrable boundedness of F together with
the Arzela-Ascoli theorem. The first assertion of the theorem will
be established if we show that SΊ(F) is closed in ^"(7) . To this end
let w e &Ί(F) and let {wm} c S^(F) satisfy lim <wm - w} = 0. Now
wm(t) e F(t) a.e. on / so that with h denoting the integrable bound
on F we obtain

| w(t2) - wit,) || ^ || w(t2) - wm{t2) || + \\w(td - wm(tύ

+ || wm(t2) - wm{Q | | < ε +

for ε > 0 and m sufficiently large. Thus w is absolutely continuous
on I and it is easy to see that there exists measurable Ud, μ(I— U) =
0, having the following properties:

( i ) w(t) exists on U;
(ii) each t e U is a Lebesgue point of F.
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The validity of (ii) is of course a consequence of Theorem 2.3. With
v being the function defined in Definition 1.3, by virtue of Theorem
2.2, the Lusin theorem for real valued functions and the continuity
of v(o, o) on Γn x En [3, Lemma 1] there follows the fact that
v(F(o), p) is measurable for each peEn. By virtue of Lemma
1.2 (iii) and Corollary 1.1 (iv) there obtains | v(F(f), p) | ^ h(t) for all
(ί, p)e I x En and thus v(F(o), p) is summable for p e En. Moreover,
there exists measurable F c J , μ(I — V) = 0, such that for all
(ί, | ) ) G F X P and all m,

), P)

Thus for all m, all peEn and all ίx, ί2 e 7,

in p a r t i c u l a r for t e U, rj > 0, a l l m a n d a l l p s u c h t h a t | | p | | = 1,

ψι[v>Jί + η)- wm(t)]op g ψ^\{F(τ), p)dτ

S t + η

p(F(τ), F(t))dτ ,

the final inequality being a consequence of Lemma 1.2 (iii). For all
η > 0 such that ί + 57 e /, the convergence of wm to w implies that

V) - Mt)] = Mm ψι\wm(t + V) ~ w»(ί)] .

This and the last formula line imply that for || p \\ = 1, t e £7, ^ > 0
and t + η el,

S t + η
p(F(τ), F(t))dτ .

L e t t i n g 37—>0+ in t h i s i n e q u a l i t y y ie lds , for \\p\\ — 1,

and in turn this implies [19, Th. 5.3] that w(t)eF(t). Thus is
closed.

For the proof of the second assertion of the theorem, let x be a
weak limit point (i.e., a limit point relative to the weak topology in
^ΓJ^^n(I)) of S^F). By [6, IV. 13.31] there exists a sequence
{xm} c S^j(F) which converges pointwise to x on /. But by the first
assertion of the theorem, there is a subsequence {xm]c} which converges
in ^n(I) to x so that necessarily xe^Ί(F). Thus is <9^(F) weakly
closed. Now \ g(r)dr ^ \ h{τ)dτ for all q e J^iF) and all measurable

\\)E II } E

Ed I; hence by [6, IV. 8.11] and the absolute continuity of the set
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function I h(τ)dτ, ^Ί{F) is weakly sequentially compact in ^fl(I).
)E

Since Jf is linear and continuous with respect to the metric topologies
in Sfΐ{I) and ^Ts/^n(I), by [6, V. 3.15] S^(F) is weakly sequentially
compact in ^Ks$?^n(I). Now the weak compactness of S^Ί(F) is a
consequence of [6, V. 6.1],

THEOREM 3.2. Let F, Fk: I->Γn, k = 1, 2, 3, , satisfy

limp(Fk(t),F(t)) = O

on I; if {Fk} is uniformly integrably bounded and each Fk is measur-
able then S^(Fk) and S^Σ{F) are in <5Tn{I) and limcr(^(i^&), SΊ(F)) = 0.

Proof. That &Ί(Fk) e X B ( J ) is a consequence of Theorem 3.1.
That F is measurable is implied by Theorem 2.1. Let h be a uniform
integrable bound for {Fk} and let tel be fixed; by hypothesis and
Corollary 1.1 (iv) we find that, given ε > 0, there exists K = K{ε, t)
s u c h t h a t f o r k > K, \\ F(t) | | < e + || Fk(t) \ \ ^ ε + h ( t ) . T h u s F i s
integrably bounded by h and from Theorem 3.1 there follows

e 3Tn(I). Now there exists wk e ^j(Fk) such that β(wk, £^{F)) =
^i(F)). Let qk e ^(Fk) be such that wk = ^~qk and, by

Lemma 2.5, let ukeJ^(F) satisfy || uk(t) - qk(t) \\ = a(qk(t), F(t)) ^
p(Fk(t), F(t)) on /. Then σ(^(Fk), &&F)) ^ <wk - ^uky, but

<wk - ^Tuky ^ \)\ qk(τ) - uk{τ) || dr = [a(qk(τ), F(τ))dτ
Jo Jo

and since a(qk(t), F(t)) — 0 on / and a(qk(f), F(t)) ^ 2h(t) on / it
follows from [6, III. 6.16] that lim<wk - ^uky = 0. Hence

lim σ(^z(Fk)9 S^ΛF)) = 0 .

There also exists yk e £^(F) such that β(yk, SΊ{Fk)) = σ(^(F),
Let uk e ^(F) satisfy yk = ^~uk and, by Lemma 2.5, let qk e
satisfy || uk(t) - qk(t) \\ - a(uk(t), Fk(t)) ^ p(F(t), Fk(t)) on I. Then

; but

S i ri

II uk(τ) - qk{τ) \\ dτ = α(^(τ), Fk{τ))dτ .
o Jo

Arguing as in the preceding part of the proof we conclude

limσ(^(F)y S1(Fk)) - 0

and the proof is complete.

DEFINITION 3.1. Let y be a set of functions on / to En; then

= {φ(t)\φeS}, tel.
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LEMMA 3.2. If either of the following conditions is satisfied
then for all t e I, G(t; Sf) e Γn:

( i ) ^eSTn(I);
(ii) S? is a nonvoid, convex, weakly compact subset of

Proof, (i) is an immediate consequence of [4, Th. 1.4]. For (ii)
we observe first of all that by [6, IV. 12.3] there is a unique nonvoid,
convex, weakly compact subset &~ c -Sf ?(/) such that £f — ̂ Z^Γ
By virtue of [6, V. 6.1], Jβ~ is weakly sequentially compact; from [6,
IV. 8.8] it then follows that F is bounded. The function ^ 7 : J^Γ(I) -> En

defined for each fixed t e I by

= [q(τ)dτ
Jo

is linear and continuous with respect to the metric topologies in
J5^Γ(/), En; hence by [6, V. 3.15] it is continuous with respect to the
weak topologies in these spaces. Consequently ^~t^~ is bounded, convex
and weakly compact, hence, by [6, V. 3.13], closed. We conclude
that G(t; Sf) = J ^ T J ^ e Γn.

The next lemma generalizes a result due to Hermes [12, Th. 1.2].

LEMMA 3.3. If F:I—+Ωn is measurable and integrably bounded
then G(t; &&F)) = G(t; SΊ(F*)) e Γn for all t e I.

Proof. By Corollary 2.1, Lemma 2.7 (ii), Theorem 3.1 and Lemma
3.2, G(t; &&F*)) e Γn. Certainly G(t; S^{F)) c G(t; S^(F*)) and the
remainder of the proof coincides with the second part of Hermes'
proof for [12, Th. 1.2].

Hermes [11] has observed that: if F:I—+Ωn is Borel measurable
[1] then it is measurable. Our next result is the combined assertion
of Theorems 1 through 4 of [1] for Borel measurable, integrably
bounded F:I—*Ωn. It is an immediate consequence of Lemma 3.3
and Hermes' observation.

COROLLARY 3.1. If F: I —> Ωn is Borel measurable and integrably
bounded then for each tel, G(t; Ή(F)) e Γn.

Lemma 3.3 provides the instrument for establishing the following
corollaries to Theorem 3.2.

COROLLARY 3.2. Let F, Fk: I—+Ωn, k = 1, 2, 3, , satisfy

lim p(Fk{t), F(t)) = 0



TRAJECTORY INTEGRALS OF SET VALUED FUNCTIONS 59

on I; if {Fk} is uniformly integrably bounded and each Fk is measur-
able then for each t e I, G(t; £1(Fk)) and G(t; SftF)) are in Γn and

]χmp(G(t; &(Fk)), G(t; SΊ(F))) = 0 ,

uniformly on I.

Proof. By Corollary 2.1 and Lemma 2.7, each F* is measurable
and {Fi?} has the same uniform integrable bound as {Fk}. By Theorem
2.1, F is measurable and, by an argument like that used in Theorem
3.2, F is integrably bounded. Thus by Corollary 2.1 and Lemma 2.7,
F* is measurable and integrably bounded and, by hypothesis and
Lemma 1.3 (ii), lim p(Fk*(t), F*(t)) = 0. From Theorem 3.2 there
follows limσ(SΊ(Fk*), SftF*)) = 0 and this result together with [4,
Th. 1.5] implies

lim p(G(t; &(Fk*)), G(t; &(F*))) = 0 ,

uniformly for te I. The proof is completed by application of Lemma
3.3.

COROLLARY 3.3. Let Fk: I-^Ωn, A; = 1, 2, 3, , satisfy the follow-
ing conditions:

( i ) {Fk} is uniformly integrably bounded;
(ii) for each k, Fk is Borel measurable;
(iii) F(t) = lim Fk(t) exists and is nonvoid for each te I. Then

F:I-+Ωn and, for each tel,

lim G(t; &(Fk)) = G(t; SftF)) e Γn .

Proof. By virtue of (i), (iii) and Lemma 1.6, F:I—>Ωn and
lirn Fk(t) = F*(t). Lemma 2.7 implies that {F*} has the same uniform
integrable bound as {Fk} so that Corollary 1.2 yields lim/θ(FΛ*(ί), F*(t)) =
0. The observation of Hermes quoted above, together with (ii) and
Corollary 2.1, yields the measurability of F*. Now Corollary 3.2 and
Lemma 1.4 permit the assertion

lim G(t; S^Fi)) = G(t;

hence Lemma 3.3 yields

Γ ) lim G(t; &(Fk)) = G(t; S1(F*)) e

But the assertion of [1, Th. 5] is that the left member of this
equation is equal to G(t; ^(F)); the proof is complete.

Discussion. It is easy to see that in Corollary 3.3, the require-
ment that Fk be nonvoid, compact valued for each k can be replaced
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by the requirement that it be nonvoid, closed valued for each k.
The corresponding replacement can be made in Corollary 3.1. It is
noteworthy that Corollary 3.1 bears out the anticipation, expressed in
the introduction that a study of S^(F) subsumes, in an obvious sense,
a study of Aumann's integral. Corollary 3.3 shows that our expecta-
tions in this direction cannot be too high; indeed, under hypotheses
of this corollary, O appears to be the strongest result we can obtain
within the confines of the theory developed in this paper. The
utilization of [1, Th. 5] in this corollary could be supplanted by a
counterpart of Theorem 2.1 in which Hausdorff convergence is replaced
by Kuratowski convergence. However, we have not been successful
in obtaining such a counterpart of Theorem 2.1; moreover, in view of
the proof of Theorem 2.1 it does not appear likely that such a counter-
part is valid. It is also noteworthy that the lack of such a counter-
part for Theorem 2.1 prevents the inference from [1, Th. 5] alone
that G(t; S^(F)) Φ φ for some te I even under the hypotheses of
Corollary 3.3.

The weak compactness of S^{F) in ^Vls^f'W^il) may be shown to
follow directly from the hypotheses of Theorem 3.1; the device of
using the compactness of 6^(F) in c^n(I) to establish weak compact-
ness of S^(F) was a matter of convenience in the proof of that
theorem. Taking this observation into account, it is not difficult to
see that Corollary 3.2 may be established independently by means of
an argument which depends only on weak compactness of S^(F),
Lemma 3.2 (ii), Lemma 3.3 and Lemma 2.5. Thus Corollaries 3.1,
3.2 constitute a theory which is a direct counterpart of Aumann's
theory, the major distinction between the two theories being that
between Hausdorff and Kuratowski convergence. The discussion of
the preceding paragraph indicates that whereas these theories are
supplementary, neither implies the other.

The proof of [12, Corollary 1.1] applies with trivial modification,
taking into account Lemma 3.3, to yield

LEMMA 3.4. Let F: J—> Ωn be measurable and integrably bounded,
and let y e S^ΊiF*); then for each ΎJ > 0 there exists zv e £^(F) satisfy-
ing <JJ ~ zry < η.

This lemma has the following immediate consequence.

COROLLARY 3.4. If F:I—>Ωn is measurable and integrably
bounded then SΊ(F*) is the closure of SftF) in c^n(I).

REMARK 3.1. [12, Example 2.3.] shows that with the hypotheses
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of Corollary 3.4 £^(F) need not be closed in ^n(I); there thus appears
to be no possibility of generalizing Theorem 3.2 by requiring that
F, Fk have values in Ωn.

Let us denote by <9*ί (F) the closed (in ΛΊs#'<g7n(I)) convex hull
of S^{F) and by Sf\(F), the weak closure of 6^(F) in

THEOREM 3.3. If F: I-^Ωn is measurable and integrably bounded
then

Proof. By means of an argument like that for the second asser-
tion of Theorem 3.1 it may be inferred that S^(F) is weakly
sequentially compact. Now there follows from [6, V. 3.13, 3.14] and
Theorem 3.1,

c ^f(F) c

But from these inclusions, Lemma 3.4 and [6, IV. 13.31], the theorem
follows.

REMARK 3.2. It is easy to see that S*f(F) = j^^ΐ(F), where
is the closed convex hull of

Arguing again as in the proof of the second assertion of Theorem
3.1, it follows that if F:I-+Ωn is measurable and integrably bounded
and if S^(F) is closed in ^n(I) then Sζ{F) is weakly closed in

In view of this result, Theorem 3.3 yields

COROLLARY 3.5. If F:I—+Ωn is measurable and integrably
bounded then &(F) e ^fn(I) only if SftF) =

The final result of this section provides a marked strengthening
of Theorem 3.1 and of the assertion of Remark 3.1.

THEOREM 3.4. Let F:I—>Ωn be measurable and integrably
bounded; then the following statements are equivalent:

( i ) ^(F) e 2έ?\I).
(ii) S^(F) is a nonvoid, weakly compact subset of Λ/~S*fc£?n(I).
(iii) F(t) is convex a.e. on I.

Proof. That (iii) implies both (i) and (ii) is an easy consequence
of Theorem 3.1. For the remainder of the proof, consider the func-
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tion p(F*(o), F(<>)). By virtue of Corollary 2.1, an argument similar
to that of the first part of the proof of Theorem 2.3 permits the
assertion that this function is measurable on I. Hence the set

M = {ί G /1 p(F*(t), F(t)) >0} = {teI\ p(F*(t), F(t)) > 0}

is measurable. We need prove only that if μ(M) > 0 then 6^{F) is
a proper subset of S^(F*). Indeed, in this event it follows from
Corollary 3.5 that SΊ(F) £ £ίfn(I) and, from Theorem 3.3, that S1(F)
is not weakly compact. Now we observe that minor modification of
Hermes' proof [12] of Lemma 2.4 produces the following result: there
exists a measurable function w:I—*En satisfying w(t) e F*(t) and
a(w(f), F(t)) = ρ(F*(t)9 F(t)) for all tel. A function w so determined
thus satisfies a(w(t), F(t)) > 0 on M. Hence, if μ(M) > 0 it follows
that ^~Ί(F) is a proper subset of J^ΊiF*) and this in turn implies that
S^{F) is a proper subset of SftF*) and the proof is complete.

4* An existence theorem*

THEOREM 4.1. Let D be a nonvoid open subset of E1 x En and
let R: E1 x En-+Γn satisfy conditions (i), (ii), (iii) of Lemma 2.8 on
D; then for each (t0, x0) e D there exists a solution2 of

(2 ) xe R(t, x), x(t0) = x0 ,

and every solution of (2) may be continued to the boundary of D.

Proof. There is no loss of generality in assuming that (0, 0) e D
and proving the theorem in the case (ί0, x0) = (0, 0). The proof is
based on that of Hartman [10, Th. 2.1, p. 10]. Let α, b > 0 be
sufficiently small that C c f l , where

C = {(£, x) e E1 x En | 0 ^ t ^ a; \\ x \\ ^ 6} .

Define a = max 11 e [0, a] \ hc{τ)dτ ^b\; evidently a e (0, a]. Let

37 e (0, α:] be fixed; then on [0, η] the function whose value is R(t, 0)
is measurable and integrably bounded. By Theorem 3.1 there exists
wxe i5̂ [0,9](i2(o, 0)) and we define a function χv on [0, η] by

χ,(ί) - ^(ί), ί e [0,)?] .

There follows easily

(4α) II χ,(ί) || ^ (\e(r)dr < δ, ί 6 [0,97]
Jo

2 I.e., an absolutely continuous function satisfying x(t)eR(t, x(ff) a.e. on an
interval containing ίo in its relative interior and satisfying x(to) = Xo.
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(4b) || χη(U) - χv(td || ^ I [\(τ)dτ\, tu t2 e [0, η] .
I J ί i I

If η < a, let rf — min {a, 2η}; then by Lemma 2.8 the function whose
value is R(t, χv(t — η)) is measurable and integrably bounded on
[η, η1]. Hence by Theorem 3.1 there exists w2eS^η,ηi ](R(o

9 χη(° — y)))
We extend χη to [η, ηι] by defining

Xv(t) = XM + wa(ί), t e [η, 7}1]

it is easy to see that χη satisfies (4) on [η, 7?1], hence on [0, η1]. If
rf < a the foregoing process may be iterated at most a finite number
of steps to extend the definition of χη to [0, a] in such a way that
the following property obtains:
(*) Xv e ^ίotai(Rri0)h where R^: [0, a] ~>Γn is defined by

iϊ '(ί) = R(t,0),te[0,η] ,

R%t) =R(t,χη(t-V))>te(y,a]

with the family {Rη \ rj e (0, a]} being uniformly integrably bounded
and each member of the family measurable on [0, a].

Now let {ηm} be a monotone null sequence of points in [0, a];
then by property (*) and the Arzela-Ascoli theorem {χVm} contains a
subsequence (assume it is the original) which converges uniformly on
[0, a] to a limit function, χ, which is easily shown to be absolutely
continuous (cf. the proof of Theorem 3.1). Equicontinuity of {χVm}
implies

vjt - Vm) = χ(ί), t e [0, a] ,

so that by condition (i)

( 5 ) l im p(RHt), R(t, χ(t))) = O,te [0, a] .

Thus from (*), (5) and Theorem 3.2 there follows

( 6 ) lim σ ( ^ [ 0 , α ] ( i ^ ) , ^ 0 > β ] (Λ(o, χ(o)))) = 0 .

Since χ , m - + χ and ^0,α ](J?(o, χ(o))) is compact, (*) and (6) imply that

( 7 ) χ e ^ 0 f β ] ( i 2 ( o , χ ( o ) ) ) .

But (7) is equivalent to the assertion that χ(0) = 0 and, a.e. on [0, a],

and the proof of existence is complete. The continuability assertion
follows in a straightforward way from [2, Th. 4].

COROLLARY 4.1. // in the statement of Theorem 4.1 conditions
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(i), (ii), (iii) of Lemma 2.8 are replaced by (iv) R is continuous on D,
then the conclusion of that theorem remains valid.

Proof. That (iv) implies (i) is obvious; that (iv) implies (ii) is a
consequence of Lemma 2.3. Finally, (iii) follows from (iv) by setting

he(t) = m a x { m a x {|| ξ \\ \ ξ e R ( τ , x)} | ( r , x) eC},teEι .

REMARK 4.1. The demonstration that all solutions of (2) may be
continued over the interval [0, a], defined in the proof of Theorem
4.1, is exactly like the corresponding proof for ordinary differential
equations. The compactness of the solution family as a subset of
ίT%([0, a]) is then an easy consequence of Theorem 3.2; this again is
a parallel to the corresponding argument for ordinary differential
equations. Invoking [5, Th. 1] and Corollary 2.1, only slight modi-
fication of the proof of Theorem 4.1 is needed to establish the more
general Plis-Castaing existence theorem [17], [5].

5* The Huygens derivative*

DEFINITION 5.1. Let y e ^ f / ) ; given tel, if there exists
S(t) e Γn such that

limη-1p(G(t + η; ̂ ), G(t; £S) + ηS{t)) = 0

then S(t) is called a right hand (Huygens) derivative of 6^ at t. If
there exists V(t) £ Γn such that

\imrj-lp(G{t - η; &>) + ηV(t), G(t; &>)) = 0

the V(t) is called a left hand (Huygens) derivative of S^ at t.

LEMMA 5.1. The one-sided Huygens derivatives of 6^
are unique.

Proof. We give the proof for right hand derivatives, the proof
for left hand derivatives being similar. Let R(t), S(t) be right hand
derivatives of 6^ at t; then for η > 0 it follows from Lemma 1.3 and
the triangle law that

p(R(f), S(t)) = ψιp(ηR(t),ηS(t)) = ψιp(G(U S?) + ηR(t),G(t;

^ V'piGit + η; S"), G(t; Sf) + ηR(t))

+ ψιρ(G(t + η; SS), G(t; £*) + ηS(t)) .

By hypothesis, the limit, as Ύ] —>0 + , of the rightmost member is
zero so that ρ(R(t), S(t)) = 0.
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DEFINITION 5.2. When these exist, the right hand and left hand
derivatives at t of Sf e Hn(I) will be denoted by (D+^)(t) and (D"S^)(t)
respectively. If the one-sided derivatives of £f at t both exist and
are equal, their common value is called the Huygens derivative of £f
at t and is denoted by

LEMMA 5.2. If F:I—±Γn is measurable and integrably bounded
then

v(G(t; SftF)), v) = [viFiτ), p)dτ, teI,peE* .
Jo

Proof. Let us condense notation by defining

, p) = v(G(t; S1(F)), p) ,

λ(ί, p) = v(F(t), p) .

Then the assertion of the lemma is that ω(t, p) = \ λ(τ, p)dτ, te /,
Jo

p 6 En. By an argument similar to that for Theorem 3.1 it follows that

λ(o, p) is summable for each peEn so that \ λ(τ, p)dτ is well defined.

If σ e G(t; SftF)) then there exists u* e ̂ Ί{F) such that σ = [^(rfdτ;
Jo

hence
σop = \ u*(τ)opdτ ^ \ λ(r, p)dτ, tel, peEn .

Jo Jo

We infer that a)(t, p) < \ λ(r, p)dτ. For the proof of the reverse
Jo

inequality let h be the integrable bound on F; then for η > 0 and
| |p || — l, (h(t) + τj)$F{t) on I. For suppose the contrary; then

h(t) < h(t) + 3? = || (h(t) + η)p\\^ h{t) ,

which is absurd. Let q(t, rj, p) be the unique point in the boundary
of F(t) nearest (h(t) + η)p; then by virtue of Lemma 2.5, q(o, η, p)
is summable and

\ λ(τ, p)dτ = \q(τ, η, p)°pdτ = (\q(τf η, p)dτ\°p ^ ω(t, p) .

This completes the proof.

THEOREM 5.1. If F: I —> Ωn is measurable and integrably bounded
then a.e. on I, {DSWW) = F*(t).

Proof. By virtue of Corollary 3.4, (DSζ(F))(f) exists if and only
if (DS^(F*))(t) exists; moreover, the two have the same value. It is
thus sufficient to show that (DSl(F*))(t) = F*(t) a.e. on /; we shall
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carry out the proof for D+, the proof for D~ being similar. For
η > 0 we find that with ω, X being as defined in the proof of Lemma
5.2,

V~ιP(G(t + y; Sϊ(F*)), G(t; &(F*)) + ηF*(t))

= ψ1 max {| ω(t + η, p) - [ω(t, p) + η\(t, p)] | | || p || = 1}

= ψ

= ψ

The proof

ί Π + 7)
1 max i \ λ(r, i

v 1 J t

1 max ^ \ [λ(τ,

Ct + η
M d(F*(τ), F*
it

is completed by

P)dr - ^λ

P) - λ(ί,

[t))dτ S ^

invoking

I

Ct + η

) t

 P { F { T ) ί

Theorem 2

= l\ (by Lemma

F(t))dτ

(by Lemma 1.3

.3 .

5.2)

COROLLARY 5.1. If Fi.I—>Ωn, i — 1, 2, are measurable and
integrably bounded, a necessary and sufficient condition that the
closures of S^(Fj) and S^(F2) be equal is that F*{t) — F*(t) a.e. on I.

Proof. (Sufficiency.) Evidently SftF?) = S^(F^) and the asser-
tion follows from Corollary 3,4.

(Necessity.) By hypothesis, Corollary 3.4 and Theorem 5.1, a.e.
on I we have

= F2*(t) .

For t19 t2 G /, let us set

\hF(τ)dτ = \\t2q(τ)dτ \ q e ^(F)}

where F: I—>Ωn. It is not difficult to verify that for η > 0

S t + η

F(τ)dτ, t,t + ηel,

a n d

G(t - η; S^{F)) + [ F(τ)dτ = G(t;
Jt

Thus if F: / —> Ω% is measurable and integrably bounded there follow
from Lemma 3.3, Lemma 1.3 and the foregoing identities, both

ψιp{G(t + η; SftF)), G(t; SftF)) + yF*(t)) =

and
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- m S1(F)) + vF*(t), G(t; S1(F))) = pίv'A* F(τ)dτ, F*^
\ jt-v y

when η > 0. Together with Theorem 5.1, these last formulae establish
the following generalization of [11, Lemmas 1.2, 1.3].

COROLLARY 5.2. If F:I—+Ωn is measurable and integrably
bounded then, a.e, on /,

, F*(t)) = 0 .

REMARK 5.1. Note that now Corollary 5.1 appears as a generali-
zation of [11, Th. 1.1].
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