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The stable homotopy groups are studied as a graded ring
π* via homoiogical algebra. The main object is to show that
the projective (and weak) dimension of a finite type ^-module
is oo unless the module is free. As a corollary, a partial
answer to Whithead's corollary to Freyd's generating hy-
pothesis is obtained.

1* Introduction and statement of main results* It is well-

known that the stable homotopy groups of spheres form a commutative
graded ring π* [20]. This paper is our first effort towards the
investigation of the homoiogical properties of the stable homotopy
ring π%. In this paper we have completed the computations of all
the homoiogical numerical invariants of finitely generated type. The
nonfinitely generated type will be taken up in forth-coming papers.

The paper is organized as follows: The introduction is § 1. In
§ 2 we give a brief exposition about the theory of graded rings, which
are needed in later sections. § 3 is primarily a preparation for § 4.
Here the finitistic global dimensions of the "p-primary component" Λp

of 7Γ* (precisely, Λp is a ring obtained by localizing π* at a maximal
ideal) are computed, and a geometric realization of Λp is constructed.
§ 4 is the mainbody of this paper, here we prove Theorem 2 and
derive from it Theorems 1, 3, and 4. We would like to suggest
that the reader, after § 1, go directly to § 4 and refer to the rest
of the sections when necessary.

The author would like to thank Professor W. Massey for his
-encouragement and fruitful discussions.

The main results are:

THEOREM 1. Let A be a locally finitely generated (i.e., there
are only finitely many generators at each degree) π^-module having
finite projective, as well as weak, dimension. Then A is a free
ΊZ^-module and hence is realizable as a stable homotopy module π*(Y)
by a wedge Y of spheres.

In [7] Freyd propose a conjecture, known as the generating
hypothesis, which asserts that a map between finite CWF-complexes,
which induces the zero map on stable homotopy groups, is stably
null-homotopic. A consequence of this conecture, due to G. Whithead,
asserts that the finitely generated stable homotopy module π#(X) of
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a finite specturum is a stable homotopy module of a wedge of spheres.
Theorem 1 implies that a finitely generated stable homotopy module of
finite protective dimension is a stable homotopy module of a wedge
of spheres. Thus Theopem 1 proves "Whithead's corollary to Freyd's
generating hypothesis" with one additional condition.

THEOREM 2. Let Y be a connected spectrum having a finite
skeleton in each dimension. Then the projective, as well as weak,
dimension of π*{Y) as a π^-module is infinite unless Y is a wedge
of spheres.

In the notation of § 2, 3 below, we have.

THEOREM 3. ( i ) f.P.D(π*) = f/.P.D{π*) = 0 < F.P.D{π*) Φ 0

(ii) /. W.D{π*) = f/. W.D(πJ = 0 ^ F. W.D(πJ.

It is well known that the projective dimension of a module over
the Steenrod Algebra (mod p) is either 0 or w, Theorem 3 implies
that an analogous situation also occurs in the stable homotopy ring,
when a finiteness condition is imposed. For fs.P.D(π*) = 0 means that
the projective dimension of a locally finitely generated π*-module is
either 0 or oo. Note that the finiteness condition cannot be removed.
For F.P.D(πt) > 0 implies that there are some 7r*~modules having
projective dimension J> 1. In fact, in [14] we show that the only pro-
jective dimension of π^-module is either 0, 1, or co, equivalently
F.P.D(πJ = 1.

THEOREM 6. The projective, as well as weak, dimension of an ideal
in Ίz* is infinite.

This theorem shows that π* is a very nonhereditary ring.

Since we are working with the stable theory, a good category will
be helpful. Therefore we will freely use Boardman's stable category
of (pointed) Cl^F-spectra. [6].

CONVENTION:

( i) All the spectra X are assumed to be connected, i.e., there
is some integer n0 such that πn(X) = 0 for n < n0.

(ii) All the modules are assumed to be bounded from below, i.e.
there is some integer n0 such that An = 0 for all n < no; see § 2.3.

(iii) We will not distinguish between a map or its homotopy
class and a spectrum or its homotopy type.

2. Graded rings* The purpose of this section is to give a brief
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exposition about the theory of graded rings, which are needed in
later sections. First, we define a graded ring and set up the category
of its modules; also we recall here a few terms and facts about homo-
logical algebra. Secondly, we briefly discuss a graded version of the
theory of Noetherian rings: Since the finitely generated condition is
too strong for homotopy [10], we relax the finiteness condition and
arrive at a generalization-called a locally Noetherian ring [16]. Then
we prove some folk theorems about such rings. These theorems are
standard in the ordinary Noetherian theory of rings, yet the graded
versions seem never to have appeared in print. Thirdly, we review
some facts about the localization. Finally we introduce an operation
on graded modules—the lifting of a module. This operation gives
us a clearer view of graded free modules, and implies clearly the
realizability of free ^-modules and mappings between them.

I. First let us recall some definitions.

DEFINITIONS 2.1. A graded ring R is a sequence of abelian groups
Rn for all NONNEGATIVE integers n ^ 0 together with homo-
morphisms Rn ® z Rm —* Rn+m (which we call multiplication) satisfying
associativity and distributivity. We always assume the existence of
a multiplicative identity element 1 in Ro.

A graded left i?-module A is a sequence of abelian groups An for
ALL integers n, together with homomorphisms Rn ®, Am —> An+m (which
we call scalar multiplication) satisfying the usual module identities.

A graded ring is said to be commutative (in the graded sense)
if a β = ( —l)Λ-m β a for aeRn and βeRm. The integer n will be
called the degree of a and denoted by deg a.

From now on, all rings will be assumed to be commutative (in
the graded sense); all modules, ideals and properties will be assumed
to be two sided unless they are specifically called otherwise. All
modules, rings and ideals are graded.

An 12-module map f: A—> B of degree d is a sequence of maps
f:An-+Bn+d such that for aeRn and xe Am f{ax) = (-l)ndaf(x).

Topological Examples. 2.2. Let πn = πn(S°) be the nth stable
homotopy group of the O-sphere spectrum. Then the collection π* =
{πn, n^O}, with composition of maps as multiplication, is a graded
commutative ring [20].
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Let X be a spectrum, then the collection of stable homotopy
groups π*(X) — {πn(X), — oo < n < 00} is a graded π^-module with
composition of maps as scalar multiplication. Similarly a stable coho-
motopy group π*(X) ~{πn(X), — oo < n < co} is a graded left π*-module.
Moreover, since π* is commutative, a right π^-module can be changed
into a left Tr̂ -module by standard sign convention. Thus throughout
the whole paper we will omit the term left or right, and leave the
reader to interpret it properly.

Next we will recall some notions from homological algebra.

DEFINITIONS. 2.3. Let ^{R) be the category of /^-modules
bounded from below; that is, (i) the objects are the i?-modules
A = {An; — co < n< 00} such that there is an integer n0 with An = 0
for all n < n0, and (ii) the morphisms are i?-module maps of degree
0. Let P.dRA and W.dRA be the projective and weak dimensions,
respectively, of the i?-medule A in the category ^/ίf(β) (Note that the
notions of projective and weak dimension are categorical in nature,
so it is important to require that everything is INSIDE THE
CATEGORY ^(R)). Following [3, pp. 478] or [9, pp. 48] we write

G.D(R)
F.P.D(R)

f/.P.Ώ{R)

and A is locally

= Snp{P.dRA A e ^//{i
= Sup{P.dRA | A e ^(J

= Suv{P.dBA A e ̂ T(.

finitely generated}

B), P.dΛ^ <

β), P.dBA <

f.P.D(R) = Sup{P.dBA \Ae^//(R), P.dRA < oo

and A is finitely generated}, where "Sup" stands for the supremum,
and "locally finitely generated" means that there is a set of generators
which consists of only FINITEL Y MANY generators EACH DEGREE.
(see 2.6 below). Similarly we can define F.W.D(R),fsW.D(R) and
f.W.D(R) by replacing P.dRA with W.dRA. (The notations G.D, F.P.D,
f.P.D are standard, while f/.P.D is introduced here; the "//" stands
for "finite dimension and locally finitely generated").

Let us recall

PROPOSITION 2.4. Let 0->A'—>A—>A"—>0 be a short exact sequence of
R-modules. Then if A is projective and A" is not, P.dRA'' = P.dBA"' —1.

COROLLARY 2.5. F.P.D(R) Φ 0 (or f/.P.D(R) Φ 0) implies that
there is a module A with P.dRA — 1.

Proof. By definition F.P.D(R) Φ 0 (or f/.P.D(R) Φ 0) implies that
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there is a module, say B, such that P.dRB — n < °o. Let

0 — B+-Ro<~ Pι< — PΛ — 0

be a protective resolution. Then we can break the resolution into
short exact sequences

0 — B+~ P o — Ko<- 0

0 — K, «- Pi+1 «- Ki+ι «- 0, 0 ^ i ^ n - 2

By Proposition 2.4 we get P.dRK0 = l Taking A = iΓ0 finishes the
proof.

II. We also need a graded version of Noetherian rings.

DEFINITIONS. 2.6. An iϋ-module A is said to be locally finitely
generated if there is a set X of generators such that (i) X Γ) An is
a finite set and (ii) there exists an integer n0 such that X Π Am =
empty set for m < n0. (Note that if A e Λ?(R), i.e., A is bounded from
below, then condition (ii) is automatically satisfied)

An jβ-module A is said to be locally Noetherian if every sub-
module is locally finitely generated. A ring is locally Noetherian if
it is locally Noetherian as a module.

There is a simple criterion for locally Noetherianness

PROPOSITION 2.7. R is locally Noetherian if and only if Ro is
an ungraded Noetherian ring and each Rn is a finitely generated
R^module.

Proof. To prove necessity, let /0 be an ideal of RQ. Then I —
J0U (Όn^iRn) is an ideal of R and hence, by assumption, is locally
finitely generated; therefore Io and each Rn, n ^ 1 are finitely gener-
ated. Thus we establish the necessity. Sufficiency holds because if
/ is an ideal of R, then, by locally Noetherianness, each In is a
finitely generated i?0-module.

Topological example 2.8. The stable homotopy ring π* is a locally
Noetherian ring (by Serre's theorem and 2.7). The stable homotopy
module is locally Noetherian if X is a connected spectrum having a
finite skeleton in each dimension, (see 2.9 (i) below).

Most of the (ordinary) Noetherian theorems can easily be rephrased
to get valid graded versions. The following proposition is a graded
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version of a standard Noetherian theorem.

PROPOSITION 2.9. ( i ) A locally finitely generated module over a
locally Noetherian ring is locally Noetherian. (ii) A locally finitely
generated fiat module of a locally Noetherian ring is protective.

The author learned this proposition from P. May in a course on
homological algebra [16]. Since the proposition seems not to appear
in print, we reproduce the proof here.

Proof. ( i ) The proof is almost the same as in the ungraded
case. First let us note that a quotient of a locally Noetherian module
is locally Noetherian; also let us observe that a locally finitely gen-
erated free module of a locally Noetherian ring is locally Noetherian.
Then, since every locally finitely generated i?-module A is a quotient
of a locally finitely generated free i?-module, so the module A is
locally Noetherian.

(ii) Let A be a locally finitely generated i?-module, then there
is a locally finitely generated free i?-module F such that

is exact. Since R is locally Noetherian, so by (i) F is locally
Noetherian; hence K is locally finitely generated. Thus, in order to
prove that A is projective, it is sufficient to prove the following
Lemma.

ψ
LEMMA 2.10. Let Q-^K-L*F—>A—+Q be a short exact sequence

of R-modules, where A is fiat, F is free and K is locally finitely
generated. Then the sequence splits, hence A is projective.

Proof. Without loss of generality, we can assume, since A, F
and K are bounded from below, that A, F and K have no nega-
tive degrees (i.e. Fι = Ki = A{ = 0 for i < 0). We will prove
this lemma by constructing φ:F—*K3φγ = l: Let F{q) be
the submodule generated by Fiy i <̂  q and define K{q) similary.
Observe that ψ(K(q)) <z F(q). We will define φ(q): F(q) -> K{q) induc-
tively to satisfy φ(q)ψ = 1 on K{q). We start with φ( — ΐ) = 0; we
suppose that n ^ 0 and φ(n — l) has been defined. In order to con-
struct φ(ri), first we remark that if xeKn, then there exists a map
λ: F(n) —> K(n) such that (i) λ-ψ = 1 on K{n — 1) + Rx and (ii) λ =
φ(n — l) on F(n—1). To prove this remark, let {yό} be a basis for F
and suppose that ψ(x) = ΣΛ 7 ; Λ V where Ύjh e R and yjh e {yj}. Let
/ be the left ideal generated by {7jh}. Then, since A is flat, we
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have IFΓιK= IK (see the Sublemma 2.11 below). So x = Σ ^ ^
for some kJheK. If Ύ3-h ke K(n—1), then Ίjh>kjh = φ(n-l)ir{Ίύhkj}).
Define λ by

X = φ(n-ΐ) on F(n-1)

MVih) = k5h, if yJheFn, and 7jfι Φ 0; and X(y3 ) = 0, if ydeFn

and dose not appear in {y3 h}. Then Xγ(x) = x, and this proves our
remark.

Proceeding inductively, suppose that λ/_x: F(n) —-» i£(?i) can be
constructed so as to satisfy

χ/_ι = ^(w —1) on F(n — ΐ); and for any .T^ •••, x/^eKn,

Xs-i'ψ — 1 on K(n — 1) + i ? ^ + -

Suppose given x19 x2, , x/β Kn. Construct λ as above for K(n — Ϊ) +
Rx/diTiά construct λ/_1? as assumed possible, for K(n—1) + Rwx + . . . +
Rw/_^ where w{ = x{ — Xψfoi). Now define X/— X/^ + X — X^iψX.
Then

and

== φ(n - 1) on F(n - 1)

0 < i < /.

Since iΓ is locally finitely generated, it follows that we can construct
φ{n). Since F = u » f W , we can find φ: F-^ K such that $5^ = 1.
This completes the Lemma.

The only thing left is to show

SUBLEMMA 2.11. The following are equivalent
( i ) A is a flat R-module
(ii) For every ideal I of R, and for every short exact sequence

Q->K-^F->A-+Q with F free, we have IF Π K = IK.

Proof. Consider the following commutative diagram

0 > Tor? (A, R/I) > K0R R/I > F($E R/I > A <g)Λ R/I > 0

0 KΠIF
IK

K
IK

F
IF

A
IA

0

Note that the top horizontal line is exact since it is a part of a
long exact sequence of the functor Tor; and the bottom line is easily
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seen to be exact. The right three vertical arrows are the natural
isomorphisms induced by scalar multiplication. Hence

*^±K s Tor? (A, R/I) .
IK

Thus

IK
^ Tor? (A, R/I) = 0

if and only if A is flat. Or equivalently, K Π IF — IK if and only
if A is flat.

The next propositions are also standard in Noetherian theory
(though the ring need not be locally Noetherian, the locally finiteness
conditions are essential).

PROPOSITION 2.12. (graded Nakayama Lemma)
The following conditions on an ideal I in R are equivalent
( i ) la J = the Jacobson radical of R.
(ii) Let A be a locally finitely generated R-module and H be a

submodule of A. Then H + IA = A implies that H ~ A.
(iii) Let A be a locally finitely generated R-module. Then IA =

A implies that A — 0.

Proof. Before we start to prove the equivalence, let us first
observe that every proper submodule H of a locally finitely generated
itϊ-module A is always contained in a proper maximal submodule:
Suppose H Φ A — {An; — co < n < oo}. Then we will construct a
proper maximal submodule GB HaGξ^A. Let m —1 be the highest
degree such that Hm_x — Am^. Since A is locally finitely generated,
Am is finitely generated over Ro (= the Oth component of R). Then,
by Zorn's Lemma, we can find a maximal proper jR0-submodule E
(of Am) containing Hm. Let G be an jβ-submodule defined by

_ \An , if n Φ m

It is not difficult to see that G is, indeed, an i2-submodule (Let
jgr(m-i> -faQ the s u bset consisting of all Hn, n <, m — 1. Then, by
construction, H{m~1} = G{m~ι) = A{m~ι). Since R*H{m~l)(zH, we have
R-G{m~ι) (zHczG. Therefore R-GaG. Thus G is, indeed, a sub-
module). The maximality of G (as i?-submodule) follows immediately
from the maximality of E as i?0-submodule of Am.

Now with this observation, we are ready for proving the
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equivalences.
(i)=>(ii). First we note that J AaJ(A) = the intersection of

all maximal submodules (Since J(A) is the set of elements of A
belonging to the kernels of all homomorphisms of A into simple
i?-modules, and J annihilates all simple .β-modules). Next let us
assume, to the contrary, that H Φ A. Since A is locally finitely
generated, by the previous remarks, there is a proper maximal
iϋ-submodule G containing H. Since IΆd J A c J(A), we have
I AcG. Therefore IA + Ha G Φ A; contradiction. This establishes
the implication (i) => (ii)

(ii)=>(iii). Take Ή. — 0 in (ii); we get the conclusion.
(iii)=>(i). If B is a maximal ideal, then, by (iii),

I'(R/B) ~ 0. In other words, B~DI-R — I. Since B is arbitrary,
IaJ= the Jacobson radical of R = the intersection of all the maximal
ideals.

PROPOSITION 2.13. Let C(R) <Ξ Λ?{R) be the full subcategory of
locally finitely generated projective R-modules. Let I be an ideal of
R contained in the Jacobson radical of R. Set Rr — R/I and write
A' = A®RR' = A/IA for Ae ^f(R). Then

': C(R) > C{R')

is a full additive functor satisfying the following property: Iff: P—+Q
is a morphism in C(R) such that f: Pr —> Q' is an isomorphism in
C{Rr), then f is an isomorphism. (This proposition is the graded
version of [5, proposition 2.12, p. 90] and the proof is essentitally the
same.)

Proof. Given /': P'—>Q' there is an /: P—>Q making the diagram

P —>Q

Pf —> Q'

commute. This is because P is projective and Q—»Q' is onto. Thus
the functor ' is full. If / ' is onto, then it follows from the
Nakayama Lemma 2.12 (ii) (since Q is locally finitely generated)
that / is onto. The projectivity of Q now implies that / is a spilit
epimorphism. It follows that H = Ker /, being a direct summand
of P, is locally finitely generated. Now since Ker/' = 0, H' = 0; or
equivalently H/I H=0. By the Nakayama Lemma 2.12 (iii), we get
H — 0. This proves the proposition.

COROLLARY 2.14. ( i ) A locally finitely generated projective (or
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flat) π^-module A is free.
(ii) A locally finitely generated projective (or flat) module A

over a local ring (= locally Noether ian r ing w i t h unique maximal
ideal) is free.

Proof. ( i ) Observe t h a t t h e Jacobson radical of π * is π+ =
{πn, n > 0}. Take I = π+ as above. Then π* = π#/π+ ~ π0 is iso-
morphic to the r ing Z of integers, so A' e C(Z) is free. By Propo-
sition 2.13, A is free.

(ii) Take I— t h e Jacobson radical ( = the unique maximal ideal)
above. Then Rf is field, so A! is free. By Proposition 2.13, A is free.

T H E O R E M 2.15. ( i ) If A e ^/?{R) and P.dRA = n < oo, then
there is a free resolution of length n, i.e., the sequence

0 < A < Fo < F, < < Fn < 0

is exact and each F{ is free.
(ii) Let R be the stable homotopy ring π* or an arbitrary local

ring', and let A be a locally finitely generated module. Then P.dRA =
n < co implies that there is a locally finitely generated free resolution
of length n, i.e., the sequence

0< A< Fo< F,< < Fnr 0

is exact and each Ft is a locally finitely generated free R-module.

Proof. ( i ) By assumption P.dRA = n < oo, there is an exact
sequence

such that Ft are free and Kn is projective. By the Eilenberg Lemma
[4, pp. 24], there is a very large free module, say F, such that
Kn 0 F is a free module. Then the following sequence

0 < A < F o < ί^(F,.lθί')Λ(ϊ.φf)< 0

is a free resolution for A, where dr

n = dn 0 1F (1F is the identity
map on F), df

n^ — 4 ^ 0 0 (0 is the zero map F—> Fn_2)', and dl = dif

0 fj i ^ n — 2. This proves (i).
(ii) By Corollary 2.14, any projective resolution is a free reso-

lution. The proof that the resolution is locally finitely generated is
similar to the ordinary Noetherian case.

III. The localization can also be carried over to the graded
commutative ring R. (Note that since the ring R is not strictly
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commutative, some special care has to be taken [18]). For simplicity
we will assume that the elements of the multiplicative system S (con-
taining 1 but not containing 0) are of degree 0, i.e. SaR0. Let
R 0 S be the Cartesian product, then we will write

(α, s) ~ (α', s') if iteSat-(as' - α's) = 0

where (α, s) and (α', s') are elements of R x S. It is easy to verify
that this is, in fact, an equivalence relation. Let the equivalence
class to which (α, s) belongs be denoted by a/s and be assigned a
degree, deg a/s = deg α. We will denote by Rs the totality of the
equivalence classes. As in the ordinary case, we can make Rs into
a ring by introducing the sum and product with the usual formulas.
Moreover there is a natural map

R > Rs

which sends a to α/1 (Note that this map, in general, is not a
monomorphism). We will call this map a natural embedding (abuse
of language). With this natural embedding we can turn Rs into an
i?-module.

We also can consider the localization of a module. Let A be an
ίϋ-module, then the localized module is defined to be As = A <g)sRs-

PROPOSITION 2.16. // A is a flat R-module, then As is flat
R-module, in particular Rs is a flat R-module.

The proof of this proposition can be found in [17, pp. 170,
Lemma 2].

IV. Finally we recall

DEFINITION 2.17. Let A = {An, — °o <n<oo}e ^f(R). Let LA =
{(LA)n, — oo < n < oo} to be the iϋ-module such that (i) (LA)n = An^
as Abelian group and (ii) 7 Lα=(-l)d e g rZ/Ύα, where ΎβR and aeA.
Inductively we define L/A = L(L/^λA).

It is easy to see that L/R is a free iϋ~module with one single
generator L/l (1 is the identity in R) at degree /. Note also that
a free JS-module F is a direct sum of the form L/R i.e., F ^ Σ ; Θ
(LAR).

In the case π* is the ring, then L/.π* is just the stable homotopy
module π*(S/ι) of the /rsphere. Thus we have a theorem analogous
to [2, §3, Theorem 3], namely,

THEOREM 2.18. Let Fe^{π*) be a locally finitely generated
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free π*-module. Then there exists a wedge N of spheres, which has
only finitely many spheres at each dimension, such that

( i ) π*(N) ~ F as π^-module; and
(ii) πo(N, X) = hom^ (F, π#(X)) for any specturum X, where

πo(N, X) is the homotopy classes of maps from N to X, and homπ*
(F, π*(X)) is the homomorphism of degree 0 from F to

3* The p'primary component of 7Γ*. Identify π0 with ring Z
of integers. Let Mp be the maximal ideal of π* generated by the
prime p and π+, where π+ are the elements of degree ^ 1. The
complement of Mp is obviously a multiplicative system of degree 0;
hence, by § 1. Ill, upon localizing at this multiplicative system we
get a local ring Λp which, as ^-module, is flat. The main objects
of this section are (i) to compute the finitistic global dimension of
Λp; and (ii) to realize Λp as a stable homotopy module of some
spectrum Lp.

I. The finitistic grobal dimension of Λp.

Before we state the main theorem, recall the theorem of Kervaire-
Milnor [11].

THEOREM 3.1. For each prime p and positive integer j , there
exists ae Λp such that pj a — 0 and p'^ a Φ 0.

Let the notation be as in Definition 2.3. Then our main theorem
in this section is the following

THEOREM 3.2. ( i ) f.P.D(Λp) = fs.P.D(Ap = 0< F.P.D(ΛP) Φ 0
(ii) /. W.D(ΛP) = M W.D{ΛP) - 0 ^ F. W.D(ΛP).

This theorem shows that the conjecture stated in [9, pp. 62, (2)]
should exclude the case f.P.D = 0.

The proof of this theorem follows that of Lemma 3.3 and 3.4 below.

LEMMA 3.3. f.P.D(Λp) - fs.P.D(Λp) = 0.

Proof. By definition, it suffices to prove fs.P.D(Λp) — 0. In order
to prove this, let us assume, to the contrary, t h a t fs.P.D{Λp) > 0.
Then from Corollary 2.5 there is a locally finitely generated Λp-module
A of projective dimension one. Moreover since Λp is a (locally
Noetherian) local ring, by Theorem 2.15. (ii), we have a free reso-
lution

0< A^—F< K< 0
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with K and F being locally finitely generated. Also we can choose
K and F so that KczM'F, where M is the Jacobson radical (= the
unique maximal ideal) of Λp. For, let {α, } be a minimal generating
system of A, let F be a free module with generators {Xi} (where
deg Xi = deg α<), and let ε be a map sending x{ to α f. Now Σ #•#•
is in if if and only if X <*A = 0. Suppose ax is not in M. Then α^
is a unit. Thus α x= ~a~ι (Σi>iα*βi)» which contradicts the minimality
of {αj. Hence α2 and similarly a{ must be in M. Therefore K is
containd in M F which is a direct sum ®?=i {If* | ilίi = Λf}. Since if
is free, then KaM-F implies that L^ΛP c φ? = 1 W | M* = M), where
L/Λv is the ring Λp with degree lifted by / (see Definition 2.17).
Then we have

L/l — (m1? m2, , mn), m{e M.

This implies that the annihilator of m^ί — 1, 2, , n) is also an
annihilator of L/l, and therefore is zero. We will now show that
the annihilator of {m,) is not zero.

Let m^, « , m ί 8 be those m^ with degree ^ 1. Let #>y be the
maximum additive order of mίχ, •• ,mifs. From Theorem 3.1, there
is β e Λp such that ^ ' . β ^ 0 and p i + 1 /3 = 0. Write pj-β^ β0. Then
obviously βQ mi]s — /3-pj-mijc — 0, for A = 1, , s, and p /90 = 0. Note
that the elements of degree 0 in the Jacobson radical M of Λp are
of the form tp/q, where p and q are relatively prime. Thus βQ*rΠj —
βo*tp/q = t/q p-βo — 0 for j Φ ix, , is. This shows that βQ Φ 0 is
a nonzero annihilator of m ί ; i = 1, . . . , n. Hence the annihilator of
L/l is nonzero; contradiction. This concludes the proof of the lemma.

To prove the strict inequality of the theorem, we prove

LEMMA 3.4. Let R = {Rny n ^ 0} be a nonnegatively graded com-
mutative ring. Then F.P.D(R) = 0 implies that RQ, the Oth com-
ponent of R, is an ungraded perfect ring.

Proof. From the proof of [3, Lemma 1.3], we see that F.P.D(R) =
0 implies that every decreasing sequence of principal ideals aJR, £Ξ
aλa2R £Ξ . . . ζj αx anR 5 is finite, (deg a{ = 0). But observe that
since we have chosen deg aζ = 0, every principal ideal ax anR of R
gives rise to a principal ax anR0 of R0J and vice versa. Thus the
finiteness of the decreasing sequence {at anR} implies that of {aλ

anR0}. Then, by [3, Theorem P], Ro is an ungraded perfect ring.

Proof of Theorem 3.2. The Oth component of Λp is just the local

ring Z(p) obtained by localizing the ring Z of the integers at the
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prime ideal pZ, and Z(p) is obviously not a perfect ring. Thus we
conclude from Lemma 3.4 that F.P.D(ΛP) Φ 0. Since Λp is locally
Noetherian, by Proposition 2.9. (ii),

fs.W.D(Λp) = f.W.D(Λp) = f/.P.D{Λp) = 0 ,

while from its definition F. W.D(ΛP) ^ 0. Thus we prove the theorem.

II. Geometric realization.

The purpose of this section is to prove the following theorem.

THEOREM 3.5. There exists a spectrum Lv such that π*(Lp) = Λp

as a π*-module.

The proof of this theorem is broken into lemmas.
Let q19 q2, , qif be all the prime integers except p. Let Q*

be the multiplicative system Q< = {1, q^ q\9 •••,?*, •}, and (Ql9 , Qn)
be a multiplicative system generated by Qir i = 1, 2, • ••,%. Since
we have identified the ring Z of integers with ττ0, each Q{ and hence
(Qi, # ,Q») are multiplicative systems (of degree 0) in π*. Hence,
by § 1. Ill, we have a sequence of local rings i.e.,

π*(Qι) is π* localized at Qx

π*(Qί9 Qz) is TΓ̂  localized at (Qlf Q2)

^*(Qi, Q2, •••, QJ is ĤC localized at (Q19 Q2, •••, QH) .

Note that the ring Z — π0 is still naturally embedded in each
πΛQu Q21 * ,Qn)' Thus it is legitimate to regard, say Qn+l9 as a
multiplicative system (of degree 0) in π*(Qί9 Q2, •• ,Q»). Hence we
have the following lemma:

LEMMA 3.6. π*{Qι, Q2,
 β ,Qn+i) is the local ring obtained by

localizing π*(Qι, •••, Qn) at QΛ + 1, and hence

( 1 ) π*(Q» » Q +i) = lim TΓ^Q,, , Q.)

where the direct limit "lim" is taken over the direct system:

tf*(Qi> , Qn) — > πAQi, , Qn) — > — >

in which qn+1 is multiplication by the prime qn+1.

Note also that there are natural "embedding" arising from
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localizations (see § 1. Ill)

/•: rc*(Qi, Q» , Qn) > ^*(Qi, Q2, , Q +0, w ^ 0

where, w = 0, π*(Q19 Q2y , Qn) is interpreted as π*. (The fn are not
necessarily monomorphisms; see § 1. III).

From the construction of localization it is not difficult to see
that we have the following lemma.

LEMMA 3.7. The sequence {π*(Qly •••, QΛ), fn\n = 0, 1, 2, •••} is
a direct system of π^-modules, with direct limit

(2) ^ p = limτrsl8(Qι, •••,£„).

Next we will construct geometric objects realizing these π*-
modules, namely,

LEMMA 3.8. There exist a sequence of spectra {Jzfn} and a se-
quence of maps {gn: <Sf% —> ̂ + 1 } such that, for n Ξ> 0

and

(On)* = /«: ^^(Qi, Q2, , Q«) > ^*(Qi, Q«+i)

where fn is the map in Lemma 3.7.

Proof. Take ^ ° = S° be the 0-sphere spectrum. Assume in-
ductively that the spectrum ^fn is constructed such that

Then we are going to construct i5^+1 such that

Namely, consider the following directed system

( 3 ) ΆJ^&%JL>...J±>&>% . . . .

where qf

n is the identity map multiplied by the prime qn (which is
the nth. prime listed in the beginning of this section §3. II). Then,
by [6, pp. 22, 4.5], the directed system (3) gives rise to a spectrum
^ + 1 and a filtration {FJ of ^ + i such that, for each i, there is a
homotopy equivalence
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and such that there exists a homotopy commutative diagram

</'* q» Qn

y y •••-"
Y1 c Γ2 c . . . . c Γ , . . . . .

Thus, since the direct limit behaves well with respect to the stable
homotopy group [6, pp. 21, 4.5], we have

= lim:

where the first direct limit "lim" is taken over the bottom line of

the above diagram (4), and the last "lim" is taken over (3). Note

that we are assuming inductively that π*(Jϊfn) = π*(Qi> , (?»). Hence
(5) and Lemma 3.6, (1) imply that

Thus we have constructed oS^+1.
Note that there is a natural projection

a ' 9? = Y > ̂  ^ — lim Y

which obviously induces a map

that is just the map fn. Thus we complete the proof of this lemma.

3.9. The proof of the Theorem 3.5.

Consider the directed system

(6) ^JU^JU >-2;-*L». . .

which is constructed in Lemma 3.8. Then again by [6, pp. 22, 4.5],
this directed system gives rises to a spectrum Lp such that

(7) π*(L,)

where lim is taken over (6). Then, by Lemma 3.8,

π*(Lp) = lim π^(Ql9 , QΛ),

and by Lemma 3.7

7Γ*(LP) = Λp .
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Thus we have constructed a spectrum Lp such that τc^(Lv) — Λp,
and this completes the proof.

4* Stable homotopy ring* This section is the main body of
the whole paper. The main theorems will be proved in first part,
modulo a key computation. The key computation is in Theorem 2;
we will prove this theorem in the second part.

I. First let us prove

THEOREM 4.1. Let A be a locally finitely generated π^-module
having finite projective, as well as weak, dimension. Then A is a free
π^-module and hence is realizable as a stable homotopy module τr^(Y)
of a wedge Y of spheres.

REMARK. The condition that A is locally finitely generated is
necessary, see Theorem 4.4 below.

Proof. This theorem essentially depends on the next theorem,
so we will give a proof modulo Theorem 2:

Let A be a locally finitely generated π^-module. Then we will
show that P.d^A < °o implies that A is a free π*-module. From
Corollary 2.5, we see that it is sufficient to prove this for the case
P.d^A g 1. Let

0 < A < Fo J±- F, < 0

be a locally finitely generated free resolution (by Theorem 2.15 (ii)).
Then, by Theorem 2.18, we can realize F09 Fx and d1 by wedges of
spheres No, JVΊ and a map /: No—»JVi; that is, π*(N0) ~ Fo, τr*(2Vi) ̂ .FΊ
and dt — /*. Let Cf be the mapping cone of /, then Cf has a finite
skeleton for each dimension (since No and iVΊ were chosen to have
only fiinitely many spheres at each dimension). Since the map dλ=f*
is a monomorphism, the Puppe sequence (of the mapping cone sequence
ΛΓ0 —> iVΊ —> Cf) reduces to a short exact sequence

0 * π*(Cf) > π,(NJ — **(Nd > 0
Ill ill

Comparing this with the other sequence above (i.e. the free resolution
of A), we conclude that π*{Cf) = A; hence P.d^Jπ^C/)) = P.d^A <£ 1.
On the other hand, from the next theorem (See Theorem 2 below),
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P.d^A = P.dΓ^{π*{Cf)) = 0 or <χ>. Therefore we have P.dxχπ*Cf)) =
PΛ^A = 0; hence, by Corollory 2.14 (1), A is free; and by Theorem
2.18 it is realizable by a wedge of spheres. This proves the theorem.

The proof of the next theorem is very long so we will only state
the theorem here; the proof will be given later.

THEOREM 4.2. Let Y be a connected spectrum having a finite
skeleton at each dimension. Then the protective, as well as weak,
dimension of π*(Y) as π^-module is infinite unless Y is a wedge of
spheres.

THEOREM 4.3. ( i ) f.P.D(π*) = fs.P.D{π*) = 0 < F.P.D(π*) φ 0
(ii) f.

Proof. f.P.D(πt) = f/.P.D{π*) = /. W.D{π*) = f/. W.D(π,) = 0
follows from Theorem 4.1. F.W.D(π*) ;> 0 follows from the defini-
tion. F.P.D(π^) > 0 follows from Lemma 3.4.

THEOREM 4.4. There is a stable homotopy module π*(X) such
that P.dκ£π*(X)) = 1.

Proof. By Theorem 4.3, F.P.D(π*) > 0. It then follows from
Corollary 2.5 that there is a π^-module, say A, such that P.DπχA) = l.
Let

0 < A < FQ < F, < 0

be a free reso lut ion of A, w h i c h e x i s t s , by T h e o r e m 2.15, (ii). T h e n ,
b y T h e o r e m 2.18, we c a n real ize Fo, F1 a n d dγ b y w e d g e s of spheres
No, N, a n d a m a p /: N, -> NQ1 i .e., π*(N0) = Fo π*(NJ = F, a n d f* = dt.

Let Lγ —> No —> Cf be the mapping cone sequence of /, then the Puppe
sequence reduces to a short exact sequence

0 < π^Cf) < π*(N0) J^~ π^NJ < 0 ,

since f* — dL is a monomorphism. By comparing the two short exact
sequences, we see that π*(Cf) = A. Setting X — Cf finishes the
proof.

REMARK. From [14], we can show that the spectrum Lp, which
is constructed in Theorem 3.5, is such a spectrum.

From Theorem 4.3 and [3, Corollary 5.6], we have

THEOREM 4.5. ( 1 ) Every finitely generated proper ideal of π*
has nonzero annihilator
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(ii) A finitely generated protective submodule of a protective
module is always a direct summand.

THEOREM 4.6. The protective as well as weak, dimension of an
ideal in π% is infinite.

Proof. Let Iczπ* be a proper ideal. Let us assume that W.dπl g
P.drJ<oo. Then, by Theorem 4.3, P.DΓJ = 0; and by Corollary
2.14, / is free. Thus the annihilator of / has to be zero and this
contradicts Theorem 4.5. Therefore P.dΓJ — co.

THEOREM 4.7. Let vπ^ be the subring of π* consisting of π0 and
p-primary component of πn, n >̂ 1. Then the global dimension of

pπ^ is infinite.

Proof. From the "slide product" (e.g. see [1] or [12]) represen-
tation of functor Tor, it is easy to see that the functors Tor "*( —, Zp)
and Torp7Γ*( —, Zp) are equal. Since Zp, the integers mod p, has weak
dimension equal to oo, so there are infinitely many n such that,

- , Zp) * 0. Hence G.D(pπ*) = co.

II. Next we will devote ourselves to the proof of Theorem 2.
First let us recall a Kunneth type theorem for stable homotopy
groups as a generalized theory. The details are in [1] or [12]. Let
W A Y be the smash product and let τu%(X, W) be the graded abelian
group of the stable homotopy classes of maps from X to W. Let
ha: X

a -* Y be a family of maps, and let VaX
a be the wedge of Xafs.

Then there is a map

h: Xa > Y

such that its restriction on Xa is ha, i.e., h\Xa = ha. We will call
this map h the wedge of ha and denote it by h = Vaha.

THEOREM 4.8. Let X, Y, W be spectra. Then there exist spectral
sequence {El, *} and {El, *} with

El, „ = Ίor*{π.«{W), π*(X))

and if X is a finite spectrum and Y, Z are connected spectra, then
both spectral sequence converge

Y)
El, * = > π,(X, W) .
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Moreover the spectral sequences are functor of their arguments and
the filtrations

F°dFιc: . . . c F " ; [J Fn = π^W A Y)

#° c F1 c . c Fn U Fn - ^ (̂X, W) ,

which satisfy

are given by

where Wn is defined inductively as follows: Let W^ — W, and
assume that Wn is defined. Let {ga: S%a—> Wn} be the set of generators
of π^(Wn) as a π^-module. Let Mn+ι= VaS

na, and let / n + 1 = Va9a- Mn+1—>
Wn be the wedge of maps ga. Then Wn+1 is defined to be the mapping
cone of fn+1.

REMARK. Let π*{X) §§π^(Y) be the tensor product over π^.1

Then the edge homomorphism of the spectral sequence {£>,*} in the
above theorem is a map

π,(X)®π,(Y) >π,(XA Y)

which sends f®g into f A 9 for feπ*(X) and geπ^(Y). We will
call this map smash product (This map is stronger than the usual
"smash product", because we require the tensor product be over π*).

COROLLARY 4.9. // π*(W) is a fiat π^-module, then the smash
product

>π,\W A Y) ,

is an isomorphism.

COROLLARY 4.10. Let τrtχW) be a fiat π^-module. Then all the
primary and higher order homology operations of degree ^ 1 are all
zero on

Proof. The notations are the same as Theorem 4.8. Since π*
is flat, the spectral sequence {El,*} in the Theorem 4.8 has

Throughout the whole paper ® will always mean tensor product over the ring π*.



HOMOLOGICAL ALGEBRA OF STABLE HOMOTOPY RING ?r* OF SPHERES 137

El,* - Torί:,(7r*(TF), π*(Y)) = 0 n Φ 0 .

Hence

2ί7~* = 0, for rc =£ 0 .

In other words

F° - ί71 = F2 = . - U F* = π*(W Λ Y)
i

or equivalently,

F° - τr,(TF Λ Γ) = Kev{π*(W AY) > π*(W0 A Y)} .

That is,

A Y) > π*(W0 A Y) is a zero map .

Then by the Puppe sequence of the mapping cone sequence Mo —»
W—> Wo (constructed in the statement of Theorem 4.8), we have an
epimorphism

τr,(M0 AY) > π*(W AY) > 0 .

Take Y to be the Eilenberg-MacLane spectrum K(G), then the above
epimorphism reduces to the epimorphism

H*(MQ; G) > H*(W; G) > 0

where G is any coefficient group. Since MQ is a wedge of spheres
(see Theorem 4.8), all the homology operations of degree ^ 1 are zero
on if*(MQ). Thus, by naturality of homology operations, all the
homology operations of degree ^ 1 on H%(W) are zero.

Next we will look at the Spaniar-Whithead duality and its rela-
tion with cohomology (homology) operations. Let X be a finite
spectrum (roughly speaking, that is a spectrum with finite number
of stable cells; see [6, pp. 7, C. 7] for precise definition). Then, from
[6, pp. 33, K. 12] we can choose its Spaniar-Whithead dual DX to be
finite too. Then it is obvious to observe that.

LEMMA 4.11. Let X be a finite spectrum. Then X is a wedge
of spheres if and only if DX is.

Let us recall from [19] the cohomology operations. Let X be an
arbitrary spectrum, and let a be one of the lowest order nonzero
cohomology operations on if*(X). Then a can be represented as a
differential of the spectral sequence obtained from some Postnikov
system. More precisely, let
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TP J ΊP > y ΊP

Jbj0 < Eii < < ΪLιn

be a Postnikov system, where if,- are Eilenberg-MacLane objects. By
applying the functor π*(X, —) to the system we get a spectral
sequence witn E*,* — π*(X, K*) = H*(X; K*). Then since a is the
lowest order nonzero cohomology operation (and hence has zero inde-
terminacy), the differential a representing this operation is a non-zero
group-homomorphism

a: H«(X; Kn) > H'+'(X; Kn) .

Next observe that H*(X, Kn) = π*{DX A Kn) = H*(DX; Kn), by Spaniar-
Whithead duality (see [19]). Then the spectral sequence can be
written as

Ei,* - H*(X; K*) = H*(DX; K*)

and hence a is a nonzero homology operation on H*{DX). Thus we
have proved the following proposition.

PROPOSITION 4.12. Let X be a finite spectrum. Then there is a
nonzero cohomology operation of degree ̂  1 on H*(X) if and only if
there is a nonzero homology operation of degree ̂  1 on H*(DX).

We need an algebraic Lemma on localization.

LEMMA 4.13. Let δ: G1—>G2 be a nonzero homomorphism of abelian
groups from GL to G2. Then there is a prime integer p such that

8 ®z Z(p): G, ®z Z(p) -> G2 ®z Z{p)

is a nonzero homomorphism, where Z(p) is the local ring obtained
by localizing the ring Z of integers at the prime ideal pZ, and §§z

is the tensor product of abelian groups.

Proof. It is sufficient to show that there is a prime p such that
(Im<?) (g)zZ(p) Φ 0. Let Calmδ be a cyclic subgroup of Imδ, then
C(g)zZ(p) almd§ξ)zZ(p). (Note that Z(p) is a torsion free group;
hence the inclusion is preserved). Thus it is sufficient to show that
for any cyclic group C, there is some Z(p) such that C ®z Z{p) Φ 0;
and this is obvious.

PROPOSITION 4.14. Let all the homology operations of degree ̂  1
be zero on H*(Y). Then the integral homology group H*(Y; Z) is a



HOMOLOGICAL ALGEBRA OF STABLE HOMOTOPY RING π* OF SPHERES 139

torsion free abelian group.

Proof. Suppose Hm = Hm(Y; Z) be the lowest dimension group
which has torsion. Let G be a group such that Ύorz(Hm, G) Φ 0. Let

(1) 0 >PXJUPQ >G >0

be a Z-ίree resolution of G. Then we have the exact sequence of
Tor:

0 = T o r * ( i ϊ m , Po) > Ύoτz(Hm, G) > Hm

>Hm6dG, > 0 .

Since Tor^(iJm, G) Φ 0, so Hm <g)z dλ can not be monomorphic. On the
other hand, the long exact sequence of homology groups associated
to (1) is

Since Pi are free, so Hm(Y, P%) = Hm(S)zPi and d[ = H^zd^ There-
fore d[ = Hm 0 ^ dx is not a monomorphism. Thus, by exactness, the
Bockstein operator β is not zero. This proves the Proposition.

PROPOSITION 4.15. Let Lp be the spectrum constructed in Theorem
3.5. Then all the primary and higher order homology operations of
degree ̂  1 are zero on H*(Y) if all the primary and higher order
homology operations of degree ^ 1 are zero on H*(Y A Lp) for every
prime p.

Proof. Let us assume, to the contrary, that there are nonzero
homology operations of degree ^ 1 on H*(Y). Let a be one of the
lowest order of nonzero homology operations of degree >̂ 1. Then a
can be expressed as a differential of the spectral sequence of the
following exact couple

Y AEn) > Σ π*(Y A
n

\ /

\ /

where {En} is a Postnikov system and for each n, Kn is an Eilenberg-
MacLane spectrum, Since a is the lowest order nonzero operation
(and hence the indeterminacy is zero), so the differential, which
represents this operation a, gives rise to a nonzero group homomorphism
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a! on Eι

qvnι — component, i.e.,

(2) at: Hqi(Y; Kn) = j g ^ > Hq2(Y; Kn2) = E^n%

is a nonzero homomorphism of groups. Observe that π*{Lp) = ̂  is
a flat TΓ*-module, therefore

Σ π*(Y A En) 0 ί̂p > Σ ^ ( ^ Λ JE») ® Λp

\ /
Σ ?r*(FΛ if,)®4 = Σ H*(Y; Kn) ® Λp

is still an exact couple.
Moreover, from properties of tensor product, it is readily seen that

H*(Y; Kn) (8) Λp = H*(Y; Kn) ®z Z(p), as groups ,

where Z(p) is the ring Z localized at pZ. Thus the differential
a(g)Λp of (3), when it is restricted to E\ιt%ι, is just a homomorphism
of groups

α' ® z Z(p): HQl(Y; Kn) ®z Z(p) > HQ2(Y; Kn2) ®z Z(p) .

Then, by Lemma 4.13, we can choose a prime p such that

cί ®z Z(p) φ 0 .

In other words, there is some prime p such that the differential

( 4 ) a ® Λp Φ 0

is not a zero differential in (3), since a (g) Λp \ Eq\,ni = ̂ ' ® z ^ ( p )
Next, note that the exact couple (3), by Corollary 4.9, can be

written as

Σ π*(Y AEnA Lp) > Σ π*(Y Λ En A Lp)

(5) \ /

V TΓ (V A Tf A T \ V £ Γ (V A T TC \
ZΛ^^\JL A -&n A -LJp) — Z J Ή ^ I A JLJpi J^n)

Therefore the differential ά of (5), which corresponds to the differ-
ential a(g)Λp of (3), is not a zero differential, i.e., by (4) we have,

0 Φ a - a ® Λp: Hqχ{Y A Lp\ Kn) > Hq2(Y A W, K%2) .

Moreover a can be regarded as a homology operation (of degree ^ 1)
on H*(Y A Lp); thus a Φ 0 contradicts the assumtion of the propo-
sition. This completes the proof.

We also need a well known folk theorem about F. Peterson's
work on detecting maps by cohomology operations (e.g. see [13]).
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THEOREM 4.16. A connected spectrum is a wedge of spheres if
and only if all the primary and higher order cohomology operations
of degree >̂ 1 are zero.

Now we are ready for the proof of Theorem 2.

4.17. The proof of Theorem 2.
From Example 2.8 and Proposition 2.9, we see that it is sufficient

to show only for the projective dimension case. Let us assume that
P.d-Aπχ(Y)) < oo. Then from standard homological algebra (e.g. see
[17]) we have

By Theorem 3.2, fs.P.D(Ap) = 0. It then follows that

P.dAp(π*(Y)®AP) = 0.

Thus, by Corollary 2.14, π*(Y)®Ap is a free Λp-module. Moreover,
by Corollary 4.9, we have

where Lp is the spectrum constructed in Theorem 3.5, and π*{Lp) —
Λp. Thus τt*(Y Λ Lp), a free Λp~module, is a flat π^-module. Then,
by Corollary 4.10, all the homology operations of degree Ξ> 1 are all
zero on H*(Y Λ Lp); and this is true for every prime p. By Propo-
sition 4.15, all the homology operations of degree ^ 1 are zero on

Since Y is connected, there is a homology decomposition, or co-
Postnikov system {Yn} (e.g. see [8])

( 6 ) \kl \km+i \K

Nm Nm+ί Nn

such that
( i ) Hq(Y; Z) ~ Hq(Yn; Z) q^n

( i i ) Hq(Yn;Y)^0 q>n

(iii) Nn is the Moore space of type (Hn+1(Y), n)
(iv) Yp+1 = Yn U KCNn, the mapping cone of K .
(v) K:H*(N%) >H*(Yn) is 0 .

Note that, in the last paragraph, we have shown that all the homology
operations of degree ;> 1 are zero on H*{Y). Thus, by Proposition
4.14, Hχ(Y; Z) is torsion free. By the universal coefficient theorem,
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Thus (i) and (ii) of (6) can be improved to
( i ' ) H q ( Y ; G) ~ H p ( Y n ; G) q^n
(ii') Hg(Y; G) = 0 q > n .

Since all the homology operations (of degree ^ 1) are all zero on
H*(Y), by (i') and (ii'), we see immediately that all the homology
operations of degree ^ 1 are also zero on H*(Yn) for every n. Thus,
by Proposition 4 12, all the cohomology operations of degree ^ 1 are
all zero on H*{DYn) for every n, where DY is Spaniar-Whithead
dual of Y. By Theorem 4.16, DYn is a wedge spheres for each n.
Recall that, by assumption, Y has finite skeleton at each dimension.
Therefore we can choose each Yn in (6) to be finite. Thus, by Lemma
4.11 and the fact DDYn ~ Yn [6, pp. 33, K. 12], we can conclude
that each Yn is a wedge of sphere (since we have just shown above
that DYn is a wedge of spheres). Thus, by Peterson's theorem on
detecting map, we conclude that Λ̂ _i is null-homotopic; and this is
true for every n. Hence Y is a wedge of spheres.
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