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A basic result of intuitive recursion theory is that a set
(of natural numbers) is decidable (recursive) iff it can be effec-
tively enumerated in its natural order (of increasing magni-
tude). The chief theorems of this paper give simple, but
very basic facts relating to enumerations in natural order
of magnitude and the extent to which translations must
preserve the orders of the sets being enumerated. Under
very general conditions for what constitutes a programming
system for enumerating the recursively enumerable (r.e.) sets,
we prove in Theorem 1 that not every recursive set is " best"
enumerated in its natural order, and we later show that under
these same general conditions, in every programming system,
every recursive set is enumerable in its natural order. We
accomplish the latter result by extending Rogers' Isomor-
phism Theorem to a result which asserts that under these
same general conditions, every programming system can be
effectively translated into any other in a manner which pre-
serves the order of the sets being enumerated (Theorems 4
and 5). In fact, we show that for every translator, t, there
is an order preserving pretranslator, p, such that t is order-
preserving modulo p; i.e., t © p is an order preserving trans-
lator. In addition, the restriction of the original programming
system to the recursive set {range p] is a standard pro-
gramming system on which t is order-preserving. Along the
way we establish the existence of sets best enumerated in
their natural order and, for every r.e. set, the existence of
bad orders for enumerating the set. All proofs are fairly
straightforward.

Notat ion and basic definitions* We let XxDx denote a canonical

enumeration of all finite sets (of natural numbers). Given x, we can
effectively list Dz and know when the listing is completed. Except
for [the indexings XxWx of the r.e. sets which we are about to des-
cribe and the notation Wΐ described later, our notation generally
follows [7]. (x, y) is (an encoding of) the ordered pair of integers
x and y.

DEFINITION, ([8]). An [enumeration technique is a total recur-
sive function E(x, y) such that for every (r.e.) set W there exists an
e such that W = \JnDE(e,n)- We call e an index of W and denote
U^ Djsie.n) by We

E, the superscript E being suppressed whenever there
is no danger of ambiguity. DΈ,ie,n) = U**» A?<.,m>

An enumeration technique is called standard if the Sί-theorem is
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satisfied, i.e., if there exists a total recursive function S such that
for all e and x, WS{etX) — {y\(y, x}εWe}. We assume without further
mention that all enumeration techniques considered in this paper are
standard.

The reader should have no trouble convincing himself that all
of the usual models for enumerating r.e. sets obviously yield standard
enumeration techniques. For example, we might let DEie,n) denote the
set of integers enumerated either in exactly n steps of Turing machine
e or in no more than n steps of Turing machine e. Clearly, each
enumeration technique E partially orders each r.e. set Wf in a natural
way which can be extended to a total ordering; that is, we may define
x <<f y if x precedes y in the enumeration of Wf, and in the case
that x and y appear at the same stage of the enumeration we assume
that x and y are arbitrarily ordered by some convention uniform in e.

DEFINITION. For each enumeration technique E, x «<f y is some
fixed r.e. ternary relation of x, e, and y such that for each integer e,

(i) <f totally orders We, and
(ii) [p > 0 and x e DE,{e,n) - D^(e,%_υ and y e DE,{e,n+p) - Z^(βfW+p_i)] =>

[χ<fy].
Clearly, if the binary relations < f and <fo° are identical, Wf =

Wξ°. We shall generally be working with two arbitrary, but fixed
enumeration techniques E and Eo. We abbreviate Wf and Wf° to
We and We respectively and similarly «<? and <f° by <,e and <?e.

DEFINITION. If E and Eo are enumeration techniques, a transla-
tion from E to Eo is a total recursive function t such that We =
Wt{e) for all e. t is order-preserving if < e = <?(e) for all e.

DEFINITION, ([8]). For each enumeration technique E, we define
Aj(n) = {μy)[\DE,{i>y)\ ̂ > n]. If A3 (n) exists, W* is the set consisting
of the first n elements of W3 in the order < i #

This is similar to

DEFINITION, ([1]). For each standard indexing Xiφi of the partial
recursive functions, a Blum measure is a r.e. sequence of partial
recursive functions XiΦi such that for all i, domain φ{ — domain Φ{

and the ternary relation Φι{x) ̂  y is decidable (under the convention
that it is false if Φi(x) is undefined).

I* Orders of enumerations• We now prove that any infinite,
coinfinite, recursive set has a recursive superset whose natural order
is not the best order for enumerating the set. The original proof,
[2], was by priority argument, but the proof given here is more
in the spirit of [3], and seems to bear evidence for the claim made
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in [3] that "the existence of almost everywhere complex zero-one
valued functions is often sufficient to establish the existence of in-
herently complex computations".

Although the proof we are about to give is largely calculational,
the reader will be well-advised to bear in mind that the calculations
are merely formal validation of the following intuitive argument: Let
R be any infinite and coinfinite recursive set, and let / be a 0-1
valued function which is much harder to compute than R is to enumer-
ate in increasing order. Let f enumerate R in increasing order and
let S = R U {r(n) \f(n) = 0}. Since R^S,S can be enumerated almost
as easily as R, ([10]). But if S can be enumerated easily in natural
order, then S — R can also be enumerated easily in natural order.
But if this were possible, the following algorithm would give an easy
way to compute/(w): enumerate the first n + 1 elements of S— R; if f(n)
appears set f(n) = 0, otherwise f(n) = 1. We now formalize this in:

THEOREM 1. Let R be an infinite and coinfinite recursive set.
Let J^ be any effective operator carrying total recursive functions to
total recursive functions. Then there exists a recursive set S such
that i ? g S , and some index e for S such that for any j if Wj = S
and <,3 is the increasing order1 for S9 then ^(Ae)(n) < A3-(n) for all
but finitely many n.

Proof. Let r be a strictly increasing recursive function with
range (r) = R. Define r~ι by r~\y) = max {z \ f(z) ^ y). (Thus rr~\y) ^ y
and f~ι(y — 1) < y.) Define a total recursive function I by

and define a very large upper bound, t, on the difficulty of enumerating
these supersets of R by

t(z) = max {jr(Al{i))(y) \r~\y - 1) - z) .

Thus for any i, for almost all y, (a.e., y)

(a) ^(AHi)){y) ^ t{f~ι(y — 1)) .

Define

= undefined if We has fewer than r(y) + 1 elements

= 0 if r(y)e Wj{y)+ι

= 1 otherwise .

1 It is well-known for any of the usual enumeration techniques that just a j exists.
For an arbitrary enumeration technique, the existence of such a j follows from this fact
together with our Theorems 4 and 5.
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Define

=Φsii)(n) if MΠn) + l)^V

( = 0 otherwise ,

and

S(n, 0) = S(0, y) = 0

S(n, y) = max {S0(i, n, y), S(n, y - 1), S(n - 1, y)} ,

so that S is monotone in both variables and enables us to bound the
difficulty of computing φs{i) in terms of the difficulty of enumerations

(b) Φ.M ^ S(n, A0(n) + 1)) a.e., n .

We now choose a characteristic function / which is much more
difficult to compute than any of the supersets Wnx) of R are to enumer-
ate. Specifically choose a 0-1 valued total recursive function / such
that φe = / implies

(c) S(r(y) + 1, %)) < Φΰ(y) a,e.; [4], [2] .

Next note that <ps{j) is so defined that if j enumerates WUc) in
its natural order, then

Φs(j) = f( = Φe)

Therefore, by (c),

S(r(y) + 1, t(y)) < Φs[j){y) a.e.

So

S(y, t(r-\y - 1))) ^ S{Ψ{r-\y - 1) + 1), ίff^d/ - 1)) a.e.

< Φsiό){r~ι{y - 1)) , a.e.

By (b),

S(y, t{r-\y - 1))) < S{r-\y - 1), Ay(f (f-1^ - 1)) + 1)) a.e.

^ S(τ/, Ay(i/)) a.e.

Therefore

t{r~\y - 1)) < As(y) a.e.

Finally, by (a),

£ t{f-\y - 1)) < A5{y) a.e.

Although the preceding theorem asserts that in every enumera-
tion technique, not every recursive set is best enumerated in its
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natural order, it is clear that for some models, some recursive sets
are best enumerated in their natural order. For example, in Turing
machine tape measure, the set N of natural numbers and the set of
primes are each best enumerated in natural order of magnitude. In
fact, although we omit a proof, for any function /, if f(n) is always
much bigger than the difficulty of computing /(0), ••• f(n — 1), then
the range of / is best enumerated in its natural order.

THEOREM 2. Let E be any enumeration technique and r any total
recursive function. There exists a recursive set R with index e0 such
that e0 enumerates R in natural order and for any j , and any n > j ,
if z is in R and if z is one of the first n elements of Wj (in the
order < , ) but is not one of the first n elements of Weo, then r(AβQ(ri), n)<
Aj(n). (Clearly R is best enumerated in its natural order.)

Proof. Define a total recursive function / by defining Wf{e) in
Stages. At Stage 0, place 0 into Wf{e) and at Stage n(n >̂ 1) do the
following: begin computing Ae(n); if Ae(n) is defined, place into Wf{e)

the first integer, y, such that y is greater than any of the first n
elements of We and for all j ^ n

yeDE,{j,2) implies z Ξ> r(Ae(n), n) .

A quick induction now shows that if we use the recursion theorem
to obtain Weo = WfUo)9 then WeQ is infinite, and if ye Weo but y is
not one of the first n elements of WeQ in the ordering < e o then y is
greater than any of the first n elements of WH. Thus Weo is an
infinite recursive set and e0 must enumerate WeQ in increasing order of
magnitude.

Furthermore, for any j , for any n ^ j , if ye Weo but y is not one
of the first n elements of WeQ, then we put y into WeQ only if ye
DE,{j,z) implies z :> r(AβQ(n), n). Thus if y is one of the first n elements
of Wj9

^ (μz)[yeDE,u,t)] ^ r(AeQ(n), n) .

It is perhaps worth pointing out that Theorem 2 cannot be
extended by replacing the arbitrary recursive function r by any very
large general recursive operator. To see that this is so, one first
defines a total recursive function σ such that if Wj has at least 2n
elements then WaU) has at least n elements and if Wά is infinite
Wσ(j) — Wj but <,ou) Φ < i (Wσ(j) is enumerated by "watching" the
elements of Wj as they appear and whenever enough have appeared
"scrambling" some of them.) Next define a total recursive function



190 J. HELM, A. MEYER, and P. YOUNG

h by h{j, n, y) = Aσij)(n) if y = A3 (2n), while h(j, n, y) = 0 otherwise.
Finally define a general recursive operator & mapping functions, t,
to functions by ^{t){n) = 1 + max^w h(j\ n, t(2n)). Now notice that
for any infinite r.e. set Wι with order < ί ? << ^ < σ ( ί ), Wσ(ί) — W< and
for all n^i, έ?(Aύ(n) > maxi2ίw h(j, n, Ai(2n)) ̂  Λ(i, n, Ai(2n)) = Aσ{i)(n).
Thus the order << is woί "<^ better" than the order <<,«,.

Theorem 2 shows not only that some recursive sets have a best
order but also that some orders are (infinitely often) worse than this
best order. It is known (although difficult to show) that for some
recursively enumerable sets, for every order of enumerating the
set there is a much better order, [9]. Whether there are recursive
sets with this property appears to be a difficult technical question.
On the other hand a simple diagonalization shows that every r.e. set
has very bad orders for enumerating the set:

THEOREM 3. Given any index e for an infinite r.e. set S and
given any total effective operator ^ 7 there is an index j for S such
that for all k, if Wk = S and < f c = <-,-, then Ak > ^"(Ae) a.e.

Proof. The index j is determined by the following set of instruc-
tions for enumerating a set B. (We shall prove that B = S.) Let
XiSi be some fixed effective enumeration of S. To enumerate B at
Stage n(n > 0):

1. Find the least p (if any) such that 2p g n, p is not cancelled
and Ap(n) ^ J^~(Ae)(n). If such a p is found, let q denote the %th
member of Wp. Let r be the least number such that sr Φ q and sr

is not yet in B. Add sr to B and cancel p.
2. If no such p is found, add sr to B where r is the least y

such that sy has not been added to B.
To see that the construction does what is claimed, we note that

the intuitive description given above enumerates the set B in a
certain order and that we can build a Turing machine which would
enumerate B in this very same order. Therefore, by Theorem 4 which
follows, there is an index j in the enumeration technique under con-
sideration which enumerates B in the order of the above intuitive
enumeration. If Ap(n) <; ̂ "(Ae){n) infinitely often, then it is clear
that p must be cancelled, and the intuitive description then makes
clear that < y Φ <,P. It now suffices to prove that B = S. Clearly
BξΞ: S, and since Clause 1 can obtain at most n/2 times prior to Stage
n, Clause 2 must apply infinitely often, forcing B = S.

II* Translations* The proof of Theorem 3 used the fact that if
a set is enumerable in a given order by Turing machines, it is enumer-
able in the same order in any enumeration technique. We verify
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this in Theorems 4 and 5 which extend Roger's Isomorphism Theorem
to an order isomorphism theorem. The proofs simply extend Rogers'
proofs. We first state a well-known (translation) lemma which we
then generalize in Theorem 4. We also use a generalization of the
recursion theorem.

LEMMA 1. (Translation; [6]) Given enumeration techniques E
and Eo, there exists a total recursive function t such that for all x,
TXT _ TTΓO
"" x — γ γ t(x)

Proof. U — {(y, x}\y e Wx) is r.e. so U = Wl for some fixed
integer p. But t is then just the total recursive function (guaranteed
by the Sl-theorem for the indexing Xx Wl) such that Wt°(x) = {y \ (y, x} e

vy
 PI

LEMMA 2. (Extended Recursion Theorem) Let f(x, y) be a total
recursive function and E and Eo arbitrary enumeration techniques.
We can effectively find a one-to-one total recursive function X with
recursive range such that for all y, *<Qf{X{y),y) = 'Kxw

Proof. For fixed x and y, let i = (x, y), x0, xl9 x29 ••• be the
members of Wx in the order <,x and α0, al9 α2, be the members of
Wf(x,y) in the order <,°fix,y). Define the (noncomputable) function a: N—>
JVU i0 0} by a(i) = max{z\az and xz are both defined and az — xz), and
define the total recursive function / ' by Wr(Xty) = {aθ9 au , αα(i), αα(ί)+1}.
That is, Wf>{x,y) contains the largest initial segment on which *<x and
<?f{x,y) agree, and in addition Wf,{x,y) contains the next element, αα ( i ) + 1,
in the list </(a.,y, if such an element exists. By the ordinary recur-
sion theorem, there is a one-to-one total recursive function X such
that Wf,{x{y),y) = Wx{y) for all y.

Clearly if Wf,ixiy),y) is infinite, we must have <o

f{xiy),y) = <z ( l ί ) .
On the other hand, if Wf,U{y),y) is finite there are two cases, depending
on whether or not αα ( ί ) + 1 exists. If it does not, then Wf,{z{y)>y) =
{α0, , αα(ί)}; since xό — a5 for all j ^ cx(i), in order to have Wf>(xίy),y) —
Wx{y), it is necessary that Wx(y) also have only a(i) elements and
hence that <.xiy) = </(x(2/),2/). If on the other hand, we had αα ( ί ) + 1

existing, we would similarly have xό = aά for all j ^ a(i). To have
Wx(y) = Wff{x{y)ty) we would also need xa{i)+1 to exist. If xaii)+1 Φ aa{i)+1

we have the contradiction xa(i)+1e Wx{y) — Wf,{x{y),y), while if xa{i)+1 =

aa{i)+1 we have, from the difinition of a(i), the contradiction a(i) ^
a(i) + 1.

Lemma 2 now enables us to prove a theorem on translations
which has interesting interpretations. Suppose we wish to translate
from one programming system into another. The most obvious way



192 J. HELM, A. MEYER, and P. YOUNG

would appear to be to use the programs in the image system to
simulate the object programs of which they are the translations. Of
course, for a few object programs one may be able to recognize from
the program exactly what set the program enumerates and hence
translate this program without simulating it, and hence change the
orders of enumeration. Similarly if the object program enumerates
elements very rapidly, one may be able to have the image program
enumerate slowly and "watch" the object program to scramble the
order in which the object program enumerates elements. Still, these
seem ad hoc methods and one might conjecture that the only general
method of translation is simulation. Without saying what it means
for one program to simulate another, it does seem clear that if program
p0 simulates program pt then p0 and pγ should enumerate the same
set in the same order.

Our next theorem guarantees that every translator t is, modulo
some order-preserving pretranslator X, an order-preserving translator.
Alternatively, it guarantees that if we are given enumeration tech-
niques E and Eo with a translation t from E to Eo, then there is a
recursive set {range X} such that the restriction of the system E to
those programs in {range X) is a standard enumeration technique E',
and the fixed translation t translates Ef to E in an order-preserving
way. That is, t is order-preserving modulo some recursive set of pro-
grams, {range X}, which are not translated by simulation. Finally the
theorem guarantees that every two enumerations techniques E and
Eo can be translated into each other in an order-preserving fashion.

THEOREM 4. (Order-Translation). Given enumeration techniques
E and Eo, and a translation t from E to EQ, we can effectively find
a one-to-one total recursive function X with recursive range such that
if we define G(y) to be t(X(y)), then G is an order translation: for all
y, <y = -<G{y) (and so Wy — WG{y)). Furthermore X can be so chosen
that G(y) always enumerates the elements of WG{y) one element at a
time: i.e., for all n, DE,Q{G[y)>n+ι) — DE,Q{Giy)}n) has at most one element.
Finally, X can be so chosen that <y — *<χ(2/) for all y.

Proof. Let yQ, yl9 y2, the members of Wy in the order <y and
let Xo, Xl9 X2, be obtained from the sequence Xn[DE,Qίtix)}n+ί) —
DE'Q{t{x),n)\ by deleting all empty sets. (So XQ, Xl9 X2, is the natural
partial ordering of Wx by t(x); so it induces a partial suborder of
<; U ) .) We now define a partial recursive function fQ(x, y, n) as follows:

fo(x, y, 0) = y0

fo(x, y, n + 1) is undefined unless fo(x, y, n), yn, yn+1, and Xn are all
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defined and {yn} = Xn. fo(x, y,n + l) = yn+1 iffQ(x, y, n), yn9 yn+ι, and Xn

are all defined and Xn = {yn}. For each x and y, XnfQ(x, y, n) is a com-
putable partial function and by elementary construction there exists a
total recursive function / such that for each x and y, f(x, y) is (the
Godel number of) a Turing machine which enumerates the range of
XnfQ(x, y, n) in the order <?<,,„> (= fo(x, y, 0),/0(α>, y, l),/0(α, y, 2), . ) .
By our extended Recursion Theorem, there exists a one-to-one total
recursive function X such that <Jf{χ{y),y) = <>x(y) for all y.

It is clear from the construction that if range Xnfo(X(y), y, n) is
infinite, then we must have both <y = <°t{χ{y)) and < „ = <Tf{χ{y),y)

( = <*-(»>)> completing the proof. On the other hand if yn is the last
element placed into range XnfQ(X(y), y, n), there are three possibilities to
consider. If yn+1 does not exist, then WX{y) = W?(Zly),y) = {y0, y2, , 2/*} =
TF̂ ; since for m < n, we must have had Xm = {#m}, the only way to
have Wt°(Xiy)) = {y0, yu , yn^l9 yn) is to also have Xn = {^}, establishing
<?t(X(y)) — <.y\ since it is clear from the construction that if yn+ι does
not exist, we must have <τ

f[χ{y),y) = <y and since <^(y),yj = <xw>
this again completes the proof. If yn+1 exists but Xn is not defined,
since Xm = {ym} for all m < n, we would have that Wt(χίy)) = Wx{y)

would have only n elements while Wf{X{y),y) has n + 1 elements, con-
tradicting Wf(X(y),y) = T7x(2/). Finally if yn+ί and X% both exist but
Xn ^ {ί/n}> then Xn contains some elements other than yn, and since
for m < n, Xm = {i/m}, Xw contains some element not in {τ/0, •••,!/«} =

/̂(χ(2/),2/); this again contradicts Wf{X{y)>y) = TΓx{2/).
In closing, we remark that the above proof is easily modified to avoid
an appeal to Turing machines and to the recursion theorem, provided
we do not require <.X{y) = <,y.

COROLLARY 1. In every enumeration technique E, a set is recur-
sive iff it can be enumerated in natural order of magnitude.

Proof. In the system Eo obtained by enumerating sets as ranges
of total recursive functions, the result is trivial. It thus follows from
Theorem 4.

To give our extension of Rogers' theorem, we first extend his
padding lemma:

LEMMA 3. (Order Padding) Let E be any enumeration technique
and let e(x) be the least member of Dx. (e(x) = 0 if Dz = φ.) There
exists a total recursive function p such that if ΌXΦ φ and if yβDx

implies Wy = We{x), then

p(x) $ Dx and <p{x) = <e{x) (and Wp{x) = We{x)) .
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Proof. A direct proof which simply extends the ordinary proof
of padding implicit in [6] is a straightforward but slightly tedious
exercise. However Lemma 3 may also be proven by observing that
it is well-known that there are one-to-one translations between any
two standard indexings. Theorem 4 now guarantees that the one-to-
one translations can be made into one-to-one order-preserving transla-
tions. Since Lemma 3 is clearly true for any of the well-known
enumeration techniques such as Turing machines, it follows directly
by translating the problem from E to Turing machines, obtaining the
new index for Turing machines, and then translating back to E.

Having the Translation Theorem (Theorem 4) and the Padding
Lemma (Lemma 3) we can now extend Rogers' Isomorphism Theorem
via the usual proof, which we merely indicate.

THEOREM 5. For any two enumeration techniques E and Eo, there
is a recursive permutation t such that < e = <?{e).

Proof. The function t is constructed in Stages. Stage 2n is
used to guarantee that the index n appears in the domain of t: The
Translation Theorem (from E to Er) guarantees that we can find an
index nf such that < % = <S^, while the Padding Lemma guarantees
that we can find an n" not yet in the range of t such that < ! , —
-<£//, so we define t{n) — n". Stage 2n + 1 is used to guarantee that
t is onto by placing n in the range of t: first the Translation Theorem
(from Eo to E) is used to find an index i such that < ; = <X while
the Padding Lemma (for E) is then used to find an index if such
that < ί = <;, while %' is not yet in the domain of t so that we may
set ί(i') = n.

Given two enumeration techniques E and Eo, it is easy to con-
struct translations t from E to Eo such that for infinitely many distinct
r.e. sets W there are indices i of W such that -<* Φ *<?(ί;. Neverthe-
less, we conjecture that every translation must preserve "many"
orders. For example, we conjecture that for every translation t
there are infinitely many r.e. sets W (of cardinality greater than 1)
such that Wi = W implies << = <? ( ί ).

As an immediate consequence of Theorem 4, we know that every
translation preserves every order infinitely often:

COROLLARY 1. Let E and Eo be enumeration techniques and t a
translation from E to Eo. Then the set S, defined by S3 = {i | < ; =
-<j and «<{ = «<?(ί)} is not recursive. (It is clearly co-r.e.)

Proof. If Wj has at most one element, the corollary reduces to
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the well-known fact that {i \ Wt — Wj} is not recursive. Otherwise
Theorem 4 guarantees the existence of an e0 such that We0 = W3 but
<y Φ <°0. Hence if S, were recursive we could obtain a new transla-
tion V for which { i | < = <^ and < ; = <?>(*)} would be empty. It thus
suffices to prove that Sj is nonempty. But this also follows immedi-
ately from Theorem 4.

In a forthcoming paper, "Notes on difficulties of enumerations",
we will present some results relating difficulty of enumerations, diffi-
culty of computations, difficulty of decision problems, one-one and
many-one reducibilities, and classifications of the r.e. sets.
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