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The kernel is a solution concept for a cooperative game.
It reflects symmetry properties of the characteristic function
and desirability relations over the set of the players. Given
m games over disjoint sets of players and an m-person game,
one defines a compound game over the union of the m disjoint
sets. These m games are the components and the above m-
person game is called the quotient. The quotient may be
treated as a game played by representatives of the component
games.

The kernel of the compound game is characterized fully.
The compound kernel is, in fact, a composition of the com-
ponents' kernels by means of a distinguished subset of the
imputation space of the quotient game. This subset depends
also on the number of veto players in each component.

An effective formula for the compound kernel is given for
compound simple games. This formula enables short cuts in
the computations leading to the kernel of a decomposable
game. The results are applied to compound majority games
and a complete description of their kernels is given.

l Introduction. The kernel of a characteristic function game
was defined by M. Davis and M. Maschler in [2] and it is related to
the theory of bargaining sets. M. Maschler and B. Peleg ([4, 5])
presented many interesting properties of the kernel. The kernel reflects
strength relations between players and symmetry properties of the
characteristic function.

Compound simple games were defined by L. S. Shapley in [11].
In this paper we deal with compound games which are not necessarily
simple, but their components are simple (see [13; p. 29]). The decom-
posability of games was investigated by Shapley in [15] and by the
present author in [7].

This paper aims at describing the kernel of a compound game in
terms of the quotient game and the kernels of the components. In
fact, we introduce a subset of the imputations space of the quotient
game which determines the structure of the kernel of the compound
game. The kernels of the components are composed according to a
formula which depends on that subset and generate the compound
kernel. The formula is shown to be effective for computation and it
can be simplified when the quotient game is also simple.

L. S. Shapley ([12, 13, 14]) and G. Owen ([9]) proved that von-
Neumann—-Morgenstern solutions of the component games compose in
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a natural manner which results in a solution of the compound game.
B. Peleg gave a characterization of the kernel of another kind of
composition for games ([10]). The nucleolus of a compound game was
characterized in [8]. The kernel of a product of simple games was
characterized in [6]. This paper generalizes the results of [6] with
respect to the kernel.

2* Preliminaries* A characteristic function game is a pair Γ =
(N; v), where JV is a nonempty finite set (N = {1, , n}) and v is a
real-valued function defined over the subsets of N. The elements of
N are the players and the subsets of N are the coalitions.

If for every coalition S either v(S) = 0 or v(S) — 1 then we call
the game a simple game. Those coalitions that have a unit value are
called winning coalitions. The set of the winning coalitions is denoted
by "W and the game is represented also by (N; W"). We always
assume 0 ί ^ " and Ne w:

A game is said to be monotonic if for every pair of coalitions S, T.

(2.1) s a T => v(S) ^ v(T) .

A 1-normalized game is a game (N; v) such that

(2.2) v(N) = 1 .

A 1-0-normalized game is a 1-normalized game (N; v) such that

(2.3) *({*}) = 0 (i = l, - . - , * ) .

We assume that always

(2.4) 0(0) = 0 .

A player i e N is called dummy if for every coalition S

(2.5) Φ(S U W) = v(S) .

Notice that if i is a dummy then according to (2.4)

(2.6) v({i\) = 0 .

A player i in a simple game Γ = (N; Ύ/^) is called veto player if i e S
for every S G ^

A compound game is defined as follows. Let Γt = (iV̂ ; 5^)>
ί = 1, •••, m, be m simple games over disjoint sets of players. Let
Γo = (ikf; u) be an m-player characteristic function game (M = {1, ,
m}). The compound game Γ = ΓΌ[A, , ^m] is defined over the set
JV = iVΊ U U Nm and its characteristic function v is defined by

(2.7) v(S) = u({i eM'.SnN.e Jf^*}) (SaN).
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Γo is the quotient and Γl9 •••, Γm are the components. Thus, a coa-
lition in the compound game has the value (in the quotient) of the
set of those components in which it has enough players to form a
winning coalition (in that game). The concept of a compound game
contains as particular cases the product and the sum of simple games.
The product of two simple games Γl9 Γ2 is defined by

(2.8) A (x) Γ2 = B2[ΓU Γ2]

and their sum is defined by

(2.9) Λ Θ Λ = B?[A,Λ]

where B2 and B* are defined by

(2.10) B2 = ({1, 2}; {1, 2})

(2.11) Bί = ({1, 2}; {1}, {2}, {1, 2}) .

An imputation in an π-player game Γ = (N; v) in an w-tuple of
real numbers x = (xίf , xn) such that

(2.12) Xi^v({ί}) (i = l, . . . , n )

and

(2.13) Σ a* = v(iV) .

The set of the imputations is denoted by <%f{Γ). A pseudo-imputation
is an π-tuple of nonnegative numbers x = (a?lf ••-,»„) that satisfies
(2.13). A wβα& imputation is defined by (2.12) and

(2.14) Σ a* ^ *>(#)

The set of the weak imputations will be denoted by <%f(Γ). For every
coalition S we denote

(2.15) *(S) = Σ * i > (*(0) = O)

(2.16) β(S, .τ) = v(S) - x(S)

and call e(S, x) the excess of S with respect to x. The maximum
surplus of a player i against another player j with respect to x is
defined by

(2.17) 8ii(x) = Max {β(S, a?): S c iV, i 6 S, j e S} .

The kernel (for the grand coalition) of a game Γ* = (N; v) is defined
to be the set SΓ(Γ) of all the imputations x e <%f(Γ) such that for
every pair of distinct players i, j e iV, α?,- > ^({i}) implies
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(2.18) Si3(x) ^ S3i(x) .

Equivalently, x belongs to the kernel of the game if and only if for
every pair of distinct players i, j

(2.19) [si3(x) - s3i(x)] [x3 - v({j})] ^ 0 .

The kernel is nonempty whenever <%f{Γ) is nonempty (see [2]) and for
monotonic games in 1-0-normalization (2.19) may be changed to

(2.20) si3(x) = s3i(x)

(see [5; Corollary 3.9]). The pseudo-kernel1 of a game is the set of all
the pseudo-imputations x such that for every pair of distinct players

(2.21) [sdx)- s3i(x)].χ3^0.

Let a transformation T from Er into Er be defined by

(2.22) Tx = A x + b

<c, x) + δ

where A is a linear transformation of Er into itself, b and c are
r-dimensional vectors and δ is a real number. We assume that if c
is the zero vector then δ Φ 0. Any transformation of this type will
be called a projective transformation of Er. Note that it is not defined
for x in N(T) = {y: <c, y} + δ = 0}; this set may be empty though.
Convexity is preserved by projective transformations, i.e., if T is a
projective transformation of Er and if Pa Er is such that T is defined
for every x in conv P then

(2.23) Γ(conv P) = conv T(P) .

An s-variable transformation T from Xl=1Eϊ {El = Er, i = 1, , s)
into Er is called a multi-projective transformation if for every ΐ, i = 1,
• , s, and fixed α;1, , xι~~\ xι~~\ , xs in i?** the transformation
ϊy. £;r ~> £;r defined by

(2.24) Ti(x) = Γία?1, , α?*"1, a;, a;*"1, , xs)

is a projective transformation of 2£r. If Pi a E{, i — 1, , s, are sets
such that the multi-projective transformation T is defined for every
(x\ , xs) e conv P1 x x conv Ps then

(2.25) T(conv P, x x conv Ps) = conv T(P, x x P s).

3* Basic lemmas* We assume that for every player ie Nin (N; v)

(3.1) v({i]) = 0 .
1 All the statements in this paper hold for the pseudo-kernel of a game which is not

necessarily 1-0-normalized. We do not use explicitly the normalization assumption. The
reader is referred to [5; p. 573] for a clearification of this point.
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Notice that if ieNk is a player who do not satisfy (3.1) in the com-
pound game then {ϊ\eW~k and therefore either the kernel of Γk is
empty, or it consists of a unique point where ί gets a unit payoff
and the other players in Γk get zero. Our compound games are
assumed to be monotonic and dummy-free. We also assume that for
every component game Γk = (Nk; W"k), k = 1, •••, m, Nke'Wk and
0 g W~k. It is left to the reader to verify that our assumptions imply
that the component games are also monotonic and dummy-free.

LEMMA 3.1. Let 3%Γ be the kernel of a simple game Γ — (N;
Denote

(3.2) μ(χ) = min {x(S): S e W} (x e JT(Γ)) .

There exist convex polyhedra Kl9 , Kr such that J%" = Uί=i %
such that μ(x) is linear in each Kif i — 1, , r.

Proof. ^f(Γ) is a finite union of convex polyhedra (see [1; § 3]).
The required polyhedra are the nonempty intersections of the form
Pi Π Hs where

(3.3) Hs = {xe En: x(S) ^ x(T) for every Te <W) (S e

and Pi are the polyhedra assured by [1].

For every player i and x e <£f(Γ) let us denote

(3.4) Qi(χ) = Max {e(S, x):ieSaN}

(3.5) h{(x) - Max {e(S, x):i^SdN} .

LEMMA 3.2. Let Γ = (N; v) be a monotonic game satisfying (3.1).
If xe JsΓ(Γ) then for every ieN

(3.6) 9i(x) = hi(x)

(and therefore g{(x) = s(x) = Max {e(S, x):SdN} - see (3.4)-(3.5)).

Proof. Since for every pair of distinct players i, j si3(x) = sH{x)
(x e JΓ(Γ)), it follows that

g{(x) = Max {e(S, x):ieSaN}

= Max [Max {e(S, x): ieS^ N}, 0]

= Max [Max {s^x): j e N, j Φ i}9 0]

(3.7) = Max [Max {s^x): j eNJΦ i}, 0]

= Max [Max e(S, x): i € S, 0 Φ S c N}9 0]

(S, x):i$SczN}
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If i9 j are two distinct players in (N; v) we denote

(3.8) ^ = {SciyΓ:ieS,ieS}

and if the game is simple, (N; W"), denote

(3.9) Wϊj = W Π

Also,

(3.10) ai5{x) = Max {e(S, x):iϊ Sf j Z S, 0 Φ S c N} (xe

(3.11) biά(x) = Max {e(S, x): ie S, j e S, Sc N} (xe <£f(Γ)) .

Given an imputation x e <%f(Γ) in a compound game J7 = (N; v) we
denote by μ a weak imputation in Γo (see (2.7))

(3.12) μ = μ[x] = (ft[»], « , ^ N )

where

(3.13) μ,[α;] = min {a?(S): S e ^^"} (Λ = 1, , m) .

We will write ek(S,x\ sk(x) (see Lemma 3.2), Ĵ ~> , ^^^, s&x), gki(x)9

K(x), akj(x), bij(x), where these expressions refer to the game ΓkJ k = 0,
1, , m. Note that

(3.14) s*0*0 = 1 - μk[x] .

LEMMA 3.4. Let Γ = (iSΓ; ^ ) 6e a compound game, let xe<%f(Γ)
and let i, j e Nk be two distinct players belonging to the same component
game Γk, k — 1, , m.

( i ) If j is not a veto player in Γk then

(3.15) sφ) = Max [g\(μ) + s^x) - sk(x), h\(μ) - α?J .

(ii) If j is a veto player in Γk then

(3.16) 8̂ (0?) = hl(μ) - Xi .

Proof. ( i ) If j is not a veto players in Γk then there exists a
coalition Se Wk such that jeS. Thus, SU{i}e Wlk-. Considering
the compound game, we find that

sφ) = Max {e(S, xy.

- Max [Max {e(S, x): S e ^ h SnNke

Max {e(S, x): S e ^ i h SnNkZ

(3.17) = Max [Max {u(T) - μ(T\{k}): keTaM}-min {x(S): S e

Max {u(T) - μ(T): k e T c M} - x{]

Max {e°(Γ, μ): k 0 Γ c M) - x%]

= Max [g°k(μ) + skj(x) - sk(x)f h\(μ) - x,\ .
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(ii) If j is a veto player in Γk then W~i) = 0 and

s^x) = Max {e(S, x): S e j ^ , SnNk£

(3.18) = Max {e°(T, μ):k$ TczM] - xt

= K(μ) - x, .

LEMMA 3.5. Let Γ = (N; v) be a compound game, let x
and let i e Nk, j e Nt be two players belonging to distinct component
games Γk, Γh 1 ^ k < I ^ m.

( i ) If j is not a veto player in Γt then

sφ) = Max [s°kl(μ) + gt(x) - s\x), ao

kl(μ) - xi ,

(3.19) bUμ) + gt(x) - sk(x) + h£x) - sι(x) ,

sik(μ) + h\{x) - sι(x) - x,\ .

(ii) If j is a veto player in Γt then

(3.20) Sij(x) = Max [s°kl(μ) + g\{x) - s\x), a*M - x{] .

The proof is similar to that of Lemma 3.4.

LEMMA 3.6. Let Γ — (N; v) be a compound game and let x e J%^(Γ).
For every k, k = 1, , m,

(3.21) μk[χ] = 0 — x(Nk) = 0 .

Proof. Assume that μk[x] = 0 and let So e 'Wk such that x(S0) = 0.
Clearly, for all i, j such that SoQ^lj st^x) = 1. Hence

(3.22) sk(x) = 1 .

Assume that x(Nk) > 0 and let j e Nk such that xs > 0. j& So and
therefore j is not a veto player. Let i e So. According to Lemma 3.4,

si3{%) = Max \gl(μ) + 4(a;) - sk(x), hl(μ) - xt]

(3.23) = Max \g\{μ), hl(μ)\

= s\μ).

On the other hand,

= Max [g°k(μ) + μk - min {x(S): jeSe <^}, h\{μ) - χs]

(3.24) ^ Max [^(JM) - χit h\{μ) - Xj]

It follows that s{j(x) > sH(x) in contradiction to our assumption that
x e 3f(Γ). The other direction of (3.21) is immediate.
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LEMMA 3.7. Let Γ = (N; v) be a compound game and let
x 6 3ίΓ{Γ). For every k, k — 1, , ra,

(3.25) gl(μ) = s(x) .

Proof. If μh = 0 then for every TaM

e\T U {k}, μ) = w(Γ U {&}) - M?7 U {A:})

(3.26) - . < J U ( * ) ) - Λ J 0
^ M(Γ) - μ(T)

= °̂(Γ, i")
It follows that

(3.27) flfMrt - s\μ) = s(x) .

Suppose μk > 0 and let ie Nk such that a?< > 0 and

(3.28) g\{x) = sk(x) .

Thus,

(3.29) glx) = Max [g\{μ\ h\{μ) - x{] .

If i is not a veto player in Γfc then

(3.30) h{x) - Max [g\{μ) + hftx) - sk(x), h°k(μ)] .

In this case it follows from Lemma 3.2 and (3.29)-(3.30) that

(3.31) gl(μ) ^ h\{μ)

and this is equivalent to (3.25). If i is a veto player then

(3.32) hlx) = K(μ) .

In this case (3.31) follows from Lemma 3.2, (3.29), and (3.32).

REMARK 3.8. If i is a veto player in Γk then it follows from
Lemma 3.2, (3.29), and (3.32) that

(3.33) gl(μ) = h\(μ) .

4* On the kernel of a component game* The barycentric pro-
jection of an imputation x e <£f(Γ) on a coalition S such that x(S) > 0
will be denoted (see [13; p. 6]) by Bsx and defined to be an |S|-tuple
B s x = [(BsX^ies w h e r e f o r e v e r y ieS

(4.1) < ^ > ' =

Notice that if Γ is a compound game and Γk — (Nk; ^ h ) is a com-
ponent game of Γ then BN]x is a pseudo-imputation in Γk or even an
imputation if (3.1) is satisfied in Γk.
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THEOREM 4.1. Let Γ— (N; v) be a compound game and let x e <%f(Γ)
be an imputation such that for every k, k = 1, , m,

(4.2) gl(μ) = s(x) .

Under these conditions, if x(Nk) > 0 and Γk is a game with veto
players then

(4.3) BNkx e

if and only if for every pair of distinct players i, j e Nk

(4.4) [si3(x)-s3i(x)] x3^0.

Proof. The kernel of a simple game with veto players consists
of a unique point in which the veto players share equally while the
others get zero ([5; Theorem 4.1]).

( a ) Suppose BN}x e St~(Γk) and let i, j be two distinct players
in Γk. If both of them are veto players then (see Lemma 3.4)

(4.5) si3 (x) = hl(μ) - x,

(4.6) s3i(x) = hl(μ) - x3

and since xi — x3 it follows that si3{x) = s3i(x). If j is a veto player
but i is not, then (notice that Si3(x) = sk(x) since all the winning
coalitions in Γk have the same excess 1 — x{Nk))

(4.7) si3{x) = Max [gl(μ), h\{μ) - x3] .

According to (4.5) (it holds when i is not a veto player) and the fact
that Xi = 0, it follows that

(4.8) si3{x) = K(μ) .

Considering (4.2) it follows that si3(x) ^ s3i(x). If j is not a veto player
(4.4) follows from the fact that ^ = 0.

( b ) Suppose (4.4) is true for every pair of distinct players i, j.
(4.5)-(4.6) hold for every pair of veto players. According to (4.4)
Xi = x3. Suppose, per absurdum, that there is j e Nk, who is not a
veto player, such that x3 > 0. Let i be a veto player in Γk. (4.4)
implies si3(x) ^ sH(x). Thus, according to Lemma 3.4 and (4.2)

(4.9) s\μ) + sU%) ~ sk(x) ̂  si3(x) ^ s3i(x)

= hl(μ) - x3 < s\μ)

and hence

(4.10) 4(*) < sk(x) .
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This means that j belongs to every winning coalition having a maximal
excess ((4.10) holds for each veto player ϊ). Thus, a coalition S that
has a maximal excess contains all the veto players and all the other
players of positive payoff. Therefore,

(4.11) sk(x) = 1 - x(Nk) .

It follows that all the winning coalitions have the same excess in
contradiction to (4.10). This contradiction proves that each player j
who is not a veto player gets zero and therefore BNkx belongs to the
kernel.

THEOREM 4.2. Let Γ — (N; v) be a compound game and let
x e <£f(Γ) be an imputation satisfying (4.2). Under these conditions,
if Γk is free of veto players and x(Nk) > 0 then

(4.12) BNkx e

if and only if for every pair of distinct players i, j e Nk

(4.13) 8ij(x) = sH(x) .

Proof. Let i, j be any two distinct players in Γk and denote

(4.14) x = BN]x

(4.15) A = gl(μ) - h\{μ)

(4.16) 41 .
x(Nk)

It follows from (4.2) (note that s(x) = s°(μ)) that

(4.17) Δ, 1 ^ 0 .

Using Lemma 3.4 we find that

(4 18) Sij(x)

= gl(μ) - sk(x) + Max [βf^), sk(x) - Δ - x{]

and it follows that

( ' } = Max [8^(x)f sk(x) - Δ- xj] .

Suppose (4.13) is satisfied for every pair of distinct players i,jeNk.
We will show that for every j e Nk (j is not a veto player)

(4.20) h)(x) ^ g)(x) .
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Indeed, if hk(x) < g\(x) then there exists So such that j e So and

(4.21) h)(x) < ek(S0, x) = sk(x) .

Let i e Nk\S0 ((4.21) implies ek(S0, x)>0 and therefore SQ Φ Nk). Clearly,

(4.22) sUx) < sk(x) = sUx)

Since

(4.23) Max [s^x), sk(x) - Δ - £<] = Max [s%(%), sk(x) - Δ - xβ}

it follows that

(4.24) x4 =: Δ = 0 .

The last equality is true for every i £ So so that x(SQ) = 1 in contra-
diction to (4.21). Thus, (4.20) is proved. Let SQ c Nk be a coalition
such that i g So and

(4.25) ek(SQ> x) = sfe(ί) .

Since for every ie Nk (i Φ j)

(4.26) ek(S0 U {i}, δ) ^ βΛ(S0, δ) - ^ = sfc(x) - xt

it follows that

(4.27) sk

iά{x) ^ sfc(ί) - δ< .

Analogously,

(4.28) s)i(x) ^ sk(x) - xά .

It follows from (4.17), (4.19), and (4.27)-(4.28) that

(4.29) sUx) = s%{x)

and hence a? 6 <βT(Γk). On the other hand, if x e J?Γ(Fk) then (4.29) is
satisfied by every pair of distinct players ί, j e Nk. Lemma 3.2 implies
h)(x) = sk(x). Hence, there is So a Nk such that j ί So and sk(x) =
e*(So, δ) = AJ(2). Thus,

(4.30) βf^ί) ^ efc(S0 U {i}, δ) ^ efe(S0, δ) - δ* = sfc(ί) - x< .

In a similar way we can show that (4.28) holds. (4.13) follows from
(4.17), (4.19), (4.28), and (4.30).

5* The dependence on the quotient game* In the preceding
section we proved that the barycentric projection of a point in the
compound kernel on any component must belong to the kernel of that
component (or to the pseudo-kernel if (3.1) is not satisfied in the com-
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ponent game). Moreover, if the barycentric projection of an imputation
in the compound game is in the kernel of the component then the
imputation must satisfy the kernel condition ((2.21)) for every pair of
distinct players in that component. To complete the characterization
of the kernel of the compound game we have to show how the com-
ponents' kernels should be composed in order to obtain the compound
kernel.

The compound kernel depends on the quotient game by means of
a subset of its imputations space which is defined as follows.

DEFINITION 5.1. Let Γ = (M; u) be a monotonic m-player game.
Let w — (wly •••, wm) be an m-twple of nonnegative numbers. The
[weak] w-equalizing set [3^W{Γ)]^W{Γ) of Γ is defined to be the set of
all the [weak] imputations [y e <^(Γ)] y e <%?{Γ) that satisfy the follow-
ing three conditions:

( i ) For each i, i = 1, - , m,

(5.1) Λ(») = s(y) .

(ii) For every pair of distinct players i, j e M, if w{ = 0 and
Wj > 0 then

(5.2) siά{y) = s(y) .

(iii) For every pair of distinct players i, j e M, if both wt > 0
and Wj > 0 then

(5.3) Max \8ij(y), a^y) - - M = Max \8ji(y)f aiά{y) - Jk-1 .
L W{Λ L Wj J

REMARK 5.2. The ̂ -equalizing set for a monotonic game Γ = (N; v)
satisfying (3.1) is a generalization of the kernel. In fact

(5.4) &w..:

REMARK 5.3. ^W(Γ)[^W(Γ)] is a finite union of convex polytopes.
The number of linear inequalities which determine the ^-equalizing
set is of the same order of magnitude of that number in the kernel.
When most of the wrs are zeroes this number is smaller than the
respective number in the kernel. The computation of έ^w(Γ) can be
carried out according to [1]. We conjecture that an algorithm based
on the "profile" idea can be built for ^W(Γ) (see [3, 4]).

The ^-equalizing set of a simple game is sufficient for determining
the weak ^-equalizing set of that game:

LEMMA 5.4. If Γ — (M; ^) is a monotonic simple game without
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veto players then

(5.5) 3>W{Γ) = {ax: x e ^W(Γ), 0 ^ a ^ 1} .

Proof. For every pair of distinct players i, j e M ^iS Φ 0 . Hence

for every x e Jίr(Γ)

(5.6) 8u(x) = Max {e(S, x): S e ^ } - 1 - min {x(S): S e ^ } .

Similarly,

(5.7) gt(x) = 1 - min {x(S): ie

(5.8) s(a?) = 1 - min {x(S):S

Also, if there is Se <%/ such that ί, jgS then

(5.9) aiά(x) = 1 - min {a?(S): i, j £ S e

and otherwise

(5.10) a{j(x) = ^ ( α ) .

An imputation α e . ^ ' ί Γ ) satisfies the conditions of Definition 5.1 if
and only if every multiplication of x by a satisfies them. This proves
(5.5).

EXAMPLE 5.5. Let Mz denote the 3-player majority game2. The
(0, 0, 0)-equalizing set for Af3 and ^ ( 1 0 0 ) ( M 3 ) are as illustrated.

V2' ' 2.

If wlf w2, w3 > 0 then ^W(M3) = ST(M3) = {(1/3, 1/3, 1/3)}.
The ^-equalizing set will be now used to characterize the depend-

ence of the compound kernel of the quotient game.

LEMMA 5.6. Let Γ — (N; v) be a monotonic compound game
satisfying3 (3.1). Let xk e 3Γ(Γk) and let ak, k - 1, , m, be non-

2 M3 is a 3-player simple game in which a coalition wins if and only if it consists of
at least two players.

3 If (3.1) is not satisfied by the compound game or by a component then our claims
remain correct provided the "kernel" is replaced by the "pseudo-kernel".
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negative numbers such that ΣΓ=1αfe = u(M) = v(N). Let xk*e<£f(Γ)
where xf = x\ for ie Nk and xf = 0 otherwise. Let wk denote the
number of veto players in Γk. Let x = Σ/Γ=î &^fe* Under these con-
ditions

(5.11) x e 3r{r) *=> μ[x] e ̂ W(ΓO) .

Proof. According to Lemma 3.2, for each player ieNk (k = 1,
..-, m)

(5.12) g\{χ) = M{x) = s\x) .

( a ) If x e SίΓ(Γ) then Lemma 3.7 implies condition (i) (see Defi-
nition 5.1).

( b ) We prove the necessity of condition (ii). Assume that wk = 0
and wt > 0, 1 ̂  k < I <; m. Let ie Nk and let jeNi be a veto player
in Γt. Since xk e JT"(Λ) and xι e JT~(Λ), it follows from (5.12) and
Lemma 3.5 that

(5.13) 8ii(x) - Max [sUμ), aUμ) - xt]

and

sH{x) = Max [sϊk(μ) + g)(x) - sι(x), a°kl(μ) - xά ,

bUμ) + g\{x) - s\x) + M{x) - s\x) ,

(5.14) sUμ) + h\{x) - s\x) - xs]

= Max [8°lk(β)9 bUμ), a°kl(μ) - xά, sUμ) - xs\

= Max [g%μ), h\{μ) - x5] .

Note that (5.13)-(5.14) hold even if x £ 3T{Γ) and (5.14) is independent
of j being a veto player. If x e SΓ(Γ) it follows from condition (i)
(we have proved its necessity) and (5.14) that

(5.15) sH{x) = s\μ) .

Suppose x(Nk) = 0. For every Γ c l

(5.16) eχTΌ{k},μ)^e\T,μ)

(see (3.26)). Thus, taking the maximum over the coalitions T such
t h a t k,l£T,

(5.17) 8°kl(μ) ^ a°kl(μ) .

It follows from (5.13) and (5.17) that

(5.18) si3(x) = sl(μ)

Since si:j(x) — s^(α ) condition (ii) follows from (5.15) and (5.18). Assume
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x(Nk) > 0. Choose i e Nk so that xt > 0. Thus,

(5.19) s%μ) ̂  aUμ) > a°kl(μ) - xt .

Since s^x) = sH(x) it follows from (5.13) and (5.15) that

(5.20) s\μ) = Max [sUμ), al(μ) - x<\

and condition (ii) follows from (5.19)-(5.20).
( c) We prove the necessity of condition (iii). Assume wk, wt > 0

(1 <J k < I <; m) and let ie Nk and j e Nt be veto players in their
component games. According to [5; Theorem 4.1]

(5.21) x. = iί*.; χ, = J±-.
Wk Wι

Lemma 3.5 and (5.12) imply

(5.22) 8ij(x) = Max ϊsUμ), al(μ) - i ^
L W

and, symmetrically,

(5.23) sH{x) = Max \sl(μ), a°kl(μ) - -&-] .
L Wι J

The last two equalities are independent of x belonging to the kernel.
If x e JyΓ(Γ) then stj(x) = s3i(x) and condition (iii) follows from (5.22)-
(5.23).

( d) Assume that μ[x] e ^W(ΓO) and let us prove that x e J%Γ(Γ).
Condition (i), together with Theorems 4.1-4.2, imply for every pair of
distinct players ΐ, j e Nk (k = 1, , m)

(5.24) M»)-8 i i (α)] » i ^ 0 .

Let ieNk and jeNi(l^k<l^ m). If i and j are veto players in
their components then (5.22)-(5.23) hold and condition (iii) implies
8ij(x) = Sjiix). If j is a veto player and i is not a veto player then
(5.13)-(5.14) hold and conditions (i) and (ii) imply si3'(x) = ^(a?) = s°(μ).
If both i and j are not veto players then (5.14) and the symmetric
equality,

(5.25) 8iί(x) - Max [gl(μ), h°k(μ) - α?J ,

imply, according to condition (i), that si:j(x) = s^(x) = s°(μ). Thus, (5.24)
holds for all the pairs of distinct players i, j" e N. Hence x e

6. The kernel of the compound game* The results of the
preceding sections lead to the main theorem of this article, a theorem
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that determines the structure of the kernel of a compound game. This
theorem, which is interesting in itself, enables shortcuts in the compu-
tations leading to the kernel of a decomposable game.

THEOREM 6.1. Let Γ = Γ0[Γlf •••, Γm] be a monotonic dummy-
free compound game with simple component games Γlf , Γm. Assume
that every component that consists of more than one player is in
lΌ-normalization4 (Nk e W^k and for ieNk {i} £ ^k). Let wk denote
the number of veto players in Γk and w = (wlf , wm). Under these
conditions x e J^7 (Γ) belongs to the kernel, Jί^(Γ), if and only if for
every k, k = 1, , m, such that x{Nk) > 0 BN]x e J%Γ(Γk) and the weak

imputation μ[x] belongs to the weak w-equalizing set, ^W(ΓO), of the
quotient game ΓQ.

Proof, ( a ) Suppose xe^Γ(Γ). Lemma 3.7 assures that the
conditions of Theorems 4.1-4.2 are satisfied. From these theorems it
follows that for every k such that x(Nk) > 0 BN]x e SΓ(Γk). Since for
every x e.

(6.1)

(for the ^-notation refer to Lemma 5.6; if x(Nk) = 0 for a certain k
we define BNjx to be any point in <£Γ(Γk)-anyhow it is multiplied by

zero) it follows from Lemma 5.6 that μ[x]e^w(Γ0).
(b) Suppose x e £?(Γ) is an imputation satisfying our conditions.

Lemma 5.6 implies that x e.

COROLLARY 6.2. Under the conditions of Theorem 6.1

jg fer
ό\ 1 ̂ j ^ m[ .

Proof. Suppose xe<5Γ(Γ). For every keM such that x(Nk) > 0
let xk = BN]x and let μ = μ[x\. For keM such that x(Nk) = 0 let xk

be any point in the kernel JΓ(Γk). According to Theorem 6.1
xk e SΓ(Γk) for every k e M and μ e έ^w(ΓQ). The minimum payoff to
a winning coalition is positive for every point in the kernel of a simple
game (see [6; Lemma 3.7]). Thus, μk[xk*] > 0 and

(6.3) -&- = x(Nk) .
μ[χk ]

4 The normalization assumption may be dropped and the theorem is true for the
pseudo-kernel instead of the kernel (see Lemma 5.6).



KERNELS OF COMPOUND GAMES WITH SIMPLE COMPONENTS 547

According to (6.1)

(6.4) χ = ±J^χ»
*=i μk[xk ]

and that proves that j^f(Γ) is obtained in the right-hand side of
(6.2). Let x belong to the right-hand side of (6.2). Thus, x e <%f(Γ)

and there exist xke^Γ{Γk), k = 1, •••, m, and βe^w(Γ0) such that
(6.4) is satisfied. Necessarily, for every k such that x(Nk) > 0 xk =
BNkx and for all the k e M

μk[x] = min {x(S)ι S e Wk} = min \—ψ—χ\S): S e

(6.5) . W ]

and hence ^ ] e ^ w ( Γ 0 ) . Theorem 6.1 implies xe
Corollary 6.2 shows how the kernel of the compound game is

obtained from the kernels of the components and the weak w-equaliz-
ing set for the quotient game. The next theorem shows how the
kernel is obtained if we are restricted to vertices of certain polyhedra
generating the components' kernels and to the vertices of the weak
^-equalizing set.

THEOREM 6.3. Assume the conditions of Theorem 6.1. Let
^{Γk) = Ui"i Kf,k = l, , m, where Kf, j = 1, , sk, k = 1, , m,
are [convex polyhedra in which μk[x] is a linear function of x (see

Lemma 3.1). Let J^W(ΓO) = Ui°=i KJ where K% j = 1, , s0, are convex
polyhedra. Under these conditions

() ( ) U ' U conv
(b.b)

μ e vert K° o, x
i e vert K]., i = 1, , ml .

Proo/. Define a mapping F : ^ W ( Γ O ) x J Π Λ ) x ••• x

by

(6.7) y^α?1 ... α?-) = Σ f e

According to Corollary 6.2

(6.8) 3ίΓ{Γ) = Jgf(Γ) n Ψ[^W(ΓO) x JT(Λ) x x

If 1 ^ yfc ^ sk9 k = 0, 1, , m, then the restriction of ?F to the set

Xj0 x JBΓ^ x x iΓ/^ is defined everywhere and it is a multi-pro jective
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transformation since μk[xk*] is linear in Kk

k, k = 1, •••, m. Thus, Ψ
is convexity-preserving in this domain (see (2.25)) and therefore,

Ψ[Kl x - x K?J = conv ?F[vert JKJ0 x x vert KfJ

(6.9) = conv {Ψ(μ, x\ , xm): β e vert K°h

x* e vert ϋΓ ,̂ i = 1, , m) .

To complete the proof of the present theorem, notice that

[ ( O ) x 3ίT{Γύ x x J T ( Γ m ) ]
(6.10) so

= u u nκι x . . x z y .
In case i~Ό is a simple game without veto players the kernel of

the compound game can be presented using &*W(ΓO) instead of 3DW(Γ0).
This will be done by an appropriate modification in the definition of
the mapping W. Moreover, in this case the intersction with ^f(Γ)
can be omitted.

THEOREM 6.4. Under the conditions of Theorem 6.1, assume that
ΓQ is a simple game without veto players. Let K}, j — 1, •••, sk,
k = 1, , m, be as in Theorem 6.3. Let ^W(FO) = U?=i #7 where K$,
j = l, •••, s0, are convex polyhedra. Under these conditions

3ίT{Γ) = U U c o n v JΣ fik/μ^χk} x"':
(6.11) 2,/V/Mfc J

μ G vert IT,0., of e vert JBΓ̂ , 1 ^ i ^ w

Proof. Since ΓΌ is a simple game without veto players, it follows

from Lemma 5.4 that μ e J^W(ΓQ) if and only if μ/μ(M) e ^W(ΓO). It

follows that all the vertices of ^W(ΓO) except the origin are vertices
of ^W(ΓQ). Anyhow, the origin contributes nothing to (6.6) so that
it can be omitted from vert K-Q (see (6.6)) and we may write &*W(ΓO)

instead of ^™(Γ0). Moreover, instead of intersecting with £?(Γ) in the
right-hand side of (6.6), we can obtain exact imputations by normali-
zation, i.e., by defining

(6.12) Ψ(β, x\ • • •, . O = Σ Γμ"[X J ^

REMARK 6.5. If 1, , I are the veto players in Γ o then either

(6.13) Γ = Λ (x) ® Γm
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(in case I = m), or

(6.14) Γ = Γ, (X) (X) Λ (8) Γ£[Γ m , -, Γw]

(in case 1 ^ ϊ < m) where Γ[ is a monotonic simple game without veto
players. The kernel of ΓΌ[Γι+l9 , Γm] can be computed according to
Theorem 6.4. Given the kernels of the components, the kernel of the
product is very easy to compute (see [6; Theorem 3.1]). The set of
vertices of a polyhedron in the kernel of a product is the union of sets
of vertices of polyhedra in the kernels of the components.

EXAMPLE 6.6. Let Γ6 be a monotonic simple game in which all
the 3-player coalitions except {1, 2, 3} and {4, 5, 6} win. It is left to
the reader to verify that the kernel of Γβ is the line segment [(1/3,
1/3, 1/3, 0, 0, 0), (0, 0, 0, 1/3, 1/3, 1/3)]. Denote

%a _(a a a 1 _ a 1 _ a_ 1_ _ a

Thus,

(6.16) μ(xa) = min {xa(S): S e

if 0 < a < —
~ ~ 2

if τ
μ(x) is a linear function of x in Kx = [(1/3, 1/3, 1/3, 0, 0, 0), (1/6, 1/6,
1/6, 1/6, 1/6, 1/6)] and in K2 = [(0, 0, 0, 1/3, 1/3, 1/3), (1/6, 1/6, 1/6, 1/6,
1/6, 1/6)] Consider the kernel of the game Γ12 = Γ 6 φ Γ6. The quo-
tient game is ({1, 2}; {1}, {2}, {1, 2}). There are no veto players in Γ6.
The (0, 0)-equalizing set for the quotient game consists of a unique
point — (1/2, 1/2). A vertex of J%Γ(Γ12) is a combination of vertices of
the polyhedra that generate J2Γ(Γβ). The combination is determined
by (6.12). For instance, if x1 = (1/3, 1/3, 1/3, 0, 0, 0) and x2 = (1/6, 1/6,
1/6, 1/6, 1/6, 1/6) then, since, necessarily, μ = (1/2, 1/2), x = Ψ(μ, x\ x2) =
(1/5, 1/5, 1/5, 0, 0, 0, 1/15, 1/15, 1/15, 1/15, 1/15, 1/15). Because of the
symmetry, each imputation x in J2f(Γί2) can be represented by a
quadruple (at; a2; a3; a4) where ax — xt — x2 = x3, a2 — x4 — x5 — x6 etc.

The kernel of Γ12 consists of the following four quadrangles, presented
by their vertices, (a) AEFO (b) BEHO (c) CGFO (d) DGHO, where
A = (1/6; 0; 1/6; 0), B - (1/6; 0; 0; 1/6), C = (0; 1/6; 1/6; 0), D = (0; 1/6;
0; 1/6), E - (1/5; 0; 1/15; 1/15), F = (1/15; 1/15; 1/5; 0), G = (0; 1/5;
1/15; 1/15), H = (1/15; 1/15; 0; 1/5), and O - (1/12; 1/12; 1/12; 1/12).

EXAMPLE 6.7. Let • be a 4-player monotonic simple game whose
minimal winning coalitions are {1, 3}, {2, 3}, {1, 4}, {2, 4}. ^Γ~(Π) is the
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FIG. 6.1

line segment [(1/2, 1/2, 0, 0), (0, 0, 1/2, 1/2)] (notice that • = J32*(x).B2*;
see (2.11)). The function μ(x) is constant over JΓ(Π) GΦ) = 1/2).
Consider the kernel of the 10-player game Γ = ilfs[Π, M& Λf3] (see
Example 5.5). JΓ(M9) consists of the unique point (1/3, 1/3, 1/3).

was shown to consist of three line segments having a

A
FIG. 6.2
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common vertex. Let x1 = (1/2, 1/2, 0, 0) e J>T(Π)> x2 = x3 = (1/3, 1/3,
1/3) and μ = (1/2, 0, 1/2) e ̂ (0'00)(ikf3). It can be verified that Ψ(μ, x\
x\ x3) = (2/7,2/7, 0, 0, 0, 0, 0,1/7,1/7,1/7). Running over all the possible
combinations we find that Jsf(Γ) consists of the two quadrangles (a)
ABEF (b) CDEF and the triangle (c) GEF, where A = (2/7; 0; 1/7; 0),
B = (0; 2/7; 1/7; 0), C = 2/7; 0; 0; 1/7), D = (0; 2/7; 0; 1/7), E = (1/5; 0;
1/10; 1/10), F = (0; 1/5; 1/10; 1/10) and G = (0; 0; 1/6; 1/6).

7 Kernels of compound majority games* A majority game
is an w-player simple game Mn>k in which a coalition wins if and only
if it consists of at least k players. In this section we apply the results
of the preceding one to games of the form

(7.1) Γ=Mno,ko[Mnvkί,..-,Mnm>kJ

where m = n0 and 0 < kt < n{, i = 0, 1, , m.

LEMMA 7.1. Let xe<^(Mn,k) and denote

(7.2) & = {S: (VTcN)(e(S, x) ̂  e{T, x))} .

Under these conditions if S, Te^ and i,je(S\J T)\(S Π T) then

= X j.

Proof. Assume i e S\T and j e T\S. Thus,

(7.3) e(S, x) = β[(S\{i}) U \j), x]

and therefore

(7.4) χt ^ xj .

Similarly,

(7.5) xj ^ x, .

If i, jeS\T let I e T\S (if S 3 T then, clearly, xi = xά = 0) and accord-
ing to what we have proved in (7.4) and (7.5) xt = xt = x3-.

LEMMA 7.2. Let x and 2$ be as in Lemma 7.1. If Sl9 , Sr e £&
and if j e (Jί=i Sp\ Γil=ι Sp then xt = xj.

Proof. ( a ) Assume that there is p, 1 ̂  p fg r, such that ί, j $ Sp.
If there is q such that ί, j e Sg then i, j e (Sp U Sg)\(Sp Π Sg) and we
can apply Lemma 7.1. If there is no such q let s be such that ieSs

and let t be such that jeSt and Lemma 7.1 can be applied again.
( b ) Suppose that for every p, p = 1, , r, either i e Sp or j e Sp.

Let p be such that i $ Sp (and therefore j e Sp) and let q be such that
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j e Sq. Thus, i, j e (Sp U Sq)\(Sp Π Sq) and Lemma 7.1 can be applied.

LEMMA 7.3. If ie\Jr

p=1Sp\Γ\P=iSp and jefYpJίlSp where x, &,
Sl9 , Sr are as in the preceding Lemma, then xt ^ x3-.

Proof. Let Te^r be such that it T (clearly, je T) and apply
(7.5).

REMARK 7.4. An imputation x e ^{Mn>k) belongs to ^ ( 0 Q)(Mn,k)
if and only if \JSe&S = N, where & is defined by (7.2) (see Defi-
nition 5.1 condition (i)).

THEOREM 7.5. Let x e <%f(Mnyk). xe&*°(Mn,k) if and only if
there is Sc N such that \ S \ = k — 1 and for every le S and i, jg S

Proof. ( a ) Assume that there is a coalition S as specified in the
theorem. In this case all the fc-player coalitions T containing S have
the same payoff. Thus, this collection of coalitions is exactly & and
since it covers N it follows that x e ^°(Mn,k) (Remark 7.4).

( b ) Assume, conversely, that xe&*°(Mn,k). Let S — ΠSB^ S.
According to Lemmas 7.2-7.3 and Remark 7.4, for every I e S and
i9 j 0 S Xi = x3- ̂  xt. The maximum excess is achieved in a ά-player
coalition. Since S is an intersection of a collection of fe-player coa-
litions covering N(k <n) it follows that | S\ ^ k — 1. Obviously, every
(k — l)-player coalition containing S satisfies the condition concerning
I, i, and j .

COROLLARY 7.6. Denote by as (S c N) an imputation such that
αf = 1/1 SI for i e S and αf = 0 for i £ S. Then

(7.6) ^°(Λfn, fc) = U conv {aτ: Tz)S} .

Proof. Let Se( 7 , 1 ) and denote by sfs t h e set of all t h e\n — K, -\- LJ

imputations x such that for every I g S and i, j e S xt — α?y ̂  ajj.
( a ) Let λΓ ^ 0, Γ 3 S be such that Σr=>s V —1 Let a; = Σ Γ ^ S λΓαΓ.

Then

Γ— - i f

(7.7)
if

and therefore * 6 J34. We have, thus, proved that Ssfs 3 conv {aτ:
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TZDS}.

( b ) Let x e Jzfs. Without loss of generality assume that S =
{k, k + 1, , n) and the players are arranged so that x1 ^ x2 ^ <Ξj
Xjc-i ^ % = = %n Since Σ?=i^» = 1 it follows that xλ ^ 1/n and
for every i

(7.8) Xi £
n — i + 1

Let Tλ—N and for every i, i = 1, , fc — 1, Γ i + 1 = T ^ } - Let ̂  = wo?!
and for every ί9 i — 2, , k — 1, α̂  = (^ — i + 1) (α?< — #<_i). Then
αfi ^ 0, i = 1, , k — 1, and

(7.9) ί = 1

= (n - k + 2) xk+1
* = i

Define ak — 1 — Σf=ί #* a n ( i 2/ = Σ<=i OL^K Also, for every j , j = 1,
• , w, let i* = min 0", &). Then

(7.10) y5 - Σ α* r—-^ = Σ (»* - &ί-i) ~ »i = ^ = «i

Hence, y = x. We have proved that x e conv {aτκ i — 1, , k] c
conv {αΓ: Γ D S } . Thus, J ^ = conv {aτ: Tz)S}. According to Theorem
7.5 ^%MnΛ) = Use(w4+ 1) ^ 4 (I iSΓ\S| = k - 1) and this completes the
proof.

Let Γ be the game defined in (7.1). For every SczM(S =£ 0 ) denote
by bs an imputation in Γ such that for every ie Nt (I = 1, , m)

f ίeSί and &f = 0 if l$S.

THEOREM 7.7. Let Γ be the game defined in (7.1). Then

(7.11) 3f{Γ) - U conv {bτ: TZDS} .

( f )

Proof. Because of the symmetry, J%^{Mntk) consists of a unique
point — (IIn, •••, 1/n). The minimum payoff to a winning coalition
is therefore k/n. According to Corollary 7.8 &*°(Mno,ko) is the union
of the polyhedra j ^ s (SaM,\S\ = m — k0 — 1) whose vertices are
α71, T z> S. The combination of the components' kernels defined by
aτ, TdM, (see (6.12)) is the imputation xe<g?(Γ) where for every
i 6 Nι (I = 1, , m)
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It follows from Theorem 6.4 that 3fΓ(Γ) is the union of the polyhedra
Qs(SdMf\S\ = m ~ k0 + 1) whose vertices are the bτ-s (Tz)S).
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