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The question is studied whether every bounded self-adjoint
linear map φ be tween two C*-algebras can be written as the
difference of bounded positive linear maps. Such a decom-
position is called a Hahn decomposition of φ.

THEOREM. Let X be an infinite compact Hausdorff space. Then
there is a bounded, self-adjoint linear map, with domain C(X), that
does not admit a Hahn decomposition.

A bounded linear map φ is said to have finite total variation if

supί| |Σ|9>(α<)| |i:α1

THEOREM. If the domain is commutative, and if the range is
a von Neumann algebra, then a sufficient condition for a self-
adjoint map to admit a Hahn decomposition is that the map have
finite total variation.

O* Introduction* It is a well-known theorem [4] that every
linear functional τ on a C*-algebra S/ can be written τ = τx — τ2 +
ΐ(τ3 — r4), where the τ3 are positive linear functionals. It is, there-
fore, natural to ask whether every bounded linear map φ between
two C*-algebras j y and & admits a decomposition ψ = φγ — ψ2 +
i{Ψz — Φί), where the φs are positive linear maps.

Given any bounded linear map φ, if we define the linear map
Ψ by φ(a) = <£>(α*)*, it is easy to see that \\φ\\ = \\φ\\9 and that φ
is the natural "adjoint" map to φ. Hence, the map <px = (φ + φ)/2
is self-adjoint, i.e., φ^a*) = <Pι(a)*9 as is φ2 = (φ — φ)/2ί, and there-
fore φ can be written (uniquely) as φ = φι + iφ2, the usual combina-
tion of self-adjoint elements.

We are now reduced to the following problem: Given a bounded,
self-adjoint linear map φ between two C*-algebras, when can we
write φ = φλ — φ2 where φ19 φ2 are bounded, positive linear maps?

DEFINITION 0.1. We shall call such a form a Hahn decomposi-
tion of φ.

In general, a Hahn decomposition is not always possible. Even
in the commutative case, pathology can occur [see Theorem 2.2
below].

For future references, we state here Grothendieck's result for
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functionals on a C*-algebra [4].

THEOREM 0.2. Let φ be a bounded self-adjoint functional on a
C*-algebra. Then we can write φ — φ+ — φ~, with φ+, φ~ positive,
and || 9? || = | | ^ + | | + \\φ~ ||.

In our terminology, bounded self-adjoint functionals admit a
Hahn decomposition.

Most of this material appeared in my Ph. D. thesis, Berkeley,
1973, written under the direction of Professor William B. Arveson.
During the course of this research, I beneίitted greatly from con-
versations with Professors Arveson, Oscar Lanford, and Donald
Sarason.

!• Preliminaries* In this section, we shall study some simple
cases where a Hahn decomposition exists, and some consequences of
the decomposition. As usual, Mn denotes the C*-algebra of n x n
complex matrices.

LEMMA 1.1. Let όz? be a C*-algebra, let φ:Stf->Mn be a
bounded linear self-adjoint map. Then we can write φ(x) =
Σf=i Pj(ώ)Aj, where the p3' are bounded self-adjoint functionals,
\\pj\\ ^ || φ\\, and AdeMn satisfy Ad = A*, \\Aj\\ <; 1, and A]- is a
projection.

Proof. Let {Eίk} denote the usual basis of Mnf let z19 •—, zn be
the canonical basis for Cn. Define the functionals φjk by ψjk{x) =
(φ(x)zk, zj). Then \\φjk\\ g \\φ\\, and we have ψ = Σ Ψ^Έά]t. Since
φ is self-adjoint, it is easy to see that the functionals φjk satisfy
Ψύk — Ψko In particular the φ^ are self-adjoint. Hence

Ψ = Σ ΨuEsi + Σ <P,*Eih = Σ ΨiiEa + Σ (Ψίk X φki)(EJle + Ekj)

n - ΨkΛ(Ekj - Ejk

2ϊ A i

which writes φ in the promised manner.

PROPOSITION 1.2. Let s*f be a C*-algebra, let φ:Stf—>Mnbe a
bounded, linear, self-adjoint map. Then φ admits a Hahn decom-
position.

Proof. Write φ = X PJAJ as in 1.1. Then we can apply
Theorem 0.2 to say p3 = pf — pj and |||0, || = | | | θ t | | + \\pj\\. We
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also write A3 — A] — Aj, with || A3 || = m a x (|| A/ ||, \\Aj | | ) , where the

Af, Aj are positive. Then pάA5 = (pjAj + pjAj) - (pϊAj + pjAt),
is the difference of positive maps, and hence φ = Σ ι°iA> * s the
difference of positive maps.

REMARKS 1.3.

( i ) We do not get a good bound on | | ^ + | | , \\Φ~\\ from this
proof. However, we will see later [see Remark 2.3(ii)] that good
bounds cannot be obtained without more detailed knowledge of ψ.

(ii) We say that a linear map φ between two Banach spaces
X and Y is nuclear if we can write ψ — Σ P% ® Vi> where pt e X'
and yt e Y, with Σ || p, \\ \\ yt || < oo, and (pt ® y,)(x) = pi(x)yt. Let
III 9> III =inf ( Σ lift II WViW-P = Έ.Pi®Vi}, then if | | | ^ | | | < oo, where
φ is a bounded linear map of C*-algebras, the proof of Proposition
1.2 shows that φ admits a Hahn decomposition. Unfortunately,
most linear maps are not nuclear.

(iii) For the case of a bounded self-adjoint linear map from
C(X) —> Mn, we are able to sketch another proof of the Hahn de-
composition which is very tempting to generalize to ^ίf(H). Note
that using Lemma 1.5, we see that every bounded linear map of
C(X)—>Mn is completely bounded [Definition 1.4].

Sketch of proof. Let φ: C(X) —> Mn be bounded, linear, self-
adjoint. Then <Pij(f) = {ψ{f)^3j %i) is a bounded linear functional on
C(X), hence there is a bounded Borel measure μiά such that φi3 (f) =

Since φ is self-adjoint, we have μu is real, and μ^ — μί3 .

Let μ = 1/n2 Σ?,i=i I Pa l> then μ is positive, \\μ\\ ^ | | ^ | | , and each μi0

is absolutely continuous with respect to μ. Hence, there exist func-
tions hxj 6 Lι(μ), such that dμt3 = hi3 dμ. Let H{%) — {hί3{x)), then
H{x) is self-ad joint a.e. (dμ). By the finite-dimensional spectral
theorem, H{x) = P(x) — Q(x), where P(x), Q(x) are positive a.e. (dμ).

Then <p(x) = [f(x)H(x)dμ = [f(x)P(x)dμ - \f(x)Q(x)dμ is the dif-

ference of positive maps. In fact, K(x) = \\H(x)\\eL^).

DEFINITIONS 1.4. Let φ: s$f—>^ be a linear map of C*-algebras.
Let Mn be the n x n matrices, and let φn be the natural map from
J ^ (x) Mn —> .^ (x) Mn. Then φ is completely positive if all φΛ are
positive ([7]), and completely bounded if supΛ | |9>Λ | | < c>o ([l]).

A completely positive map is completely bounded ([1]), and if either
or & is commutative, a positive map is completely positive ([1,7]).

LEMMA 1.5. Let φ: j ^ —»& be a bounded self-adjoint map of
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C*-algebras. In case either S*f or & is abelian, a necessary condi-
tion for φ to admit a Hahn decomposition is that φ be completely
bounded.

Proof. Suppose φ = φ+ — φ~ is a Hahn decomposition. Then
both φ+ and φ~ are completely positive, hence completely bounded.
Hence, || φN || = || φ% - φ* || ^ || φ% || + || φ^ II ^ Mx + M2, ViV, so φ is
completely bounded.

REMARK. It is not essential in Lemma 1.5 that φ be self-adjoint.

2* A counterexample• We now proceed with a modification
of an example due to 0. E. Lanford, showing that a Hahn decom-
position is not always possible.

L E M M A 2 . 1 . Let n^l. Then there exist A l f •••, AneM2n such
that

( 1 ) At = A?
( 2 ) AiAj + AJAi = 2δirIin
(3) T

Proof. Let # = ( ? £ ) ' J = (θ - l ) ' J = h = (θ l)' T h e n

H* =H, I* = I, J* = J, iϊ 2 = I, J2 = I, and flj + JH = 0. Now,
let

= J E T ( 8 ) I ( 8 ) . . - ( 8 ) 1
w—2

•• ® I for 3 ^ fc ^ w .

Clearly A, = At, A\ = I, and Tr (A,) = 0. For j > 1, AXA5 + A.-A, - 0
by looking at the first factor. If 1 < i < j ^ n, then the ith factor
of At is H, and the ίth factor of A, is J, so we have AtAj + A5At = 0.

We remark that the At generate a Clifford algebra [6].
Note that if A 6 M2n, and A = Σ ^A i y where Ai are from Lemma

2.1, then A*A + AA* = Σ αj αiAyA, + Σ ^^iΛA,- = Σ ^ Λ [ £ Λ +
AjAi] = Σ ^ Λ ( 2 ^ /) = 2(Σ l^l2)/. Thus || A|| ^ VTVΣ*\<*i\*\ that
is, the A* are almost an orthonormal basis for their span.

Now, let X be an infinite compact Hausdorff space, and let
Pi, - * , Pn be positive linear functionals on C(X) such that the pi
have disjoint closed supports and \\pt\\ = n~z'\ Let φin): C(X) —>M2n
by φ^iJΊ^Σt-iPiWAt. Then || ?><•>(/) || ^ l / 2 " l / Σ I ft(/
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- V~2\\f\\ n~in ^ VΎ
Note also that φ{n) is a self-adjoint linear map.

THEOREM 2.2. Let X be a compact Hausdorff space such that
card (X) = °°. Then there is a bounded, self-adjoint linear map φ
from C(X) into the compact operators on a separable Hilbert space
such that φ does not admit a Hahn decomposition.

Proof. Since c a r d ( X ) = oo, for every integer n^>l, we can
find positive linear functionals p[n\ •••, pΐ] such that |||θΓ°|l — n~v\
and all the ρ[n) have disjoint closed supports, for 1 <; i ^ n, 1 ^ n.
Let 3t?n = C2\ and let <%?= φn §ίfn. Let φ: C(X) — £f(H) by
Φ(f) = Θ <PU)(/), where ψ{n){f) is as above.

Then || ?> || = sup, || φ{n) \\ £ V~2 . Let φ{N) = ©? = 1 ^
( ί l ), then

<?(Λ°(/) has finite rank for all feC(X), and

| | ^ - ^ ) || = s u p II φi«) ||

as iV—^co. Hence <p(/) is compact for all feC(X).
We shall give two proofs that φ does not admit a Hahn decom-

position. In the first proof, we shall show φ is not completely
bounded, so that Lemma 1.5 implies φ does not admit a Hahn
decomposition.

Let φk = φ (x) id^: C(X) (g)Mk-+ j5f(H) (x) Mk; then it is easy to
see that φk = 0 % (<£>U) (x) id^), so \\φk\\ — sup, || ^[w ) ||: We will show
that 1 1 ^ || ^ nu\ hence ||9>2Λ|| ^ ^1/4, and thus φ is not completely
bounded.

For convenience of notation, let ψ = <pU) = X ptAi. In C(X) (x)
Λf2n = C(X, lf2n), consider the matrix F(x) = (/^(x)) such that on the
support ifέ of ρu F(x) = Aiy and such that otherwise F(x) is a
convex combination of the At. Such an .F7 can be constructed in the
following manner: Since the supports Kt of the ρt are disjoint, a
slight variation of the usual partition of unity argument yields
continuous functions glf , gn such that 0 <̂  gt ^ 1, Σ 0i Ξ= 1, g ^ l
on iΓ,; we then let F(x) = Σ 9i(x)Ai. Note that F(x) = F(x)Vx, and
| | F | | = sup. 11^)11 = 1.

We have that ψ2*(F) = (ψ (x) id2n)(F) - ( Σ (^ ® A,) (x) id2»)(JP) =
ΣΛ(8)( jo<®idβn(F)) = Σ ^ ( 8 > l l Λ | | i l < = ΣllΛ| |A < (g)A < . Since A,Ay +
A y ^ = 0 for i Φ j , we see t h a t AtAj = —AjAi for i Φ j , and hence
Ai®Ai commutes with A3 ® A3 \ I t is clear t h a t \\ψ2n(F)\\^
Σ II Pi II II At (x) ili || = Σ II Λ ll We claim: there is a unit vector z e
C2^ (g) C2% such t h a t (A, ® Ax){z) = «, Vi. If so, || t ; ( F ) || ^
I {f2n{F){z\ z) I = Σ II ft ||, so we actual ly have || ^ C ^ ) II = Σ II ft ll
Thus || f 2n || ^ || ψ a w (F) || = Σ II ft II = Σ:=i ̂ "3 / 4 - ^1/4, as desired. (We
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showed that \\ψ2n\\ ^ Σ llft(^)ll *n order that the role of the actual
values of \\Pi\\ can be seen. In fact, we have really shown that
llΨ» ll = Σllftll.)

Now, to prove the claim, we need some observations.
(1) There is a unitary operator UeM2n so that U^AiU= —At

for all i. We can use U = J ® ® J, so then ?7* = U and U* *7 =

= J2 <g) (x) J 2 = 10 (x) / = I. We then have

[ ί-l n—i ~|

J ® ••^"®J®iϊ®/® ••"^®7J[J® ••• ® J]
ϊ — 1 %—i

—— ϋ (X) ° (X) ς/ Q )̂ tl Jjίϋ (X) Jt (X) (X) ^ ,

but HJ + JH = 0 means J i ϊ J = -H, hence U*A1U= -A,.
( 2 ) Let ΐx, , ik be distinct; then Tr (Ai^A^ Aifc) = 0. For

if & is odd,

Tr (AHAi2 - Aik) = Tr ([7*AHAi2 . . A<Jfc IT)

= TrX Z7*A€l f/ C7*A,2 27 - U*AίJc U)

— l r ( " A i l Al2 Aifc)

so Tr (AhAi2 . . Ai&) = 0.
If & is even, then

Tr {AtιAH . Aίk) = Tr (^A^A., - AikJ - (-1)*"1 Tr (AqAi2 . . . AJ

by 2.1, so again Tr ( A , ^ Aik) = 0.
( 3 ) Let St = A, ® A,, 1 ^ i ^ w. Then the S, are mutually

commuting, self-adjoint, and have square = I. This follows easily
from Lemma 2.1. Further, the Si can be simultaneously diagonalized,
and it follows that the eigenvalues of the Si are all + 1 or —1.
Also, Si = 2Pi — I, where the Pi are commuting projections.

Now, to show that the St do indeed have a common +1 eigen-
value, it suffices to consider the Pί9 for

dim (ΠPi) = dim (common +1 eigenspace of the

But

dim (ΠPi) = Tr (ΠPi) = Tr

= 2 - Tr [(I + $ ) . . . ( / + SJ]

= 2~% Tr [1+ products of the SJ, which by observation (2) is,

= 2~π[Tr (I) + 0 + 0] = 2-*22" = 2n .
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Thus, the St do indeed have many common + 1 eigenvalues,
proving the claim, and completing the argument.

I am indebted to W. Arveson and 0. Lanford for simplifications
of my original argument.

The following proof of the impossibility of a Hahn decomposition
is essentially Lanford's original proof:

Proof. Suppose Θ, τ are bounded positive linear maps such that
φ = θ — τ. Then θ ̂  φ, and hence the compression θn = P^nθ | ^n

of θ to each ^fn satisfies θn ^ φ{n). Also, | | 0 J | ^ | | 0 | | , since θn is a
compression of θ.

From Lemma 2.1, we know that Tr (At) = 0. Let glf •••, gn be
the functions we previously constructed. Then θ^g^ ^ φ{n)(gx) =
H/oJIAi. Choose a basis for C2% with respect to At. Then the
matrix representation of βj^g^ is as a positive matrix, so all its
diagonal elements are nonnegative. But θn{g^) ̂  || pi || Ai9 so
Tr (θ^gt)) ^ 2n~ι \\Pi\\ + 2%-1 0, where || p, \\ terms arise from + 1
eigenvalues of Ai9 O's from —1 eigenvalues of At (since diagonal
elements of θn(gt) are nonnegative).

Hence 0.(1) - Σ * ΘM, so Tr (θn(l)) = Σ Tr ( 0 ^ ) ) ^ 2 - 1 Σ II ft ll
Thus || ^(1) || ^ 1/2- Tr (θn(l)) ^ 1/2 Σ ? II Λ || = 1/2 Σ n'^ = (1/2)^1/4.
But θn is positive, so \\θn\\ = \\θn(l)\\ (see [1]) and so (1/2K/4 ^
| |0* | | ί* | | 0 | | . This is true for all n, hence θ is unbounded, so φ
does not admit a Hahn decomposition.

REMARKS 2.3.

( i ) Basically, all that was needed was that the p% had disjoint
supports, that Σ ? II P% II2 = ^ (independent of n), and that Σ ? II Pi II "^ °°
as n —> oo. It is interesting to note that this same quantity, Σ II Pi ll>
appears in both arguments.

(ii) We have shown that if P ^ 0, P ^ <PU), then || P | | ^ (l/2μ i /4.
Hence, although || φ{n) \\ ̂  2n~1/4, we see that the positive part of
φ(n) (f r o m Proposition 1.2) has norm ;>(l/2)w1/4.

The mappings φ{n) we have used in this example, have some
other interesting properties. Again, for convenience, we let ψ = φ{n),
so ψ = ΣΓ piA%.

Let {/,}, l ^ i ^ J , be in C(X) such that Σ \fs(x) I2 ̂  1 for all
xeX. Let G e C(X) (x) M, be
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Then || G*G\\ = II G ||2 = || Σ I/,-(») I2 II ̂  l (For ease of notation, we
have put the {/,•} into the first column, but the following argument
is valid as long as the {/,•} all lie in the same row or column.)

Consider ( f <g> id,)(G). Then || (ψ <g> iάj)(G) ||2 - || (ψ <g> id,(G))
(ψ (x) id,(G)) || = || βJ + Σisi<«« i S « ί r t || where (1) s = Σί.» I Λ(Λ) I2:
(2) i Z Λ = A,A*, so Zjk = Z%, Z)h = I and (2*) ZikZlm + ZlmZjh = 0 if
one common index, ZίkZlm = ZlmZik if no common index; (3) tjk =

Σi (pZfΐ)p*(ft) -
We claim: (a) s ^ Σ II P* II2; (b) I tik | ^ 2 || ft-1| || ph \\.
If so, then \\sl+ Σ i S 3 <s i^y**i* 11 ̂  β + 11 Σ ϊ = *^ΊA* 11 +

Σ*=3^2**2*11 + ••• + Il*^n-i,»ί»-i,»||; but the use of (2*) shows that ,
e.g.,

so we obtain

Ίk = Z J 11 r Jfc 11 " ^ Λ/ Z-k I υik

+ 2^ΣI*».

We now notice that || /Ofc || = ±jnl~% 0 < ε < 1/2, is essentially
the weakest estimate needed for φ[n) to have the desired properties
(see Remark 2.3i).

Using Claim (a), we get s ^ n(l/n2~2ε) = n2ε/n, and by (b),
I tih I ̂  2(nuln%). Hence

/+ Σ + ΐ^ibίJi

\2 l™ / 9w2ε \ 2 // 9w2s \2

χ + ... + vT)

^ ^ !1 + 4—(w3/2) ^ 5 for 0 < ε ^ 1/4 .
^ n2

This means that we can choose the maps φ{n) so that φ = 0 φ(w)

has range in the compact operators, and such that φ is not completely
bounded, hence does not admit a Hahn decomposition, but such that
φ is completely row or column bounded, in the sense of the above
calculation.

We now return to the proofs of Claims (a) and (b).

Proof of Claim (a), s = Σ*,* I Pkift) I2 = Σ , (Σ* I Pkift) la), which
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by the generalized Schwarz inequality [3], is

^ Σ (Σ II ft II ft(IΛ I2)) = Σ II ft II ( Σ ft(l/« I2)) ̂  Σ II ft II ft(i),
hi h i k

since Σ IΛ I* ̂  1. but II <»» II = PuO).

Proof of Claim (b). | tjk | ^ 2 Σ * I pjjfd I I puift) I; by the Schwarz
inequality,\j>j(f t) \^V\\p3-\\ Vρ,(\f< |2); similarly, | pk(ft) \ ^j

\pΔ\Vρk{\fif). Hence,

I tjk 122 2 Σ VI! Pi IIII pk II V^f l/ , | )<t>*(l/i I2)

= 2V|| Pi IIII p> || Σ Vft d/, |2) V/ot(|/41)2

Let

*, = i/σjdΛ I2),

then the usual Schwarz inequality shows Σ * ^iVί ^ ( Σ *D1 / 2(Σ I/O1'2 =
1 ' ^ * ιθ*(IΛ I2))1'2 ^ (ί

3» Finite total variation* As we have seen, self-ad joint linear
mappings of C*-algebras do not necessarily admit a Hahn decomposi-
tion, even in extremely nice cases. However, for the case of self-
adjoint linear mappings φ from C(X) into a TF*-algebra, we have
been able to obtain a sufficient condition for φ to admit a Hahn
decomposition.

DEFINITION 3.1. Let φ: s^ -+& be a bounded linear mapping
of C*-algebras. We say that φ has finite total variation if

When j y = C(X), and & = C, then <?(/) = ( /di", for some

bounded Borel measure μ, and in that case V{φ) is nothing but the

total variation of the measure μ.
A positive map ψ has finite total variation, in fact V(ψ) = \\ψ\\,

and a scalar multiple of a map with finite total variation also has
finite total variation.

We say that a map φ between two (e.g.) C*-algebras J ^ and
& is nuclear if φ can be written as φ = Σ ft ® Bi9 where pt e J^ff

(the dual of j y ) , JB̂  e &, and Σ II ft II II -Bt II < °° The nuclear norm
of φ, \\\<p\\\, is then defined by ||| φ \\\ = inf {Σ II Pi II II B J | : φ =
Σ I°Ϊ Θ -BJ It was noted in Remark 1.3H that if <£> is nuclear, then
φ admits a Hahn decomposition. The proof of Proposition 1.2 shows
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that every bounded (self-adjoint) map from Szf —> Mn is nuclear.

PROPOSITION 3.2. Let φ: Jzf —> & be nuclear. Then φ has finite
total variation, and V(φ) ^ inf {Σ II τt ||: φ = Σ τ< (x) Cif 0 <; r* e

Proo/. We can write φ — Σ p, (g) Bt, where Σ II ft II II -B* II < °°
By Theorem 0.2, we can, in fact, write ψ = Σ τ t ® 0<f with
Σ IKill 110, || < oo and r, ^ 0. We can also assume all | | C , | | = 1.
Then for O ^ α G Ssf, we have φ{a) = Σ ^ ( α ) ^ , which implies

<P(a)*<P(a) = Σ ^(αtoMCfO,

= Σ ^ ^ C f C , + XTtiaMaKCfCt + CfCt]

Σ τ\{a)I + Σ Γ.ίojTyία)^/ = (Σ ^{a)fl.Σ

Hence | φ(a) \ ̂  ( Σ τt(a))L So if alf , a% are positive, and Σ ak S 1,
we see

Σ I ^fe) I ^ Σ Σ ^(α*)/ - Σ Σ ^(α*)! ^ Σ r,(l)I = Σ II ̂  II / .Σ I
Λ = l

Hence F(̂ >) ̂  Σ II τ% II < °°> so 95 has finite total variation, and we
get the estimate for V(φ).

COROLLARY. If φ{n) are as in § 2, then V(φ{n)) = Σ?=i II ι°* ll

Proof. The ô̂  have disjoint support, and all | A, | = /.

REMARK 3.3. If φ is self-ad joint and has finite total variation,
then φ is necessarily bounded. For if not, there exist {an} such that
II an II g 1, II 9?(αn) || —> 00. But <p self-adjoint implies φ(Re (an)) =
9>((αΛ + «?)/2) = Re (φ(an)), and similarly ^(Im (αj) = Im (φ(an)), so
that there are self-adjoint an with 11 αΛ 11 <; 1 and 11 φ(an) 11 —> 00. But
then an = at — a~, where αί, a~ ^ 0, and || an || = max (|| αί ||, || α~ | |).
So there exist cn with 0 <; cΛ, | | c Λ | | ^ l , and 11 9>(cn) 11—> °o. But
0 ^ cw <; 1, so by finite total variation, || | φ{cn) | || ^ V{φ) < 00. How-
ever, IM^ίOIII — II^(OII> since φ(cn)* = <p(cn). This contradiction
completes the proof.

PROPOSITION 3.4. Let {Pn} be finite dimensional projections such
that Pn 11. Let φ: S^ —• £f{H). Suppose φn — PnφPn has finite
total variation with V(φn) < M < 00 for all n. Then φ has finite
total variation with V{φ) <; M.

Proof. For any Be^(H), \PnBPn\-^\B\ [2]. Hence,
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ΛJJ

Σ*\Pn<P(at)Pn\ > Σ \<P(*i)\, where 0 ^ ai9 Σ α« ^ 1. So if
|| Σ I PΦMP III ̂  Λf for all n, we have || Σ| Σ ^ Λf for all n, we have || Σ I <P(flι) \\\^M also.

Note. The example <£> of § 2 shows the need of a uniform

constant, for V(φ(n)) = Σ II l°i II —> °°

We should say that the difficulty with the notion of finite total
variation occurs in attempting to show that the sum of maps with
finite total variation also has finite total variation. There is, however,
a tractable case.

PROPOSITION 3.5. Let φ19 φ2: Szf —>C(Y) be bounded. Suppose
φ19 φ2 have finite total variation. Then so does φ — φ1 + φ2.

Proof. For /, g e C(Y), | / + g\ £ \f\ + \g|. Thus, | φfa) + 92{a) \ £
I ̂ i(α) I + \φ2(a)\. The rest follows by addition.

PROPOSITION 3.6. Let φ\s^~+C{Y) be bounded. Then φ has
finite total variation.

Proof. By 3.5, we may assume φ is self-adjoint. Let yeY,
consider τy = δy o φ. Then τy is a bounded self-adjoint functional on
J ^ so by Theorem 0.2, τy = μ+ — μ~, where \\ μί \\ + H^H =
|| τy || ^ || φ \\. Then if ^ e X 0 ^ α o Σ α i ^ 1» w e h a v e

Σ (α4) I (y) = Σ I ^(α,) I ̂  Σ (̂ ,+(α,) + μM) ^ μϊtt) +

By taking the supremum over y, we obtain || Σ I Φi&i) III ^ II Ψ ll>
which shows that φ has finite total variation.

4* A H a h n decomposition theorem* We begin with a well-
known result, which we state here in the form we need (see [5]).

LEMMA 4.1. Let X be a compact Hausdorff space, let U19 , Un

be an open cover of X. Then there are continuous functions gly , gn

on X so that 0 <Ξ gt <; 1, Σ 9i = 1> and support of gt c J7<. Further-
more, if the cover is nonredundant, i.e., Vj Ui^i Ut Φ X, then there
are xlf , xn e X such that g^Xj) = δi3 .

From now on, we will assume all partitions of unity are con-

structed with respect to nonredundant covers, and so the word

"cover" will denote a nonredundant cαver, with associated points

{x*}.

N o t e , t h e r e f o r e , t h a t g i v e n a c o v e r Ulf ••-, Un a n d a s s o c i a t e d
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partition of uni ty glf-- ,gn, we have || Σ at9t II = sup \at |. For,
Σ <*&&) I ̂  Σ I aι I 9t(x) ^ sup | at | Σ 0iO*O = sup | α< |; b u t if | α<01 =

sup \at\, then by 4.1, I Σ ^ ^ ( ^ i O ) l " \ai0\

LEMMA 4.2. Let (Uif gj be a cover and associated partition of
unity. Then for FeC(X), the map Q: F-^YΛF(xί)gi is a positive
linear projection of norm 1 from C(X) onto the span of the {gj.

Proof. Let Q(F) = Σ F{xt)gi. Then Q(gs) - gj9 and if F ^ 0,
^0. Clearly, Q(ΐ) = 1, and the above note shows | | Q | | ^ 1

LEMMA 4.3. Let φ: C(X) —> ^ /tα^e finite total variation. Then
given (Γ/i, ^ ) α coi βr αmZ associated partition of unity, there exists
a positive linear map 77: span {#J —* & so that \\Π\\ ̂  V(φ), and
if φ is self-ad joint, Π ̂  φ \^MHV

Proof. Let 77(Σ atgt) = Σ ^ I ^(α<) l Clearly 77 is linear, and
Σ ttiQi ^ 0 iff all ai ^ 0; it is trivial that all at ^ 0 implies
Σ <2i#i ^ 0, and conversely, we need only evaluate at the points {Xj}.
Hence Π is positive, and if φ is self-adjoint, Π >̂ ψ Uanî }, for if
Σ « iΰi ̂  0, (i7 - 9>)(Σ «,(/*) = Σ α*(l 9>(flr*) I - 9>(flr*)) ̂  0, since all a, ̂  0,
and flf, ̂  0 => ̂ (sr,)* - φ{g%).

Now, we can extend Π to ff: C{X)-+^? by defining Π = ΠoQ,
Q as in 4.2. Then \\Π\\^\\Π\\ since 77 extends 77, and || ff \\ ^ || 77 ||
since | | Q | | ^ 1. Thus | |77| | = | |77| | . But Π is positive, since Q and
77 are, so by [1], || 771| = || 77(1) ||. However, lGspan{gJ, so
77(1) = 77(1), so || 77 || = || 77(1) || = ]| Σ I 9>(9i) III ^ V(φ).

We now proceed with the main result of this paper.

THEOREM 4.4. Let φ: C(X) —• <% he a hounded self-adjoint linear
map with finite total variation, where & is any von Neumann
algebra. Then φ admits a Hahn decomposition, φ = φ+ — φ~, where
φ+, ψ~ are hounded positive linear maps into &, and \\9^\\ ^ V(φ).

Proof. It suffices to find a positive linear map φ+ into & such
that || φ+ || ^ V(φ), and φ+ ^ φ, for then we may take φ~ = φ+ — φ.

Let ^ be the family of all nonredundant covers of X (and
corresponding partitions of unity), partially ordered by inclusion of
the covers. For P e ^ , let QP and 77P denote the mappings of
Lemmas 4.2 and 4.3, respectively. Let ΠP = ΠPoQp, then the
proof of 4.3 shows ΠP: C(X)->& is positive, || ΠP \\ = || 77P || ^ V(φ)
and ΠP^φ \P, so by setting φP — φoQP, we have || φP \\ ̂  || φ || and
ffP ^ φP.
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We claim QP Λ id, i.e., V/e C{X), QP(f) ->/. Since X is compact,
/ is uniformly continuous, so there is a cover P — {Ulf , Un) of X
such that x, y e Ui=> \f(x) — f(y) | ^ ε, where ε > 0 is arbitrary.
Then let xeX, so

1/0*0 - Qr(f)(χ) I = \f(χ) -

- I Σ (/(*) - A*s))gs(x) I ̂  Σ 1/0*0 - /fe) I gs(χ).

Fix a i0: if x e Uh, then \f(x) - f(xjo) \ < ε; if x £ Uh, then gh(x) = 0.
In either case, \f(x) - f(xjo)\ gjo(x) ^ egJQ(x). Summing, we have
I fix) - Qp(f)(x) ^ Σ^;0>0 = e Thus || / - QP(f) || ^ ε, and, by
refinement of the cover, this also holds for all P' >̂ P, proving our
claim.

In particular, since φ is continuous, we see that φP(f) —> <P(f)f

and since any subnet of a convergent net is convergent, we see that
Φpa(f)-+<P(f) for any subnet {Pa} Q <ϊf.

Now, for any K > 0, the set of all positive linear maps from
C(X) into ^p, with norm ^ iΓ, is a compact set in the BW-topology
(this is just a variant of Alaoglu's theorem, see [1]). Hence, the
partial ordering on ^ makes {ΠP} into a net, and by the above
comment, with K = V(φ), there is a cluster point Π of {ΠP}. Then
ff is positive, | | i7 | | <: F(^), and there is a cofinal set {Pα} such that

/?,.*». Λ
Let τα = i7Pα - φP α, then τα ̂  0, and || τa \\ ^ || ΠPa \\ + || ψPa \\ ̂

F(^) + || φ ||. By the above comments, we can choose a cluster
point τ of {τa} which is positive. Since τa — UPa — φPa, and the ΠPa

converge to Π, we have 0 ̂  τ — Π — φ, where φ is the correspond-
ing cluster point of the φP(x.

But we have that for this (or any) subnet, φPa —• 9>, so we have
ΠPa{f\ - Ψpa(f) ^ Π{f) - ?>(/). Thus, we see that 0 ̂  τ = i7 - 9,
i.e., 77 dominates 9. We may then choose ^ + = 77, yielding the
desired Hahn decomposition.

THEOREM 4.5. Let φ: C(X) —> C(Ω), where C(Ω) is a von Neumann
algebra. Then the following are equivalent:

(i) φ is bounded; (ii) φ has finite total variation; (iii) φ admits
a Hahn decomposition; (iv) φ is completely bounded.

Proof. Theorem 4.4, Propositions 3.5 and 3.6, and Lemma 1.5.

Note. Oscar Lanford has informed me that (ii) =» (iii) of Theorem
4.5 fails if C(Ω) is not a von Neumann algebra.

REMARKS 4.6 (i). For the mappings φ{n) of § 2, it follows that
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we can write φ{n) = φ+ — φ~, where φ+, φ~ are positive and

i / Σ l l l l l l I I |
(ii) There is another interesting way of ordering the non-

e

redundant partitions of unity. For any ε > 0, we say {Ut, gϊ) sϊ (V,, h})
iff (1) the Vj refine the TJ, and (2) x,yeVj=»\ gt(x) - gt{y) | < e Vi.
It is not difficult to show that <; is, in fact, a partial order. The

e

relation ^ has the following two interesting properties:

(a ) (Ut,gt)k(Vjt hf) - (U» gt) <ί (Vit hs)Vε' Ξ> ε;
ε

( b ) if (Uif gt) ^ (V3; hj) and we wri te G = span {gt}, H = span {hj},

then s u p ^ mίheII \\g — h\\ < ε, i.e., G is almost a subspace of H.
11911^1 I I Λ | | ^ 1

The usual order relation on the partitions of unity does not have a
property resembling property (b).

We now order R+ x & by [ε, (Uif gt)] ^ [ε', (Vs, hj)] iff (1) ε' ^ ε
and (2) (Ut, g%) k (Vίf hj). Given a partition (U» gx) and feC(X),
ll/lj ^ 1, such t h a t infσ e s p a n { g. } | | / — g \\ < ε, note t h a t for all
[ε'f (Vit h^] ^ [β, (J7(> flr,)]. then inf A e s p a n { M | | / - Λ | | < 2e.

l l f e l l ^ l

We then set SU)P) = U(β',p')̂ (β,p) ̂ p'> where the closure is taken
in the jBTΓ-topology. Then we take Π εf} Siε,P), for each S{£)P) is
SW-compact, and the finite intersection property applies.

By passing to a subnet, we can show Π :> φ, again using
τP = Up — 9P, where φ is a cluster point of {φP}. Then it is not

difficult to show φ = φ, i.e., QP-*id again.

THEOREM 4.7. Let φ: C(X) —> &, a von Neumann subalgebra of
Jίf(H), be self-adjoint, linear with finite total variation. Then
VfeC(X), φ(f) = V*π(f)W, where K is another Hilbert space,
W:H-+K, π is a *-representation of C(X) on K, and V*: K~+H.
In particular, φ is completely bounded.

Proof. If we know that φ = V*πW, it is easy to see that φ
is completely bounded. For

( |^(g)idJ |^ | |F*(x)/J | | i/7(x)idJ | | |TΓ(x)/J | - || F* || (| 77 || \\W\\ .

By Theorem 4.4, ψ = φ+ — φ~, where φ+, φ~ are positive. Two
fundamental theorems of Stinespring assert that every positive map
of [C(X) is completely positive, and hence of the form T*σT, where
T: H'-+K', and σ is a ^representation on K' ([7]). So φ+ = Vΐπ,Vx

(π, on Kx), and φ~ = Vζπ2V2 (π2 on K2). For zeH let W(z) =

(V&, - V2z) e K, 0 K2, π(f) - πt(f) 0 π2(f) on K, 0 K2, and

y*(f,)?) = y*f + Ffί? for (£, ̂ 6 ^ 0 iΓ2. Then cp = V*πW as
desired.
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Theorem 4.7 may be regarded as a generalization of Stinespring's
theorem [7].

We plan to discuss uniqueness of the Hahn decomposition in
another paper.
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