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The object of this paper is to develop a regularity theory
for equations of mean curvature type in two independent
variables. An equation of mean curvature type in two inde-
pendent variables is defined to be an equation of the form

2

Σ atj(x9 u, Ώu)ΏiM = b(x, u, Du)

on a domain ΩaR2

t where the functions aijf b satisfy
special structural conditions. Namely, we require that (i)
(1 + \Du\2)-mb(x,u,Du) is bounded by a fixed constant (inde-
pendent of u), and (ii) the quadratic form ΣL=i <%(#> ̂ > Du)ξiξj
is bounded from above and below in terms of the quadratic
form Σϊ,j=igίj(Du)ξiξj, where gij(Du) = diJ-DiuDJul(l+\Du\2)f

i, j = 1,2, are the coefficients of the minimal surface equation.

R. Finn [2] was the first to consider such equations; he considered
the case b = 0 and aiό{x, u, Du) = ai3{Du). Later Jenkins [5] and
Jenkins-Serrin [6] specialized further to equations which arise as
the non-parametric Euler-Lagrange equation of a parametric elliptic
functional with integrand independent of the spatial variables (see
Appendix 1). The main results in [2] concerned a-priori estimates
for the gradient of a solution. In [5], [6] somewhat deeper results
were obtained; in particular, pointwise estimates for the principal
curvatures of the graph of a solution were established. Recently J.
Spruck [11] obtained such a pointwise curvature estimate for the
constant mean curvature equation; this was the first such result
obtained for a non-homogeneous (i.e. b not identically zero) equation
of mean curvature tpye.

In this paper we intend to use the Holder estimate established
in [8] in order to obtain a strong regularity theory for the entire
class of equations of mean curvature type. The plan of the paper
is as follows. In §1 we introduce the class of equations of mean
curvature type and give a geometric characterization of such equations.
In §2 we discuss application of the results of [8] to homogeneous
equations of mean curvature type; in particular we obtain some
a-priori gradient estimates, a Bernstein type theorem, a Bers-type
theorem concerning the limiting behaviour of the gradient of so-
lutions defined outside a compact set, a global Holder continuity
estimate for solutions which continuously attain Lipschitz boundary
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values on dΩ, a pointwise estimate for the principal curvatures of the
graph of a solution, and a theorem concerning the removability of
isolated singularities. Except for the pointwise curvature estimate,
all of these results are obtained without any continuity restrictions
on the coefficient functions ai3 . In §3 we discuss extensions of the
results of §2 to the nonhomogeneous case.

1* Preliminaries* By an equation of mean curvature type, we
mean an equation of the form

2

(1.1) Σ Unfa u, Du)Diόu — b(x, u9 Du)

on a domain Ω c R2, where aih i, j = 1, 2, and b are given real-valued
functions on Ω x R x R2 with

(1.2) I ξ | 2 - frP)' <: Σ ati(xf z, p)ξίζj <ί Ύ ( I ξ | 2 - ,{ζ'f
1 + \p\2 i,s=i \ 1 + \p

for all (x,z,p)eΩ x R x R2 and all ξ = (ξlf ξ2) e R2; and

(1.3) \b(x, zfp)\^μVl + Ip\2

for all (x, z9 p)eΩ x R x R2. Here 7 and μ denote fixed constants.
Note that the minimal surface equation can be written in the

form (1.1) with atj(x9 z, p) = δu — ptpj/(l + \p\2) and with b = 0. In
this case (1.2), (1.3) hold with 7 = 1 and μ = 0. More generally,
any equation which arises as the non-parametric Euler-Lagrange
equation of a parametric elliptic functional (see Appendix 1) is of
the form (1.1), (1.2), (1.3). But quite apart from these examples, the
equations of mean curvature type are both natural and interesting
in that they are completely characterized as follows:

Suppose u is a C\Ω) function with graph

M = {(x, z): x e Ω, z = u(x)} .

Then there exists real-valued functions aijf b such that (1.1)-(1.3)
hold if and only if the principal curvatures κlf tc2 of M are related
at each point of M by an equation of the form

(1.1)' ajcx + a2fc2 = β ,

with alf a2, β satisfying

(1.2)' 1 ^ ^ ^ 7 , i = 1, 2 ,

(1.8)' \β\^μ.

To demonstrate that this characterization is valid, we let d denote
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the distance function of M defined for X = (x, z) e Ω x R by setting
d(X) = dist (X, M) if z > u(x) and d(X) = -dist (X, M) Ίί z < u(x).
Since ώ is C2 and d(#, ̂ (#)) = 0, x e Ω, we then have, by the chain
rule, the identities D^X) + Dίu(x)Dzd{X) = 0 and

A ώ(X) + A?Φ)A;ώ(X) + A ^ )

* } + DM^)DΦ)Dd(X) + Dd(X)DΦ) = 0 ,

i, j = 1, 2, where X = (a?, %(»)). Since Dzd{X) = v~\ v = Vl + \Du(x)\2,
(1.1) then implies

(1.5) Σ a&xϊDtjdiX) + 6*(a?) = 0 ,

w h e r e b*(x) = v~ιb{x, u{x), D u ( x ) ) a n d w h e r e t h e 3 x 3 m a t r i x (afά{x))
is defined by setting atj(x) = ai3(x, u(x), Du(x)) for ί, j = 1, 2 and

(1.6) α?8(») = αfiίίc) = Σ Dju{x)afj{x) , ΐ = 1, 2 ,

2

3̂* = Σ DiU(x)Ddu(x)a!j(x) .

Note that these last relations are equivalent to

(1.6)' i>;,(!c)v, = Σ α$(aθυ, = 0 , i = 1, 2, 3 ,

where y = v~ι{ — Du(x), l)( = Dd(X)) is the upward unit normal of M.
Next we let Q be the matrix with rows e19 e2, v, where elf e2 are
principal directions of M at X, so that Q(Dijd(X))Qt = diag [/q, Λ:2, 0],
where tc19 tc2 are principal curvatures of M at X. Thus (1.5) can be
written in the form (1.1)', with al9 a2 the first two elements on the
leading diagonal of Q(a^j(x))Qt and with /3 = b*(x). (1.3)' is now true
by (1.3). To check (1.2)', we first note that, by (1.6),

Σ a&x)ξfo = Σ aiϊWfa + SiDMx))^ + ξJ)iU(x)) , ξ e R* ,

and it then follows from (1.2) that

where v = /*r1( — Du(x), 1). (1.2)' easily follows from this.
To prove the converse implication we suppose that (1.1)', (1.2)',

(1.3)' hold at 1 = (x, u(x)) e M, we let (aί&x)) = Q* diag [αx, α2, 0]Q,
where Q is as above, and let b*(x) = /S. Then (1.5) holds and conse-
quently, since we still have the relations (1.6), (1.6)', an application
of (1.4) yields
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Σ atj(x)Duw + b*(x) = 0

We then define, for i, j = 1, 2,

a*(x) if z = ιφ) and p = Diφ)
atj(x, z, p) = di3- — —2ί^i— otherwise

1 + I P I

and

b*(x) if £ = u(x) and

0 otherwise .

(1.1) (1.3) are now easily checked.
Notice that if we square each side of (1.1)' and divide by aλa2,

then we obtain

and by (1.2)r, (1.3)' this gives

(1.7) ιc\ + ι z \ ^ ΛLfc1fc2 + Λ2 , Λ t = — 2 7 , Λ2 = 7/^ 2 .

This last inequality asserts precisely that the Gauss map of the
graph of M is (Λιy Λ2)-quasiconformal i*1 the sense of [8]. (See [8],
(1.8), (1.9).) In particular the Gauss map is (Λ19 0)-quasiconformal,
with Λ1 — —27, in case N O (for then we can set μ — 0). These
observations are the key in applying the results of [8] to the equa-
tions of mean curvature type.

2* The homogeneous case (δ Ξ 0) Throughout this section it
is assumed that u is a C\Ω) solution of (1.1), that b^OonΩxRx
R\ and that (1.2) holds.

M will denote the graph of u; that is

M = {X = (x, u{x)):xeΩ} .

v and v = (v19 v2, v3) will denote the functions defined on M by

v(X) = VYTjDΰ(x)\2, X={x, u{x)) e M

and

v{X) - v-\-Du(x), 1) , X = (a?, w(α?)) e M .

(Thus v is just the upward unit normal of M.)
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), fc2(X) will denote the principal curvatures of M at X.

x0 will denote a fixed point of Ω .

XQ will denote the point (x0, u(x0)) s M.

Dp(x0) = {xeR2:\x - xo\ < p}

SP{X0) = {XeM:\X - Xo\ < p} = M Γι BP{X0) ,

where

BP(X0) = {XeR*: \X- Xo\ < p) .

We will begin by listing some results which follow directly from
[8] §3, 4 (by virtue of the remarks at the end of §1 above).

THEOREM 1. (See Theorem (4.2) of [8].) // DP(x0) c Ω, then

sup v ^ c inf v ,

where c > 0 depends only on 7.

THEOREM 2. (See Corollary (4.2) of [8].) If u ^ 0 ow i)p(^0),

then

\Du(xo)\ S Ci exp {czu{x0)lp} ,

whepe c19 c2 depend only on 7.

THEOREM 3. (See Theorem (4.3) of [8]). If DP(x0) c β, then

^ 1 } ' , X, X e S,/2(X0),

c > 0 α^ώ α e (0,1) depend only on 7.

THEOREM 4. (See Theorem (4.1) of [8]). If Ω = R\ then u is
linear.

(Note that Theorem 4 follows directly from Theorem 3 by letting

THEOREM 5. (See Theorem (4.4) of [8].) Suppose u extends
continuously to Ω, suppose φ is a Lipschitz function on R2 with

sup I Όφ I ^ L. Then, if lim;,..^ u(x) = φ(y) at each y e dΩ, we have

\u(x) - u(x)\ ^ c{Mι~a + \x - xl 1-"}]^ - x\a, x,xeΩ

where M = sup# \u — φ\ and c > 0, a e (0,1) are constants depending
only on L.
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Notice that there is absolutely no dependence on the domain Ω
in the estimate above. We should point out also that from Theorem
5 various other continuity estimates follow. (See Theorems 3 and 4
of [10].)

We now wish to mention some additional results which do not
quite directly follow from [8]. First we have the following theorem,
which is an analogue of a theorem established by Bers [1] for solutions
of the minimal surface equation.

THEOREM 6. Suppose Ω = R2 ~ K, where K is compact. Then
there is a vector aeR2 such that Du(x) —> a uniformly for | x | —•> °o.

A somewhat stronger result than Theorem 6 will be established
in Theorem 6' of §2; in Theorem 6' the condition that b Ξ= 0 will be
replaced by the requirement that b has sufficiently rapid convergence
to zero as | x | —• °o.

Next we have a theorem concerning removability of isolated
singularities. Such a theorem was proved by Bers [1] for solutions
of the minimal surface equations and by Finn [3] for a class of
divergence-form equations.

THEOREM 7. Suppose DP(x0) ~ {x0} c Ω. Then u extends to be a
Clta(Dp(xQ)) n W2'\Dp{x0)) function, where a e (0, 1) depends only on 7.

For a proof of this theorem the reader is referred to [9].

We will conclude this section with a pointwise curvature estimate
of a type that was established by Heinz [4] for solutions of the
minimal surface equation and by Jenkins [5] and Jenkins-Serrin [6]
for a special class of equations of mean curvature type. In order
to conveniently describe the restrictions on the coefficient functions
ai3 which are needed here, it is necessary to introduce some further
notation. We define a 3 x 3 matrix (a*(X, μ)), where X = {x, z) e
Ω x R and μ = (1 + \p\Y1/2(-p, 1) with peR2, by

(2.1)

α*(X, μ) = ai3(x, z, p) , i, j = 1, 2 ,

α3*(X, /̂ ) = <4(X, j") = Σ ^iίa?, «, 2>)2>i ,

2

(Cf. the functions aϊ,(x) of (1.6), (1.6)'.) Notice that α* (X, μ) is thus
defined for μ e S + , where

(2.2) S\ = {q = (qlf q2, g8) e iί3: | β | = 1, qs > 0} .
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In the case when (1.1) arises as the nonparametric Euler-Lagrange
equation of a parametric elliptic elliptic functional, the matrix (α* (X, μ))
arises quite naturally (see Appendix 1).

THEOREM 8. Suppose Dp(xQ)(zΩ and

(2.3) Σ I «5(-X, μ) - <** (X, μ) I £ δ{\ X - X\lp + I μ - μ \}«
i,j=ί

for all X, XeSp(X0) and all μ, μ e S2+, where δ > 0 and a e (0,1) are
constants. Then

where c is a constant depending only on Ύ, a and δ.

Proof. For sufficiently small θ 6 (0, 1), depending on 7, we know
SΘP{XQ) is connected by [8], Lemma (3.2)1. Let (ζ, ζ) = (ζlf ξ2, ζ) denote
new coordinates for Rz defined by

(2.4) (ί, ζ) - (X - X0)Qί ,

where Q is an orthogonal matrix with rows el9 e2, v(X0), with {e19 e2}
any orthonormal basis for the tangent space of M at Xo. By the
Holder estimate of Theorem 3 it is clear that there is a θ e (0, 1),
depending only on 7, such that Sθp(X0) can be represented, relative
to the new coordinates (£, ζ), in the form

(2.5) C = fl(£), ζeU,

where U is an open subset of R2, u e C2( U) and

(2.6) sup I Du I ̂  1 , Dθp(0) c Ϊ7 , a(0) = 0 .

Furthermore, again using Theorem 3 we can infer that

(2.7) I Du(ξ) - Du{ξ) I ̂  φ « ) Π | £ - f |M* , ζje Dθp(0) ,

provided (9 e (0, 1) is sufficiently small (depending on 7). By the dis-
cussion of §1 we can also infer from (1.1) and (1.2) that u satisfies
an equation of the form

(2.8) Σ M£)Ay« - 0 on U,

where

1 We will henceforth use this connectivity result whenever it is convenient to do
so; note that for the inhomogeneous case the choice of θ depends also on μp.
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| λ | ~TTTW - " ( f ) ' j~
for all XeR2 and ξe U. By (2.6) this clearly implies

(2.9) ^ N 2 ^ Σ ^ (ί)λ,λ;^7|λl2

(because |λ|2 - (X-Du)2/(1 + \Du\2) ̂  |λ|2/(l + |Z?£|)2 by Cauchy's ine-
quality). In fact by virtue of the discussion of §1 together with
(2.7) and the the Holder condition (2.3), it is clear that we may assume

(2.10) ] a t j ( ξ ) - a i S ( ξ ) \ ^ c{\ ξ - ξ \/Pγ , ζ , ξ e D θ p ( 0 ) ,

where c > 0 and τ e (0,1) depend only on a, δ and 7.
Now by (2.9), (2.10) and the Schauder interior estimate for solu-

tions of (2.8), we then have

(2 W2

(2.11) \ Σ (Diόuφ))2 \ ^ cp~2 sup I
U,i = l J Dffp(O)

u \

where c depends only on 7, a and δ. On the other hand, since Du(0) — 0
and &(0) = 0, we deduce from (2.7) that

(2.12) s u p | « | r g c ^ ( X 0 ) r ,

where c depends only on 7. Also, again using the fact that Du(0) = 0,
we have

(2.13) Σ (DiMOW - (*• + fct)(X0) .

The theorem is now proved by combining (2.11), (2.12) and (2.13).

3* The inhomogeneous case* Here the notation will be the
same as in §2, except that (1.3) is assumed in place of the condition
& Ξ 0.

All the results of §2, except Theorem 4, have analogues in this
more general setting, but in most cases either the hypotheses on the
coefficient functions atj must be stronger or the conclusion weaker
than for the corresponding results of §2.

We first have the following analogue of Theorem 3.

THEOREM 3'. If DP(x0) c Ω, then

]v{X) - v(X)I ^ c { | χ - X | } α , I , ϊ e SP/2(X0),

where c > 0 and a e (0,1) depend only on 7 and μp.



EQUATIONS OF MEAN CURVATURE TYPE IN 2 INDEPENDENT VARIABLES 253

In view of the remarks at the end of §1, this theorem is a special
case of [8], Theorem (3.1). By considering examples it is easy to
see that an estimate like that of Theorem 3, with the factor (v(Xo))"1

on the right hand side, cannot hold in the present inhomogeneous
setting. (One class of examples is obtained by considering the constant
mean curvature equation

where H is any nonzero constant.)
For the purposes of the present section it will be convenient to

define the function δ*(X, μ) for

X=(x,z)eΩxR and μ = peR2,

by

(3.1) b*(X, μ) = (l-\

Note that δ* is thus well defined for μ e S2,, with S% as in (2.2).
(The function 6*, like the functions α<* of (2.1), arise quite naturally
in case (1.1) is the non-parametric Euler-Lagrange equation of a
parametric elliptic functional—see Appendix 1.)

Next we want to obtain analogues of Theorems 1,2 for the
inhomogeneous case. We will impose the following restrictions on
the functions a*jf 6*:

(3.2)

(3.3)

3α*-

dz
{x, z, μ) S(», *, μ)

+ \μ - P l ' Ί Φ , z, μ) - aΐfa, z, μ)\£

pVl+ \p\2 ψ(χ, *, μ)
dz

+ P JL-b*(x,z,μ)
dxk

+ \μ- μΓ\b*(x, z, μ) - b*(x, z, μ)\ £

for all (x, z) £ Ω x R and μ,μeS% with μ φ μ and

In these inequalities δ denotes a fixed constant.

THEOREM Γ. If DP(xQ) c Ω and if (3.2), (3.3) hold, then

sup v <; c inf v ,
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where c > 0 depends only on 7, μp, d.

Before giving the proof of this theorem we point out that, by
an argument like that used to prove Theorem 2, we can infer the
following from Theorem 1'.

THEOREM 2\ Under the hypotheses of Theorem Γ,

I Du(xQ) I ̂  e1 exp {c2u{x0)jp} ,

provided u ^ 0 on Dp(x0). Here clf c2 are constants depending on
7, μp and δ.

Proof of Theorem 1'. We consider two cases:

Case I. I Du(x0) | <; 2. In this case the Holder estimate of
Theorem 3' can be used to deduce &wpDpθιXo)\Du\<^3 for suitable
θ 6 (0, 1) depending only on 7 and μp. Hence the required result is
established in this case.

Case II. Du(xQ) > 2. In this case we introduce new coordinates
(f, ζ) as in (2.4), where now Q has the form

/0 0 iv

(3.4) Q — I cos a —sin a 0 I

\sin a cos a 0/

for some constant a to be chosen. Since | Du(x0) | > 2, which guar-
antees v(X0) (0, 0, 1) < 1/τ/ΊΓ, it is clear from the Holder estimate of
Theorem 3' that a can be chosen such that there is a representation
of the form (2.5), (2.6) for suitable θ e (0,1). Also by (1.1)-(1.3) and
by the discussion of §1, we know that

(3.5) Σ aiS(ζ)DiSu = b(ξ) on U

(cf. (2.8)), where (2.9) holds and where \b(ξ)\ ̂  μ on U. Here U is
as in (2.5).

Now let ζ = ζ(ζ) be a C1 function with compact support in U,
multiply by AC in (3.5) and integrate over U. After making use
of the relations

= - ( D2uD12ζdξ - ( D21uD2ζ ,
JU JU
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this gives

( Σ oitiDtψD&dξ = \ (Dj3)ζdξ ,
JUi,j=ί JU

where ψ = Dfi, an = αn/α22, a22 = 1, al2 = 0, a21 = 2aja22, and β = b/a22.
Thus α/r = A ^ is a weak solution of the equation

Since (2.4) and (3.4) imply the relations

^ — ô = (ίi cos α + u(ξ) sin α, — f2 sin a + ^(ί) cos α ) ,

one can easily check that

(3.6) Dβ = -aϊ2\ξ)b*(x, u, v) Σ λ Λ i j ^ α * ^ , u, v)

+ —-α5(a;, ^ , v) sin aDβiξ) + —<&<*•(&, %,
oxx ox2

3/̂  J I oz

+ —δ*(α;, w, v) sin azDJί^) + δ*(α?, ^, y'

dμ

Here λ = (λx, λ2, λ3) denotes the second row of Q (so that α22 =

Σί,i=i a*3^>i^3 i n accordance with the discussion of §1). Also, P =
(—Du, l)/i/l + | D ^ | 2 , 3/3^ denotes the gradient operator on S+, and
we have used the relation ϊ>Q = y. Then, since

( i r Σ ( i

we see (by using the conditions (3.2), (3.3) together with (2.6) and
the identity DfijVl + \Du\* = v~ι) that (3.6) implies

(3.7) \ ( Σ cci5D5fD£ + Σ A A t C + τψζ)dί - 0 , ζ 6 CJ

where

—I ^ I2 ^ Σ α<i^Λ ^ 71012 > 0 = (0i, 02) e i22; and

(3.8) 2 ^ 1
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where cx depends only on μp and δ. Clearly we can apply the De
Giorgi, Nash, Moser theory and deduce that

(3.9) sup ψ ^ c2 inf ψ

for non-negative solutions ψ of (3.7), where c2 depends on 7, μp and
δ. However Dfo = i/l + \Du\2/v ^ 0, as one easily checks from the
relation vQ — v. Thus we can apply (3.9) to Dβ. Because of (2.6)
we then deduce the required Harnack inequality for v. This completes
the proof of Theorem I'2.

An unsatisfactory feature of Theorem 2' is that the hypotheses
on 6* are such as to exclude certain important examples. For ins-
tance, the capillary surface equation

is excluded from the above discussion. This defect is remedied in
the following theorem, in which the following condition is assumed
in place of (3.3):

(3.10)
-pvτ+w?H*,*,μ) + PΈ> -£-* {χ,*,μ)

d

dxΊc

+ \μ- μ~Γ\b*(χ, z, μ) - b*(x, z,μ)\£

for all (x, z)e Ω x R and μ, μ e S% with μ Φ μ and

THEOREM 2". If Dp(x0) cfl, if u^O on DP(xQ) and if (3.2), (3.10)
hold, then

I Du(x0) I <: c, exp {c2u{x,)lρ} ,

where c19 c2 are constants depending on 7, μp and δ.

Proof. In the proof c19 c2, will denote constants depending
only on 7, μp and δ.

We consider the same two cases as in the proof of Theorem 1.
In Case I the required result is trivially satisfied. The argument
for Case II begins as before, except that in place of (3.7) we now
deduce that ψ = DjU is a supersolution of the equation (3.7). That

2 Actually we have only proved sups^tro) v = c ™t sβp(χO)v f° r s o m e 06(0,1) de-
pending on ϊ, μp and δ. The required result (with 0=1/2) follows because we can
vary Xo.
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is, we deduce

(3.11) ( ( Σ OLtjDsψDj: + Σ βiDiψζ + τψζ)dζ ^ 0

for any nonnegative ζeCj(Z7), where (3.8) still holds. Replacing ζ
by ζ2/ψ, we then deduce that

( jζ2 Σ aiSDtwDsw + 2ζ Σ
(3.12) ] Λ *'"

for all ζeCl(U), where w = logψ"1. Using well-known arguments
from the De Giorgi-Nash theory of uniformly elliptic equations, one
can easily deduce from (3.12) that

(3.13) w(0) ^ct + c2[ wdξ ,

where D+ = {ξ e Dθp//ί(0): w(ξ) > 1}. The remainder of the proof consists
is estimating the integral on the right of (3.13). We begin by noting
that inequality (3.11) implies

If we let ω be defined by ω = log v on M, then it is clear (by (2.6))
that this last inequality implies

<3 u > L,
where δ denotes the tangential gradient operator on M. Now define

E = {X = (a?, tφ)) 6 Af Π (Dβpu(xo) x Λ): w(a?) < iφ 0 ) + θρ/4) .

We can choose points X19- , XN e E such that E c UίU SθP/i(Xi) and

(3.15) iSΓ ̂  cδ(l + u(α?o)//t>) .

Using (3.14) with Xt in place of Xo, summing over i, and also using
(3.15), we then deduce that

(3.16) \ \δω\2dA ^ cβ(l + u(xo)/p) .
JE

We now recall the fact (see e.g. [8], (4.6)) that

(1 - vl)mm{κ2

19 κ\} ^ \δvs\
2

3 Such a equality also holds, of course, if | Du(x0) I < 2; in this case one simply
essentially repeats the previous argument without introducing new coordinates ξ.
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at each point of M. Hence at points where v\ < 1/2 (that is, where
ω > log τ/lΓ) we have

(3.17) ιc\ + κ\£ c7(\ δv31
2 + μ2) ^ c7(\ δω |2 + μ2)

by virtue of (1.7). Hence, since log τ/ΊΓ< 1,

(3.18) ( H2dA^cJ\ \δω\2dA + μ2\E\) , H = ^ + κ% .
J^Π{X:ω(X)>l} \J# /

Also, we know that

(3.19) \E\ £clo(l + u(xo)/p)p2

by virtue of (3.15) and the area bounds | S /̂XX,) | ^ cnio
2. Next we

have, by the first variation formula for the surface M,

(3.20) ( δ3hάA = ( v3HhdA ,

whenever h is a C1 function with compact support in M. In particular,
we can choose h of the form

h(X) = /(^3)^(ω(X))ζ(^, »a) , X - fo, a?,, as) e M ,

where /, g are C\R) functions and ζ 6 C^R2) with

ίg(ω) = co for <y>2, (̂c£>) = 0 for ω<l, and 0^gf(ω)^L tor ωeR ;

f{t) = 0 for t > w(a?0) + σ, /'(ί) Ξ - 1 for t e (μ(xo)-σ/2, u(xQ) + σ/2) ,

• 0 ̂  -/ ' ( ί ) ^ 2 for ί 6 i?, /(t) Ξ σ for t < u(xQ) - σ

ζ(x) Ξ l f o r a e D,M, ζ(x) Ξ O f o r a e - Dσ(x0) ,

,|i)ζ(a?)| ^ S/σ for α eiί 2. Here σ = θρ/4 .

With such a choice of /& one easily deduces

ωdA ^ cjp\ (\8ω\ + v,ω\H\)dA + \E\\ .

Since v3ω < 1 we then use (3.16), (3.18) and (3.19) to deduce

(3.21) ( ωdA ^ c18(l + u(xo)/ρ) .
JSθp/8(X0)

The required result now follows from this and (3.13). (One needs
to note that Sθp/S(XQ) ID {(£, u(ξ))Q: ξ e JD^/ 1 6(0)} by virtue of (2.6).)

Next we present an analogue of Theorem 8. Note that the
estimate obtained in the theorem here is weaker than that of Theorem
8 in that there is no factor of (^(X0))~

2 on the right hand side. (Con-
sideration of graphs with constant mean curvature shows that one
cannot expect to have such a factor on the right hand side in the
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nonhomogeneous case.)

THEOREM 8'. Suppose Dp(x0) c Ω, suppose (2.3) holds, and suppose

(3.22) \b*(X, μ) - b*(X9 μ)\ £ p~V{\X - X\/p + \μ - μ\Y

for all X, XeSp(XQ) and all μ, με S2+, where δ > 0 and a e (0,1) are
constants. Then

(icl + ιcl)(X0) ̂  cp~2 ,

where c is a constant depending only on 7, μp, δ and a.

Proof. As in the proof of Theorem 8, we introduce new coord-
inates as in (2.4) and infer from (1.1) an equation like (2.8) for the
function u of (2.5), (2.6). However notice that here we have to use
the inequality of Theorem 3' instead of the stronger inequality of
Theorem 3. Also, the equation for u corresponding to (2.8) now has
the form

v ai3 (ξ)DiSu = b(ζ) on U ,

where (2.9) still holds, where | b\ ^ μ on U and where (by virtue of
(2.3), (3.22) and the estimate of Theorem 3')

Σ - z t i ( ξ ) \ + P \ b ( ζ ) - h(ξ)\ ^o{\ζ- ζ\lpγ

for ζ, ξ 6 Dθp(Q). Here θ e (0, 1), τ e (0, 1) and c > 0 depend on a, δ, Ί
and μp. Then by applying Schauder's interior estimate as in the
proof of Theorem 8, we obtain the required inequality.

The next theorem generalizes Theorem 6; notice that there are
no continuity hypotheses on the functions aij9 b in the theorem.

THEOREM 6'. Suppose Ω = R2 — K, where K is compact, and
suppose that

(3.23) \b*(X9μ)\^μJ\X\"* , Xe R* ~ {0}, μ e S2

+ ,

where μ0 > 0 and τ e (0, 1) are given constants. Then there is a
vector v° = (v[, v\, vt) e SI such that

v(X)( = (l + \Du(x)\2)-ί/2(-Du(x), 1)) >v°

uniformly for \ x \ —> oo. In case N O , then vl > 0 and hence there
is an a e R2 such that Du(x) —* a uniformly for | a? | —• °o.

Proof. The proof relies havily on the techniques of [8]. In the
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proof, constants which depend at most on 7, p0, μQ and τ will be
denoted elf c2f

To begin, let Ro be such that KaDRQ(0), define

pQ - s u p { « a θ + lα I T 2 : *e3Z>Λo(0)}

and for ϋ? > <o > p0 let T ^ be defined by

TPtS = {XeM:p<\X\ < R) .

We will repeatedly make use of the fact that, for p ^ σ > 0, 2V,<,+σ

is covered by Sσ(X^), , Sσ(XN), where X19 9XN are points of
Tp,σ+σ and JV ^ ĉ o/σ, where c is an absolute constant.

From the discussion of §4 of [8], have the identity

κγκ2dA — dω*

where ιcί9 /c2 are the principal curvatures of M and ft)* is the 1-form
on M defined by

Using Stokes' Theorem we then have, for almost all p, R with pQ <

ρ<R,

(3.24) ( ζ%fc2dA = - ( Λ ω* + ( ζ2ω* .

Using (1.7) (and noting that (3.23) implies that we can take μ to be
the variable quantity μo/\X\1+τ), we then deduce

I r r

^ \ 2ζcίζ Λ ω* + I ζzω*
(3.25)

If ζ is chosen so that ζ = 0 on dTPtBf then this gives

Jy C l δ v l ^ A ^ c ^ (ζ|δv| |δζ| + ζ2

which clearly implies (by Cauchy's inequality)

(3.26) ^ C\δv\2dA^c2\τ (\δζ\

Next we note that because of the area bounds

(3.27) |Sσ(X0)| ^c,σ2,

which by Lemma (3.1) of [8] are valid when XoeM and \X0\ > ρ0
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2σ, we can deduce

(3.28) I TP)P+σ I ^ c4pσ , p > 2p0, 0 < σ g p .

By using a suitable choice of ζ together with (3.28), it is now not
difficult to see that (3.26) implies

Thus (since c5 is independent of R) we deduce

(3.29)

for p > 2p0. By again choosing ζ appropriately, we can now deduce
from (3.25) and (3.28)

(3.30)

By a straightforward modification of the argument of [8], Theorem
(2.1), we can infer from this that

(3.31)

for almost all p > 4ft, where

\δv\2dA.

(It is necessary to note the fact that

(3.32) —ίLt \δ\X\\2dA ^ cip~ι I Tp 2P | + ( \H\dA ,
dp jτPtO0 I ' jτfit2p J

where H = tct + Λ:2 This follows by using the first variation formula
for M in a manner similar to the argument leading to (A.2) to (A.2)
of [8].) By integrating (3.32) from 4ρo to p, we now conclude

(3.33) &(P) ^ CioP~β , P > 4/>0 ,

where β e (0, 2τ) depends only on 7, ft, μ0 and τ. In particular we
note that

(3.33)' ί \δv\2dA = ^"(Xo, ί?) ^ c loi0^

for all I o e l with \X0\> 2ρ > 8ft.
Now an examination of the proof of the Holder estimate of

theorem (in particular see (2.11), (2.12) of [8]) will show that in the
present setting we can assert
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(3.34) \v(X) - v(XQ)\ ^ c^&iP,

for any Xe Sσ(XQ), σ e (0, p). Combining (3.33)' and (3.34), with σ = p,
gives

I v(X) - v{X0) I ^ cL2p-?' , X 6 SP(X0), βr = β/2 ,

and this clearly implies (since we can vary Xo)

sup \ι>(X) - v(X)\ £ c13p-?'
X,XeTp,2p

f o r a n y p > 4/0o. T h e n f o r a n y i n t e g e r i ^ l w e h a v e

sup Iv(X) - v(X)\ ̂  C18

where upon we deduce that

sup \v(X) - i;(X)| ^cup~βf .

The first conclusion of the theorem clearly follows from this.
We now consider the case b = Q. We then have (1.7) with Λ2 = 0,

so that we can use the theory developed in §4 of [8], In particular
we use the identity

(3.35) ((1 - y ,)7(φAiA - -d(yfa)(l + v*Y\-v*dvx + vxdvj) ,

where Ύ is an arbitrary Cι(R) function. (This identity is the pointwise
version of identity (4.5) of [8], as one easily checks by using Stokes7

Theorem.) We multiply each side of (3β35) by a cut-off function ζ2

which vanishes for \X\ > R, and integrate (3.35) over TPjO3. After
using Stokes' Theorem, this gives

( ζ 2 ( ( l - v3
jτp>00

(3.36) - -

- \ 2ζ7(i;3)(l + vzγ
ιάζ Λ (-v2dvL + v,dv2) .

Now from Theorem 1 we know that

(3.37) sup ̂ 3 <̂  c15inf vz

[for each p > 2p0.
Also if there exists a sequence { I J c i l ί with 1X̂ 1—>oo and with

{Vz^Xj)} bounded, we could immediately deduce ^ > 0 , and the required
|result would be established. We may therefore assume vs(X) < 1/2
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for all \X\ > p19 where p1 > p0 is a fixed constant. Then for p > p1

we can replace Ύ(v3) in (3.36) by (^3)"V(1 — ^3), thus giving

(3.38)

ί Z2vϊ%fc2dA = - \
JTpfO0 JT

A {-

Using inequality (4.8) of [8] and also using Cauchy's inequality, one
easily checks that (3.38) implies

( ζ2\δw \2dA £ cj \ I δζ \2dA + ( \δw\ ζ2ds } .
JTp>oo U^,co JdTp )

Here, and subsequently, w = log^"1. Choosing ζ(X) Ξ 1 for \X\ <
i2/2 and ζ(X) Ξ 0 for \X\ > R, and letting jβ—> oo, we then deduce
that

(3.39)

for p > pλ. Making a similar choice of ζ in (3.38) and again letting
H _> oo f we can conclude, for almost all p > ^

—^i^l +(3.40) [ \δw\2dA^eί7

where

coi = ViVΐ^l — vi)'1 , i = 1, 2 .

Now for almost all p > p, we have dTPί^ = USf) Z1^1, where iV^o) is
a positive integer and Γp

j) is a smooth Jordan curve such that δ\X\

does not vanish of Γp

j}. Since I (m)dvt = 0, we can write (3.40) in

the form

(3.41)

\ \δw\2dA^c17

(a>2 -

where XU) denotes a fixed point on Γp

j). Now

(3.42) sup I ft), - ©<(*<») I ^
-^o

ds ^ c l8 ( {.p*\Bv\d» .

Combining (3.41) and (3.42), we obtain

( I δw \2dA S cj\ \δv\ ds)2 sup VΪ2 .
JTo.oo \iBT0m00 / dTo00
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In view of inequality (4.8) of [8] and inequality (3.37) above, we
then deduce

IδwIds\ .

Using (3.32) and the Holder inequality one can then use an argument
like that of [8] Theorem (2.1) (the argument is like that needed to
obtain the estimate (3.33) above); we thus obtain

where β' e (0,1) depends only on ρ0 and 7. In particular we have

( I δw \2άA ^ c2lp~βf

JSp(X0)

whenever YoeM and | Xo \ > 2p, p > pl9 Using this last inequality
in combination with the inequalities (4.15), (4.16) of [8], we then deduce

sup w — inf w ^ c22ρ~β'/2 .
V ( X » Sp>2{X0)

In view of the arbitrariness of Xo, this gives

sup w — inf w <; c23p~βf/2 .
Tp,2p Tp,2p

Iterating, we obtain

sup w - inf w ̂  c23ρ-βf/2(Σ 2-rβ'/2)
TP^P T

P^p V ί " = ° J

for each integer k Ξ> 1. Hence

sup w — inf w <| cup~βf;
T T
i p,OO J- p,0O

that is, w is bounded for \X\ > px. The theorem now follows.
It is not clear whether or not an estimate like that obtained in

Theorem 5 holds for general equation (1.1)-(1.3), (3.2), (3.3), (3.23).
However, for a class of divergence-form equations (with n ̂  2 inde-
pendent variables) such a theorem is obtained in [10]; from the
discussion of §1 of [10] it is clear that the structural conditions
imposed there certainly hold in case the equation arises as the non-
parametric Euler-Lagrange equation (equation (A.6) in Appendix 1)
of an elliptic parametric functional with integrand F(X, q) in case
F{X, q) is independent of X. More generally, it suffices that F(X, q) —
F(x, z, q) is such that Fz(x, z, q) = 0. (Actually the condition (1.3)
of [10] is not quite stated in a weak enough form to include this
latter case; however, one can check that all the results of [10]
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remain valid if the first inequality of [10], (1.3) is replaced by the
weaker condition

Σ uXiDik Σ
i,k=i

\Dik\^β5f

where (in the notation of [10])

Dih = uxιAixιPk + uXkAiz + ux.BPk + \Du\2Aizpk ,

and this condition is weak enough to include the case when F in
(A.6) satisfies Fz(x, z, q) = 0.)

Finally we state the following analogue of Theorem 6; a proof
will be found in [9].

THEOREM. Suppose Dp(x0) ~ {xQ} c Ω. Then the closure M (taken
in ΩxR) of the graph of u is a O α surface such that (Dσ(x0)xR)Γ)M
is compact for each σ < p.

One can show by example that even though the graph of u can
thus be extended to a C1*" surface in JR3, nevertheles the function
u{x) (as a function of xe Ω) may have no Cι extension to Dp(x0).
(Because it may happen that | Du{x) | is unbounded for x in a neigh-
bourhood of xQ.)

APPENDIX: Elliptic Parametric Functionals.

Let Ω be a bounded domain in R2 and consider the functional /,
defined for C1 mappings Y = (Ylf Y2, YZ):Ω-+R* by

(Al) I(Y) = \ G(x, Y, D,Yy D2Y)dx ,
JΩΩ

where G = G(x, X, p) is a given continuous function of (x, X, p) e
R2x R3 x R6. (Here of course DtY = (DtYlf D,Y2, D.Y,) for i = 1, 2.)
Now let us consider the possibility that I remains invariant under
orientation preserving diffeomorphism of i?2; that is, whenever ψ is
a diffeomorphism of R2 onto itself with positive Jacobian, we would
have

G{ξ, Ϋ(ξ), A?(f), A?(£))# = ( G(x, Y(x), AΓ(a5), DiY(x)dx ,
JΩΩ

where Ωf — ψ(Ω) and Ϋ — Yoψ~\ A simple computation (cf. [7], p.
349) shows that this would be true for all such diffeomorphisms ψ
and domains Ω if and only if there is a real-valued function F on
RB x R3 such that



266 LEON SIMON

(A2) G(x, X, p) = F(X, P) , (a?, X, p)eR2 x R* x R\

where

P = (̂ 3̂ 5 - p
2
Pβ, PiPβ - PsP*, P2P4 - P1P5)

and

(A3) F(Xf Xq) = \F(X, q) , ( I , g ) e J P x J P , λ > 0 .

Note in particular that (A2) implies that G(x, X, p) cannot depend
on x; that is, G(x, X, p) = G(0, X, p) for (a?, X, p)eR2 x R3 x i?6. In
case p = (A^, D2Y), where Y is a C1 map from β into i23, P is
given by

As is well known, in case Y is one-to-one and such that the Jacobian
matrix [D3 Yi(x)] has rank 2 for each xeΩ, this last identity can be
written

where v is the unit normal of the embedded surface S = {Y(x) \ x e Ω)
and χ is the area magnification factor of the mapping Y. Thus,
assuming that we orient S with unit normal v such that χ > 0, we
can write

= \ F(X, v(X))dA(X)\

that is, we can express I(Y) completely in terms of the oriented
surface S and independently of the particular mapping Y that is
used to represent S. Through this discussion we are led to consider
the functional J, defined for any smooth oriented surface S in Rz

having finite area, by

(A4) J(S) = \ F(X, v{X))dA{X)

this functional has the property that J(S) = I(Y) whenever 7 is a
one-to-one C1 mapping from Ω into R5 such that [A'^l ^ a s r&nk 2
at each point of Ω and S = {Y(x)\xeΩ}.

If F satisfies (A3), we call a functional of the form (A4) a para-
metric functional. The functional J is called elliptic if F is C2 on
Rs x (JB3 — {0}) and if the convexity condition

(A5) I q I Dtt1jF(Σ, q)ξtξi ^ I ί Ί 2 , £' = I - ( ί | | j ) - ^ - ,
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holds for all XeR\ q eR* - (0) and ξeR\ Notice that, up to a
scalar factor, (A5) is the strongest convexity condition possible for
F in view of the homogeneity condition (A3).

If we now consider a nonparametric surface M given by

M = {(x, u(x))eRz\xeΩ} ,

where u e C2(Ω), then, taking v to be the downward unit normal
(Du, -1)/VΊ + \Du\\ we have

J(S) = ( Ffo u(x), Du(x), -l)dx .

Notice that here we have used the relation dA = i/l + | Du \ 2dx.
The expression on the right can be considered as a nonparametric
functional, defined for any ueC\Ω). The Euler-Lagrange equation
for this nonparametric functional is

(A6) Σ DAF^ix, u, Du, -1)] - DZvF(x9 u, Du, -1) = 0 .

By using the chain rule and the homogeneity condition (A3), one can
easily check that this equation can be written in the form

ai3-(x, u, Du)DijU = b(x, u, Du) ,

where

( A 7 ) a i ά ( x , u , D u ) = \ q \ D H Q j F ( x , u , D u , - 1 ) , i , j = 1 , 2 ,

(A8) b(x, u,Du)= -\q\it DuZi(x, u, Du, -1) .
ί=l

By using (A3), (A5) it is not difficult to check that (1.2), (1.3) hold
with constants 7 and μ depending on F. That is, the nonparametric
Euler-Lagrange equation for an elliptic parametric functional is
an equation of mean curvature type.

Jenkins [5] and Jenkins-Serrin [6] consider equations of the form
(A6) in case F(X, q) does not depend on X. Note (A6) has the form
(1.1) with b = 0 in this case; hence all the results of §2 apply.

Finally we wish to point out that the functions aζ , 6* introduced
in §2 have a natural interpretation in the present context. In fact
one can easily check that in case aiό, b are as in (A7), (A8), then
a*jf 6* are given by

α* (X, v) - DQiQjF{X, v) , i, j - 1, 2, 3 ,

b*(X,v)= -\q\&DuZiF(X,ι>);
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furthermore the conditions (2.3), (3.22) hold automatically with d, a
determined by F, provided that FeC*(R* x (Rz - {0})).
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