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The combined work of M. Aschbacher, G. Seitz, and I.
Miyamoto classified finite groups G with a standard sub-
group L isomorphic to PSΪ7(4,2n) such that either n>l or
C0(L) has noncyclic Sylow 2-subgroups. In this paper, we
study the case that n = l and CG(L) has cyclic Sylow 2-sub-
groups.

Introduction. A group L is quasisimple if L is its own com-
mutator group and, modulo its center, L is simple. A quasisimple
subgroup L of a finite group G is standard if its centralizer in G
has even order, L is normal in the centralizer of every involution
centralizing L, and L commutes with none of its conjugates. This
definition of standard subgroups is equivalent to the original one
given by M. Aschbacher in his fundamental paper [1].

I. Miyamoto has classified [23] finite groups G containing a
standard subgroup L isomorphic to PS £7(4, 2n) with n > 1 such that
Cβ(L) has cyclic Sylow 2-subgroups. Part of his argument, however,
failed to apply to PS £7(4, 2). This exceptional nature of PS 17(4, 2)
may be explained by the isomorphism

PS £7(4, 2) = PSp(A, 3) ~ PΩ(5, 3) .

Because of this, certain groups of characteristic 3 have standard
subgroups isomorphic to PSU(4, 2).

In this paper, we prove the following theorem.

THEOREM. Let G be a finite group and suppose L is a standard,
subgroup of G with L = P>Sί/(4, 2). Furthermore, assume that CG(L)
has cyclic Sylow 2-subgroups, and let X denote the normal closure
of L in G. Then one of the following holds.

(1) X/O(X) is a simple group of sectional 2-rank 4.
( 2 ) X = PSL(4, 4) or PSC7(4, 2) x PSU(4, 2).
(3) NQ(L)/CG(L) = Aut(L), and for each central involution z

of L, CG(z) has a quasisimple subgroup K that satisfies the follow-
ing conditions:

(3.1) z 6 K and W — O2(K) is cyclic of order 4.

(3.2) K/(z) is a standard subgroup of CG(z)/(z) and W is a
Sylow 2-subgroup of CG(KJ(z)).

(3.3) Either KjO{K) ^ SU(4, 3) or K/Z(K) has a Sylow 2-sub-
group isomorphic to a Sylow 2-subgroup of PSL(6, q), q = 3 mod 4.
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400 KENSAKU GOMI

(3.4) [K, O(Cσ(z))] = 1.

REMARK. In Case (1), the structure of X/0(X) can be deter-
mined by a theorem of D. Gorenstein and K. Harada [14]; we can
show that X/0(X) is isomorphic to PSp(4, 3), PSp(4, 9), PSC7(4, 3),
PSL(4, 3), or PSL(5, 3). Case (3) occurs in the automorphism group
of PSU(5, 3) with K ^ SI7(4, 3).

The proof of the theorem begins with a study of fusion of an
involution t of CG(L). Let A be the unique elementary abelian
subgroup of order 16 of a Sylow 2-subgroup of L. We show that
the conjugacy class of t in NG((t)A) contains 1, 6, or 16 elements.
If it contains 1 or 6 elements, then after determining the possible
structure of a Sylow 2-subgroup of G, we show t 0 Gr by a transfer
argument. It then follows that NX(A)/CX(A) = Aδ, Σ6, A6 or Σ6, and
that A e Sj\2(Cz(A)). If NX{A)ICX{A) ^ A5, Σ5 or A6, a theorem of
Harada [17] shows that r(X) = 4. When NX(A)/CX(A) = Σet we
appeal to a theorem of G. Stroth [26]. Using an additional in-
formation, we show that this case does not occur. The analysis of
the case where there are 16 conjugates of t follows the same line
of arguments as in previous papers of Miyamoto and the author
[11], [23] (we refer the reader to the introduction of [11]), although
some additional argument is needed in the analysis of a subcase
leading to Case (3) of the theorem.

Finally, we remark that the solvability of groups of odd order
[6] is used implicitly throughout this paper.

Notation and Terminology. Our notation is standard and
mainly taken from [12]. Possible exceptions are the use of the
following:

m(X) the 2-rank of X.
r{X) the sectional 2-rank of X.
I(X) the set of involutions of X.
Zf*(X) the set of maximal elementary abelian subgroups

of X.
X°° the final term of the derived series of X.
Jr(X) the subgroup of X generated by the abelian 2-sub-

groups of maximal rank.
X2 the subgroup of X generated by the squares of

elements of X.
E(X) the product of the quasisimple subnormal subgroups

of X.
L(X) the 2-layer of X.
X wreath Y the wreath product of X by Y.
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X* Y a central product of X and Y.
/ ( J m o d Y) the preimage in X of f(X/Y), where / is a function

from groups to groups.
Z2n the cyclic group of order 2*.
E2n, n ^ 2 the elementary abelian group of order 2\
D*9 n ^ 6 the dihedral group of order n.
Q8 the quaternion group.
An9 Σn, n ^ 3 the alternating and symmetric group of degree n.
Fq the field of q elements.
V(2, F) the vector space of 2-dimensional row vectors with

coefficients in the field F.
M(4, F) the set of 4 x 4 matrices with entries in F.

An A2n-subgroup is an abelian subgroup of order 2n, while an
E2n-subgroup is an elementary abelian subgroup of order 2*. Suppose
G ^ SL(2, 4) = A6. Then G has two types of "natural" modules
over F2. The one is F(2, F4) viewed as an SL(2, 4)-module in an
obvious way. We call this the natural module for G = SL(2, 4).
The other is the unique nontrivial irreducible constituent of the
permutation module for Aδ. We call this the natural module for
G = A6. We use the "bar" convention for homomorphic images.
Thus if G is a group, N is a normal subgroup, and G denotes the
factor group G/N, then for any subset X of G, X will denote the
image of Xunder the natural projection G—>G. A similar convention
will be used when a group G has a permutation representation on
a set Ω, where we write XΩ instead of X.

1* In this section, we collect a number of preliminary lemmas
to be used in later sections.

LEMMA (lA). Let R be a nonabelian 2-group with a cyclic
maximal subgroup Q, and let t e I(Q) and u e I(R — Q). Then u is
conjugate to tu in R.

Proof. This is a consequence of the classification of nonabelian
2-groups with a cyclic maximal subgroup. See Theorem 5.4.4. of
[12].

LEMMA (IB). Let G be a group which contains a direct product
H x K of subgroups H and K. Assume that \G: HK\ =2 and
that an element of G — HK interchanges H and K. Then G — HK
contains involutions and they are all conjugate in G.

Proof. Let geG - HK, and let g2 = hk with heH and keK.
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Then hk = (hk)9 = k9h9, so h° = A? and &* = λ. Hence

= 1 .

Thus G — HK contains an involution.
Now let geG — HK and g2 = 1. Let & 6H and ϋeiΓ, and

assume that ghk is an involution. Then (hk)9 = (hk)~\ so h9 = ΛΓ1

and fc* = ΛΓ1. Hence Λ"1^ = gg^h^gh — ghk. That is, ghk is con-
jugate to g. The proof is complete.

LEMMA (1C). Let E be an elementary abelian 2-subgroup of a
group G, and let t be an involution of NG(E). Then the following
holds.

(1) \E:GE(t)\^\GE(t)\f and equality holds if and only if
I(tE) = tE.

(2) If \E:CE(t)\ ^ 4 , then

NG((E91» ^ NG((CE(t), t » Π NG(E) .

Proof. Commutation by t induces a homomorphism from E onto
[E, t], and so \[E,t]\ = |JS7: C^ί)|. Also, [E, t] ^ C^ί). Hence
IE: CE(t)I ^ IC^t)|. Since |I{tE)\ - |C^(ί)| and |tE\ = \E: CE{t)\,
equality holds if and only if I(tE) = tE.

Under the hypothesis of (2), E and (CE(t), t) are the only
maximal elementary abelian subgroups of (E, t), and they have
different orders. Hence (2) follows.

LEMMA (ID). Let G be a finite group and let geG. Then
\CG(g)\^\G:G'\.

Proof. For any x e G, g~'gx = [g, x] e Gf. Hence \G: CG(g)\ - \gG\ ^

LEMMA (IE). Let R be an S2-subgroup of a finite group G and
S a normal subgroup of R with R/S abelian. Let x be an involu-
tion of R — S and suppose that each extremal conjugate of x in R
is contained in xS. Then x & Gr.

Proof. Let T be a subgroup of R with S ^ T <: R and xίT
subject to I T\ maximal. Then since R/S is abelian, R/T is cyclic.
Also, each extremal conjugate of x in R is contained in xT. There-
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fore, Lemma (IE) follows from [27], Corollary 5.3.2.

LEMMA (IF). Let T be an S2-subgroup of a finite group G,
and let S be a normal subgroup of T such that T/S~E4 and S^G°°.
Let aeI(T - S) and beI(T — <α, S», and suppose (ab)2 = 1, aG Π
<6, S ) = 0 , b° Π S = 0 , α w d ( α δ ) G n S = 0 . TT&ew Se

Proo/. By Lemma (IE), αgG' and so Tf)G' = S, <6, S>, or
<α&, S>. If T Π G ' ^ S , then T n G " = S again by Lemma (IE).
Thus SeSyl2(G°°).

LEMMA (lG). Let T be an S2-subgroup of a finite group G, and
let S be a normal subgroup of T such that T/S ~ D8 and S ̂  G°°.
Let Z/S = Z(T/S), and let E/S and F/S be the fours subgroups of
T/S. Let a e I(Z - S) and b e I(E - Z), and suppose aG f] F ^ aS
and bσ Γ)F = 0 . Then S e

Proof. By Lemma (IE), b $ Gf and so E Π (?' = S or Z, since
bS - abS in T. If E n G' = S, then Γ n G ' ^ S a s S ^ Γ n G ' ^ ϊ 1 .
Suppose that EnG' = Z. Then either Γ f l G ^ ί 7 or Γ n G'/S is
cyclic. Hence aG(ΛT C\G' ̂ aS and so a £ G" by Lemma (IE). Thus
T n G/r - S. Therefore, S e

LEMMA (IH). Let A be a standard subgroup of a finite group
G, and assume that CG(A) has a cyclic S2-subgroup. Then the
following holds.

(1) AO(G) <1 G if and only if an involution t of CG{A) is
contained in Z*(G).

( 2 ) AO(G)/O(G) is a standard subgroup of G/O(G) and CG(AO(G)/
O(G)) has a cyclic S2-subgroup.

(3) If AO(G) <A G, then either (AG)O(G)/O(G) is simple or
(AG)O(G)/O(G) = A/Z(A)xA/Z(A). In either case, CG((AG)O(G)/O(G))^
O(G).

(4) If AO(G) <A G and if there is a t-invariant 2-subgroup P
of (AG) such that 1 Φ [P, t] ̂  Cσ(Cmσ)(t)), then [(AG), 0{G)] - 1.

Proof. Let t e I(C(A)) and let G = G/O(G). Then Je I{G) and A
is a quasisimple normal subgroup of C(t). Let x eC(A) f] C(t). We
may choose x e C{t). Then [x, A] ̂  A f] O(G) ̂  Z(A), so [x, A] = 1.

Thus C(A) Π C(t) = C(A) n C(ί). Therefore, C(A) has cyclic ^-sub-
groups and (2) follows.

Assume that A<\G. Then C(A) <] G and so C(A) is a cyclic 2-
group and teZ(G). Conversely, if TeZ(G), then A <| C(ί) = G.
This proves (1).
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Assume that A <β G. Then by a result of Aschbacher, F*(G) =
(AG) and either F*(G) is simple or A is simple, F*(G) = A x A,
and £ interchanges two components of F*(G). Let L = <AG>O(G)
and assume that there is a ί-invariant 2-subgroup P of L such that
1 =* [P, ί] and [[P, ί], C0(σ}(ί)] = 1L Then [[P, ί], O(G)] = 1 by [11, (1J)].
Hence CL(O(L)) ̂  O(L). Since L = L/O(L) is simple or a direct pro-
duct of simple groups interchanged by t, it follows that L =
CL(O(L))O(L). Thus <AG> ^ CL(O(L)) and (4) follows.

LEMMA (II). Lei JBΓ - PSL(n, q), n^2, or PSU(n, q), n ^ 3,
ςr odd, and let a be an involutory automorphism of K that is not
a product of an inner automorphism and a diagonal automorphism.
Then Cκ(ά) is solvable only if K = PSL(2, 9), PSL(3, 3), PSL(4, 3),
PSU(3, 3), or PSU(4:, 3). If Cκ(a) is not solvable, then the structure
of Cκ(a)°° is given on the following table.

K

PSL(n,

PSU(n,

q)

q)

Cκ(aT

PΩ^n,

PSp(n,

PSL(n,

PSU(n,

PΩ^n,

PSp(n,

q),

q),

P),

P),

q),

Q),

n

q

q

n

even,

= P\

= P\

even.

Proof. Consider the case K - PSL(n, q) first. Set G = GL(n, q)
and H = SL(n, q). Let τ be the transpose-inverse mapping of G,
and if q — p2, let σ be the automorphism of G induced by that of
Fq of order 2. Then a is induced on K = H/Z(H) by an element
x of τG, σG or τσG such that x2 e Z(G).

First, assume that xeτG. Then w ^ 3. Let x = τα, aeG.
Then as x2eZ(G)9 it follows that *α = a or — α, where *α is the
transposed matrix of a. We also have that

CG(x) = {yeGl'yay = α} .

That is, Cff(flc) is the orthogonal or symplectic group defined by the
symmetric or alternating matrix a. Now Aut «cc, Z(G))) is solvable,
so^«x, ZCG)))0 0^^). Also, Cβ(xT^H. Thus Cκ(aT = Cσ(xTZ(H)/
Z(H), and so C*(α) is solvable only if (n, q) = (3, 3) or (4, 3), and
if Cκ(a) is nonsolvable then Cκ(a)°° = PΩ±{n, q) or PSp{n, q).

Next, consider the case xeσG. Let x = σα, αeG. Then as
x2 6 Z((r), we see that c = aσa is a scalar matrix such that cv'x = 1.
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Hence there is a scalar matrix d e G such that dp+1c = 1, so that
(da)σda = 1. Replacing x by xd, we may assume that aσa = 1, By
[20, Proposition 3], there is an element geG such that a = gσg~ι.
Thus x*7 = σ and we may assume from the outset that x — σ.
Therefore, CG{x) ~ GL(n, p), and so Cκ{a) is solvable only if (n, q)~
(2, 9), and if Gκ(a) is nonsolvable, then Cκ(ά)°° = PSL(n, p).

Assume, therefore, xeτσG. Let x = τσa, aeG. As above, we
may assume that aTOa = 1. That is, a is a hermitian matrix. Thus
CG(x) is the unitary group defined by a over Fq, and so Cκ(a) is
solvable only if (n, q) = (2, 9), and if Cκ(a) is nonsolvable, then
Gκ{aT ~ PSU(n, p).

Now consider the case K = PSU{n, q). In this case, we set
G* = GL{n, g2), G = Ϊ7(%, g), and i ϊ = SC7(̂ , g). Let τ be the trans-
pose-inverse mapping of G* and let σ be the automorphism of G*
induced by that of Fq2 of order 2. Then we may regard G — CG*(στ),
and assume that a is induced on K = H/Z(H) by an element a? of
σZ(G*)G such that £2 e Z(G*). As before, we may assume that
x = αα, α e Z(G*)G, and ασα = 1. Let α = axa2 with αx 6 Z(G*) and
α2 G G. Then

(1) aσ7 = aγqa2 = aϊq~ιa = e~xa ,

where e = αf+1. Now there is an element geG* such that a = gσg~1

by [20, Proposition 3]. Hence by (1), (gσg~ι)στ = β"" 1 ^" 1 )- That is,

Now (oτ)* = στg~aτg, so let fe = ^~σrsr. Then hτ = g"σflfΓ = e~ιg~ιgστ =
e"1/^-1 by (2), so

Hence

e = ± 1 .

Also,

/?,σ = £r r# σ = e~λg~aτg = eft

by (2). Choose an element deZ(G*) such that c£?-1 = e"1 and set
ftx = dh. Then *ftx = eh, and ft? = d9βft = d'-'eh, = ftx. Thus ftx is a
symmetric or alternating matrix in CG*(σ) = GL(n, q). Now x9 — σ
as ασα — 1, so

Cff(a;) = Cβ.(a0 Π C^(σr)

^ CG*{σ) Π ̂ ((σΓjO

- Cβ.(σ) Π CG*{στh)
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Thus CG{x) = O±(n9 q) or Sp(n, q) by a previous discussion. Hence
Cκ{a) is solvable only if (n9 q) = (3, 3) or (4, 3), and if Gκ(a) is non-
solvable, then Cκ(a)°° = PΩ^n, q) or PSp{n, q).

LEMMA (1J). Let E be an elementary abelian group of order
16 on which M = SL(2, 4) = A5 acts. Let R e Syl2(Af).

( 1 ) If I CE{R) | = 4 , then E is a natural module for M =
SL(2, 4).

(2 ) If \ CE(R) I = 2, ίftew E is a natural module for M = Ab.

Proof. (1) follows from [11, (IK)]. Assume that \CE(R)\ = 2 .
Let al9 a29 , α5 be the nontrivial fixed points on E of S2-subgroups
of M9 so that {a19 a2, •• ,α5} is M-invariant. Since M acts irreduci-
bly on E9 we have α ^ α5 = 1 and E = <αlf α2, , αδ>. Now let
V be the direct product of E and a group <α> of order 2, and let
M act on V in an obvious fashion. Then, by the above remark,
{aaί9 aa2, , aaδ} is an M-invariant set which generates V. Thus
V is a permutation module for M = A5 and i? is a nontrivial irre-
ducible constituent of V. This proves (2).

LEMMA (IK). Let E be an elementary abelian group of order
28, and let K and L be subgroups of Aut (E) such that SL(2, 4) =
K^ L = SL(2, 16). Let R e Sy\2(K), and let R^Se Syl2(L). Assume
that I CE(S) I — 4. Then there is no nontrivial K-invariant subgroup
A of E such that CA{R) < CE(S).

Proof. Let W = CE(S) and assume, by way of contradiction,
that A is a iΓ-invariant subgroup of E such that 1 Φ CA(R) < W.
Clearly, NL(S) normalizes W. As NK(R) ^ NL(S) and NK(R) centra-
lizes CA{R) which is a subgroup of W of order 2, we have that
[NK(R), W] = 1. As \NL(S)/S\ = 15 and NK(R)S/S is an S3-subgroup
of NL(S)/S, it follows that [ ^ ( S ) , TΓ] = 1.

Let seI(L - NL(S)) and set ί ί = ̂ ( S ) Π iVz(Ss). Notice that
J ϊ is a complement for S in NL(S). Furthermore, W Π TFS = C^(L) = 1,
as L = <S, Ss> and L acts irreducibly on JB by [8, (4B)].

Now [ ϋ , WWS] = 1, as [iϊ, W] = 1 by the first paragraph and
Hs = H. For any w e W\ let w = wws. Then as <iϊ, s) ^ CL(w)
and <iί, s) is a maximal subgroup of L, we have that CL(w) = (H9 s).
Consequently, | wL\ = |L: <ίί, s> | = 136. As 136 x 2 = 272 > 255 =
12?*I, it follows that ^ ~ w2 for any w19 w2e W*. Choose xeL so
that wl = τί)2. Then <iϊ, s)25 = CL(w^)x = CL(w2) = <JΪ, s>, and so & e
NL({H, s)) = <iί, s>. This is a contradiction as we may choose
wι Φ w2.
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Now we define some subgroups of SL(A9 4). Let Λf *, ϋ?*, D*,
and E* be the groups consisting of the following matrices, respec-
tively.

r
p.
a

\

la'1

/I

a

V

I

1

1

b

d

).Λ

1

a'1

1

6 ,

\

1/

a

\

1/

SL(2,4),

\

al

, a

, a, b, c

and

ef .

I is

-{0}

Thus #* e Syl2(AT*), and Λf* and J3* normalize E*. Let /* be the
field automorphism of SL(4, 4) and let t* be the graph-field auto-
morphism of SL(4, 4). That is, /* is induced by the involution of
Aut (JP4) and t* is the transpose-inverse mapping followed by /* and

1\
1

1conjugation by Let L* = M*M**\

We shall consider the following situation.

Hypothesis (1.1). E is an elementary abelian group of order
28, and N is a subgroup of Aut (E) which has a normal subgroup
L satisfying the following conditions.

(1) L = Mx M\ tel(N), M^ SL(2, 4).
(2) CN(L)=O(N).
( 3 ) For R 6 Syl2(Λf), WΓ = C^RR*) is a fours group.

LEMMA (lL). Assume Hypothesis (1.1). Furthemore, assume
the following.

(4) CS(M) = 1.
(5) .For α complement H for R in NM(R), [W, htht] = 1 for

all heH.
Then there is a monomorphism σ from the semίdireet product
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of N and E into (M*, #*, D*, t*, /*> such that M° = M*, Rσ = i2*,
O(iNΓ)σ ^ D*, £7* = # * , ίσ = ί*, and fσ = /* i/ / is αw element of
G(t) Π NN(M) acting as a field automorphism on CL(t) ~ SL(2, 4).

Proof. Let r e I(NM(H)) and set s = rtrt. We use the additive
notation for E. As M — (R, Rr), the condition (4) implies that
CE(R) n Ĉ CRO - {0}. In particular, W Γ\ Wr = {0}, and as W+ Wr<,
CE{Rι), \C^)\ - \CE(Brι)\ ^ 24. As C^Λ') ΓΊ CE(Rrt) = {0}, we con-
clude that

Also,

Wr and C^i?^) = CE{Rψι = Wt

Furthermore, as C (̂ϋ!) Π C^R*) = TF has order 4, Lemma (1J) shows
that CΛ(JR*) and CE(i2rt) are natural modules for Λf ^ SL(2, 4). This
proves that we can identify M with Λf* so that ί? = JK* as modules
for Λf. More precisely, if w e Cw(t)\ H = <A>, and F4 = {0,1, a?, #2},
then E and J5#* can be identified by the mapping which associates
with wha + whK + whHrt + wfcd% where a, b,c,de {0, 1, 2}, the matrix

1

xc

xa

1

xd

xh

1

\

ll

and the action of an element of M on E identified with 1£* is the
conjugation by the corresponding element of M*. In this identifi-
cation, ίί* corresponds to R.

Using the condition (5), we have that for each i e{0,1, 2},

This shows that we can identify t with ί*. Thus <M",

Suppose O(N) Φ 1. The A x 2?-lemma [12, Theorem 5.3.4] shows
that O(N) acts regularly on W*. Hence | O(N) \ — 3 and there is an
element z e O(N) such that wz — wh. Then a computation similar to
the above shows that O(N) can be identified with D*.

If L0(N) - JSΓ(Λf), then N = <Λf, O(JV), t> so the above para-
graphs prove the lemma. Suppose, therefore, that L0(N) < N(M).
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Now let / be an element of N(M) satisfying the following con-
ditions:

( * ) / inverts H, fe C(s), and fe C(w) .

The second condition implies that / centralizes r and trt. There-
fore, by a computation similar to that in previous paragraphs, we
can show that / can be identified with /*.

Suppose that C{M*) Φ M0(N). Then there is an involution
feC(M*)ΓιN(R) that satisfies the first two conditions in (*). The
/ normalizes RRt and so acts on W. Hence if O(N) Φ 1, there is an
element z e O(N) such that wf = w% and so fz~γ satisfies (*). Assume
that O(N) = 1. Then [/, tft] e C(M) f] C(AP) ^ C(L) = O(N) - 1, so
that (ft)4 = 1. Thus (f, t> is a 2-group acting on W, and so it
centralizes some nontrivial element of W. As Cw(t) = (w), it follows
that wf — w. Therefore, we can always choose an element /eC(ikP)
that satisfies (*). By the above paragraph, / acts as the field
automorphism on E. It follows that [/, t] centralizes E, and there-
fore [/, t] = 1. But then / = ί/ί e C(M*) Π C(M) - O(N), which is a
contradiction. Therefore, C(Mt) = M0(N). This implies that L0(N)
has index 2 in N(M).

Let K/L be an S2-subgroup of N/L with teK. Notice that
K/L = E4. As I(Lt)-=tL by Lemma (IB), K = LCκ{t) and so \Cκ(t)Γ)
N(M): CL(t)|=2. As CL(t) - {xtxt\xeM} = M= SL(2, 4), N(M) n
qC^ί)) - C(L) = 0(2SΓ) and it follows that Cκ(t) n 2V(Λf) Π C(CL(t)) = l.
Thus we may choose an involution / e C(t) Π ^(Λf) which acts on
CL(t) as the field automorphism. Then / acts as the field automor-
phism both on M and on M*. In particular, / inverts H and
centralizes s. Moreover, feN(RRι), so / centralizes (w) = 0^(4).
Thus / satisfies (*) and therefore / can be identified with /*. As
N = (M9 O(N), t, />, we have proved the lemma.

LEMMA (lM). Assume Hypothesis (1.1). Furthermore, assume
the following conditions.

(4) C*CM)^1.
(5) Wf] Wrtrt = 1 for reI(M-R).
Then E = CE(M) x CS(M*)9 and C^M1) is a natural module for

M=Aδ.

Proof. Set s = rtrt. Then

pp = (CE(R) n CEiR1))^

= cE(Rγ n (
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As M = (R, Rr), we may deduce as follows:

CE{M) Π CziM*)

= cE{R) n c , ( # ) n c^R*) n c,(if *)

= {CE{R) π c,(#')) n (C,(izo n cE(Rrt))

= wnw>
— 1

In particular, ΛΓ acts on CE{Mι) nontrivially, and so | C (̂Jkf*) | ^ 24.
As \E\ = 28, we must have that £7 = C (̂ikf) x CE(M*). Moreover, as
R normalizes CE(M) and C^M*), it follows that

cE(R) = (C*(iiί) n cE(R)) x (c^iiί*) n cE(R))

C ) x (C*(M') Π C ) )

Therefore,

TF = CE{R) n C^Λ*)

- (CE(M) n C ^ Λ * ) ) x (C^CΛΓ*) n cE{R)).

Since | W\ = 4, we conclude that |C*(ΛP) Π C^(JB)|=2. Thus, CE(Ml)
is a natural module for M ~ A5 by Lemma (1J).

LEMMA (IN). Let t be an involution of a finite group Gf and
assume that C(t) has a normal subgroup L isomorphic to SL(2, 4)
such that (t} G Syl2(C(L) Π C(t)). Furthermore, assume that an S2-
subgroup R of L is contained in an N(R) f] C(t)-invariant E16-sub-
group S of G. Then X = (LG) is isomorphic to SL(29 16) or
SL(2, 4) x SL(2, 4), C{X) = O(G), and SeSyl2(X).

Proof. Let bars denote images in G/O(G). Then by Lemma
(1H), L is a standard subgroup of G and G{L) has a cyclic S -̂sub-
group. Let H be an S3-subgroup of NL(R). Then commutation by
t induces an iϊ-isomorphism S/R —> R, and since R — [R, H], it
follows that S = [S, H]. Thus S ^ X, and in particular, m(X)^4.
Appealing to [16], we now get that X = SL(2, 16), 51/(2,4) X
51/(2, 4) or P5L(3, 4). If X s P5L(3, 4), then we must have that
t acts on X as a graph automorphism. But then t does not
normalize any ^-subgroup of X. Therefore, X ~ SL(2, 16) or
SL(2, 4) x SL(2, 4) and so Se Syl2(X). Since R - [5, t] ^ L, (3) and
(4) of Lemma (1H) show that C(X) = O(G) and X = 5L(2, 16) or
SL(2, 4) x SL(2, 4).

LEMMA (IP). Let G be a finite group and t an involution of
G. Assume that C(t) = Kx (t) x 0{C{t)) with K ~ Sp (4, 2). Assume
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furthermore that G has a t-invariant subgroup M isomorphic to
the commutator subgroup of a maximal parabolic subgroup of
Sp(£, 4) and that conjugation by t induces the same automorphism
of M as the involutory field automorphism of Sj>(4,4). Then
E{G) ~ Sp(4, 4) and C(E(G)) = O(G).

Proof. Let S be a ί-invariant S2-subgroup of M and let T —
(S, t). We show that I(St) = tτ = tG Γi T. Our assumption on the
action of t on M in particular implies that I(St) = tτ, so I(St) <Ξ
tG n T. By assumption, m(Cs(x)) = 6 for any x e I(S) and so, as
m(C(t)) = 4, tG n S = 0 . Thus tG Π T = I(St).

Let T ^ *7eSyl2(iSΓ(T)). Then as tGnT = tτ, U = TC^t). By
hypothesis, Cs(t) is isomorphic to an S2-subgroup of Sp(4,2), so
Cτ(t) e Syl2(C(ί)). Therefore, CΓ/(ί) = Cτ{t) and 17 = Γ. This shows
that ΓeSyl2(G).

Since tGΓ\S=0, Lemma (IE) shows that t&Gf, and since
M=M'^Gf, it follows that SeSyl2(G') Thus, X = (K'G) has
S2-subgroups of class at most 2. Now, ϋΓ' = A6 is standard in G
and C(JBL') has cyclic S2-subgroups. Moreover, KΌ(G) iH G by
Lemma (1H) as t$Z*(G). Hence if bars denote images in G/O(G),
the same lemma shows that C{X) — 1 and either X is simple or
X = A6 x A6. In the first case, X is of known type by [9], and in
either case G°° = X. Thus M = M°° ^ X and S e Syl2(X). Therefore,
X = S^>(4,4). Let E be an i£64-subgroup of S. By hypothesis,
[E, t] = CE(t) ^ E8, and hence [[#, ί], O(C(t))] = 1 by the structure
of C(ί). Therefore, JS'(G) = Sp(4, 4) and C(^(ff)) = O(G) by (3) and
(4) of Lemma (1H).

LEMMA (lQ). Let G be a finite simple group containing an
E^-subgroup A such that N(A)/C(A) = A6 and A e Syl2(C(A)). Then
G = M22, PSL(A, q) (q = 5 mod 8), or PSU(4, q) {q = 3 mod 8).

Proof. The proof of Lemma 12 of [17] shows that G has S2-
subgroups of type A8 or A10. Then by [13] and [21], G is isomor-
phic to one of the following groups: Me, ikί22, Λf28, PSL(A, q) (q = 5
mod 8), PSU(4:, q) (q = 3 mod 8), and Lt/. The groups Me, Λί23, and
Li/ have no £716-subgroup whose automizer is isomorphic to JL6 (see
a table on p. 543 of [7] and Proposition 9.1 of [13]). Thus we have
the result.

LEMMA (lR). Let G be a finite group and Z a subgroup of
Z(G) isomorphic to ZA. Set G = G/Z and let A be an E^-subgroup
of G satisfying the following conditions.

(1) Nβ(A)/CG(A) = Σt.
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( 2 ) AeSyl2(CG(A)).
( 3 ) \G:NG(A)\ is even.
(4) The preimage of A in G is not abelian.

Furthermore, let t be an involution acting on G and G in the
following fashion.

( 5 ) A ^ CG(t) ^ NG(A).
( 6 ) CG(t)CG(A)/CG(A) = Σ3 wreath Z2.
( 7) NG(A)/A = CNGiA)/A(t) CG(A)/A.
(8) [Z,t]Φl.
Then there is a quasisimple characteristic subgroup H of G con-

taining Z such that C$(H) = ZO(G). Either H/O(H) = SU(4, 3) or
H/Z(H) has S2-subgroups isomorphic to those of PSL(6, q), q = 3
mod 4.

Proof. Let bars denote images in G/O(G). Assume that Q =
02{G) Φ 1. Then Q f]__C(A) Φ 1 and so, as C(A) - AO(C(A)) by (2),
it follows that l ^ Q n l < | N(A). The condition (1) implies that
N(A) acts irreducibly on A. Therefore, A <; Q, but A Φ Q as
\G: N(A)\ is even. But now A < NQ(A) <\ N(Ά), which is a contra-
diction because O2(N(A)) = A by (1). Thus, O2(G) = 1.

By the above, F*(G) is a product of nonabelian simple groups.
Let K = F*(G)9 A ^ f 6 Syl2(G), and Ϊ7 = f n K. Then 1 ^ U < f
by [6]. Hence we have that £7 Π A Φ 1 and then, as U f] A = K Π_
A<$N(A)f we have that A^U<*K just as above. However, AφΌ
by (3), so A < Nu(A) ^ Nκ{A) <\_N{A). It now follows from (1) that
Nχ(A)/Cχ(A) = A6 or î β. Let L be a component of K and let V =
£7 Π L. Then 1 ^ F n ϊ = Ϊ Π Ϊ < ] iV (̂A) and then A ^ f ^ L as
before. As C(A) is solvable, we conclude that K is simple.

Now the conditions (5), (6), and (7) imply that there is an S2-
subgroup S of N(A) such that 1 Φ [S, t] ^ A. Also, [C0{G)(t), A] ^
[O(Cβ(t))f O2(CG(t))] = 1. Therefore, [O(G), [S, t]] = 1 by [11, (1J)].
Thus, CA(O(G)) Φ 1 and, since iNΓ(A) is irreducible on A, we have
[O(G), A] - 1.

Let K be the full inverse image of F*(G) in G. Then A ^
0^(0(^8:)). In particular, C^(O(£:)) S O(K) and so, since K/O(K) is
simple, we have that K = CK(O(K))O(K). Thus ί is a central
product of ϋΓ°° and O(K). Now we set H = iΓ00. Then if is quasi-
simple and Z(H) = O(JBΓ). Furthermore, A ^ O2(iί:) = i ϊ and con-
sequently, NH(A)/CH(A) = A6 or Σ6.

Now define H and A to be the subgroups of G such that HfZ=
H and iί/Z = A, respectively. Then, clearly ίϊ <\ G. We show that
ίϊ is perfect. Suppose false. Then there is a subgroup J oΐ H oΐ
index 2 such that ίϊ = JZ. Let i? = A Π / . Then | B| = 32, B/ZΠ
5 ^ JE716, and A6 acts on B/Z Π -B nontrivially. This forces B to be
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elementary. But then A = BZ is abelian, contrary to (4). There-
fore, H is perfect. Furthermore, since H is quasisimple, so also
is H.

We check that H is the desired subgroup of G. By definition,
Z^Ή. and C&(H) = ZO(G) since H = F*(G) is simple. To prove
the second assertion, assume first that NH(A)/CH(A) ~ A6. Then
H/Z(H) ^ M22, PSL(4, g)(g = 5 mod 8) or PSU(4, q) (q = 3 mod 8) by
Lemma (1Q). The Schur multipliers of these simple groups are
known [5], and so we can determine the structure of H. We see
that H/0(H)=SL(4, q) or S£7(4, q). As (5) and (6) imply that CG(t)
is solvable, Lemma (II) and (8) show that H/0(H) = SU(4:, 3). There-
fore, assume that NH(A)/CH(A) = Σδ. In this case, a similar argu-
ment and the theorem of [26] yield that H/Z(H) has S2-subgroups
of type PSL(6, q), ^ 3 mod 4. The proof is complete.

2* In this section, we fix notation for L = PSU(4, 2) ~ SC7(4, 2)
and set down some facts about L and its automorphisms.

By choosing a suitable basis of the underlying hermitian space,
we identify the elements of L with the 4 x 4 matrices x with
entries in F4 satisfying

1\

(2.1) τx X —

I

and det x = 1,

where *x denotes the transposed matrix of x and x is the matrix
obtained by squaring each entries of x.

Denote by P the group of matrices

(2.2)

/I

a

c

\d

1

b

\

1/

where b2 = b and d2 — ac2 + a2c + d. Define At to be the group of
matrices (2.2) with 6 = 0, and define A2 to be the group of matrices
(2.2) with a — 0. Let Z be the group of matrices (2.2) with a = b =
c = 0.

Let e be a primitive cube root of unity in F4 and set

1 1
a, =

\

1

1 1/

/I

α, = 1

e 1
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1

\ i

1

e2

\

c, =

1

1

e

: δ0?
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1

1

\
\

l /

1 /

1

1 hl δi

> g > c 3 = bQ

11

1

I
/ I

I

1

1

1

1

1

1

1

1

Si =

1/

Denote by H the group generated by the matrix

\

Denote by Kγ the group of matrices

/I \

a b

c d

\

a b

G d
e SL(2, 2)

and denote by K2 the group of matrices

1 a b

c d

a2 h2

& d2

a b

c d
e SL(2, 4) .

Now we list some facts about L and i ts automorphisms. Proofs

will be mostly omitted because t h e assert ions are consequences of

s t ra ight forward calculations involving matr ices .

LEMMA (2A).
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( 1 ) | P | = 6 4 and PeSyl 2 (L).
( 2 ) P is generated by the involutions aίf α2, δ0, b19 δ2, δ3, and the

following commutator relations hold:

[au δ2] = δ 0, [alf δ3] = &«& ,

[α 2 , δ j = δ 0, [α 2, δ3] = δ 0 δ 2 .

All other commutators are trivial.
( 3 ) A1 is generated by a19 a2, b19 δ2.
( 4 ) A2 is generated by δ0, δ^ δ2, δ3.
( 5 ) Z(P) = Z = <&„>, ZIP) = (b0, bιt h).

( 6 ) grM(P) = {Λ}.
( 7 ) &*(P/Z) = {AJZ, AJZ}.

(8) p = ΛΛ

In the above lemma, (1) follows from the fact that | L | = 2δ 34 5.

LEMMA (2B).

( 1 ) NL(P) = HP.

(2 ) The following relations hold:

a{ — a2, aί = αxd2, b{ — δ2, b{ — bj)2 .

j centralizes other generators of P listed in Lemma (2A)(2).

( 3 ) H acts regularly on (PjA2)\ (AJA, f] A2)\ and {A1 Π AJZ)*.
LEMMA (2C).

( 1 ) NL(A,) = (K, x H)A.
( 2 ) A,~ A * A = Q8*Q8 and Z{A,) = Z = <δo>.
( 3 ) Under the action of NL(A^), (AJZ)* decomposes into two

o?*bits of length s 9 and 6, the former corresponding to involutions
of A1 — Z and the latter corresponding to elements of order 4 of
Aγ. OZ(K^ x H = (^δg) x <i> αcίs regularly on the orbit of length 9.

( 4 ) CL(AJZ)=A.
(5) 0»

( 4 ) and (5) above are consequences of (1), (2), and (3).

LEMMA (2D).

( 1 ) NL(A2) - KZA2.
( 2 ) A2 is a natural module for K2 = Aδ.
( 3 ) CL(A2)=A2.
( 4 ) Under the action of K2, A\ decomposes into two orbits of

lengths 5 and 10, the former consisting of cί9 c2, c3, c4, and cδ.

LEMMA (2E).
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( 1 ) L has two conjugacy classes of involutions, and we may
choose bQ and bt as the representatives of these classes.

(2 ) CP(60) = P and CL(b0) = NL(AX).
(3 ) Cpφ,) = (alf A2) and CL(bt) = <αlf s2)A2.
( 4 ) Involutions of Aι — Z are conjugate to bx in NL(A^).
( 5 ) Central involutions of L contained in A2 are c19 c2, c3, cif cδ,

and so they are all conjugate in NL(A2).

Let A = Aut (L) and identify L with Inn (L). Then A = </>L,
where / is the automorphism of L induced by the automorphism
of F 4 of order 2. Let R - </>P.

LEMMA (2F).

( 1 ) ReSγ\2(A).

( 2 ) The following relations hold:

a{ — a19 aζ = axa2 ,

bl = fe0, b{ = blf bζ = 6i62, b{ = b3 .

( 3 ) r ( Λ ) = 4 .
(4 ) Z(JB) - Z(P) = Z, R - <αlf 60, blf b2}.
( 5 ) i? feαs exactly four E16-subgroups: A2, (CΛι(f), /> = (alf 60,

6» />> <^ 2 (/) , /> = <6o, K 68, />, α^d <C^(/), />α^ = <60, 6lf 6263, aj).
All these are self-centralizing in R.

( 6 ) Jr(R) - (CAι(f), A2J /> = <αx, 60, 6» &2, 68, />, ZJr(R) = (b0, b,}.

For the proof of (3) above, see [17, Lemma 2]. (6) is a direct
consequence of (5).

LEMMA (2G).

( 1 ) NA{A.) = <f>NL(AJ.
( 2) NΛAJ/A ~Kyx (f)H ~Σ3xΣ3.
( 3 ) CA(AJZ)=A1.
(4) O2(NA(Ai)) = A.

(2), (3), and (4) above are consequences of (1) and Lemma (2C).
See Lemma (2D) for the proof of the next lemma.

LEMMA (2H).

( 1 ) NA(A2) = <f>NL(AJ.
( 2 ) NA(A2)/A2 s (f)K2 = Σ5.
( 3 ) CA(A2)=A2.
( 4 ) O2(NA(A2)) = A2.

LEMMA (21). NΛ«CΛι(f), / » =
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Proof. Observe that b0 is the only central involution of L
contained in Ax. By Lemma (2E)(2), we have

NA«CAι(f), / » ^ NA(CAl(f)) <: CA(bQ) = (f)NL(At) .

Thus, using Lemma (2C)(1), we obtain the result.

LEMMA (23).

( 1 ) CA(CAt(f)) = <A»f>.
( 2 ) NA{(CA2(f), / » = </, α l f 8tf A,}.

Proof. Use Lemma (2E)(3) to prove (1). Once (1) is proved,
then NA((CA2(f), / » ^ NA(CA2(f)) ^ NA((A2, / » ^ iN^(A2), hence (2)
follows easily.

LEMMA (2K).

( 1 ) CL(/) s Sp(4, 2) s ΣQ.

( 2 ) CL(/δ0) = CL(f) n Cx(6o) - (flu K K 63, βi>.
(3 ) If xe I(A — L), then x ~ f or fbQ in A and xΛ f] CL(x)x Φ

{x}.
( 4 ) If xe I(NA(P) - L) and C(x) Π Λz(A2) is an extension of

E8 by SL(2, 2), ^ / \

Proo/. For the proof of (1), (2), and (3), see [3, § 19]. For (4),
suppose (fbo)

g = x, geL. Since CL(fb0) is also an extension of EH

by SL(2, 2) by (2), we have CL(fb0)
9^C(x)f]NL(A2)f hence <αw δ0, 6,)^-

O2(CL(fb0))9 - Os(C(ί») Π iVx(A2)) = C{x) n Λ Since 60 e C(x) f] A2 and
since 60 is strongly closed in At with respect to L by Lemma (2E),
we have 6? = δ0, hence g e CL(b0) = N^AJ. But C£(/δ0)^ ^ iSΓ^Λ) n
NL(A2) = JVi(P), a contradiction. Therefore, α e/^ .

3. In this section, we begin the proof of the theorem stated
in the introduction.

Let G be a finite group which contains a standard subgroup L
isomorphic to PSU(£, 2), and assume that C(L) has a cyclic £>2-sub-
group.

We identify L with the group of 4 x 4 matrices x satisfying
(2.1). The symbols used in § 2 for various objects defined for
PSUiij 2) will retain their meaning for the balance of the paper.
Thus P is an S2-subgroup of L consisting of matrices (2.2).

Let t be an involution of C{L) and set C = C(t). We first
prove the following.

LEMMA (3A). If tG n LCC(L) = {t}, then r((LG)) = 4.
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Proof. Assume that tG n LCC{L) = {ί}. Let TeSyUCc(L)), Q =
PT, and Q<>Re Syl2(C). Then t e Z(R) and Z(R) ^ Q by Lemma
(2F). Therefore, ίσ Π Z(Λ) = {£} by our assumption, and hence
N(R) ^ C. This implies that R e Syl2(G).

Now if teZ*(G), then LO(G)<\G by Lemma (1H). Therefore,
we may assume that ίff π -Λ Φ {*} by [10].

Let t Φ u 6 ίβ Π R. Then w e Q by our assumption, and so
IR: QI = 2 . Notice that Q/P = T is cyclic by our hypothesis.
Hence if R/P is nonabelian, then uP ~ tuP in i? by Lemma (1A),
and so tGf]tuPφ0. If R/P is abelian, then by Lemma (IE),
either tG Π {tu)P Φ 0 or ί g G'. In the latter case, R Π G' = P or
P<ίu> as P ̂  L ^ G'. Hence r((LG)) = 4 by Lemma (2F). Therefore,
we may assume that έ̂  n twL ̂  0 for all u 6 tG Π C, u Φ t.

Suppose tuetG for all % 6 ί f f n C with u Φ t. Let ί f f eC-{ί} .
If tίL9C(L9), then there exists an element xeCLβ(t)* with txetL9

by Lemma (2K). Then a? = t(tx) e tG, so x9~ι etG f) L, contrary to our
assumption. If teLgC(L9), then t Φ tg~' etG Π LC0(L), contrary to
our assumption. Thus there is a conjugate tg eC — {t} such that
W Φ t.

Choose t9eC - {t} so that ίίff ^ t9 and let ί Λ e t t g L. If CL(ίλ) =
CL(ίί0 = CL(t9), then t ~ th ~ W by Lemma (2K), a contradiction.
Hence CL(th) & CL(tg). If R/P is nonabelian, we may choose hegR
by Lemma (1A). But then CL(th) = ^(ί^), a contradiction. There-
fore, .B/P is abelian.

Now Z(R) ^ Q by Lemma (2F), so P<ίίσ> contains no extremal
conjugates of t in i?. Thus t ί G' by Lemma (IE), and r((LG)) = 4
as before. The proof is complete.

In view of Lemma (3A), we shall make the following hypothesis.

Hypothesis (3.1). tG Π LCC(L) Φ {t}.

We next prove

LEMMA (3B). ETwtZer Hypothesis (3.1), <£> e Syl2(Cc(L)).

Proof. Let Γ 6 Syl^CL)) and let tΦt9eLCc(L). We may
assume V e PT so Γ ̂  C(ίy) = C .̂ Lemma (2E) shows that CL(t°) =
L Π Cg contains an 2£16-subgroup A. The image of A x T in
Cg/Cc(L)g has rank at least 4 and its exponent is equal to that of
T as TnCc(L)g = 1. Thus Lemma (2F)(5) forces \T\ =2.

DEFINITION (3.1). Let Q = P<ί>, and 5, - A,<ί> for ie{l, 2}.

L E M M A ( 3 C ) . We h a v e tG f ] L = 0.
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Proof. This is obvious if ta Π LCC(L) = {t}. Therefore, we may
assume Hypothesis (3.1). Suppose t9eL for some geG. By Lemma
(2E), we may assume tβ = b0 or bίf so that CP{t9) e Syl2(CL(t9)) and t°
has a square root in P. In particular, t has a square root in C
Hence, if Q ^ReSyl2(C), then R/P ~ Z4 by Lemma (3B). Thus
I(C) ^ L<t>. But then CP(tβ) = Ωx(CP(tβ)) £ L9(t9), and therefore,
£* 6 CP(t9)2 ^ IΛ This is a contradiction proving the lemma.

LEMMA (3D). // C contains an S2-subgroup of G, then r«L ( 7>) = 4.

Proof. We may assume Hypothesis (3.1) by Lemma (3A). Let
Q ^ # e S y l 2 ( C ) , so that ReSy\2(G). Suppose that teG'. As \R/P\
is at most 4 by Lemma (3B), Lemmas (IE) and (3C) show that there
is an element u e tG Π (R ~ Q) and, moreover, (u)P contains an
extremal conjugate v of t in R. However, since Z(R)tίQ, we have
veP, which is impossible by Lemma (3C). Therefore, t$Gf and so
r((LG}) = 4 as in the third paragraph of the proof of Lemma (3A).

LEMMA (3E). N(B2) ̂  N(A2).

Proof. If N(B2) ̂  C, then iSΓ(B2) normalizes B9nL = A2. If
iV(S2) ^ C, then β = ^ ( ΰ ^ Φ {t}. By Lemma (3C), Ω ̂  A2ί, so A -
<αδ|α, beΩ) is a nonidentity iV(S2)-invariant subgroup of A2. As
K2(^N(B2)) acts irreducibly on A2, A2 = A. Thus iSΓ(β2) ^ iSΓ(A2).

LEMMA (3F). |C(A2) n N(B2): C(B2)\ is a power of 2.

Proof. As C(A2) Π N(B2) stabilizes the series 1 < A2 < B2, the
assertion follows from [12, Corollary 5.3.3].

LEMMA (3G). Let Ω = ί^(jB2). Then Ω = {ί}, {ί, c tί, c8ί, c8ί, c4ί, c5ί}

or A2t. If Ω Φ {ί}, N(B2)
Ω is a primitive permutation group on Ω,

and C(Ω) = C(£2).

Proof. By Lemma (3G), β ^ A2ί. Under the action of K2,
which is contained in NC(B2), A2 decomposes into two orbits of
lengths 5 and 10, the former consisting of elf c2, c3f c4, and c5. Hence
it is enough to show that \Ω\ Φ 11. Suppose \Ω\ = 1 1 . Then by
Lemmas (3E) and (3F), C(A2) n N(B2) = C(B2) and then N(B2)/C(B2) is
isomorphic to a subgroup of Aut (A2) — GL(4, 2). This is a contra-
diction because \GL(A, 2)| is not divisible by 11.

LEMMA (3H). Lei feI(C — LCC(L)) and suppose that the action
of f on L is induced by the involution of Aut (JFY). If
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t° Π (b0, blf 63, t) ^ tN{B2\ then no element of G interchanges B2 and
(pA2(f), /, ί> % conjugation.

Proof. If an element g oί G interchanges B2 and (CAi(f),ff £>,
then # normalizes their intersection <60, 6X, 63, ί> and so t9h = ί for
some fe 6 JV(2?2) by hypothesis. However, gheC and (CA2(f), f, t)9h =
I?2 which is a contradiction as (CAXf), f, t) S (L, t) while B2 ^
<A *>•

LEMMA (31). Let fbe as in (3H) and suppose that (CAι(f), f, t)g=
B2 for some geG. Then A\ ̂  O2A\N{B2)).

Proof. As <L,/, t) = L</> x <ί> and as K.A, = NL{(CAι{f), / »
by Lemma (21), we have that X = N<L>f>t>((CAl(f),f,t)) is equal to
(iΓA, / , *>. Thus O2'2'(X) = O ̂ XXΛ) - Λ by Lemma (2C), and
hence A ^ 02>2'(N((CAl(f), f, t>)). Therefore, A? ̂  02>2'(N(B2)).

LEMMA (3J). Under Hypothesis (3.1), ίfcβ following conditions
hold.

( l ) iST(Q) ̂  i s r o n tf(B8).
(2 ) m(C) = 5.
( 3 ) C does woί focwe α9t EZ2subgroup X such that SL(2, 2) x

Proof. By Lemma (2A), &*(Q/Z(Q)) = {BJZ(Q), BJZ(Q)}, hence
(1) follows. (2) is a direct consequence of Lemma (2F)(5). By the
same lemma, if X is an ^-subgroup of C, then X~B2, (CAl(f), f, t>,
or (CA2(f), f, t) in C, where / is an involution acting on L as a
field automorphism. Hence NC(X)/CC(X) ^ ^ or ^ 2 x SL(2, 2) by
Lemmas (2H)—(2J). Thus (3) holds.

4. In this section, we shall work under the following hypo-

thesis.

Hypothesis (4.1). tN{B*] = {t}.

We prove the following theorem.

THEOREM (4A). Under Hypothesis (4.1), r((LG}) — 4.

The proof involves a series of reductions. First, if tGf]LCc(L) =
{«}, then Theorem (4A) holds by Lemma (3A). Therefore, we assume
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that G satisfies Hypothesis (3.1). Then <£> e Syl2(Cc(L)) by Lemma
(3B).

LEMMA (4B). If t$G', then Theorem (4 A) holds.

Proof. By Hypothesis (4.1), N(B2) ^ C so that N(B2) n C{A2) -
C(£2). This implies that B2 e Syl2(C(A2)) as C(B2) = £2O(C) by
Lemmas (2H) and (3B). Hence N(A2) = N(B2)C(A2) = NC(B2)C(A2) by
a Frattini argument, and so N(A^IG(A^ = A5 or J5 by Lemmas (2D)
and (2H). We also have that JVL(Aa) ^ JV^Λ) since L ^ G'. There-
fore, NG(A2)ICQ,(A2) = A5 or Σ5. Also, Λ ^ C0,(A2) <\ C(A2). Since
B2 e Syl2(C(A2)) and t ί G ' , it follows that A2 e Syl2(C^(A2)). Thus,
r(G') = 4 by [17, Theorem 3] and hence r((LG)) = 4. The proof is
complete.

Let Q <; ReSγl2(C). The following lemma follows from Lemma
(3D).

LEMMA (4C). If ReSγl2(G), then Theorem (4A) holds.

In view of Lemmas (4B) and (4C), we shall form now on assume
that

teG' and R g Syl2(G)

We shall eventually derive a contradiction from this hypothesis.

LEMMA (4D). There is an involution feC whose action on
L = PSU(4:, 2) is induced by the automorphism of F4 of order 2.

Proof. It is enough to show that I(R — Q) Φ <Z. Since R$
Syl2(G), N(R) £ C so that JV(Λ) ̂  N(B2) as iSΓ(β2) ^ C by Hypothesis
(4.1). If I(R) ^ /(Q), then B2 would be the only ^-subgroup of R
by Lemma (2A), and so N(R) ^ N(B2). Therefore, I(R — Q)Φ0,
as required.

We assume without loss of generality that feR. Notice that
i2 = Q</>. Let SeSy\2(N(R)). Then R < S, so we may choose
geS-R.

LEMMA (4E). The following conditions hold.
(1) S = R(g) and g2eR.
( 2 ) t9 = 60ί αmZ 6? = 60.

(3) # interchanges B2 and (CAl(f), f, t) by conjugation.
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( 4 ) g

Proof. As C8(t) = R < S, {t} < ts. Also, ts ^ Z(R). As Z{R) =
(K ί> by Lemma (2F) and as t φ b0 by Lemma (3C), it follows that
ts = {ί, δoί} Therefore, \S: R\ = 2 and S < C(bQ). Hence (1) and (2)
follow.

By Lemma (2F), B2, (CAι(f), f,t), <CA2(f\ f,t), and <jCM(f),
f, t)x, where xeP — CΛι(f)A2, are the only ^-subgroups of R.
Since N(B2) ^ C by Hypothesis (4.1), B2 Φ Bξ < i?. Thus (3) holds.
Then Lemma (31) shows that A{ £ 02>2'(iNΓ(J32)). Since N(B2) ^ C,
02>2'(N(B2)) = ^L(A2) by Lemma (2D). Hence A? ̂  i2 n NL(A2) = P.
Also, 60 = &? e A?. Since AJ(b0) is the only ^-subgroup of P/(bQ)
by Lemma (2A), we have that Af = At. Since j ^ = <AW t> and
ίff = &oί e A^, geNiBJ. The proof is complete.

LEMMA (4F). We may choose f so that the following conditions
hold.

(1) g interchanges Ax Π A2 and CAl(f) by conjugation.
(2) g interchanges P and (Alf /> by conjugation.
(3) geN((P,f)).

(4) ί*Π<P,/> = 0 .

Proof. Using Lemma (4E), we may deduce as follows:

(A, n A2)* = (A, n B2y
= Λ n <cAι(f),/, t)
= cAl(f).

Since g2eR<> N(A, Π A2), GAι(f)3 = A1 f) A2. Now A? is a maximal
subgroup of (CAl(f), f, t) containing CAl(f). Since t9 f]L = 0 by
Lemma (80), Af * <C^(/), ί>. Therefore, Af = <CA(/), /> or <C^(/),
/ί> Replacing / by /ί in the latter case, we may choose / so that
M = (CAl(f),f}. Then

and <A1? f)9 = P as g2 eR <> N(P). Hence βr normalizes <P, Ax, /> =
<P, />. Since Af = <C^(/), /> and ί β n Λ - 0 , f n <C^(/), /> = 0 .
By Lemma (2K), every involution of Pf is conjugate to an element
of CAι(f)f. Therefore, tσ f] <P, /> = 0 . The proof is complete.

LEMMA (4G). Γfce following conditions hold.
(1)
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( 2 ) SeSylΛΛTO).

Proof. Since Z(B,) - <60, t} by Lemma (2C), £Λ~(i?ί) ^ {t, 60ί}. By
Lemma (4E), geN(BJ - C. Hence I-ZVCBJ: iNUA)! - 2 and ΛΓCBJ =
Nc(BXg). Similarly, N(R) - Nc(R)(g). Since ^ ( Λ ) ^ iV^BJ by
Lemma (3J), (1) follows. Now # e S y l ^ C B J ) , so S = R(g) e

The proof is complete.

LEMMA (4H). I(S) S Ufl).

Proof. Suppose this is false. Then Ω^S) = R, so N(S) ^ N(R),
and Lemma (4G) yields that SeSyl2(G). Also, tσ Π S = tG n R ^
<P,/>ί by Lemma (4F)(4). As <P, / > < S and | S / < P , / > | = 4 by
Lemma (4F), Lemma (IE) forces ί g G' against our hypothesis.
Therefore, I(S)

Now let bars denote images in C(δo)/<δo>. Then S acts on ^
by Lemma (4E). In the following two lemmas, we collect necessary
information on this action. Notice that we may choose ax, b2, ά2, bx

as a basis of Aλ.

LEMMA (41). The following conditions hold.
( 1 ) αί3 = a A, b^ = 62, ά2

&3 = δ2ά2,_61

fc3 = 6lβ

( 2 ) a{ = άί9 b( = bj)lf a{ = α ^ , b/ = bx.
( 3 ) al*f = ajbubϊ*^ = b2bl9 aψ = afi^jb^ bί8/ = 6X.
( 4 ) C Z l (6 3 ) = <62, 6,).
(5) CZl(/) = <αw &_,>._
(6) C

Proof. (1), (2), and (3) follow from relations listed in Lemmas
(2A) and (2F). (4), (5), and (6) are consequences of (1), (2), and (3),
respectively.

Now choose / as in Lemma (4F). So far g was an arbitrary
element of S — R. We now prove

LEMMA (4J). We may choose g so that g2sA1 and the following
relations hold:

af = b2, bξ — ά19 al — α2, b? — bx .

For g satisfying these relations, we have that
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Proof. Lemma (41) shows that δ3, /, and bj have the following
matrix forms with respect to the basis aίf b2, α2, ̂  of Άlt respectively.

1\

1

1 1

1 1

1 1

1 \

1 1

1 1

1 1 1 1

1

Choosing a suitable element g eS — R, we determine the matrix
form of g. By Lemma (4F), g interchanges A1Γ\ A2 = (bu 62> and
GAJJ) — <&> 5Ί)» and so g normalizes (b,). Therefore, g has the
following matrix form.

a\

c d 1

By Lemma (4H), we may assume from the outset that g2 6 A±. Then
g induces an involutory automorphism on Alt and so the square of
the matrix of g is equal to the unit matrix. Hence we have that
a = b and c = d. Thus g has the following matrix form.

1 a

1 a

c c 1 e

1

Now P9 = (Alt f) by Lemma (4F), so gb3g = f mod A±. This implies
that

1

c

1

c 1

a
a

e

1 \

1\

1

1 1

1

c

1

c 1

a
a

e

1

1 1

1 1

1

Hence we have that a = c, and so g has the following matrix form.

1 a

1 a

a a 1 e

1

We compute that bjg has the following matrix form.
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/ 1 α + 1

1 α + 1

α + 1 α + 1 1 e + 1

\ 1

Hence replacing g by bjg if a = 1, we may assume that g has the
following matrix form.

1 e

1.

This implies that a\ = a2b{ or a2b{b0. Since a\ is an involution, it
follows that e — 0. This implies that the relations listed in Lemma
(4J) hold. The latter half of the lemma follows from this easily.

Now choose g as in Lemma (4J). We next prove

The following conditions hold.
= A and Z((P, f,
> x <t>

LEMMA (4K).

(1) <P, /, flr>/Λ = A and Z((P, f, gy/AJ = <A, bjy/A,.
(2) S = <
(3) Z(S)
( 4 ) S f (S) = <60, δw t>.

Proof. By the choice of #, g2 e Ax and ^ interchanges P=(Alf b3)
and <Λ,/>• Hence (1) follows. By Lemma (4E)(2), t e Z(S). Since
(P,f,g}nR = (P,f), t$(P,f,g). Thus (2) holds. Now Z(S) £
Cs(t) = R, so Z(S) ^ Z(R) - <Z>o, t). _ Since ίff = bot by Lemma (4E),
(3) follows. By (2), Z(S) = Z((P, /, g)) x <ί>. Since [63/,_Λ] ^ 1
•and since <A1163/>/il1 = ̂ (<^/^>/Λ)>_we have that C<pf7f̂ >(A1)= Λ.
Hence Z(_<P, /,_^>) - CZl«68> /, g)) - <&,> by Lemmas (41) and (4J).
Thus Z{S) = <&!, ί> T h ί s Proves (4).

LEMMA (4L). SeSyl2(G).

Proof. Assume that SeSyl2(G). Then (P, f, g) contains an
extremal conjugate u of t in S by Lemma (IE), since teG'. Since
tG Π <P, /> = 0 by Lemma (4F), u = ̂  or 63/βr mod Ax, and we may
assume that %Ξgf mod ̂  Then Cjfa) = (ά^g, α2, 6^ by Lemma
(4J) and C<Ptf,β>/Λι(u) = (Al9 g,bJgyiAlf so | C<P>/,ff>(^)|^26 and |C 5(u)|^
27. However, |C]2 = |i?| = 28. This is a contradiction. Therefore,

Now let TeSyl2(iV(S)).
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LEMMA (4M). The following conditions hold.
(1) | Γ : S | = 2 .

(2) ίΓ = <60,δi>ί.
(3) ΓeSyl2(G).

Proof. B y L e m m a (4L), S < T a n d so tτ = | T: Cτ(t)\ = | T: R\^
4. On the other hand, tτ <> Z2(S) = (b0, bl9 t} by Lemma (4K), so
tτ ^ <δ0, 6i>ί since ί β n L = 0 . Hence (1) and (2) follow.

Now Z{T) = <6o> since Z(Γ) ^ CΓ(ί) ^ S and Z(S) = <60>. Hence
Z2(T) ^ i V ^ ) = S by Lemma (4G)(2), and so Z2(T) ^ Z,(S) =
<60, δlf ί>. Now (2) shows that <60, δx> < T, so <60, δL> ^ Z2(T). It
also follows from (2) and Lemma (4E)(2) that th = 6^ or 60M for
heT - S. This implies that t € Z2(T). Therefore, Zt(T) = <&0, &i>.

Let _X_= Z3(T). Then X ^ iNΓ^βJ = S, _and JX, S] f <60, &χ>.
Hence [X, SJ^_<61>_= Z{T). Now <6Λ, ί> = Z(S) < f, so_<6;,J> ^ X
In particular, ί e ϊ a n d s o , if 7 = ϊ ί l <P,f,g>, then Ϊ = 7 ( F ) by
Lemma (4K)(2). We have that

Hence Ϋ ^ Z((P, f, g) mod AJ -_<Λ, &3/> _by Lemma (4K)(1). _From
Lemma (4I)(3), we get that [b3f,a2]=a1b2bί$ζbι). Hence, Y^AL

and using Lemmas (41), (4J), we get that Ϋ <L <βj>29 6Ί> Therefore,
<&!, t> ^ X ^ <αA, 6,, t>. That is, <60, blf t) ^ Z3(T) ^ (afi2f b0, blf t).
Hence Ω^Z^T)) = <60, bί91).

Now let UeSγϊ2(N(T)). Then tu ^ <&0, 6X, t> by the above, and
so tu = <&o, &i>*. This shows that 117: Λ| = 4 . Hence ϋ =T and
TeSyl2(G). The proof is complete.

LEMMA (4N). t$G'.

Proof. Let heT - S. Then Λ n Rh < ϊ 7 as h2eS^ N(R) by

Lemma (4M). Since R = Cτ(t) and t* 6 <60>δ1t by Lemmas (4E) and
(4M),

Rr\Rh ^ CR{th) = CR{b,) - <αlf δ0, δlf δa, δ8, /, ί> .

Now t ~ bot ~ bxt by Lemma (4M), and since every involution of L
is conjugate in L to 60 or b19 it follows that t ~ xt for all xeI(L).
Since P* = <AL, /> and t9 = δoί, we also have that δo£ — (fbQ)bot=ft.
Hence ί — / ί . Also, tG Π <αx, δ0, δx, δa, δ8, /> = 0 by Lemma (4F)(4).
Therefore, we conclude that the subgroup generated by the products
of two elements of tG Π (al9 b0, b19 δ2, δ8, /, t> is equal to <αx, δ0, δw δ2,
δ8,/>. This shows that <αlf δ0, δx, δ2, δ8, / > < Γ. Hence <P,/> n
(Pff)

h = (a19b0fb19b2fb3ff). Thus N = (P, f)(P, f)h is a normal
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subgroup of T of index 4, and moreover, t$N as S = <JV, t).
Let w be an extremal conjugate of t in T. Assume that ueS.

Notice that <60, t) <\ S and S/<60, t) ~ <P, /, g>/<60> by Lemma (4K).
Hence if u£R, then i& = g or &3/# mod Blf and so | Cs/Bι(u) | = 4 and
!CBί/<bθtt>(u)I = 8 by Lemma (4J). Since \Cτ(u)\ — 28 by assumption,
we get that C<bQ}t}(u) = (b0, t). But then ueCτ{t) = R, a contradic-
tion. Hence u eR and so we <P, f)t^Nt by Lemma (4F)(4).

Assume that u ί S. Then we may choose h — u. Now B[ι is
an £732-subgroup of S, and 2?ί Φ Bt since S e Syl2(Λ

Γ(51)) by Lemma
(4G). Also, teZ(S) ^ 5ί by Lemma (4K)(4). Therefore, B? = X(t)
for some j?16-subgroup X of <P, /, g) different from Ax by Lemma
(4K)(2). Thus XAJA1 is a nonidentity elementary abelian subgroup
of <P, /, ^>/Ai which centralizes the subgroup XΠAλ of Ax. We argue
that XAX = <Ai, b3f,g). If not, then using Lemma (4I)(4), (5), (6),
and Lemma (4J), we get that XA1=(Al9 g) or ^Au gzfg). Conjugat-
ing, we may assume the former. Then X Γ\ Aλ = Z((Alf g}) = {αjb2,
ΰzih) by Lemma (4J). But then α2eBlι <: Rh, so α2eRπRh =
(αlf bQ, hlf h2, 63, /, t), which is a contradiction. Therefore, XAt —
<Ai, 63/, >̂ and so S ^ ί = (Blf bj, g). This implies that Bx Π -Bί
has index 4 in J5lf so that \B, Π BiΛ| = 24. We also have that B1 Π
J?/ι = JBi Π (i? Π Rh) = <α1? 60, 61, &2, ί> Hence | J5X n Rh\ = 25. Now con-
sider the following normal series of T.

B, n Bΐ ^ (5, n i2/4)(5/1 r\R)^RΓ\Rh^ RRh = S<, T .

The factors of this series have order 2 except for (B, Π Rh){Bΐ
5X Π 5X

Λ and RRh/R Π -BΛ, which are fours groups. Therefore, the
centralizer of h in each factor has order 2. There are 4 factors
and \Cτ(h)\ — 28 by the choice of h. Hence h must centralize BιΓiBι.
But then, as ί e Z2(S) ^ B1 Π Pί, ft e CΓ(ί) ^ S, which is a contradic-
tion. Therefore, ue S and so ue Nt as shown before.

We have shown that each extremal conjugate of t in T is
contained in Nt. Thus Lemma (IE) shows that t $ G'.

Lemma (4N) conflicts with our assumption. Therefore, we have
proved Theorem (4A).

5. In this section, we shall make the following hypothesis.

Hypothesis (5.1). tX{B2) = {t, cj, c2t, cΆt, cj, cδt).

The purpose of this section is to prove the following.

THEOREM (5A). Under Hypothesis (5.1), r((LG)) — 4.
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The proof of this theorem is similar to that of Theorem (4A),
although the arguments involved in this section are much more
complicated than in § 4. We begin the proof by studying the
permutation representation of N(B2) on Ω = tN{B2\ Let

nx — t and nt = c^t

for i 6 {2, 3, 4, 5, 6}, so that

Ω = {%„ w2, n3, no n5, n6} .

LEMMA (5B). N(B2)
Ω S N(B2)/C(B2) = Σ6 or A6.

Proof. First, observe that <£> = £ 2 . Hence C(Ω) = C(B2) and
N(B2)

Ω s* N(B2)/C(B2). By Hypothesis (5.1), \N(B2): NC(B2)\ - 6 . Since
NC(B2)/C(B2) = Σδ or A5 by Lemmas (2D) and (2H), it follows that
\N(B2)/C(B2)\ = 720 or 360. Thus N(B2)

Ω is a subgroup of the sym-
metric group on Ω of index 1 or 2. Hence N(B2)

Ω = 2^ or A6.

Notice that Hypothesis (5.1) implies Hypothesis (3.1). Therefore,
(t) e SγUCc(L)) by Lemma (3B).

LEMMA (5C). The following conditions hold.
( 1 ) N(A2)/C(A2) = N(B2)/C(B2).
(2 ) N(B2) n C(A2) = C(B2) = BaO(C).
( 3 ) £2GSyl2(C(A2)).

Proo/. Since <ί> eSγUCc(L)), Lemma (2H) shows that C(B2) =
B2O{C). By Lemma (5B), N(B2)/C(B2) has no nonidentity normal
2-subgroups. Since N(B2) n C(A2)/C(B2) is a normal 2-subgroup of
N(B2)/C(B2) by Lemmas (3E) and (3F), it follows that N(B2) n C(A2) =
C(S2). This proves (3), since jB2eSyl2(C(52)). Finally, (1) holds by
a Frattini argument.

Now O(C(B2)) = O(C) by Lemma (5C)(2), so let bars denote
images in N(B2)/0(C). Then since C(B2) = B2O(C), N(B2)/B2 = Σ6 or
A6 by Lemma (5B). Choose the subgroup M of iV(i?2) such that
B2£ M and _M/B2_= AQ. Then since K2BJB2 ~ Aδ, K2B2 ^ iί? and in
particular, Q ^ M. Now A2 < N(B2) by Lemma_ (3E). Hence M/A2

is an extension of Z2 by A6, and it contains Q/A2 = E8. Therefore,
the extension splits, and there is a subgroup N of M such that
Ά2<*N and M/A2 = iV/Z2 x 52/A2. As before, J?2A2 ^ ΛΓ, and so

DEFINITION (5.1). Let M and N be the preimages of M and N,
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respectively. Furthermore, let Q £ ReSγ\2(C), R ̂  Te Sy\2(N(B2)),
S = T n M, and U = S Π N.

Thus U < T, T = RU, R Π U = P, and R Π S = Q by the above
remark. In particular, T/U-R/P. Notice also that N(B2)/C(B2) ~
Σ6 if and only if Q < 22, as ReSy\2(Nc(B2)).

LEMMA (5D). If T/U is cyclic, then Theorem (5A) holds.

Proof. Suppose that T/U is cyclic. Then tG f] T ̂  S. Hence
tG n R ̂  S n R = Q, so B2 = (tG Γ\B2) is weakly closed in R with
respect to G by Lemma (2A). Let tg e B2. Then Bfι ^ C, so there
is an element ceC such that Bfι <£ JBC. By the weak closure of
JS8, Bfι = β2

c and ίff - ίCff 6 ίV(i?^. Therefore, tG f) B2 = tNίB^ = ΰ .
Let x e ̂  n (Q — B2). Then x e ^ by Lemma (2A) and x is con-

jugate to an element of Bt Π B2 in NdBJ by Lemma (2E). Since
tGr\B1Γ\B2 = ΩnB,^ {ί, o^} and since ί and cxί 6 Z(NC(BJ), x = t or
Cjt and so x 6 5 2, which is a contradiction. Therefore, tGf)Q = tGΓ) B2.
This in turn implies that tG Π S = t° Π 5 2 , as M/B2 has one conjugacy
class of involutions by the definition of M. Thus tG Π T = tG Π B2 =
Ω. Hence N(T) <, N(B2) and so TeSyl2(G). Also, tG Γ\ T ̂  Ut.
Therefore, ί g G; by Lemma (IE). Since U^N'<LG', we conclude
that UeSyUG').

Now N(A2)/C(A2) ^ Jβ or A6 by Lemmas (5G) and (5B). As
NN,{A2)ICN,(A2) = A6 and f/eSyl2(A^(A2)), it follows that NG,{A2)I
CG,(A2) = AG. Also, since B2 e Syl2(C(A2)) and since t £ G', A2 e
Syl2(CUA2)). Thus by [17, Theorem 3], r(G') •= 4 and hence r « L r ; » -
4. The proof is complete.

In view of Lemma (5D), we shall assume from now on that

T/U is not cyclic. This implies that T/U~E±. Let bars denote

images in N(B2)/0(C). Then since WB^/N ~ T/U, there is a sub-

group K of Mβ^ such that N < K and N(B2)/A2 = K/A2 x B2/A2.

DEFINITION (5.2). Let K be the preimage of K in N(B2) and
set V=TΠK.

Since R/P ~ E4, we may assume without loss of generality that
there is an involution feR — Q whose action on L is induced by
the automorphism of JP4 of order 2.

Now A2 <| Ry so R acts on A2 by conjugation. In the following
lemma, we collect information on this action. For the proof, see
Lemmas (2A) and (2F).
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LEMMA (5E). The following conditions hold.

( 1 ) 60

αi = 60, 6?1 = blf b^ = δo&2, 6ji = ί ^ A -

( 2 ) &0

α2 = δ 0 , bp = 60&1, &?2 = &2, &ϊ 2 = &0&2&3.

( 3 ) bζ = 60, 6f - & lf b{ = 6,6,, &ί = 63.

( 4 ) C ^ α J = <δo, &i>.
( 5 ) C^2(α2) - <60, 6?>.

( 6 ) C ^ ( / ) = <60, bίf 63>.

Permutation representations of a19 a2, and f on Ω can be com-
puted by using Lemma (5E) and the expressions of c/s in terms of
6/s given in § 2. We have that

a? = (n3, nXnb, ne), a? = (nif nδ)(n4, n6), fΩ = (n6, wβ) .

Therefore, we may assume without loss of generality that

TΩ = <α ,̂ fΩ, a?, α?> ,

where

That is, ta = cxί, (Ciί)* = t, and (Cii)a = cjb for i 6 {2, 3, 4, 5}. Noticing
that d = (c^)ί, we get that c? = d and cϊ = c ^ for i 6 {2, 3, 4, 5}.
Thus we can determine the action of a on B2, using the relations
b0 = clf &! = c4c5, b2 = C!C2c4, and 63 = c2. Furthermore, we can compute
[JB2, α] and CB2(a). Also, CΓ(i2) = 5 2 and aΩ is an involution which
centralizes αf, αf, and / f l . Thus we have the following result.

LEMMA (5F). There is an element aeT — R which satisfies
the following conditions.

( 1 ) a\ [alf α], [α2, a], and [/, a] 6 B2.
( 2 ) &; = 6 0 , 6f = δ i , 6? = 62, 63

α = b0b3, Γ - & o t .
( 3 ) [B2,a] = (b0).
( 4 ) CB2(a) = (b0,b19b2,ht).

Our next result shows that T has the unique structure.

LEMMA (5G).

(1) We may choose a in Lemma (5F) and f so that a2 =

[a19 a] = [α2, a] = [/, α] = 1.

( 2 ) 1/ P*/A2 is an E^-subgroup of U/A2 different from P/A2,
then ίf *(P*) consists of two E'^subgroups.

Proof. Observe first that V f] R = <P, /> or <P, /«>. Replac-
ing / by / t in the latter case, we may assume that feV.



FINITE GROUPS WITH A STANDARD SUBGROUP 431

Choose an element aeT — R as in Lemma (5F), and let bars

denote images in N(B2)/C(B2). Then T = <α> x <μίf a29 f)^Z2x D8

and Z{T) = <α, a,).
Now aγeZ{T)9 so ( α , ) ^ <\ V. Also, C ^ α J = <δ0, &i> and so

/ ( α ^ ) = af2 by Lemma (1C). Thus V = C V ^ ) ^ , and consequently
ICVfo)! = 6 4 .

Now <alf a2, / , δo> ^ ^((a,, a 2 » Π ̂ ( a j . Suppose that equality
holds here. Then CF(αx) Π CF(α2) = C(α2) Π (aί9 α2, /, δo> = (a19 α2, δo>
and so |C Γ (αJ: CΓ(αJ n CV(α2)l = 8. This shows that l α ^ ' l = 8.
However, since (al9 a2) <\ T, (a19 a2f CAz(aJ> <\ CΓ(αx). Similarly,
(alf CA2{a^y <| Cv{aί). Hence α^ ( α i ) ^ ^{α^ CAz{a$>9 whereas \I(a2(a19

CΛ2{^i)})\ = 4 as C(α2) Π <αx, C^aJ) = <αx, ί)0> has order 4. This con-
tradiction shows that <αx, α2, / , δo> ^ N((alf α2>) Π CF(αx), so N((a19

Λ2» ΓΊ CF(αx) has index 2 in CV^).
Now C^ίαJ ^ N«α x , α 2 », so that by the above paragraph,

Cv(ai) = (N«α ι, α 2» Π ̂ ( α , ) ) ^ ^ ^ ) .

Thus V = Nr((aί9 a2))A2 and so we may assume a e Nv((aly α 2 ».
Then, since [α, (βl9 a2)] = 1, [α, <αu α2>] == 1. Also, since a2 = (af)2 =
1, α2 and (α/)2 e NA2((aί9 α 2 » = <δo>. Using the relation £α = δoί, we
may deduce as follows:

(atff = (aft)* = (af)\afrH(af)t
= (af)Haft

Also,

= a2tat = a\bot)t - α2

If a2 = δ0, let α0 = αί. Then α0

2 - 1 and (α0/)2 = (α/)2δ0 6 <δo> by the
above. If (α0/)2 - δ0, let /0 = / ί . Then (αo/o)

2 = (α/)2 = (αo/)2&o = 1.
If α2 = 1 and (α/)2 - δ0, then (α/0)

2 = (α/)2δ0 = 1. Therefore, replac-
ing a and / by at and ft, if necessary, we may assume that a2 =
(α/)2 = 1. This proves (1).

Now (af)Ω — (n19 n2)(n^ nQ) by definition, so afeS and S = <αt,
α2, af)B2. Since P*BJB2 is an ^-subgroup of S/5? different from
PJ32/£2 and since PJ52 = (alf a2}B2, it follows that P*JB 2 = <αx, α/>JB2.
Hence if xeP* — A2, then CM(x) = CA2(αL), CM(af) or C^a^af), and
so using Lemmas (5E) and (5F), we have that C^2(#) = <δ0, δ ^ . Now
(1) shows that <α, α l f α2, /> is a complement for 1?2 in T, so that
I?2 has a complement F in ΛΓ(.B2) by Gaschϋtz's theorem [19, Haupt-
satz 17.4]. Then Y' is a complement for A2 in N'9 and so there is
a fours group X such that XA2 = P* and X f) A2 = 1. Since C ^ O ) ^
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<δ0, δx> for x 6 X\ [11, (1C)] shows that gf *(P*) = {A2, X<δ0, &i>}. This
proves (2).

Now choose an element aeT — R as in Lemma (5G). As
remarked in the proof of Lemma (5G)(2), T = (a9 a19 α2, f)B2 and
<α, αx, α2, /> Π -B2 = 1 .

LEMMA (5H). 27&e following conditions hold.
( 1 ) Z(T) = <δo>.

( 2 ) Z2(T) - <α, δ0, δ1? ί>

Proof. As Z(Γ) ^ C^ί) = Λ, Z(Γ) ^ Z(JB) = <δ0, ί>
 A s *α = δoί

by Lemma (5F)(2), Z{T) = <δo>.
Now Z2(T)^CΓ(J32/<δ0>)^Z(Tmod J32) = <α, ax)B2. Since [α, 52] =

<δo> by Lemma (5F)(3) and since [alf B2] = <δ0, &i> by Lemma (5E)(1),
we have that <α> ̂  Z2(Γ) ^ <α>52. Hence if X = B2 Π ̂ 2 (Γ), then
Z2(T) = (a)X.

By definition X ^ Z2(Q) = <δ0, K K t). Clearly, δ0 6 X. We
have that [<α, alt a2, />, 6J = <60> by Lemmas (5E) and (5F). Also,
[(a, alf a2, f),t] = (b0). Hence b1 and teX. However, b2£X since
[Λ 2̂] = &i by Lemma (5E)(3). Therefore, X = <60, blf t) and so
Z2{T) - <α, δ0, blf t).

LEMMA (51). The following conditions hold.
( 1 ) Cτ(bxt) = {aa2i aly f, B2).
( 2 ) B2 and D = <αx, /, 60, bly t) are E^-subgroups of Cz φJ) and

both are normal in T.
( 3 ) Cτ(a) = <α, a19 α2, /, b09 b19 b2, b3t).
( 4 ) Cτ(ab^ = <α, αx, /, 60, 6X, 62, 68ί, α2ί>.

( 5 ) E = (a, b09 b19 b2, b3t) and F = <α, αx, /, b09 6X> are Eu-sub-
groups of Cτ(a) and Gτ{abτ), and both E and F are normal in T.

Proof. Since B2 is abelian, C^b^) = C<aiava2j>(b1t)B2. By Lemma
(5E), αt and / centralize 6^. Also, (δjί)™2 = (6Aί)α2 = δoδAί = M by
Lemmas (5E) and (5F). However, a £ CQ><t) by Lemma (5F)(2). Thus
C<α,βl,α2,/>(δif) = <αα2, «i, /> and hence (1) follows.

To prove (2), it is enough to show that aeN(D) as D=(CΛl(f)9

f,t)<\R by Lemma (2F). By Lemmas (5F) and (5G), a centralizes
Gi> ff K K Also, ta = δoί. Thus a e iV(D). (3) is a direct conse-
quence of Lemmas (5G)(1) and (5F)(4).

As a consequence of (3), we have that E is elementary of order
32. Also, F is elementary of order 32 as <α, alf /> centralizes
(K δi> by Lemmas (5E) and (5F). Thus E and F ^ ^ ( α δ j . Now
(ab.Y2' = (αδoδi)* = (α60)δ06i = α&i by Lemmas (5E) and (5F)(2). Hence
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{E, Fy a2t) <L Cτ(abλ) and as (E, F, a2t) is maximal in T and ab, £ Z(T)
by Lemma (5H), we conclude that Cτ(abj) — (E, F, a2t) = (a, alf f, δ0,
blf δ 2, hόt, a2t).

Now (μ19 α2, / ) centralizes a and normalizes <60, b19 δ2, 63ί> by
Lemmas (5E) and (5F). Also, [B2f a] = <δo> and B2 centralizes <δ0, b19

b29 63£> Thus T = (aly a2, f, E, B2) normalizes E.
Similarly, we see that α2 normalizes {a, a19 /> and (bQ, δx).

Furthermore, [<α, a19 />, J32] ̂  <δo> &i> a n ( i -B2 centralizes <60, ί^).
Hence Γ = <α2, F9 B2) normalizes F.

LEMMA (5J). tG Π <AX, ί> = tr - {ί, δoί} and tσ Π B2 = tN^\

Proof. Suppose that t~bjt. Since R e Syl2(C(ί)), t is extremal
in an S2-subgroup of G containing T. Therefore, there is an
element geG such that (bj)9 = ί and C^b.t)9 = 5 . By Lemma (2F),
U2 and D are the only normal ^-subgroup of i?, so Lemma (5I)(2)
shows that {B2, D)g = {B2f D). Since bxt $ tmB*] by Hypothesis (5.1),
g £ N(B2) and therefore, Dg = B2.

Now T ^ NίCrφJ)) Γi N(D) by Lemma (51), so T9£N(B2)Γ\N(R).
Also, T <* N(B2) Γ\ N(R). Hence there is an element heg(N(B2)n
N(R)) such that TA = T. Thus 60

Λ = b0 since ^(T) = <60>, Dh = J52,
and (δ^)* = ί or δoί since Z(R) = <δ0, O

It follows from Lemma (31) that Aΐ ^ T f] 02>2'(N(B2)) = U as
O\N(B2)) = N. Suppose that Af - A,. Then ft* = <Λ, bjY = <Λ, ί>
or <A, δoί>, s o heN{B^^N{Z{BJ). However, Z(B,) == (b0, t) and
ί*"1 = δxί or δoδiί 6 ^ ( S J . This is a contradiction. Therefore, A\φAx

and so A\ ^ P since AJ(b0} is the unique ί716-subgroup of P/<δo>.
Hence AΪAJA2 is contained in the ^-subgroup P*/A2 of U/A2 diffe-
rent from P/A29 and so A ί ' ^ P * . However, |gr*(JP*)| = 2 by Lemma
(5G), whereas j g " * ( A J | > 2 . This is a contradiction. Therefore,
t i- bjt and then tG f] B2 = tNU^ by Lemma (2D).

Now t° Π Λ = 0 by Lemma (3C). Also, (2E) shows that involu-
tions in Ajt — {t, bot} are conjugate to bxt. Thus tσ Π <AX, t)t^{t, bot}.
Since δoί = ta and i? = CΓ(ί) has index 2 in T, we conclude that
tσ n <Λ, ί> - {ί, δoί} - tτ.

LEMMA (5K). Lei Tte Sy\2(N(T)). Then the following holds.
(1) | 2V.2Ί^2.
( 2 ) If geT.-T, then <δ0, 6:, «>" - <α, δ0, 6,>, S/ = F,F° = B2,

Dg = E, and E9 = J5.
( 3 ) If T < Tlf then there is an element g e Tι — T

^ 2 e < δ 0 , 6X>.
( 4 ) IfT<Tl9 then there is an element g e Tι — T

tg = a or αδlβ
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Proof. F i r s t of all, Z2(T) = <α, δ0, blf ί> and C<hQ,h,t>(a) = <&o, &i>
by Lemmas (5F) and (5H). Hence

and

<δ0, δx> - Z(Z2(T)) < ϊ\ .

Assume that Γ < ϊ\ and let geTt- T. By Lemma (5J),

t° Π <δ0, δi, ί> = {«, δoί}

On the other hand, |ir<*>| = | T(g): R\ ^ 4. Hence we must have
that <60, blf ί> 5d 2XflO>. However, <60, δx, t> <\ T by Lemma (5H).
Therefore, gίN(<fi09blft}). Since g acts on g ?*(Z2(T)), we conclude
that

<δ0, blf ty = <α, δ0, δx> .

As a consequence of this, we have that | tG Π (a, δ0, bλ}\ =2 and
moreover tG Π <α, δ0, δ^ ^ α<δ0, δt> since <δ0, δt> <\ Tx. Now αδs = αδ0

and (αδi)α2 = αδoδ! by Lemmas (5E) and (5F). Hence

t° ΓΊ <α, δ0, δx> = {α, αδ0} or {ablf αδoδj .

This proves (4), and we may assume that t9 = α or αδx in proving
the remaining part of (2) since B2, D, E, and F < T.

Now we have shown that tG Π ̂ ( ϊ 7 ) = {t, bot, α, αδ0} or {ί, δoί, αδ u

αδoδj. Therefore, | Γx: B | = \tτ^\ ^ 4 and | Tλ: T\ ^ 2.
Let g eT1— T and suppose t9 = a or αδx. By Lemma (2F), J52

and Z) are the only normal i?32-subgroups of Cτ(t) = i2. Also, ίJ
and F are normal ΐ732-subgroups of Cτ(a) and Cτ(ab^) by Lemma (51).
Hence {£2, JD}ff = {E, F}. Now <α, J52> is conjugate to </, £2> in
N(B2) since α ΰ = (nl9 n2) and / f l = (%, nβ). Since ^ ^ ( ( α , B 2» = {E, B2}
by Lemma (5F)(4) and since ^ * « / , J52» - {<C^(/),/, ί>, Ba}, it
follows that £? is conjugate to <C^2(/),/, t> in ΛΓ(5a). Thus J5/ ^ J&
by Lemma (3H) and so Bξ = F and Dg = E. This proves (2) as
g*eT^ N{B2) n N(JD).

Now <δ0, δt> < T, and <δ0, δL> ^ Z(T), so CΓ«δ0, 6X» is a subgroup
of CΓ l«δ0, δ x» of index 2. Furthermore, CΓ«δ0, δ,» = B2F and J52 n
F = <60, δi>. The assertion (3) now follows from Lemma (IB) applied
to CΓ l«δ0,

LEMMA (5L). If T < ^ e S y L ^ T ) ) , ίftβ^ the following condi-
tions hold.

CD z(T1) = (hy.
( 2 ) Z2(2\) = <6βf 6 l f oί>.
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( 3 ) = <α, αΛ, K K t).

Proof. Since Z(2\) ^ C(ί) f]T1 = R^Tf Z{TX) ^ Z(Γ) = <δo> by
Lemma (5H). Hence Z(TJ = <δo>, and consequently, ^ ( Γ x ) ^
^ ( B , ) = T. Since Z(T,) = Z(T), Z2(ΓX) ^ Z2(Γ) = <α, δ0, bί9 t) by
Lemma (5H). Now Lemma (5K)(2) shows that T1 normalizes <δ0, δx>,
so <δ0, δx> <; Z2(T1). Furthermore, if ge 2\ — T, then gr interchanges
<α, 60, δ,> and <δ0, 6lf ί>. Hence <δ0, &x> ^ ^ ( Γ J ^ <60, &i, αί>. We
show that at e Z2{T^). We may assume that t9 = α or ^ by Lemma
(5K)(4). If ίff = a, then α^ = ί or bQt since ^2 e T and ίΓ = {ί, bQt}.
Hence (αί)ff = αί60 or at by Lemma (5F)(2). If t9=abif then (ab,)9=t
or 60ί, so (α&iί)* = (ab&bo or α&xί. In either case, ateZ^TJ. There-
fore, Z2(TX) = <&0, 61, at).

It remains to prove (3). Suppose first that ZZ(T^ S T. Then
we may choose g e Z^TJ—T. However, since g normalizes Z2(T1)B2 =
(a,B2) and since gf*«α, B2)) = {£/, J?2} by Lemma (5F), we must
have that Bξ = E, contrary to Lemma (5K)(2). Ύhus^Z^T,) ^ T.

Let bars denote images in TJ(b0, δ ^ . Then FB2 is a normal
£7M-subgroup of Tι by Lemma (5K)(2) d fxan = Ί%(ά2, g). We
choose alf f, a, b2, δ3, t as a basis of FB2 and represent α2 and g by
6 x 6 matrices with respect to this basis. Using Lemmas (5E) and
(5F), we see that a2 has the following matrix form.

1

1 1

1

1 1

l /

Therefore, Z(T) = C^2(ά:2) =_<ά, a19 δ2, ί> Then by Lemma (5K)(2),
g interchanges (μ, ax) and <δ2, f> as {d^} = Z ( f ) Π F and <δ2, ί> =
Z(T)_f] B2. Also_, ^ interchanges (aίf f) and <δ2, δ3ί> as (dlf f) =
Ff)D and <δ2, δ3Γ> = S Π_A Thus ^interchanges <αx> and <δ2>,
and also interchanges (ά1,'af) and <δ2, δ3>. Since ^ also interchanges
<ί> and (a) by Lemma (5K)(2), we get that the matrix of g has
the following shape.

1

a l l

1

1

β 1

1
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By Lemma (5K)(3), we may assume from the outset that g2 = 1.
This implies that the square of the above matrix is the unit matrix.
Hence a = β and g has the following matrix form.

1 \

a l l

1

1

a l l

1

Now an element x of FB2 is represented by a sextuplet (A, A>
A> A> A> A) Using matrix forms of α2 and g, we see that [x, α2]
and [x, #] are represented by the sextuplets (A, 0, 0, β6, 0, 0) and
(A + A + «A, A + A, A + A + A, A + aβ2jr_ βi9 β2 + βδ,_β2 + /3L+
/96), respectively. This shows first that [FB2f a2] = <άi, 62> ^ (at).
Therefore, Z8(2\) ^ JP52. Next, both [x, α2] and [x, g] are contained
in (at) if and only if the following equations hold.

A = A = 0, A + A + <*&> = 0, A + A = 0 ,
A + A + A = A + A + A, A + αA + A = 0 .

These are satisfied if and only if A = A a n ( i & = A = ° This
implies that Zz{Tλ) = (axb2, α, t). Hence (3) follows.

In the course of the proof of Lemma (5L), we have proved the
following.

LEMMA (5M). Let T^Syl^NiT)) and let g be an element of
ϊ\ - T such that g2 e <60, b,). Then g acts on FB2 = FB2/(b0, 6X> in
the following fashion.

Here, a = 0 or 1.

LEMMA (5N).

SI = b2,f
8 = b?b3t,a

9 = t ,

b£ = al9 bξ = αf/ά, t9 = a .

contains an S2-subgroup of G.

Proof. Let T.eSyUNiT)). If T - Tlf then TeSyl2(G). There-
fore, assume that T < Γ 1 . Then by Lemmas (5L), (5E), and (5F),

J = <α, α,62, 60> δlf t>

- <&,> x <α, i>*<«A>

^ Z2 x D8*Z4 .
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Therefore, ZZ{T^) has exactly 3 abelian maximal subgroups

Yt = <&!, ί, aj)2) ,

Y2 = <p19 a, aj}2) ,

Y3 = (blf at, aj>2} .

Let XeSγUNiT,)). Since Γ3 contains Z2(2\) = <&0, K at) while
Γ, and Y2 do not, X acts on {Ylf Γ2}. Since t β n Γ i = {ί, V} = ίΓ

by Lemma (5J), N^Y,) ^ Nx({t, bQt}) = T. Thus \X: T\ ^ 2 and so
X - 2\. This shows 2\ e Syl2(G).

Now let Tx be an S2-subgroup of G containing T.

LEMMA (50). The following conditions hold.
( 1 ) W — <α, αx, α2, 60, 6X, 62, ί) = (Alf a, t} is a normal subgroup

of Γ l β

( 2 ) W is an extra-special group of order 27, αtid Z( TF) = <60>.

(3) τ / W \
^ \<f,g, W)/W=D8 ifgeTt- T.

Proof. First of all, | T,: T\^2 by Lemmas (5K) and (5N). Next,
using Lemmas (5E) and (5F), we have that Ϊ?*(T/B2) = {FB2/B2,
(a9a19a2)BJB2} and that Ϊ?*(T/F) = {B2F/F, (a2fb2ft)F/F}. Since
Tι permutes B2 and F and since B2F <\ T1 by Lemmas (51) and (5K),
it follows that 2\ permutes <α, α1? α2>E2 and <α2, δ2, ί )^ 7 . Hence TΊ
normalizes their intersection. Since <α2, δ2, t)F = <α, αx, α2, f)(b0, b1?

b291), the intersection is equal to <α, au α2)(60, &i, 62> ^) — ^ Hence
(1) holds.

Now W - <αlf 62>*<α2, δx>*<α, ί> ^ A * A * A and Z(PΓ) = <δo>.
We have that T = </, δ3, W), so Γ/PΓ^ JS;. Assume that T < Tx.
Then by Lemma (5K), there is an element ge Tx such that T1~{gs)T
and g2e(bQ, bt) ^ W. Lemma (5M) shows that f9eb3W. Thus T,=
</, g, W) and TJW~ D8. The proof is complete.

Now let bars denote images in C(δ0)/<60>. Then TΊ acts on W
by Lemma (50). In the following two lemmas, we collect informa-
tion on this action. Notice that we may choose alf b2, a2, blf a, t as
a basis of W.

LEMMA (5P). The following conditions hold.
( 1 ) αϊ3 = ajbx, 62

3 = 62, α2

3 = 62α2, b^ = bL, ah = ά, ί i s = f.

( 2 ) a{ = αj,, 6/ = 62&i> ^( = ^i^2> 5/ = &i> ^ = ^ tf ~ t.

( 3 ) αfδ3 = άjblf b/h = b2blf δ

( 4 ) C^(63) = <62, 6t, ά, ί > .
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( 6 ) Cw(fb3) = <αA, 6X, α, f>.

Proof. (1), (2), and (3) follow from relations listed in Lemmas
(2A) and (2P) together with Lemmas (5F) and (5G)(1). (4), (5), and
(6) are consequences of (1), (2), and (3), respectively.

LEMMA (5Q). If T < Tl9 then there is an element # e 2\ — T
which satisfies the following conditions.

( 1 ) g2e(Alfat).
(2) α? = b2, bξ = άu a9

2 = a^b&tf, bί = blf a9 = 6 ^ , t9 = 6iαα,
where a — 0 or 1.

α = 0,
w (/ = i — — _

KαA bai€Pf\ , Ύ, = 0) if a=ί.

Proof. Choose alt bz, a2, bu a, t as a basis of W. Lemma (5P)
shows that δ3, /, and fb3 have the following matrix forms with
respect to this basis, respectively.

1 1

1

1 1

1

1 1

1 1

1

1 1

1 1

1 1 1 1

1

\

Choosing a suitable element g e Ty — T, we determine the matrix
of g. We choose g so that g2 e (b0, 6X> by Lemma (5K)(3). From
Lemmas (5L) and (5M), we get that (alf &0, b1)

9=(b0, blf b2), <&0, b1}
9 =

(bQ, &!>, and <α, 60, b^)9 = <60, &i, t ) . Hence g has the following matrix
form.

β

1

δ 1

ε 1

Clearly, τ 3 = 1. Since #2 6 T7, the square of this matrix should be
the unit matrix. Hence we have that a = β, d = ε, τ t = 72, and
% = Ύβ, and so, changing notation, we see that # has the following
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a

a

7

1

ε

ε

δ

1

δ

1

/

matrix form.

1 a

1 a

β β 1 7 δ δ

1

ε 1

s 1

By Lemma (5M), gb3gefW. This implies that

1 a 1 1 1 \ / 1 α ^

1 α 1 1 α

/ S / 9 l 7 < 5 < 5 1 1 β β 1 7 δ δ

1 1

ε 1

£ 1

is equal to the matrix of /. Hence we have that a = β. Now gfb3

has the following matrix form.

a + 1

1
ε

2 1

Hence, replacing g by gfb3 if α = 1, we may assume that a = 0.
Thus the matrix of g has the following shape.

/ 1

1

1 7 δ 5

1

ε 1

ε 1

This in turn implies that αf e aMa!t3<b0) and so l = (αf)2 = (α2δί)2(αsί5)2

Hence we have that 7 = δ. Finally, PF becomes a nonsingular
symplectic space over F2 with respect to the bilinear form {x, y) = X,
where [a;, y] = b'o, X e {0,1}, and the basis we have chosen is a
symplectic basis. Furthermore, g induces a symplectic transforma-
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tion on W. This implies that the matrix of g is invariant under
the transpose-inverse mapping followed by conjugation by the matrix

Hence we have that 7 = ε. Thus, changing notation, we conclude
that g has the following matrix form.

1 a a a

1

a 1

a 1 /

This implies that g satisfies (2).
Now let Wo = (Alf at). We have chosen g so that g2e (b0, 6 :>^

WQ, and we may have replaced g by gfbz. However, Lemma (5M)
shows that (/&,)' e <aj>lf δ0, bl9 at)fb^ WJh and so {gfb,)2^g\fbz)

9fb, e
WQ. Therefore, the property that g2 e Wo is preserved. Thus g
satisfies (1). Since (3) is a consequence of (2), we have proved the
lemma.

LEMMA (5R). W is weakly closed in Tι with respect to G.

Proof. Assume that ϊ\ contains a conjugate X of W different
from W. Since \XW: W\ ^ | Γt: W\ ^ 23, \X n W\ ^ 24. If Z(X)£
W, then (XnWf^Wf) Z(X) = 1 and (X n ΪΓ)Z(X) is elementary
abelian of order at least 25. However, this is impossible as X is
extra-special of order 27. Therefore, Z(X) ^ W. Then X2 = Z(X)^
W, so XTF/TΓ is elementary abelian. Hence \XW:W\^22 by
Lemma (50), and \X n TΓ| ^ 25. Thus, TF' = (X n TΓ)' = Xf and so
X centralizes XnW/W. Since IXnT^/WH^S 4 and since no
element of T1 — W centralizes a hyperplane of W/W by Lemmas
(5P) and (5Q), we have that | X n W/W'\ - 24 and \XW/W\ = 22.
However, XTF = </, 63, W) or </63, ^, T7> by Lemma (50) and so
I CW/W,(X) I < 24 by Lemmas (5P) and (5Q). Here we choose g so
that g2 6 W. This is a contradiction proving the lemma.
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LEMMA (5S). t$Gr.

Proof. Define

Wo = {Alf at) ,

and

l(af, δ3, Wo) if T = 2\ ,
0 \(af,h,g, Wo) if geT^T.

We choose g as in Lemma (5Q). Lemmas (5P) and (5Q) show that
/ and δ3 normalize A1 and (at), and that g normalizes Wo. Hence
Wo < 2\. Using Lemmas (5E) and (5F), we get that (α/δ3)

2 = δ0.
Therefore, (af, δ3> = A and (af, δ3, Wo> = <α/, δ3> Wo has order 28.
By the choice of g and Lemma (5M), (af)9eb3(b0, blf b2) ^ δ3W0 and
δf 6 α/X^, δ0, δx> <; α/FF0. Hence # normalizes (af, δs, ΐ̂ o> and <α/,
δ8, Λ ^o>/^o = A- In particular, | (af, δ3, g, WQ) \ = 29. Hence To is
a maximal subgpoup of Tx in either case.

Assume that t e G'. Then To contains an extremal conjugate u
of t in Tx by Lemma (IE). We may assume that u% — t and CTι(u)x =
CΓl(t) — i? for some xeG.

Suppose ue Wo. Since ugZ(W) = <δo>, \Cw(u)\ = 26 by Lemma
(ID), and so |CΓl(w): C>F(^)| = 22. Hence CΓl(%)" ̂  <δo>. Since CTl(u)* =
R and since R" - <δo>, it follows that ^eC(δ 0). Now "^/(δo) is
weakly closed in C(δo)/<δo> = C(δ0) by Lemma (5R), so there exists
an element yeN(W) such that £"* = ΰ. Then ty = u oτ ub0, and so
CV(έ)2' - C^u). Now \CΓί(u): Cw{u)\ = 22, so fbseCr^ΰ). Hence ̂ 6
Cwo(fb3) = <Aδ2, δx, αί> by Lemma (5P). Thus we <a^2><60, bt)(at).
Also, ^ e ^ α ί as ίG Π Ax = 0 . Since 6̂2 = 1, we conclude that ue
aJ)2at(bQ, δi). Now aιb2atb(i =^{a1b2at)t, α1δ?αίδ1 = (α 1δ 2αί) /, and afi^atbjb^

(afoaty*. Therefore, aJ)2at(bQ, b^^u0 D ClF(w). But now tG Π C^(ί) =
ίff Π <A, ί> = {ί, t>Qt} by Lemma (5J), so (tG Π C^(ί))y = %G Π CPF(^)
contains only two elements. This contradiction shows that u 0 WQ.

Suppose ue 2\ - </δ3, TΓ>. Then CΓl(u) ^ T or </δ3, ^, ]?>, so
\CTl(u):Cw(u)\ ^ 22. Also, uW is conjugate to /TΓ, δ3TF, or ̂ rT7 in
ϊ7,, so \Cjy(u)\ ̂  24 by Lemmas (5P) and (5Q). But then \Cw{u)\ ^ 2 δ

and \CTl(u)\^2\ which is a contradiction. Therefore, u e </δ3, ΐ̂ Γ> Π
Γo = <α/δ3, Wo) and then ueafb3W0.

Now (α/δ3)
2 = δ0, so α/δ3 is an involution which normalizes Aλ

and <αί> Moreover, Cj^afb^) — (α^ί, δx> by Lemma (50), hence
Lemma (1C) shows that u is conjugate to α/δ3 or afb3at under At.
Since u2 = 1, we have that w is conjugate in Γ t to an element of
afb,at(bQ). Notice that afb,at(b0) = /δ3ί<δ0> by (5F) and (δG^ So
we assume that uefb3t(bQ). Then CTι(u)==CTι(fb3t). Now Cψ(fbzt) =
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C»?(/ί>3) = <αA, 61, α, ί> by Lemma (5P), and so Cw{fb^t)^{aJ)2y blf a, t).
Equality does not hold here, since (fbdt)

a^ = (fbobj)3φ = fbj>jbfizt =
/6063ί. Therefore, | Cw(fbst) | ^ 24 and since |CΓ l(/68t): CW/δ8t)l ^ 23,
it follows that | CTι(fbst) | ^ 27. This is a contradiction because
CTl(fb3t) = CTι(u) has order 28. Therefore, £ g G'.

Now we conclude the proof of Theorem (5A). Let X = (LG)
and let bars denote images in G/O(G). Since | G | 2 ^ 2 1 0 and ί g G ' ,
we have that | X | 2 ^ 2 9 . Hence by Lemma (1H), 1 is a simple
group and CQ(X) = 1. Now N(A2)/C(A2) = Σ6 or Aβ by Lemmas (5B)
and (5C). Since Or(N) = <P^> ^ ΛΓX(A2), it follows that NΊ(A2)/
Cj(Ά2) = J 6 or A6. Also, since 5 2 e Syl2(C(A2)) and since t $ X, we
get that A2 e Syl2(Cj(l2)). Assume that Nj(A2)/GΊ(A2) ^ Σβ. Then
since | X | 2 ^ 2 9 , [26] shows that X is isomorphic to the Higman-
Sims simple group. However, the centralizer of an involution in
the automorphism group of the Higman-Sims group does not have a
component isomorphic to PSί7(4, 2) (see [2]). Hence Nj(A2)/Cχ(A2) =
A6, and so r(X) = 4 by [17, Theorem 3].

6* In this section, we consider the following situation.

Hypothesis (6.1). tN{B*] = A2t.

Notice that this implies Hypothesis (3.1). Hence (t) e Sγl2(CG(L))
by Lemma (3B). We prove the following theorem.

THEOREM (6A). Under Hypothesis (6.1), (LG) ~ PSL(4, 4) or
PSί7(4, 2) x PSU(4:, 2), or else Case (3) of the main theorem occurs.

We begin the proof by studying the structure of N(B2).

DEFINITION (6.1). Let D2 = O2(N(B2)).

LEMMA (6B). The following conditions hold.

( 1 ) N(B2) = NC(B2)D2 and NC(B2) n A = B2.
( 2 ) A/^2 is elementary abelian and commutation by t induces

an NC(B2)-isomorphism DJB2 —> A2.
( 3 )

Proof. By Hypothesis (6.1), \N(B2): NC(B2)\ = 16. As i
- Λ or J β , we have that \N(B2)/C(B2)\ = 26.3 5 or 27 3 5.

Then a theorem of [4] shows that N(B2)/C(B2) is not simple; so let
C{B2) <X<\ N(B2), X Φ N(B2). Recall from Lemma (3G) that N(B2)/
C{B2) is a primitive permutation group on Ω = A2ί. Hence we have
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N(B2) = NC(B2)X. Furthermore, either NC(B2) Π X/C(B2) = A5 or 1.
Assume the former. Then NC(B2)/C(B2) ~ Σδ as X Φ N(B2), and so
\N(B2)/C(B2)\2 = 27. Hence N(B2)/C(B2) can not be embedded in
GL(4, 2). Thus Lemma (3E) forces C(B2) < C(A2) Π M A ) < #(#,) ,
and so C{A2) Π N(B2)/C(B2) is a nontrivial normal 2-subgroup of
N(B2)jC(B2) by Lemma (3P). Therefore, we can always choose X so
that NC(B2) ί l l = C(A) Let us fix such X, and let bars denote
images in N(B2)/C(B2). Then XΩ is the regular normal subgroup of
N(B2)

Ω and so X is a self-centralizing elementary abelian subgroup
of order 16. Let Y = C(O(C)) n N(B2). Then as C(B2) = B2 x O(C),
O(C) < JV(B2) and Γ < N(BJ. Moreover, Ϋ Φ 1 as Jf2 ^ F. Hence
we have ϊ ί l Ϋ Φ 1, and so X ^ Ϋ. This implies that X =
CX{O(C))O(C). Thus X is 2-closed and, as O2(NC(B2)) = £ 2 , the state-
ment (1) follows.

Now A2 <\ A by Lemma (3E), so A2 Π ̂ (A) ^ 1. As K2 acts
irreducibly on A2, it follows that A2 ^ Z(D2). Also, Z(A) ^ ^ ( 0 =
B2. Therefore, Z(D2) = A2. Consequently, (2) holds. Moreover,
A2 Π A2 Φ 1 and so Λ ^ A2 ^ B2. Suppose that A2 = B2. Then
D 2 /i 2 has a cyclic subgroup X/A2 of order 4. As 4 2 = Z(D2), X is
abelian. But this contradicts CDi(f) = B2. Therefore, A2 = A2.

DEFINITION (6.2). Let Q2 = QD2, Q, = NQl(Q), and F = N
Let V = <Z, ί>, A = O.iNiBJ), and A - ^ ( Λ ) .

REMARK. We have QJB2 = Q/β2 x ND2/B2(Q/B2) and the
isomorphism A/A -^ Λ maps ND2/B2(Q/B2) onto C 2̂(Q) = ^ ( P ) . Hence
\ND2/B2(Q/B2)\ = 2 and | Qx/Q | = 2. Also, F is the product of Q and
the group of elements x of A such that [Q, x] <: ND2(Q). Commu-
tation by t maps the latter group onto the group of elements y e A2

such that [Q, y] ^ Z(P), which is equal to Aι Π A2. Thus we have
\F/B2\ - 3 2 .

LEMMA (6C). The following conditions hold.
( 1 )
( 2 )
( 3 ) tfφ)/^ - NJPMB, x
( 4 ) QA = Qi
(5) A = #1A α^d A n A = v.
(6) A = A.
(7) A ^ A .
( 8 ) [NL{Aλ), A ] = l .

Proof. Every involution of A^ is conjugate to an element of
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A2t under L, and so it is conjugate to t by Hypothesis (6.1). As
tσ Π Aγ = 0 by Lemma (3C) and as A1 = ^(AJ, it follows that A,=
(ab I α, δ e tσ Π 2?i>. Hence (1) follows.

Now \QX Π A: AI = 2 by Lemma (6B) and so Q1 Π A = A(Qi Π
A Π C(HO(C))). Let a? 6 Qt n A Π C{HO(C)) - £2. Then α e 2SΓ(A) by
Lemma (3J). In particular, JV^BJ < N(Bt). Now, J^A) ^ iSΓ(Vr) as
Z(Bί)=V, and JVσ(B1) = iVσ(V

r) as O 2 (^(F)) = Λ Moreover, |iV(F):
iVc(F)| ^ 2 as tN{V) ^ {*, 60£}. Hence N(Bt) = N(V) = (N^B^ x). In
particular, (2) holds.

Now Bfifa) = Btx O(C) by Lemma (2G). Hence 0{C) < N(B,)
and X = CN{Bί)(O(C))O(C) is a normal subgroup of N(Bj) containing
BfiiG). Let bars denote images in NiBJ/BβiC). Then j ^

by the structure of N^B^, and as iV^) = (NC(BJ, x}9 it follows
that H < ΪV(5j. Hence F = Cj(H) is a normal subgroup of Miss*
Now, ^ e ? by the choice of x, and so Ϋ = (ΫΠ NG(B^, x). As

_ _ _ ^ C{S) n Λ^Cβί) =_W^I7),_ it follows
that Y=(Kιx H)(x). Now Kx ^ 2̂ 8. Hence ifx - O 3 ^ x H ) < y ,
and so, as Aut (J3) = Σs, it follows that F = Kt x 5* x K for some
subgroup ^ of order 2. Clearly, if = O2(f) < F(A). Now let K
denote the preimage of K in iŜ CBJ. Then as 0{C) <>K^X, K =
GK(P(C))O(C) and thus K is 2-closed. As 0%(N0(Bj) = ^i by Lemma
(2G), (3) holds.

As a consequence of (3) we have A ^ ^(Q)> s o A ^ -N(A) by
Lemma (3J) Hence A normalizes Q2 = QA Also, ^ Π B2 < Bί<Dι

is a series of fl-invariant normal subgroups of A As i ί acts
irreducibly on S^A Π S2 by Lemma (2B), it follows that Dι centralizes
BJB1 Π B2. Noticing that BJB1 Π J52 = QJD29 we conclude that A
centralizes Q2/A However, N(B2)/D2O(C) ̂  A5 or ^ β by Lemma (6B)
and, in particular, an >S2-subgroup of N(B2)/D2 is either E± or A
Thus we have A ^ Q2> and as A ^ - (̂Q) and |QX: Q| = 2 , (4) follows.

To prove the remaining assertions, set D = CDl(H). Then as H
centralizes DJB, and as CBl(H) = 7, we have A = A-D and B1Γ\D=
V. Consequently, |D | = 8 and as GD{t) = CSί(H) = V, we see that
D = A Now D ^ Q2 by (4) and ί ί acts regularly on QJD2 as
Q2/A = Q/A as ίί-modules. Therefore, D ^ A» and then D <; A'1

as s^^eNiD) by the definition of Z). Thus by Lemma (6B), Z) cen-
tralizes <A2, A;1, fl"> = NL(Ay). In particular, [A^ J5] = 1 and hence
it follows that D = Do. Thus all parts of the lemma hold.

LEMMA (6D). D2 has a maximal subgroup E2 which is either
elementary abelian or homocyclic of exponent 4 and is inverted by t.

Proof. Let Γ = {clf c2, c9, c4, c5}. We may choose elements dt e
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D2, i 6 {1, 2, 3, 4, 5}, such that [di9 t] = ct by Lemma (6B)(2). Let
A = DJB2 and A = {d19 d2, d3, d4, dj. Now Γ is the set of central
involutions of L contained in A2, so NC(B2) acts transitively on Γ.
Hence N(B2) acts transitively on A by Lemma (6B). We may choose
each di to be an involution. Indeed, we can choose dι e I(DQ) by
Lemma (6C), and then choose conjugates d2, dz, di9 dδ of dι under
NC(B2). Then (di9 A2) is elementary abelian since A2 = Z(D2), and
moreover, C<di,Ao>(t) =^4.2 _ Hence g ? *«d ί , B2)) = {<d£, A2>, B2}, and so
if A = DJA2, then {rf̂  d2, , db) is iV(J52)-invariant. Now c& c6 =
1, so d1d2 d6 = l . Thus there are two cases: d1d2" d6 = 1 or F.
As A2 = <d, c2,^ j , c5>, 5 2 = (dίf d2, ., d5> and so 5 2 = ^ 1 , dt, - , dδ9

t}. Hence if d^ db = 1, then we may choose dx?, d2F, , d5f as
a basis of D2. If d ^ cί5 = F, then we may choose dL, d2, , dδ as
a basis of D2. In either case, the basis of D2 we have chosen is
iV(I?2)-invariant. Hence if we define E2 to be the subgroup of D2

generated by the elements that are the products of even number
of the basis elements, then E2 is an JV(JS2)-invariant maximal sub-
group of D2 and B2Π E2 = 1.

Let E2 be the preimage of E2 in D2. Then EJA2 = A2 as K2-
modules by Lemma (6B)(2), so E2 is abelian by Theorem 1 of [24].

If d^ -ds = 1, then d1 = (d2t)(d3t)(dJ)(dδt)eE2 by the defini-
tion of 2?2, and so ^ is generated by involutions. If d^ d^ = ?,
then c^F = d2d3d4d5 e I?2. As (ώ^)2 = [rf̂  ί] = d, .fi'a has a basis con-
sisting of elements of order 4 inverted by t. The proof is complete.

DEFINITION (6.3). Let W = A Π # 2 .

Since A = #2<*> and ί e A ^ A , we have D o = ^<*> and W = Z 4

or E,. Also, 1̂ ΓA2 = Q1 Π E2. Indeed, AiW^Q1ΠE2 by definition,
\QXΓ\ E2: A2\ — 2 by a remark following Definition (6.2), and W^A2

as TΓ<ί> = A S B2 = A2<ί> by Lemma (6C).

LEMMA (6E). T%e following conditions hold.

( 1 ) JSTO ^ ΛΓ(A) ^ M A ) ^ ΛT(ΛFT) ^
( 2 )

( 3 )
N(Bj) f) D = Du DjD1 is elementary abelian, and DjDι = AJZ as
N(B^)-modules.

( 4 ) // N(B,) < N(D0), then the following hold.
(4.1) C(DJW) = AO(C).
(4.2) iV(A)/AO(C) ^ ^ 6 .
(4.3)
(4.4)
(4L.5)
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Proof. By definition, Do = C^AJ < N(A,) n N(A). As
ΛΓ(Λ) n iV( A) by Lemma (6C), N(B,) ^ iV(D0). Recall also from
Lemma (6C) that N(B,) = N(V) and that Do = D8. These show

(a) \N(D0):N(Bι)\£2,

as F is one of the two ^-subgroups of DQ. In particular, N(Bj) <\
N(D0) and so, as A = O^iSTO), we have iV(A) ^ ΛΓ(A). As A =
CDl(D0), we also have that

(b) N(D0) <; N(A)

We argue that N(DQ) ^ N(W) and F ^ TΓ. If W = Z,, this is
obvious. If W = Ei9 then E2 = Em by Lemma (6D) and so tσ Π W=
0 as m(C) = 5. Thus F-A TF and consequently N(D0) <,.N(W).
Furthermore, if i\T(A) < N(D0), then W ^ Z, as otherwise F - TF in

a contradiction. As C^(T7) = A,W, it follows that i\Γ(A) Π
^ iNΓCAΫF). Finally, iSΓCΛ^) ^ ^ ( ^ ) as Z{AXW) = W. Thus

we have proved the following.

(c) N{B,) ^ N(D0) ^ iSΓ(A) Π N(TΓ) ^ ΛΓ(Λ^) £ N(W) .

Let X = iV(A) Π N(W) and α = \Σ: N(D0)\. We shall determine
the value of a and prove that X = NiDJ. The statement (1) will,
then, follow from (c). First, we shall obtain two expressions for
\X:N(Q)\. It follows from the structure of Nc(B1)f Lemma (3J),
and Lemma (6C) that \NiBJ: N(Q)\ = 3. Hence

(d) \X:N(Q)\ =

Now Q1 = QA = QD0 = P*A by Lemma (6C), so 2 = Z(QX) and
&*(QJZ) = {A&/Z, A2DJZ}. Thus iNΓCQJ normalizes Λ A = A and,
in particular, F ^ iNΓ(A) Also, ί7 ^ iSΓ("FΓ) as Q2 = A^ 2 normalizes
TF. Therefore, F ^ X. More precisely, we have that F = Q2 Π X
as Q2 Π M A ) normalizes QL = ΌJί2. The statement (2) will follow
from this once we prove X = N(Dj). By Lemma (3J) and the defi-
nition of A, ie{l, 2}, N(Q) £ N(Bt) £ N(Dt). Hence N(Q)
and then JV(Q) ^ iV(F). Furthermore,

(e) iV( A) n F = Q,

as iV(A) Π ί7 normalizes Q = A,B2 by (b). In particular, N(Q) Π ί 7 -
Qj,. Thus setting 6 = | X: N(Q)F\, we have another expression:

(f) \X:N(Q)\=4t>.

Now let bars denote images in X/W. Then, as (t) = D0, C(b) =

and
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Also, as Dx = (t) x

= \ X : N ( D Q ) \ = α .

γ and Λ <| X,

\tF\ =1 + |

To determine the second term, consider the action of C(t) = N(D0)
on A* = (A1W/Wγ. By (b), AtW/W ~ AJZ as iV(D0)-modules. We
know that under the action of NL(AX), which is contained in N(D0),
(AJZy decomposes into two orbits of lengths 9 and 6, one corres-
ponding to the involutions of Aι — Z and the other corresponding
to the elements of order 4 of Aλ (see Lemma (2C)). Therefore,
under the action of C(t), At decomposes into two orbits of lengths
9 and 6. Thus

and hence

(g)

Now recall that ta Π A, =
Λ), so

t* ΠtAfl = 0, β, 9 or 15 ,

a = 1, 7, 10 or 16 .

This yields that tN{Dί) ^ I(DL ~

52

as Dx ~ D8*D8*D8 and At = D8*D8. On the other hand,

as iV(A) Π C = NdBJ, so

J2 |i\Γ(A): X | α if iV(^) = N(Da) ,

Therefore,

4 I ΛΓ(A): X I α if TO< N(D0) .

26 if N(BX) - iV(A) ,

Now assume that ^(5,) = N(D0). Then 3α = 46 by (d) and (f).
Thus a = 16 by (g), and then iV(A) = X by (h). Assume next
that NίBJ < N(D0). Then 3α - 26 by (a), (d), and (f). Also, α ^ l 3
by (h). Therefore, a = 10 by (g) and then iV(A) = -3Γ by (h). Thus
a = 10 or 16 and -^(JDJ — X in either case. Statements (1) and (2)
follow from this as remarked before.

Now (tx) = D1 in either case and so X = X/Cφ^ is a permuta-
tion group on Ω — tx. Furthermore, XΩ is primitive in either case.
We shall determine the structure of XΩ. By Lemma (6G), Dι <Ξ
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C(DJW). Also, N(BX) = D^ciBJ, and CC(BJZ) = BfiiC) by Lemma
(2G). Hence

C(DjW) n w ) - DMDJW) n iV̂ A))
- D,{C{BJZ) Π J

= AO(C).

Notice that [A, O(C)] = 1 as O(C) stabilizes the series 1 ^ A ^ A

Assume that iV(A) = #(A). Then | β | = 16 and CΊ(t)
and consequently, C(A) = AO(C) by the above. Thus | X:

= 16 and Cj(f)^No(B^IBfi{C)^:Σz x ^ 3 or Σz x ^ by Lemma
(2C) and Lemma (2G). This shows that I is a {2, 3}-group that has
no nonidentity normal 3-subgroup. Then by Burnside's theorem
[12, Theorem 4.3.3], O2(X) Φ 1 and so X has a regular normal sub-
group Ϋ. As 1 Φ Kx <: CX{O(C)) <j X and Ϋ is a self-centralizing
minimal normal subgroup of X, it follows that Ϋ <^ CX{O(C)). This
implies that the preimage Y of Ϋ in X is written as Y=CY{O(C))O(C).
Hence Y is 2-closed and if DeSyl2(Y), then Z) - O2(ΛΓ(A)), #(A) -

ΠD = D19 and D/A is elementary. Furthermore, the
irreducible action of iV(A) on Άx yields that Ax = Z(D) and-so com-
mutation by t induces an ^(BJ-isomorphism D/D1 —> At. Thus (3)
holds.

Assume, therefore, that N(Bt) < N(D0) Recall that W = Z4 in
this case. The XΩ is a 2-transitive group of degree 10, and the

point-stabilizer C%(t) = N(D0) has a normal subgroup O^N^B^) =
OZ(K^)H which is isomorphic to Z3 x Zz and is regular on Ω — {?}
(see Lemma (2C)). A theorem of [18] now shows that

PSL(2, 9) =—» X ^—> PΓL(2, 9) .

Now |X: 2SΓ(A)I = 10, |AΓ(A): iV(A)l - 2, and iV(A)/AO(C) s J 3 x ^ 3

or ^3 x ^3. Furthermore, C(DJW) Π ̂ (A) = AO(C) as remarked
before. Therefore, |X|2 ^ 16 and equality holds only when C(DJW) =
AO(C) and iV(A)/AO(C) s ^ x ^8. We argue that F/A is ele-
mentary. Indeed, FjD1 = FΠ EJD, Π ̂  By Lemmas (6B) and (6D),
the mapping which associates with each element of E2 its square
induces an i\Γc(jB2)-isomorphism EJA2 —> A2, and it maps F Π E2 onto
Λ (Ί A by the definition of F. Thus (ί7 Π E2)

2 = 4 n A 2 and con-
sequently, F/D1 is elementary. This implies that m(X) ^ 3 as F Π
C(DJW) =FΠ N(D0) n C(DJW) = Qi Π C(DJW) =DX by (e). Thus
X = ^ is the only possibility. In particular, |X|2 — 16 and hence
C(DJW) - AO(C) and iV(A)/AO(C) ^ J 3 x J3. This occurs only if
CφLCc(L) (see Lemmas (2C) and (2G)). Furthermore, ΛΓ(A)/AO(C) =
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Cy(t) = Σ3 wreath Z2 by the structure of Σΰ. Thus all parts of the
lemma hold.

LEMMA (6F). If AΓ(A) < N(D0), then Case (3) of the main
theorem occurs.

Proof. We shall apply Lemma (1R) with C(W), W, A,W/Wf and
t in place of G, Z, A, and t, respectively. Recall from Lemma (6E)
that

ΛΓ(A) ^ N(AtW) <,N(W) .

JV(A) Π C(A1W/W)/C(DJW) is a normal 2-subgroup of iV(A)/C(A/WO
and so by Lemma (6E),

(a) JV(A) Π CiA.W/W) = AO(C) .

As a consequence, we have that

(b) D

Moreover,

(c) N{AXW) =

by a Frattini argument, and hence

(d) N{A1W)IC{AιWIW)~ΣQ

by (a) and Lemma (6E). Now C Φ LCC(L) by Lemma (6E)(4.5), so
there is an element feNc(Q)-Q such that f2eQ. Then feNiBJf)
N(B2) by Lemma (3J) and so / normalizes Q2 = DJ)2 and Q2</> has
order 212. Also, feN(Dt) ^ N(W) and Q2 - D,E2 ^ N(W). Thus
Q2(f) ^ N{W). Furthermore,

) n Q2(f) - (MΛif) n Q2)<f) =

as iSΓC^PΓ) Π Q2 normalizes A,WB2 - Qt. Now |i^</>| - 211. Thus,
by (b) and (d), and hence

(e) \N(W):N(A1W)\ is even .

Now W = Z, by Lemma (6E) and ί gC(W), so

It is now clear that (d), (b), and (e) imply the conditions (1), (2),
and (3) of Lemma (1R), respectively.

Now notice that (t, W) = DQ, and recall from Lemma (6E) that

N(D0) ^ JV(A) and iV(A)/AO(C) ^ I's wreath Z2 .
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Thus

(/) AW ^ N(D0) ^

and using (a), we have

(g) N(D0)C(A1W/W)/C(A1W/W) = Σ3 wreath Z2 .

Noticing that (t, AXW) = Dlf we can now derive conditions (5), (6),
and (7) of Lemma (1R) from (/), (g), and (c), respectively. We
know that conditions (4) and (8) are satisfied. Thus by Lemma
(1R), C(W) has a quasisimple characteristic subgroup K containing
W such that

(h) C(K) = W0(C(W))

and either K/0(K) = S£/(4,3) or K/Z(K) has an S2-subgroup of
type PSL(6,q), g ^ 3 mod 4. Now N(W)^C(Z), K<[N{W), and
W/ZeSyUC(K/Z)) by (h). Thus K/Z is a standard subgroup of
C(Z)/Z. The fours group DJZ acts on X=O(C(Z)). Let x e N(D0)~
Nfa). Then F ^ F a s N(V) = N(Bt) and s o l = (NZ(V), NZ(V*),
NZ(W)) ^ 0(N(W)). Hence [K, X] = 1. We have proved that Case
(3) of the main theorem occurs.

In view of Lemma (6F), we assume from now on that G satis-
fies the following.

Hypothesis (6.2). Nfo) = N(D0).

Furthermore, we make the following definition.

DEFINITION (6.4). Let D = O2(iSΓ(A)) and R, - Q,D.

Then by Lemma (6E)(3), JV(A) = ^(A)A NiBjΠD = Dlf D/D, is
elementary, and D/D1 = AJZ as

LEMMA (6G). The following conditions hold.
(1) R.ΠQ^F.
(2) R^NiQt).
( 3 ) E2 is elementary abelian.
(4) N(D2) = N(B2) ^
(5)

Proof. By Lemma (6E)(2), iV(A) Π Q2 = F. Hence (1) will follow
once we show F ^ i?t. To see this, notice first that {NiD^/D^ ^ 4
by Lemmas (6C)(3) and (6E)(8). Next, F ^ iV^) as F ^ iV(Qx) Π
JV(A) Hence Qt < i?x n F ^ F. As H acts irreducibly on ί1/^ by
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Lemma (6B) and H <> N(R, Π F), we have that F = R^F, proving

(1).
Now Lemma (6E)(3) in particular implies that | NBl(Q1)/D1 \ = 8,

so F — NsJiQj) and consequently, F <\ Rι by Lemma (1C).
We show that F Π E2 is the only A128-subgroup of F. Suppose

X is an A128-subgroup of F. If X ^ F Π A> then as F Π E2 is an
abelian maximal subgroup of F f] D2 and as Z(F Π D2) ^ B2, it
follows that X = F f] E2. Assume, therefore, that X ^ F Γ\ D2.
Then F Φ X{F Π 2£2). For otherwise, Y = X f] F Π E2 has order 16
and Y ^ Z ( J P ) . However, Z(F) ^ Z(CF(t)) = Z(Q) = F, a contradic-
tion. Thus I Γ | ^ 3 2 and so if xeX - D2, then |CE2(x)\ ^ 32. How-
ever, on the other hand, Lemma (6B) shows that | CE2,A2(x) \ — 4 =
I CA2(x) I if xeQ2 — D2. This contradiction shows that F Π E2 is the
only A128-subgroup of F.

A similar argument shows that E2 is the only A>56-subgroup of
Q2. Therefore, N(F) ^ N(F Π J©,) and iV(Q2) ^ i\Γ(jE72).

Now Λi ^ N(F) ^ iSΓ(F ΓΊ ^ 2 ) . However, R, S N(A2) as NRl(A2)^
NRι(A2Dx) = iV^CQJ = î 7. These and Lemma (6D) imply that F Γι E2

is elementary abelian, and hence (3) follows. The statement (4) now
follows from Lemma (1C). By the same lemma, C(F/F Π E2) <;
N(F Π A) ^ N(B2). Also, Q2 ^ C(^/JPnE 2 ) as Q 2/FnE 2 = i ^ / F n f 2 x
E'Jί7 Π #2 and F/.F n ί ? 2 = Q/A2. Therefore, Q2 is the only S2-sub-
group of C(F/F Π E2) by the structure of N(B2)/B2 discussed in
Lemma (6B). Thus Q2 <\ N(F) as C(F/F ΓΊ E2)<\ N(F). In parti-
cular, Rι ^ N(Q2). The proof is complete.

DEFINITION (6.5). Let T = R,Q2y S = CT(W), and E, = CD(W).

Because of Lemma (6G)(2), T is a subgroup.

LEMMA (6H). The following conditions hold.

( 1 ) T ^ N(E2).
( 2 ) Γ = S<t>.
( 3 ) D = Eίφ.
( 4 ) W * = (JS72 Π £72

s0S2 = ( ( # i Π £?2) Π ( ^ ΓΊ S 2 ) s 0 S 2 iβ α comple-
ment for Ex in S.

( 5 ) ((JŜ  (Ί E2) Π (£Ί (Ί E2)
sήs^ is a complement for E2 in S.

( 6 ) EJW is elementary abelian.
( 7 )

Proof. The assertion (1) follows from Lemma (6G)(5). By
Lemma (6E)(1), R, ^ iSΓ(A) ^ N(W). Also, Q2 = A ^ 2 normalizes W.
Therefore, T £ N(W) and hence (2) and (3) follow.

Let X = E2 n .Eϊ1. Then as S 2 Π ΰ2

S l = V and N(V) = JV^) by
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Lemma (6C)(2), we have that X ^ NQ^BJ = Q,. Thus X^Q, Π Ql1^
A By Lemma (6C), A Π A = (A Π A ) A = (A Π B2)DQ and then
X ^ (A Π B2)D0 n ((5χ Π £2) A)*1 = A Thus I ^ ΰ 0 Π S 2 = F . As
TF = r i ^ I by Lemma (6C)(8), we conclude that W = E2Π EH =
(E, Π E2) Π (E2 f] E2)\ Furthermore, as 1 ^ 1 = 210 by (3), we have
Et = (£?! Π A)(-δ?i n A) S l by order consideration. As ^ n J£2 < #i by
(1), (6) holds by Lemma (6G)(3).

Now by Lemma (6B), commutation by t induces an ^ ( ^ - i s o -
morphism EJA2 —> Ai9 which maps WA2/A2 onto Z and F Π EJA2

onto Λ n A2. Hence (î 7 Π E2) n W"S2A2 - A2 as (A, n Λ) Π Zs* = 1.
Notice that E.ΠE,^ Ff]E2 by Lemma (6G)(1) and that ^ Π A2 =
A, Π A2 by Lemmas (6C)(3) and (6E)(3). Therefore, Ex Π W8* ^
(Λ Π A2) Π ̂ S 2 = 1. As | S : JSJ = 4 by (2) and (3), we conclude that
WS2 is a complement for E1 in S, proving (4). In particular, S =

As a consequence of (4), we have that (E1 Π E2)
Sz = ((JBΊ Π A) Π

(Ex (Ί A)S2) x Ws* and so

( ^ n # 2 ) S ] - ( ( ^ i n J52) n (E± n s2)S 2)S i x w.

Hence

S = EtE2

- ( ^ n ^ ) ( ^ n E2)^E2

- ( ^ n E2)^E2

= ((£?, n £?2) n ( s t n £72)
82)

= ((E, π A ) n ( ^ n E2yή

Furthermore,

t n E2) n ( ^ n E2γψ n

^ ( ^ n E2) n (£?x n E2

Therefore (5) holds.
Finally, iSΓ(Q) ^ iV(A) Π N(B2) by Lemma (3J). Hence subgroups

used to define S are all normalized by N(Q) (see Definitions (6.1)-
(6.5)). Thus N(Q) ^ N(S).

DEFINITION (6.6). Let K = K2E2 and L2 - (KN{E^).

LEMMA (61). The following conditions hold.
( 1 ) LJE2 = SL(2, 4) x SL(2, 4) and t interchanges two compo-

nents of L2/E2.
( 2 ) SeSyl 2(L 2).
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( 3) O(N(E2) mod E2) = C(LJE2).
(4 ) C(E2) ^ O(N(E2) mod E2).
( 5 ) Z{S) = W.

Proof. Let bars denote images in N(E2)/E2. Then by Lemma

(6G)(4) and Lemma (6B), C{t) = Wβ2) = iV^S2). Therefore,
and <T> e Syl2(C(2£) Π C(b)). Furthermore, S is an ^-subgroup of
N(E2) and is invariant under N(Q2) Π N(B2) = N(Q)E2 by Lemma (6H).
Thus (2) and (3) hold and either (1) holds or LJE2 = SL(2, 16) by
Lemma (IN). As a consequence, we have that C(E2) Π L2 = E2 since
K S C(A2). Thus (4) follows from (3). Hence Z(S) ̂  NE2(P) ^ Qλ n
# 2 - i42TΓ, and then Z(S) ^ ^(PT7)= W. As T7 centralizes S=E,E2

by Lemma (6H)(4), (5), (5) holds.
Now PeSyUK), P^SGSyl 2 (L 2 ), and CEβ) = Z{S) = TΓ. Further-

more, A2 is a iΓ-invariant subgroup of ^ and CAz(P) — Z < W.
Thus L2 ^ SL(2, 16) by Lemma (IK). The proof is complete.

In view of Lemma (61), we make the following definition.

DEFINITION (6.7). Let LJE2=MJE2xM£/E2 with MJE2=SL(2, 4),
and set S2 = S n M2.

LEMMA (6J). Assume that CE2(M2) = 1. Then (LG) = PSL(4, 4).

Proof. Let N = iV(^2) and let bars denote images in N/C(E2).
Our aim is to use Lemma (1L) to E2 and N. By Lemma (6G)(3), i72

is elementary abelian of order 256. By Lemma (61)(4), C(E2) =
E2O(N) and so Definition (6.7) and Lemma (6I)(3) imply that JV"
satisfies the conditions (1) and (2) of Hypothesis (1.1). Also,
C*t(Sj3ϊ) - CE2(S) = Z(S) - W by Lemma (6I)(5), so i\Γ satisfies the
condition (3) of Hypothesis (1.1) as well. Our assumption implies
that CE2(M2) = 1, so that JV" satisfies the condition (4) of Lemma
(1L). Now K = Cz2(t) = {xtxt I x 6 L2] and H is a complement for
P = Cΰ(t) in iSΓ (̂P) as K = K2. Hence H = {Jΰht\heH*} for some
complement 5"* for S2 in NM2(S2). Since [TF, jff] = l by Lemma
(6C)(8), N satisfies the condition (5) Lemma (1L) as well. Thus we
can apply Lemma (1L) to determine the structure of N and the
action of N on E2. As for the structure of N, we have

<L*, £*> <=-— J V - — <L*, t*, /*, D*> .

In this embedding, L2, M2, S, and ? correspond to L*, ikί*, R*^1*,
and £*, respectively.

Let S o = ( ( £ r

1 n ^ 1 ) n ( j & l n ^ f O f l - Then by Lemma (6H)(5) <S0, ί> =
SQ(ty is a complement for E2 in Γ. Since S e Syl2(L2) by Lemma
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(6I)(2), TeSyl2«L2, t)) and hence E2 has a complement in <L2, t) by
Gaschϋtz's theorem [19, Hauptsatz 17.4]. Therefore, the structure
of <L2, t) is uniquely determined by Lemma (1L). There is an
isomorphism

σ: <L2, t) > (L*E*, **> .

Here L\ = L*£7*, (tE2)
σ = £*#*, and σ maps S onto the group S* of

matrices

1

a 1

b c 1

d e /

with entries in F4. We know that each S* and S*/Z(S*) has
precisely one ^-subgroup, 2£2* and E*/Z(S*). Since ϋ/2 and EJW
are elementary and Z(S) = W (see Lemmas (6G)-(6I)), it follows
that Eγ and E2 are characteristic subgroups of S and that 1?" = E?
for i G {1, 2}.

Now consider the case where N does not contain an element
that corresponds to /* . Then T = <S, t)eSj\2(N). Since <S, £>σ =
<S*, ί*>, we see that E2 is the only ^e-subgroup of T. Hence
N(T)^N, which implies that TeSyl2(G). Next, since Sσ = S*
and /(S*) - ICEF) U I(-B2*), we have I(S) = /(JB7J U J(#2). Hence if
^ e tG Π S, then a? e Et for some i e {1, 2}. Since | CE.(x) \ ̂  256 by
Lemma (ID) and |C| 2^256, we have CE.(x) eSy\2(C(x))! But class of
CE.(x) ^ 2 and class of P = 3, a contradiction. Therefore, ^ Π
i S = 0 . Then t<£G' by Lemma (IE), and since Lσ

2 = L*E* is perfect,
SeSyl£(G'). We now appeal to [22] to conclude that O2\G'/O(Gf)) =
O2'(X) for some parabolic subgroup X of PSL(4, 4). By Lemma (1H),
L(G) = <LG> and [<LG>, O(G)] = 1. Therefore, (LG) = PSL(4, 4).

Assume, therefore, that N contains an element / that corres-
ponds to / * . Let / ' be a preimage of / in N. Since feN(T)f we
may choose f eNN(T). Then as feC(t) and <T> = J52, f eN(D2) =
.ΛΓ(i?2) by Lemma (6G)(4). Also, since / normalizes Q2 = C?(F), / ' e
N(Q2). Recall that iV(52) = NC(B2)E2 and iVσ(J?a) Π ̂ a = A2. Hence
we may choose / ' e NC(B2). Then / ' normalizes Q2 Π C = Q, but
/ ' έ Q. Thus f'eC- LCC(L). Also, we may choose / ' so that / / 2 6
E2. Then / / 2 6 C ΓΊ ̂ 2 = Λ ^ L. Therefore, L</'> = Aut (L). We
can now choose / e I{Lf) so that the action of / on L is induced
by the involutive automorphism of F4. Then / 6 Cfa) Π C(s2) and
feN(S) by Lemma (6H)(7), hence feN(SQ). Thus, <S0, ί, /> is a
complement for £, in <S, ί, />. As <S, t, /> e Syl2«L2, ί, / » , E2 has
a complement in <L2, ί, /> by Gaschϋtz's theorem, and the structure
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of <L2, t, /> is uniquely determined by Lemma (1L). Notice that
fePffh for some heH, hence feNN(M2). Hence by Lemma (1L),
there is an isomorphism

σ: (L2, t, /> > <L*, E*, t*, /*>

such that Ll = L*E*, Sσ = S*, (tE2)
σ = t*E*, and (fE2)

σ = f*E*.
As I(t*E*) = t*E\ we may assume that tσ = ί*. Replacing / by
/*σ~\ we may also assume that fσ = / * . Thus / is an involution
of C normalizing P = Cs(ί).

Now let X = C(tf), Y = CL(f), and M = Cφf). As C(/) n
ivL(A2) - C(/) n cω πL2 = c(f*) n c(ί*) n L*E*, aj) n ivx(A2) is an
extension of E8 by SL(2, 2). Thus / acts on L as a field automor-
phism by Lemma (2K)(4), hence Y = Sp(4, 2). Also, M = CL*E*(t*f*)
is isomorphic to the commutator subgroup of a maximal parabolic
subgroup of Sp(4, 4), and as xt — xf for xeM, the action of £ on
Λf is induced by a field automorphism of Sp(4, 4). As C is a semi-
direct product of <L, ί, /> and O(C), we have

Cχ(t) - C(J) Π C(ί) = <Γ, ί, / , Coic)(f)>

We argue that t φ f. Indeed, CL2(/)</> ^ CL*£*(/*)</*> is an ex-
tension of an elementary abelian group of order 32 by SL(2, 2) x
SL(2, 2), while C does not contain such a group by Lemma (3J).
Let bars denote images in X/(tf). Then tel(X) and since tφf,

C*(t) = NA<t, tf)) = Cx(t) .

Therefore,

CΊ(t) = ? x <?> x O(C*(t))

with F = Sp(4:, 2). We can now apply Lemma (IP) to conclude that
E(X) = Sp(4, 4) and CΊ{E(X)) = O(X). Consequently, \X\2 ^ 2U. As
the Schur multiplier of Sp(4, 4) is trivial, it follows that E{X) =
Sp(4, 4) and CX{E(X)) = <ί/, O(X)>. Thus #(X) is a standard sub-
group of G and C(E(X)) has a cyclic S2-subgroup. Also, as \G: X\
is even, tf $ Z*(G) and so E(X)O(G) <fl G by Lemma (1H). Appeal-
ing to [11], we conclude that (E(X)G) = PS?7(4,4), PS 17(5,4),
PSL(4,4), PSL(5,4), PSp(4,16) or Sp(4,4) x Sp(4,4). Since C{t)
has a component of type PSί7(4, 2), we must have that (E(X)G) ^
PSL(4, 4) (see [3, §19]). Thus by Lemma (1H), <Z/> ^ PSL(4, 4).
The proof is complete.

In view of Lemma (6J), we now study the following situation.

Hypothesis (6.3). CEz(M2) Φ 1.
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LEMMA (6K). L2 = N2 x N£, where N2 is isomorphic to the
semidirect product of the natural A5-module by A5.

Proof. By Lemma (6H)(5) and Gaschϋtz's theorem, E2 has a
complement N in L2(t). As in the proof of Lemma (6J), E2 and N
satisfy Hypothesis (1.1) and CSt(S£ζ) = W. Also, CE2(M2) Φ 1 by
our hypothesis. As Wf]WS2 = l by Lemma (6H)(4), the assertion
follows from Lemma (1M).

DEFINITION (6.8). Let R = S Π iV2, F2 == O2(N2), and U = Z(R).
Let .FyC/ be an element of ξ?*(R/U) different from FJU.

REMARK. N2 = K2A2 and iϋ 6 Syl2(i\Γ2), hence R = P. Thus
ξf*(R/U) = {FJU, FJU} and ί\ is extra-special of order 32. Also,
W = U x Uι by Lemma (61).

LEMMA (6L). For ΐ 6 {1, 2}, ίfeβ following holds.
(1) E^FtXFi.
(2) 8%eN(Ft).

Proof. For i = 2, the assertion is obvious, so consider the
case i = l. As S/W = RW/W x R*W/W and ΛTF/TF=J?/?7, we
have

&*(S/W) = {FJFIIW, F2F2*/W, FJFUW, FίFJW} .

Therefore, FxFljW is the only member of g7*(S/W) of order greater
than or equal to 28. As EJW is elementary of order 28 by Lemma
(6H), (1) holds.

Now sxeC{W) <ZC(U) by Lemma (6C)(8), and hence s1 acts on
Z(EJU) = U'FJU. Now K2A2 = CLz(t) = {xxt\xeN2} and H is a
complement for P = Cs(ί) in NKzA2(P), so if = {scα?* | a? e JBΓ*} for some
complement i ϊ* for iϋ in NNi(R). As if* acts fixed-point-freely on
jpyϊ/ by the structure of N2, so also does H. Hence it follows that
[U'FJU, H] = FJU since H centralizes U* by Lemma (6C)(8). There-
fore, s.eNiF,).

DEFINITION (6.9). Let L, = (S, S8^)f N, = (R, Rs^yf Go = <Llf L2>,
and Gt = <#„ iV2>. Notice that N2 = (Rf R

s*).

LEMMA (6M). GO is a central product of Gt and G[.

Proof. It is clear that G0=(G19 Gί>, so we shall prove [G19 G{] =
1. The structure of N(E2)/E2 shows S Π SS2 = E2 (see Lemma (61)).
In particular, Ex Π E^ ^ Ĵ 2 so (JSΊ Π £ΊS2)Sl is a complement for E2
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in S by Lemma (6H)(5). Thus

S = E2{EX n El^ .

Now, E^ - F iF s and Ei^ = Fi^Fi*8* by Lemma (6L). As FH,
Ft*8*- ^ N^ and L$ = iNΓ2

8i x ΛΓ|i*, we have that

(Ex n JSΊ82)81 = cί\ n ίY2)8* x (F x n i ^ 2 ) 8 i ί .

Also, E2 = F2x Fi. As F29 (Fί Π FiS2)Sl ^ Jϊ, the above factorization
of S yields that

JR = F2{Fί n F^2)^ .

This shows that R = F 2 F X and i2S2 - 2^(1^ Π FW* as «, 6 N(Ft) by
Lemma (6L). Hence if X = <JP\, (Fx Π FW*}, then ΛΓ2 = F 2 X and
so F 2 Π ί7! ^ F 2 Π X <\ N2. As iV2 acts irreducibly on F2, F2 Π X=F2.
Thus

iSΓ2 = <F l f (F1 Π F/O'1'2) .

Now

[Fιt F{] £ [N2, Nϊ] = 1 .

Since 8ίeN(F1),

[F19 (Fx ΓΊ FW *] £ [Flf Fi*] £ [N2, Ni] - 1 .

Conjugating this by sj, we have

[(Ft ΓΊ Fi*)8**1, Fί] = 1 .

Also, since (s^) 2 = (SA) 8 ,

Since iSfc1 = <F l f (F x Π Fi*)8**8*) and JV2* = <F/, ( ί\ Π Fi*)8***}, we con>
elude t h a t

( 1 ) [iV2% iSΓ|] - 1 .

In particular, [i?81, i?4] = 1, and since [R, Rι] = 1 and Nt = <Λ, i28l>,
it follows t h a t

( 2 ) [N19N}]=1.

Also, [Λ i*, iV2] ^ [Np, NiY = 1. As [22*, iSΓ2] ̂  [2VJ, iSΓ2] = 1, it follows
that
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(3) [NΪ,NA = 1.

The equations (1), (2), and (3) show [Glf G[] = 1, as desired.

LEMMA (6N). The following conditions hold.
(1) G^PSU&Z).
( 2 ) Go - G, x G[.
( 3 ) L = CGo(t) = {xxt\xzGί}.
( 4 ) C(G0) = O(N(G0)).
( 5 ) R

Proof. By Lemma (6K), N2 is perfect. Therefore, R^N2^G[
and then Rs' ^ (G0Sl = G[ as ^ e Go ^ iSΓCGJ. Thus N, = <Λ, Λ i> ^
G( and Gx = GJ.

Let Lo = {xx'lxeG,} and Z0 = GίΠ G[. Then, as Go = G^G[ by
Lemma (6M), it follows that CGo(t) = LoCZo(t). By the same reason,
the mapping $ —> &&* is a homomorphism from Gx onto Lo with the
kernel contained in Z{G^. In particular, LQ is perfect by the first
paragraph and so CGo(t)' — CGQ(t)°° = Lo. On the other hand, L =
<P, Si, s2> ̂  Cffo(ί) and so CGo(t)°° = L as C°° = L. Thus L = Lo, and
consequently G ^ G J = PSC/(4, 2).

Now C(G0) < C(L) Π JSΓ(Go) as L ^ Go. Since <ί> e Syl2(C(L) n
ΛΓ(G0)) and ί ίC(G 0 ) , it follows that C(G0) has odd order. This
proves (4) as Go is semisimple. Now Z(Gj) has odd order, so as
the Schur multiplier of PSU(4, 2) has order 2, we have that Z(Gt) =
1. Hence (1), (2), and (3) follow. Finally, (5) is obvious by (1).

LEMMA (60). // t e N(G0)
9 for geG, then g e N(G0).

Proof. We first show that N(Q) ̂  N(GQ). By Lemma (3J),
N(Q) ^ Nfa), hence N(Q) = DMQ) = A.WNoiQ) (see Lemma (6C)
and a remark after Definition (6.3)). AiTΓ and NL(P) ^ L2 <. Go, and
NC(Q) = (NL(P), t, 0(C)) or (NL(P), ί, 0(C), />, where / is an ele-
ment of C acting on L as a field automorphism. Thus it is enough
to show t,O(C), and feN(G0). Clearly, t,O(C), and / normalize
Q and centralize s19 s2. By Lemma (6H)(7), N(Q) ̂  JV(S). Hence
t, 0(C), and / normalize Li = (S, SH) for i e {1, 2}, and hence nor-
malize Go = (Llf L2>. Thus N(Q) ̂  N(G0).

Now assume that t e N(G0)
g. Then ί acts, by conjugation, on

the set {Gl, G{9}. Suppose that t normalizes Gl and G{9. Then both
G{ Π Cit) and G[9 Π C(ί) have 2-rank at least 3 by Lemmas (2E) and
(2K), so m(Gl D C(t)) ^ 6. This is a contradiction because m(C) = 5
by Lemma (3J). Therefore, t interchanges Gl and G\g. As a con-
sequence, we have L = (?? Π C(ί) = {a?α;* | a? e Gf} since Gξ = Gl x G?ff.



FINITE GROUPS WITH A STANDARD SUBGROUP 459

Hence if ΓeSyl2(G?), then P = {yy'lye Y) is an S2-subgroup of L.
As Q and <P, t) are conjugate by an element of L <: Go, N((P, t))<*
N(G0) by the first paragraph. Let zeZ(Y)*. Then as 22 = 1, «"1i« =
ztzt-tePt, so that zeN((P,t)). As z £ L , we conclude that L <
iV(G0) Π G? Then [1, Lemma 2.5] shows that Gg

Q ^ JV(G0), hence
G? = N(G0)°° = Go. The proof is complete.

DEFINITION (6.10). Let T^S.eSyl2(ΛΓ(G0)), So = iS^GJ, and
# 0 - C5o(Gί) Notice that So - iVβl(Gί) by Lemma (6N), and that
R ^ Ro and S ^ So.

LEMMA (6P). ^ e S y U G ) .

Proo/. Let geNiSJ. Then t'eS,^ N(G0), so that geN(G0) by
Lemma (60). Thus iNΓGSJ ^ iV(G0), and the assertion follows.

LEMMA (6Q). SeSyl2(GTO).

Proof. There are three cases to consider:
1. Ro Φ R.
2. Ro = R but So Φ S.
3. Ro = R and So - S.

Let iV = iSΓ(G0). Then Lemma (6N)(4) shows that Ro Π R\ = 1 and
that CN(G[)/0(N) -* Aut (GJ. Hence R0S 0 RIS = S and | Λ 0 S / S | -
I iZo/i? | ^ 2 as S n Ro = R. Also, N^G^/C^G^ *=+ Aut (Gx), hence
SJRIS\ ^ 2. Therefore in Case 1, \RQS/S\ = |50/i2| = 2 and So/S =

R0S/S x i2SS/S. Similarly, |S 0 : S\ = 2 in Case 2.
Suppose tgeNN(Gj). Then ^eiSΓ and so geiSΓ by Lemma (60).

But then tg £ NN(G^ as NN{G^) <| JNΓ, a contradiction. Therefore,

tG n s 0 = 0 .

In Case 3, T = S,e Syl2(G) by Lemma (6P) and f n S = 0 by
the above. Therefore, t$Gr by Lemma (IE). Since

S ^ Go ^ G00 ,

it follows that SeSyl2(G°°). Therefore, we assume that

S<S0.

Then S < JV5o(Γ). Also, NSo(T) = C8o(t)S as I(T - S) = ts by Lemma
(IB). Thus CSo(t) > Cs(t) = P. As ί ί C5o(ί), C5o(i) is isomorphic to
an S2-subgroup of Aut (L). Therefore, we can choose an involution

a e C5o(ί) - S.
We compute \CSl(x)\ for XGI(NSQ(T) - S). In Case 1, So = Rox
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R\, so that x = yz with y e I{R0 — R) and z e I{R\ — Rι). Hence
CSQ{X) = C7Λo(i/) x CR*{z). As /̂ induces an outer automorphism on
Gii \CRO(.V)\ ^ 32> a n d similarly \CR*{z)\ ^ 32 (see Lemma (2E)). Thus
I CSo{x) I S 1024 and |C5l(a?)| ^ 2048. In Case 2, a? induces outer
automorphisms on Gλ and G[, so |C5o(a?)| ^ 512 and \CSί{x)\ ^ 1024.

We show that

aG n (R0S U JSoS) = 0 .

Suppose that a9 e R0S U RIS for some g eG. Choose a9 so that
CSl(a9)\ is maximal. As iϋ0S = RoxR*, we may write a9 = wv with

ueRQ and veR*. Assume Case 1. Then conjugating in N{G0), we
may assume that | C^tw) | ^ 32 and that | CRι(v) \ ̂  64 (see Lemmas
(2E) and (2K)), so | C5o(α') I ̂  2048. Similarly in Case 2, we may
assume that | CR(u) \ and | CRt(v) \ ̂  32, so that | Cs(a9) \ ̂  1024. Thus
in any case, we may assume that \CSι(aa) | ^ \CSι(x)\ for all x e
NSQ(T) — S. Also, if weI(S1 — So), then w interchanges Ro and R[,
and so \CSι(w)\ ^ 256 < \CSl(ag)\. Thus we may assume that a9 is
an extremal conjugate of a in S l β Then we may also assume that
CSl(a)9^S19 since SjeSyUG). Then VeS^N, and Lemma (60)
yields that geN. But now α ? I = G.C^G,) U G[CN{G\) and α*6X,
which is a contradiction because X is a normal subset of N(G0).
Thus we have proved that aG Π (R0S U -KoS) = 0 .

Consider Case 1. Then SJS = D8, and So/S and <ί, α, S>/S are
the fours subgroups of SJS. Since S t 6 Syl2(G) and since aG Π So ^
αS and f f l S o = 0 , Lemma (1G) shows that SeSyl2(G°°).

Therefore, assume that Case 2 holds. We show

(taf Π S - 0 .

Suppose δ e (k) G Π S. As before, we may choose b so that \CSl(b)\^
1024. Since | CSl(x) \ ̂  1024 for x e I(S0 - S) and since | CSl(y) \ ̂  256
for any y e /(Sj. — So), we may assume that b is an extremal con-
jugate of ta in Sx. Then we may assume 6 = (έα)*7 and CSl(ta)g ^ Sx

for some geG. But then Lemma (60) yields a contradiction just
as before. Therefore, {taf ΠS = 0 . Since ίG Π <α, S> = 0 and
α G n S = 0 , Lemma (IF) shows that SeSyl2(G°°). The proof is
complete.

LEMMA (6R). (LG) = PSί7(4, 2) x PSU{4, 2).

Proof. We argue that J? is strongly involution closed in S
with respect to G°° (see [25]). By way of contradiction, let xel(R)
and assume xgeS — R with g e G°°. By conjugating in Go, we may
choose xeF2 and x9eF2 x JP2* — I*7?. Since i?2 is the unique Em-
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subgroup of S and S e Syl2(G°°) by Lemma (6Q), we may also choose
g e N(E2) Π G°°. Now Y = N(E2) Π G°° acts, by conjugation, on {F2,
Ft] since F 2 = O2(N2). Hence | F: ΛVCFΰl ^ 2. Since SeSyl2(Γ) by
Lemma (6Q) and since S ^ N(F2), it follows that Y ^ iV(F2). Thus
geN(F2). But then xgeF2, which is a contradiction proving the
assertion.

We can now apply Corollary 2 of [25] to get that

Set X = (I(R)G°°) and let bars denote images in G/O(G). Then
[JΓ, X*] = 1 so F*(G) can not be simple. Thus Lemma (1H) shows
(LG) = PSU(4, 2) x PSU(4, 2).

Lemma (6R) completes the proof of Theorem (6A). The main
theorem follows from Lemmas (3H), (3G), Theorems (4A), (5A), and
(6A).
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