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In the first part of the present paper, Γ-rings are studied
in the setting of modules. The notion of a module over a
Turing is studied, with the object of developing the
notion of a Jacobson-radical for a Γ-ring via modules. This
radical enjoys the usual properties of the corresponding
object in rings. A semisimple right Artinian Γ-ring turns
out to be the direct sum of simple ideals; this conclusion is
strengthened to include a corresponding decomposition for
the jR-ring Γ also in the case of a strongly semisimple
strongly right Artinian weak ΓN ring. The Jacobson radical
of a weak i~Vring R is characterized in different ways, in
one of them as the set of all properly quasi-invertible ele-
ments of R. It is shown how rings, ternary rings and
associative triple systems can be considered as weak /Vrings.
The present approach provides a uniform module cum radical
theory not only for F-rings, but also for the associative
triple systems.

The second part of the paper imbeds any weak ΓN-ring
R into a suitable associative ring A. Simplicity and semisim-
plicity in R and A are shown to be related. The main result
of this part which generalizes the classical Wedderburn-Artin
theorem for rings to Tarings, characterizes the strongly
simple, strongly right Artinian weak /Vrings as the Γ-rings
of rectangular matrices over division rings.

The ring of all square matrices over a division ring plays a vital
role in classical ring theory. However, when one considers the set
of all rectangular matrices (of the same type), there appears to be
no natural way of introducing a binary ring multiplication into it.
Various authors like Nobusawa [15], Lister [8] and Hestenes (see
[5]) have tried to offset this difficulty by considering a natural
ternary multiplication in the set of rectangular matrices; their
investigations have led to the respective notions of a Γ^-ring, associa-
tive triple systems of first kind (ternary rings) and of second kind.
These three structures provide a suitable setting for the study of
rectangular matrices. The above-mentioned authors have obtained
some structural results for these structures, results similar to ones
for rings. The concept of weak ΓN-τing introduced in this paper
includes all the three above structures, besides rings, as particular
cases. Nobusawa considers a notion of semisimplicity for his Γ^-ring
and that does not arise from a radical as in the case of rings.
Coppage and Luh [2] have considered a few radicals among which
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the "strongly nilpotent" radical proves adequate as a radical for
Nobusawa's semisimplicity. Besides, they also consider a Jacobson
radical in this paper; Luh also considers a notion of primitivity in
the context of density theorem for Γ-rings (see [9]). Significantly,
both these concepts are introduced without reference to a concept
of a module, unlike in ring theory. In the present paper, a suitable
notion of a module over a Γ-ring is introduced and this provides a
natural setting for both these concepts. Indeed, the notions of
primitivity and Jacobson radical are introduced via modules and the
earlier notions are recovered in this context. The present approach
also provides a simultaneous radical theory for the the associative
triple systems of both the kinds at the same time (an approach of
which type has been lacking so far).

1* /brings and modules over Γ-rings* Let Γ — {a, β, 7, δ, •}
be an additive (abelian) group. A Γ-ring is an additive group R —
{x, y, z, } together with a composition xay in R defined for x9 y
in R and a in Γ satisfying the following conditions:

(1) (x + y)az = xaz + yaz, x(a + β)y = xay + xβy9 xa(y + z) =
xay + xaz

(2 ) xa(yβz) = (xay)βz.
R will be called a Γ-ring in the sense of Nobusawa (ΓN-ring)

(see [1], [15]), if there is also a similar composition axβ in Γ defined
for a, β in Γ and x in R satisfying (1),

(1') (a + β)xδ = axδ + βxδ, a(x + y)β = axβ + ayβ, ax(β + δ) =
axβ + axδ

(2') (xay)βz = x(ayβ)z = xa(yβz)
(2") (axβ)yδ = a{xβy)δ = ax(βyδ) and
( 3 ) xay = 0 for all x, y in R implies a = 0 (Nobusawa condition).
In fact, (Γ) and (2") are redundant in the above definition (see

[10, p. 72]). We shall call a Γ-ring R to be a weak ΓN-rίng in case
the composition axβ in Γ satisfies (1'), (2') and (2") only. Clearly,
if R is a weak Γ^-ring, Γ can be thought of as a weak ίί^-ring.

EXAMPLES. (1) Let D be a division ring and Mp>q(D) denote the
additive group of all p x q matrices whose entries are from D.

(a) Mp>g(D) is a Γ-ring with Γ = Mp>q(D), where the composition
is defined by xaz = x{al)zf a1 denoting the transpose of the matrix
a, for all x, y and a in M9,q(D).

(b) Mp,q(D) is a Γ-ring with Γ = Mq,p(D) under the usual matrix
multiplication.

(2) Every associative ring R is a Γ-ring with Γ = R, but it
need not be a Γ^-ring in general; however, it is easily seen to be a
weak Γ^-ring always.
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(3) Any associative triple system T of first (second) kind with
trilinear composition < > becomes a weak Γ^-ring R( — T) for Γ = T
if one defines multiplication in R as < > and in Γ as axβ =
(axβ) (axβ = (βxa)).

An additive subgroup I of a Γ-ring R is called a right {left)
ideal of R, if xay e I (yax e I) for all x in I, a in Γ and y in R. A
right ideal which is a left ideal as well is called a two-sided ideal or
simply an ideal. R is said to be simple, if i2Γi2 Φ 0 and the only
ideals of R are 0 and R. As in the classical case of rings, one can
easily see that the Γ-ring in Example l(b) is a simple .Γ-ring.

Let R be a Γ-ring. An additive (abelian) group M will be called
a right RΓ-module (to be called just RΓ-module), if there exists a
map φ: M x Γ x R —> M satisfying (φ(m, a, x) will be denoted by
max in short)

(1) (m + w)α# = max + wax,
( 2 ) ma{x + y) — max + may and
( 3 ) mβ(xay) = (mβx)ayf for all cc, ?/ in iϋ, α, /S in Γ and m, n in ikf.

EXAMPLES, (i) Every Γ-ring R is an i?Γ-module under the right
multiplication in the Γ-ring R.

(ii) Let D be a division ring and Dp be the set of all p-tuples
of elements of Zλ Then Dp as well as MPtP(D) can be made in a
natural way into ϋϊΓ-modules for Γ = Mp,q(D) and R = Mq,P(D).

Let Λf be an i?Γ-module. For subsets M19 Γlf Rx of Λf, Γ, J2
respectively, we denote by M1Γ1R1 the additive subgroup of M
generated by elements of the form max with m in Mlf a in /\ and
x in i?x; same notation also holds for R considered as an i2Γr-module.
One can define, as in the classical module case, the notions of sub-
modules, proper submodules, quotient module, homomorphism between
iZΓ-modules, kernel of a homomorphism and direct sum of i?Γ-modules
etc. Among the usual homomorphism results that hold in the present
case, we record the following result for later reference.

PROPOSITION 1.1. Let N be a submodule of M. Then there is a
one-to-one correspondence between the submodules of M containing
N and the submodules of M/No

For an ideal I of a .Γ-ring R, R/I, the additive group of cosets
of I, forms a Γ-ring in a natural way. If / is a right ideal of R
then I is a submodule of the J?Γ-module R; as such, R/I can also
be considered as an iϋΓ-module. We shall call an J?Γ-module M to be
irreducible if MΓR Φ 0 and if it has no nonzero proper submodules.

The following two results can be easily obtained as in the classical
case (see [4]) with slight modifications.
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LEMMA 1.2. M is irreducible <=> for mφΰ in M, mΓR = M<=>
for each m Φ 0 in M there is an a in Γ such that maR = M.

LEMMA 1.3 (cf. [4, Lemma 1.1.3]). Let M be an irreducible
RΓ-module. Then M = R/I as an RΓ-module for some maximal
right ideal I of R. Moreover there exists an a in Γ and an e in
R, such that x — eax e / for all x in R. On the other hand, for
every such maximal right ideal I of R, R/I is an irreducible RΓ-
module.

As in the classical case (see [4]), we shall call a right ideal I
of R regular, if there exists an element e in R and an a in Γ, such
that x — eax e I for all x in R.

An -βΓ-module M is said to be a faithful module, if MΓx = 0
implies x = 0 (for x in R) or equivalently, if the annihilator ideal
A(M) = {xeR\MΓx = 0} is zero. R is said to be primitive, if it
admits a faithful irreducible iϋΓ-module. An ideal / of R is a
primitive ideal if R/I is a primitive /"-ring. Then we have

PROPOSITION 1.4. If M is an irreducible RΓ-module, then R/A(M)
is a primitive Γ-ring.

REMARK 1.5. We note here that there is already a notion of
primitivity for Γ-rings in the literature due to Luh (see [10]) which
coincides with ours (as shown below). However, the above definition
of a primitive .F-ring seems to be a natural one in the context of
its usefulness as we shall see presently.

THEOREM 1.6. A Γ-ring R is primitive if and only if R is
primitive in the sense of Luh (Joe. cit.).

Proof. Let R be a primitive /"-ring as defined by Luh. Then
RΓx = 0 will imply x = 0 and the right operator ring OR of R (see
[10]) is primitive. Let M be a faithful irreducible 0^-module. M
becomes an i?Γ-module, if we define max = m[a, x], for a in Γ and
x in R ([a, x\eθr;, see [10]). Clearly M is irreducible as an RΓ-
module. Also, if MΓx = 0, then M[a, x] = 0 for each a in Γ;
therefore [a, x] = 0 for all a in Γ; this implies that R[a, x] = 0 for
all a in Γ; hence RΓx = 0 and consequently x = 0. Therefore M is
a faithful irreducible ϋϊΓ-module; so R is primitive.

Conversely, let R be primitive and M be a faithful irreducible
iϋΓ-module. M becomes an irreducible 0^-module if we define
mΣ\aif xί] = Σmaixi. Let now Σ[aίy xt] be in OB such that MΣ[aiy Xi\ —
0, i.e., Σmaixi = 0 for all m in M; in particular Σ(mβx)aixi = 09 for all
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x in R and β in Γ; mβΣ(xaixτ) = 0 for all m in M and β in /\
Now, the fidelity of M implies that Σ{xaix%) = 0; a; being arbitrary
in R it follows from the definition of OR that Σ[ai9 xt] = 0.

2. Jacobson radical* As in the case of a ring, we define the
Jacobson radical J(R) of a Γ-ring J? by J(R) = ΠA(ikί), where If
runs over all irreducible ϋίΓ-modules, if any. In case R does not
possess any irreducible iϋΓ-module, J{R) is defined to be R itself.
Since any irreducible iϋ^Γ-module M is of the form R/I for a maximal
regular right ideal I of R (see Lemma 1.3) and then A(M) =
{xeR\RΓx Q 1} = (R: I), we have

PROPOSITION 2.1. J(-B) — Π(i2:/), where I runs over all the
maximal regular right ideals of R.

REMARK 2.2. One can easily see (cf. [4, p. 10]) that (R: I) will
be the largest (two-sided) ideal of R contained in /, in case I is
regular. Further, any proper regular right ideal is contained in a
maximal regular right ideal (Zorn's lemma).

PROPOSITION 2.3. J(R) = K = Π I, where I runs over all maximal
regular right ideals of R.

Proof. Since I is regular, {R: I) £ I (by the above Remark); by
Proposition 2.1, J(R) Q K. For the reverse inclusion we first note
that for any element x in K and any β in Γ, the right ideal S =
{xβy + y\y in R) coincides with R (this can again be proved as in
[4, p. 11]). Let now, if possible, J(R) £= K. Then there exists an
irreducible ϋ?Γ-module M such that MΓKφ 0. In particular, maKφ 0
for some m(Φϋ) in M and some a in Γ. By irreducibility of M,
one has that maK = Λf. Let ί be in ϋC such that mαί = — m. As
mentioned above {to/ + y\y e R} — R. Since — t is in R, there exists
an z in i? such that t + z + toz = 0. Then we have

0 = ma(t + z + taz) = mαί + mα^ + {mat)az

= — m + m<xz — mαz = — m ,

a contradiction.

We shall call an element x in R to be a-right quasi-regular
(a-rt.q.r.) with a-right quasi-inverse y, in case as + y + ccâ / — 0.
We note indeed that the elements of J(R) are a-rt.q.r. for every a
in Γ, as is clear from the above proof, x will be said to be right
quasi-regular (rt.q.r.), if it is α-right quasi-regular for each a in Γ.
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Similar notions of a-leίt quasi-regularity etc. can also be clearly
introduced. An element x in R is then called a-quasί-regular (quasi-
regular), if it is both α-left as well a-rt.q.r. (for each a in Γ). An
ideal (left, right or two-sided) is a-rt.q.r. (rt.q.r., quasi-regular) if
each of its elements is so.

REMARK 2.4. (i) J(R) is a right quasi-regular ideal of R.
(ii) x in R is β-rt.q.r. if and only if {xβy + y\yeR} = R.
(iii) The a-leίt and α-right quasi-inverses of an ^-quasi-regular

element are one and the same (cf. [12, p. 111]).
(iv) If for an x in R, —xax is α-right q.r. with quasi-inverse

y, then x is also a-rt.q.r. with rt. quasi-inverse — x + y — xay (cf.
[6, Lemma 19.1]).

(v) Sum of two a-rt.q.r. right ideals of R is again a-rt.q.r.;
indeed any finite sum (in fact, any algebraic sum) of a-rt.q.r.(rt.q.r.)
right ideals is again a-rt.q.r.(rt.q.r.).

If we denote by Ja(R)(J*(R)) the sum of all a-rt.q.r. (right quasi-
regular) right ideals of R, then Ja(R)(J*(R)) will itself be a a-
rt.q.r.(rt.q.r.) right ideal in view of the above remark. We also
have J*(R) = Γ\aerJa(R). Further, any a-rt.q.r. right ideal is also
a-leίt quasiregular (easily seen as in the case of rings). Hence
Ja(R)(J*(R)) is also a α:-quasi-regular right ideal. Using the last
remark one finds that J(R) is also a quasi-regular ideal. Besides,
J(R) contains all quasi-regular right ideals of R (this easily follows
as in [4, Theorem 1.2.3]). Thus we have

THEOREM 2.5. J(R) is the unique maximal quasi-regular ideal
of R which contains all quasi-regular right ideals (hence also two-
sided ideals) of R.

Since J(R) £ Ja(R) for each a in Γ and J*(R) is a quasi-regular
right ideal of R, we have the

COROLLARY 2.6. For a Γ-ring R, J(R) = J*(R) = Γ U Γ «/«(#).

REMARK 2.7. It is clear that one could have started with left
ϋJΓ-modules and defined a (left) Jacobson radical and obtained left
analogues of the earlier results. However, Theorem 2.5 shows that
we would have still obtained the same Jacobson radical.

PROPOSITION 2.8 (cf. [4, Theorem 1.2.5]). For an ideal I of
R, J(I) = J(R) Π /.

We also have the following elementwise characterization of the
Jacobson radical.
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PROPOSITION 2.9. J(R) = X = {x eR\xΓR is a quasi-regular right
ideal in R} = {ze R\xazβy is quasi-regular for all x, y in R and
a, β in Γ).

Proof. Clearly J(R) ξZ X. Now, X is easily seen to be a right
ideal of R. Further, for any x in X, —xax (belonging to xaR) is
a-rt.quasi-regular for all a in Γ; x is a-rt.quasi-regular for all a in
Γ (by Remark 2.4 (iv)). Thus X is a quasi-regular right ideal;
X Q J{R). The other part is similar.

We note that there is already a notion of Jacobson radical for a
jΓ-ring in the literature due to Luh and Coppage [2]. Indeed they
call an element y in R to be right quasi-regular, if for each β in
Γ there exist α, in Γ and xt in R(i — 1,2, - —, n) such that xβy +
Σxa^i — Σxβyatxt = 0 for all x in R. Then Jacobson radical is there
defined to be (the ideal) ^f(R) = {x e R | the two-sided ideal (x)
generated by x consists of right quasi-regular elements}. If y is right
quasi-regular in our sense, then for each β in Γ there exists an z in
R such that y + z — 2/βs = 0; hence cc/9̂/ + xβz — xβyβz = 0 for all
x in iϋ, i.e., y is right quasi-regular in the above sense of [2].
However we are unable to conclude anything about the reverse
implication. All the same we have

THEOREM 2.10. For a Γ-ring R, J(R) =

Proof. It is clear that J(R) £ ^f{R). Let, if possible, J(R) £
hence there exists an irreducible i?.Γ-module M such that

MΓ^f(R) Φ 0; hence ma^f{R) φ 0 for some m Φ 0 in M and a in
Γ; by irreducibility of M, ma^(R) — M. Let m = max for an x
in ^(R). Since cc is in ^(R) there exist ^ in Γ and a?€ in R(i =
1, 2, , n) such that xα^ + Σ?=i ̂ Λ^i ~ Σ?=i xaxμtXt = 0; therefore

0 = mq

= m + Σ ^/^ϊ^i — Σ w^^i = m ,

a contradiction.

An element x in a Γ-ring R is said to be nilpotent if for each
a m Γ, there exists a positive integer n such that (xα)%x — 0. An
ideal / (left, right or two-sided) is said to be nil if each of its
elements is nilpotent. The ideal I is said to be nilpotent if (IΓ)kI = 0
for some k. It is easily seen that a nil ideal is quasi-regular and
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hence is contained in J(R). For right Artinian Γ-rings (defined in
the usual way) one also has

PROPOSITION 2.11 (cf. [4, Theorem 1.3.1]). If R is right Artinian,
then J{R) is nilpotent. In fact, J(R) coincides with the nilradical
(sum of all nil ideals of R (see [2])).

As in the case of rings we shall call a /"-ring R to be semisimple
if its Jacobson radical is zero. A proof as in the case of rings yields
the following expected result.

PROPOSITION 2.12. For a Γ-ring R, R/J(R) is semisimple.

It is clear that one can introduce a notion of subdirect sum of
Γ-rings (Γ being same for all of them) in an exactly analogous
manner as for rings (see [4]). The following result is then deduced
on exactly same pattern (loc. cit.).

PROPOSITION 2.13. A nonzero Γ-ring is semisimple if and only
if it is a subdirect sum of primitive Γ-rings.

We recall that Nobusawa (see [15]) has called a Γ-ring R to be
semisimple (we shall call it iV-semisimple), if for each x(Φθ) in R, there
exists an a in Γ such that xax Φ 0. We note here that the Jacobson
radical J(R) plays the role of radical for iV-semisimplicity also, for
an important class of Γ-rings R. Indeed we have

THEOREM 2.14. Let R be a right Artinian weak ΓN-ring. Then
R is semisimple if and only if R is N-semisimple.

Proof. Let R be semisimple so that J(R) = 0. If x(Φθ) is in
R, then x g J(R); there exists an irreducible ϋJΓ-module M such that
MΓx Φ 0; max Φ 0 for some m in M and a in Γ. By Lemma 1.2,
M = (max)βR for some β in Γ. Hence m = (max)βy for some y in
R. Then 0 Φ max — ((max)βy)ax = ma(x(βya)x); i.e., xθx Φ 0 for
θ = βya in Γ. Thus R is JV-semisimple.

Conversely, let R be iV-semisimple and right Artinian. If possible,
let J(R) Φ 0. Then J(R) is nilpotent (by Proposition 2.11), so that
(J(R)ΓYJ(R) = 0 and I = (J(R)ΓY~ιJ(R) Φ 0 for some integer n. Then
IΓJ(R) = 0; IΓI = 0; xΓx = 0 for x Φ 0 in 1, a contradiction to N-
semisimplicity. Thus J(R) — 0 and R is semisimple.

THEOREM 2.15. A Γ-ring is semisimple right Artinian if and
only if it is isomorphic to a finite direct sum of simple right
Artinian Γ-rings.
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Proof. Let R be a semisimple right Artinian Γ-ring; then 0 =
J(R) = n i ( M ) , where M runs over all irreducible iϋΓ-modules.
A(M)'s being right ideals of R, the right Artinian condition on R
implies the existence of a finite set {Mlf M2, , Mn) of irreducible
i?Γ-modules such that fYs=1A{Ms) = 0 and f\jΦiA(Ms) Φ 0 for each i
in (1,2, ••-,%). From Proposition 1.4, RIA{Mτ) will be primitive.
Being a homomorphic image of iϋ it will also be right Artinian so
that R/A(Mi) will be a simple Γ-ring for each i (by [10, Theorem
3.6]). Consider the map

Θ:R >

x • (xί9 x2, , xn) , where xj = x + A(M5) .

We claim that θ is an isomorphism of Γ-rings. θ is clearly a Γ-
homomorphism; it is injective, in view of the fact that ΠLi A(Mt) = 0.
By the choice of Mlf M2, •• ,Λfn, there exists an element yk(Φθ) in
n^fc A(Mi) such that ?/fc g A(Mk). Therefore y\ = 0 for i Φ k and
2/ϊ Φ 0. Hence Θ(?/fe) = (0, 0, , y\, 0, , 0). Since R/A(Mk) is simple,
R/A(Mk) = (yΐ), where <i/|> is the ideal generated by y\ in R/A(Mk).
By considering the elements of the ideal (yk) one can easily conclude
(as in [12, p. 60]) that for any element zk in R/A(Mk) there exists an
x in R such that 0(#) = (0, 0, , 0, zkf 0, , 0). Since k is arbitrary
in (1, 2, •• 9ri), it is clear that Θ is onto. Thus R is isomorphic to
the direct sum of the simple Γ'-rings RjA{M^) which are also right
Artinian. The converse part of the theorem is straightforward.

Part of the above proof was inspired by that of [12, Theorem
3.18],

Nobusawa has obtained earlier (see [15, Theorem 3]) a simul-
taneous decomposition for R and Γ under the stronger hypothesis
of R being a right and left Artinian iV-semisimple /Vring. We also
obtain below, a result with a similar but apparently stronger con-
clusion, using a possibly stronger hypothesis than that of Nobusawa.
The choice of this hypothesis is anticipated by Corollary 3.5 proved
later. For this we define a weak Γ^-ring R to be strongly semisimple
(strongly simple, strongly right Artinian) if R is semisimple (simple,
right Artinian) as a weak /Vring and Γ is semisimple (simple, right
Artinian) as a weak ϋVring. We then have

THEOREM 2.16. Let R be a strongly semisimple strongly right
Artinian weak ΓN-ring. Then

R = Rι@R2@- @Rn and
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for ideals Rz of R and Γt of Γ, such that Rt is a strongly simple,
strongly right Artinian iveak ΓiN-ring for i = 1, 2, - , n.

Proof. By the previous result we can write R = Rλ® R2ζ&
and Γ = Γ1 0 Γ2 ® ® Γm for simple Γ-rings R, and simple i?-
rings Γ5 . Since J2JX ^ 0, RJΓ^ Φ 0 for at least one j . R,ΓάR, =
Rif in view of the simplicity of Rγ. In view of the direct sum
decomposition of Γ it is clear that there can be only one j = j \
with R1ΓhR1 ΦO. For this j19 RιΓhRι = Rγ so that Rx =
R,Γh{RJΓhRx) = Rx{ΓhRjr$R» ΓhRJΓh Φ 0. By simplicity of
Γ i l ? Γjji^^ — Γh. Thus, for each ΐ in (1, 2, , w) there exists a
unique j t in (1, 2, , m) (necessarily distinct) such that RtΓό.Rτ —
R% and ΓίiRiΓJi — Γh. Since we can reverse the role of R and
Γ, it is clear that m = n. By a rearrangement of the indices of
Γ3 , one obtains the required decomposition. Rest of the assertions
in the theorem are easily seen.

3* Jacobson radical for weak /V-rings, In this section we
obtain a few characterizations of the Jacobson radical valid for weak
ΓVrings. Since any ring can be considered as a weak ΓN-rmg, our
results in fact include some results on rings as well. We indicate
this connection towards the end of this section.

Let R be a weak ΓN-rmg and a be a fixed element in Γ. Then
we denote by R{a) the associative ring obtained by defining the
composition χoay — xay in the additive group R. Clearly, a right
ideal of R is also a right ideal of the ring R{a); further, an x in R
is a-rt. quasi-regular if and only if x is right quasi-regular in the
ring R[a). In particular, the maximal a-rt.q.r, right ideal Ja(R) of
R (see §2) is also a right quasi-regular right ideal of R{a). In this
setting we have

THEOREM 3.1. Let Rbe a weakFN-ring. Then J(R) = Γ\aerJ*(R{a)),
where /*(•) denotes the Jacobson radical of an associative ring.

Proof. From the remarks preceding the theorem it is clear that
Ja(R) C J*CRW) for each a in Γ; J(R) £ ΓϊaeΓJ*(R{a)) (by Corollary
2.6). For proving the reverse inclusion we first recall Remark 2.4(ii)
that x in R is a-rt.q.r. if and only if the map ΘXί(X: R —> R defined
by Θx>a(y) = y + xay is surjective. Let now x e f}aer J*(R{a)); then
θXtδ is surjective for each δ in Γ. In particular, 6xβy,a — θXfβya is
surjective for all a, β in Γ and y in R; xβy is a-rt.q.r. for each a
in Γ. So xΓR is a right quasi-regular right ideal of R; therefore
xeJ(R), by Proposition 2.9. Thus ΓiaerJ*(R(a)) = J(R).
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Let A be any associative ring and c be in A. Then the ring
A{c) got by introducing the multiplication acb = a°b in the additive
group A is known as the e-homotope of A (see [13, §2]). The R{a)

considered above is a somewhat similar structure. In fact, for A
considered as a weak ΓN-rmg, the two concepts are identical. Inspired
by the associative case (see [13, Proposition 1]), we can call an element
x in a weak ΓN-ring R to be properly (right) quasi-invertible (p.q.i.)
if x is right quasi-regular in each R{a). We then note that the p.q.i.
elements are precisely the ones that we have already called as the
right quasi-regular elements. As such, elements of J(R) are p.q.
invertible. On the other hand, if x is p.q.i. in R, then x is in J(R)
(as can be seen from the proof of the above Theorem 3.1). Thus
we have

THEOREM 3.2. In a weak ΓN-ring R, J(R) is precisely the set of
all p.q.i. elements of R.

We now note that the weak /Vring structure on R enables us
also to consider Γ as a weak RN-rmg. As such, for an element x
in R, Γ{x) denotes the sc-homotope of the weak i^-ring Γ.

THEOREM 3.3. For a weak ΓN-ring R,

J(R) = {xeR\J*(Γw) = Γw) .

Proof. Let x be in J(R). Then x is ^-quasi-regular for each
β in Γ. In particular, x is ( — α#α)-quasi-regular for each a in Γ.
So, let y be such that x + y + x( — axa)y = 0; hence — axa — ay a +
a(x(axa)y)a — 0, i.e., — axa + ( — aya) + ( — axa)x(—aya) = 0. This
implies that — axa is an x-right quasi-regular element of Γ. There-
fore, by Remark 2.4 (iv) a is x-right quasi-regular, i.e., a is right
quasi-regular in the associative ring Γix). a being arbitrary in Γ,
clearly J*(Γ(a;)) = Γ{x).

Conversely, let x be in R such that J*(Γ(ίC)) = Γ{x). Hence, every
β in Γ is right quasi-regular in Γ{x). Therefore the map φβ,x: Γ —>Γ
defined by φβ,x(a) = a + βxa is surjective for each β in Γ. So
ψ-a,xax = <P-axa,x is surjective for each a in Γ. This implies that
— a is (mx)-right quasi-regular. Let β be in Γ such that — a +
β — a(xax)β = 0. This implies that 0 = — xax + xβx — x(a(xax)β)x =
— xax + xβx + ( — xax)a(xβx). Thus ( — xax) is α-right quasi-regular;
hence x is α-right quasi-regular (by Remark 2.4 (iv)). a being
arbitrary in Γ, x is p.q. invertible; therefore x is in J(R) (by Theorem
3.2).
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REMARK 3.4. Dualizing the above result we also have that
J(Γ) = {aeΓ\ J*(RW) = R{a)} in a weak /Vring R.

For later use we record the following immediate

COROLLARY 3.5. If R is a weak ΓN-ring such that Γ is semi-
simple, then R is a ΓN-ring, i.e., RaR — 0 implies a — 0.

REMARK 3.6. Lister has developed in [8] a structure theory for
the so-called ternary rings. These are easily seen to be also weak
/Vrings; besides, the notion of Jacobson radical for such a ternary
ring T coincides with that of the weak ΓVring T (see [8, Theorem
9]). As such, our earlier results hold for that case also. The radical
theory there also is developed via a module theory.

For applying our results to the case of rings we first need the
following result.

THEOREM 3.7 (cf. [2, Theorem 10.1]). Let J*(A) he the Jacobson
radical of a ring A and J(A) be the Jacobson radical of A considered
as a weak ΓN-ring (see §1, Example 2). Then J*{A) = J(A).

Proof. J(A) is clearly a right ideal of the ring A, by Proposition
2.9. Further, if a is in J(A), then a is (-α)-quasi-regular in the Tu-
ring A. Hence there exists an a' in A such that a + a' — aaa' = 0. One
can then easily verify that a is right quasi-regular in the ring A
with right quasi-inverse — a — aa' + a2a'. Thus J(A) is a right
quasi-regular right ideal of the ring A and hence is contained in
J*(A).

Let, if possible, J(A) g J*(A). Then there exists an irreducible
AΓ-module M such that MΓJ*(A) Φ 0. Let m in M and a in Γ( = A)
be such that maJ*(A) Φ 0. By the irreducibility of M, maJ*(A) =
M;maa=— m for some a in J*(A). But ααeJ*(A); hence αα + α' +
aaa' — 0 for some a' in A. We have

0 = ma((aa + a* + (aa)a')a)

= ma(((aa)a) + α'α + {{aa)a')a)

— (maa)aa + ma(a'a) + (mcta)a(ara)

= m + mα(α'α) — ma{a'a) = m ,

a contradiction.

REMARK 3.8. One can also directly prove that the maximal
regular right ideals of the ring A are also maximal regular right
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ideals in the Γ-ring A and vice versa. The above theorem can then
be deduced also from this fact, using Proposition 2.3 and [4, Theorem
1.2.2].

Now we recall that an element a in an associative ring A is said
to be properly quasi-invertible (p.q.i), if ab is right quasi-regular in
A for each b in A. It is clear that an element a in A is right
quasi-regular if and only if the map Θa:A—>A defined by Θa(b) =
b + ab is sur jective. Also, a is right quasi-invertible in the 6-homotope
A(δ) if and only if the map Θa>b: A-^A defined by Θa>b(c) = c + abc
is surjective. Since <9α,δ = Θab, the following known proposition is
immediate.

PROPOSITION 3.9 (cf. [13, Proposition 1]). An element a in an
associative ring A is p.q.i. if and only if a is right quasi-invertible
in each homotope A{b).

From the remarks preceding Theorem 3.2 and from Proposition
3.9 it is clear that an element a in an associative ring A is p.q.i.
in A if and only if it is p.q.i. in the Γ-ring A. Hence, in view
of Theorem 3.7, the following corollary is a direct consequence of
Theorems 3.1, 3.2, and 3.3.

COROLLARY 3.10. For an associative ring A, J*(A) is the set of
all p.q.i. elements of A. Further,

J*(A) = Γl J*(A{a)) = {a 6 AI J*(A(α)) = A(α)} .
aeA

4* Γ-algebras* In this section we show how our results also
apply to the case of ternary algebras and triple systems (see [11],
(14]). For this we need the concept of a Γ-algebra which we define
below.

Let Θ = {a,h, } be a commutative associative ring with identity
and Γ = {a, β, }, E = {x, y, } be unitary right modules over Θ.
Then E is said to be a Γ-algebra over (9, if E is a Γ-ring satisfying
(xay)a — xa(yά) = x(aά)y = (xa)ay. If further E is also a weak ΓN-
ring we shall call E to be a weak ΓN-algebra. It is clear that
every Γ-ring R can be considered as a Γ-algebra over the ring Z of
integers. Throughout this section E will denote a Γ-algebra over
a fixed ring θ of scalars.

We shall call a Θ-module M to be an algebra module over E (to
be called an E*Γ-module), if M is an ϋΓ-module over the Γ-ring E
and if (max)a = ma(xά) = m(aa)x = (ma)ax, for m in M, a in Γ
and α in Θ. The notions of ϋ/T-submodules, algebra ideals etc. are
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self-evident. We shall further call an algebra right ideal I of E to
be regular if it is regular as a Γ-ring ideal.

PROPOSITION 4.1. A maximal regular algebra right ideal of E
is also a maximal regular ring right ideal of the Γ-ring E and vice
versa.

Proof. It clearly suffices to prove that a maximal regular ring
right ideal I of E is also an algebra right ideal of E; in fact, it is
enough to show that Iθ Q I. If Iθ §g I, then Iθ + I being also a
Γ-ring right ideal, maximality of I implies that I + Iθ = E. By
regularity of I there exists an e in E and an a in Γ such that
y — eay e I for all y in E. But e e I + Iθ; so, e = x + Σ?=i
x, #* in I and αέ in θ(ΐ = 1, 2, , %). Then eae — xae + Σ{x
xae + Σxiaζecii) e I. But e — e&e already belongs to I. So e e /, a
contradiction. Thus /θ £ /.

The following proposition is a direct consequence of Proposition
4.1 if one observes that the irreducible £T-modules (J5*jT-modules)
are precisely the modules of the form E/I for maximal regular Tu-
ring (algebra) right ideals / of E (see Lemma 1.3).

PROPOSITION 4.2. Any irreducible E*Γ-module is also irreducible
as an EΓ-module. Conversely, any irreducible EΓ-module can be
made into an E*Γ-module.

As usual, we define the Jacobson radical J(E) of a Γ-algebra E
as Π A(M), where M runs over all the irreducible i?;!T-modules.
Then, from Proposition 4.2 we immediately have

PROPOSITION 4.3. Let E be a Γ-algebra. Then J(E) = J(E).

REMARK 4.4. We note that all our earlier results could also have
been obtained in the setting of algebras with suitable modifications.
In particular, J(E) would also be the intersection of all maximal
regular algebra right ideals of E (Proposition 2.3).

We now recall that a ternary algebra T over θ is a unital
(right) Θ-module with a trilinear composition (x, y, z) —> {xyz) such
that ((xyz)uv) = (x(yzu)v) = (xy(zuv)) (see Myung [14]). Clearly,
T is also a weak /Valgebra with Γ = T.

Now, let T be a ternary algebra over θ. Then, by very definition,
the notion of p.q. invertibility in the ternary algebra T (see [14])
coincides with the same notion in the weak Γ^-ring T (see §3).
Noting that the Jacobson radical Rad T of T (as defined by Myung)



STRUCTURE OF Γ-RINGS 551

consists precisely of the p.q.ί. elements of T, we immediately have
PROPOSITION 4.5. Let T be a ternary algebra over Θ. Then

Rad T = J{T) = J(T).

In view of the above proposition, the following (known) results
(see [14, Theorem 3 and Corollary 1]) are direct consequences of
Theorems 2.5, 3.1 and 3.3.

PROPOSITION 4.6. Let T be a ternary algebra over Θ. Then
Rad T = J(T) is the unique maximal quasi-regular ideal in T.
Further, Rad T = Π*eτ J*(T{X)) = {x e T\ J*(T(a;)) = T{x)}.

REMARK 4.7. The above results show in particular that the
concept of Jacobson radical for a ternary algebra could also have
been developed in a natural way via a module theory for ternary
algebras.

REMARK 4.8. The ternary algebras are also known in the literature
(see [11], [14]) as associative triple systems of first kind. Indeed, an
associative triple system of second kind is a unital 0-module T
together with a trilinear composition (xyz) such that ((xyz)uv) —
(x(uzy)v} — {xy(zuv}}. If (T, <•>) is an associative triple system
of the second kind, then T also becomes a weak ΓValgebra, if one
defines the ternary compositions as follows: Γ — T and the Turing
composition in T be same as <•>; the weak /Vring composition in
Γ is defined by (axβ) = (βxa). Also, the Jacobson radical of T (as
defined in [11]) coincides with J(T) as defined in the present paper.
Thus, our set-up provides a uniform module cum radical theory for
the triple systems of both kinds at the same time.

REMARK 4.9. Hestenes considers in [5] a special type of (finite
dimensional) ternary algebra over complex numbers. This algebra
also becomes a weak ΓVring in a natural way and in fact it is also
semisimple in the sense of Nobusawa (see Condition 4 in Hestenes'
definition). As such, some of his results can also be deduced from
ours.

REMARK 4.10. Stephenson considers in [16] certain ternary rings,
earlier introduced by Hestenes; such ternary rings, by very definition,
are associative triple systems of second kind. Stephenson raises
certain questions concerning the Jacobson radical for such systems.
We note here that almost all his querries find their answers in the
preceding material.

5* Imbedding of a weak ΓVring into an associative ring. In
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this section we describe a construction by which a weak
can be imbedded into an associative ring with identity. This cons-
truction is similar to the one given in [11] for associative triple
systems.

Let R be a weak /Vring. For x in R and a in Γ, let L(x, a)9

L(a, x)9 R(x, a), and R(a, x) respectively denote the mappings y-^xay,
β ~> axβ, β -> βxa and y —> yax. Clearly, L(x, a) and R(a, x) e
End R, R{x, a) and L(a, x) e End Γ. Now consider the ring E =
End R 0 (End Γ)op. For x in R and a in Γ, let Z(a, a) denote the
element (Z/(#, a), R(x> a)) in i£. We denote by L the subring of E
generated by {l(x, a)} for x in R and α: in /\ The multiplication in
E shows that l(x, ά)l(y, β) = l(xay, β) = l(x, ayβ). In a similar way
one can associate with a in Γ and x in R the element r(a, x) =
(Λ(α, a?), L(α, x)) in (End ie)oί) φ End Γ = £;oί). Again, let S denote
the subring of Eov generated by {r(a, x)} for a in Γ and a? in i?.
Multiplication in Eop shows that r(cc, x)r(β, y) = r(axβ, y) — r(a, xβy).
Let Ex and ^ respectively denote the identity elements of E and
Eop. We set .5^ = ZE1 + L and & = Z£f2 + S, ^ denoting the set
of integers, i? and Γ respectively become E — Eop and Eop — ^
bimodules with respect to the following module multiplications: For
(P, Θ) in E, (P19 θj) in JE03> (P, P X in End i2 and Θ, θx in EndΓ), x in
i2 and α in Γ, (P, θ)» = P(x), x(P19 Θx) = P^x\ a(P, Θ) = θ(α) and
(Ply ©!)« = ©!(«). Consequently, i? and Γ can also be considered respec-
tively as Sf — & and & — ̂ f bimodules. We shall use these
module multiplications in the sequel without explicit mention.

Now we consider the sum A — ̂ fζ&RζBΓ®^?, where 0 denotes

(additive) group direct sum. Denoting the elements oί A by ( x)

with I in J*f, x in R, a in Γ and r in ,^?, we introduce a multiplication
in A by defining

Ik xλ ίk a?2\ _ ίhk + l(xlf a2) ltx2 + ^ Λ

Ui r j U2 rJ ~ W« + n«2 r(aί9 x2) + r

Then one can easily verify that A is an associative ring with respect

Q1]?)- Further,

the elements x9 a, I and r of R, Γ9 Jίf and & can be respectively
identified with the elements (J g), (^ J), (J J) and (J J) of A. The
weak T^-ring multiplications are preserved by this identification; so
we can assume that R and Γ are imbedded in A in the above manner.
From the definition of multiplication in A the following results are
easily deduced.

PROPOSITION 5.1. AQ = L 0 R 0 Γ 0 S is an ideal of A.
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PROPOSITION 5.2 (cf. [ll], Theorem 2 (v), p. 30]). Et is an idem-
potent in A and the Peirce spaces of A relative to Έγ are given by:
An = £>?, A10 = R, Aoι = Γ and AQ0 = &.

REMARK 5.3. If R is a weak /Vring, then Γ is also a weak
RN-τing. As such, we could have as well started with Γ and obtained,
through the above construction, another associative ring A1 = S?Γ 0
ΓξBR@&r However, one can easily see that there is a natural
isomorphism between A and A' which preserves the structure of
the components individually; thus, this second construction does not
yield any new structure.

PROPOSITION 5.4. // / is an ideal of A, then
( i ) i = ΘΣ*=o,iΣi=o,ι(iΓnii<i).
(ii) I (Ί R and I f] Γ are ideals of R and Γ respectively.
(iii) If I £ & © ̂ p, then 1 = 0.

Proof, (i) and (ii) are clear (see [11, Lemma 7, p. 18]). For (iii),
let / C Sf φ ^ By (i) and Proposition 5.2, / = (I n -S?7) 0 (/ Π Λ) 0
( l n Γ ) φ ( ί ί l ^ ) ; by hypothesis, / Π R = 0 and / Π Γ = 0; hence
1= (lΠJΪf)(B(In&). Also (lΠ^f)RQ(IR)Π(^fR)QlnR = 0
and Γ(IO^f) = (Π) n {Γ^f) Q IΠ Γ = 0; therefore I n ̂ f = 0;
similarly IΠ & = 0 . Thus 1 = 0.

For a /Vring JK, the rings L and S can be identified in a natural
way with the left and right operator rings of R (for definitions see
[10]). To see this we need the following

LEMMA 5.5. Let R be a ΓN-ring. Then, for an I in L(r in S)
ly — 0(yr = 0) for all y in R if and only if 1 = 0(r = 0).

Proof. Let I - Σ?=i l(α*, «*) - CΣXfo, α€), ̂ i2fe, at)) be in L
such that ly = 0 for all 7/ in J?; hence 2fL(xi, αj^/ = 0 for all y in
jβ, i.e., ΣL(xi9 a,) = 0 in End i?. Further, xiΣβx&Jy = xβ^Σx^y) = 0
for any α?, 2/ in i2 and /S in Γ. Hence, by the Nobusawa condition,
0 = ΣβxAi = /S2'i2(̂ ί, α j = ΣR(xif at)(β) for all /3 in Γ, i.e., ^Λίa?,, α,) =
0 in End Γ. Thus I = 0. The other part is similar.

PROPOSITION 5.6. Let R be a ΓN-ring and 0«, 0?t respectively
denote the left and right operator rings of R (see [10]). Then 0« = 1/

?t = S.

Proof. The map φ: 0?t->L defined by ̂ (ΣLi [xt, αj) = ΣLi ί(^, «*)
is well-defined in view of the above lemma. Further, it can be



554 T. S. RAVISANKAR AND U. S. SHUKLA

easily seen to be a ring epimorphism; that ker φ — 0 follows from
the definition of left operator ring. Thus φ is the required iso-
morphism. The other part is similar.

The following result can be verified on the same lines as the
above proposition; it is also implicit in the proof of Lemma 5.5.

PROPOSITION 5.7. Let R be a ΓN-ring and Γ be an RN-ring.
Then 0?t ~ 0,1 and 0£ = 0£.

6* Strongly semisimple weak Firings* In this section we
shall show the equivalence of the semisimplicity (and minimum
condition) of A and strong semisimplicity (and strong Artinian con-
dition) of R. Towards this we first have

PROPOSITION 6.1. An element x in a weak ΓN-ring R is p.q.
invertible (see §3) in R if and only if it is p.q. invertible in the
associative ring A.

Proof. Let x be p.q. invertible in the weak Γ^-ring R — A10 =
EγA(Id — Ex). Hence x is right quasi-regular in R{a\ for each a in
Γ = A01 = (Id — EJAE^ thus, for each a in A there exists a y in
R such that 0 = x + y + x((Id - EJaEJy = x + y + (x(Id - Eι))a(Eιy).
Since x, y are in A10 this implies that x + y + xay — 0; hence x is
right quasi-regular in each homotope A{a), i.e., x is p.q. invertible
in A.

Conversely, let x in R be right quasi-regular in A(α) for each a
in A; in particular, x is right quasi-regular in A{a) for each a in A
If y = # u + 2/10 + 2/oi + 2/oo (with T/̂  in A^ , i, i = 0, 1) be the right
quasi-inverse of x in A(a), then one can see (using the multiplication
rules among the Ai3

 9s) that yι0 is a right quasi-inverse of x in R[a\
Hence x is p.q. invertible in R.

By a similar reasoning as above, we have

PROPOSITION 6.2. Lei R be a weak ΓN-ring. Then an a in Γ
is p.q.i. in Γ if and only if a is p.q.i. in A.

The following corollary is immediate from Propositions 6.1, 6.2
in view of Theorem 3.2 and Corollary 3.10.

COROLLARY 6.3. Let R be a weak ΓN-ring and let J(R), J(Γ)
and J*(A) respectively denote the Jacobson radicals of R, Γ and A.
Then J(R) =Rf) J*(A) and J(Γ) = Γ Π J*(A).
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By Proposition 5.4(i) we have J*{A) = (J*(A) Π &) φ (J*(A) Π Λ)φ
( J * ( A ) ί Ί Γ ) φ ( J * ( A ) n ^ ) . We then use Corollary 6.3 and [11,
Theorem 5 (ii), p. 18] to obtain

LEMMA 6.4. J*(A) = J*(-Sf) Θ J(22) 0 J(Γ) φ J * ( ^ ) .

THEOREM 6.5. R is strongly semίsίmple if and only if A is
semisimple.

Proof. If A is semisimple then R is strongly semisimple, by
Lemma 6.4. Conversely, if R is strongly semisimple then J*(A) =
J*(-Sf) θ J*(£0) C ̂  Φ ̂ P. Since J*(A) is an ideal of A, it follows
from Proposition 5.4 (iii) that J*(A) = 0; hence A is semisimple.

If Ii 31 2 Z) is a strictly descending chain of right ideals of
R, then one can easily see that l(I19 Γ) + /t ID Z(J2, Γ) + Z2 z) is a
strictly descending chain of right ideals of A. As such, if A is
right Artinian, then R (and similarly Γ) is also right Artinian, i.e.,
R is strongly right Artinian. The converse however needs certain
extra assumptions. Towards that we first have

LEMMA 6.6. If R is a strongly right Artinian, strongly semi-
simple weak ΓN-ring, then L and S are also semisimple and right
Artinian.

Proof. By Theorem 2.14, R and Γ are semisimple in the sense
of Nobusawa. As such we can write (see [15, Theorem 1]) R =
eXt φ φ eXt and Γ - afiϊt Φ Φ aj)r

rt for minimal right ideals
eβrt{afiζt) of R{Γ). One can then easily verify that

OS = Σ Σ [ah e,m
i = l j = l

and that [ajf eJOS is a minimal right ideal of OS for all i, j . OS will
be a finite direct sum of minimal right ideals of OS (see [7, Lemma
on p. 442]). Then, OS being an operator group with a composition
series will be right Artinian. In a similar way we can show that OS
is also right Artinian. Since R is a Γ^-ring and Γ an J?^-ring (by
Corollary 3.5) we can use Propositions 5.6 and 5.7 to conclude that
L and S are right Artinian. L and S are semisimple, being ideals
of the semisimple rings Jϊ? and & respectively (by using Theorem
6.5 and Lemma 6.4).

LEMMA 6.7. // R is strongly right Artinian and strongly
semisimple, then L = ̂  S — & and hence Ao = A.
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Proof. From the previous lemma and from [3, Corollary 1, p.
32] it follows that L and S have identity elements. Let I — Σl(xif ax) =
Σ(L(xif cti), R(xif at)) be the identity element of L; then I is the
identity element of E=EnάRφ(EnάΓ)op. If not, either ΣL(xif aί)(y)Φy
for some y in R or ΣR(xi9 at)(β) Φ β for some β in Γ. For example,
if Σx^y — y Φ 0, then by Corollary 3.5 there exist β and d in Γ
such that 0 Φ βiΣx^y - y)d = β({Σl(xίy aτ))l{y, d)) - βl(y, d) =
βl(y, d) — βl(y, d) = 0, a contradiction. Thus £ = j ^ and hence L =

CS .̂ Similarly S = , ^ .

THEOREM 6.8. Let R be a weak ΓN-ring. Then R is strongly
semisimple strongly right Artinian if and only if A is semisimple
and right Artinian.

Proof. It only remains to prove that A is right Artinian when
R is strongly semisimple and strongly right Artinian. Using Lemma
6.7 we can write A = AE2 0 AE1 = ( f i 0 S ) φ ( Γ φ L). Further, any
right ideal / of A can be written as / = IE2 φ IE19 where IE2(IE0
is a right ideal of the ring AE2(AE^. In view of this it is enough
to show that AE2 and AEX satisfy right Artinian conditions. Since
R and S are semisimple and right Artinian (by Lemma 6.6) we have
B = e 1 S0 φ e B S a n d S = / 1 S φ 0 / m S with e/s in R and//s
in S such that etS and f3 S are minimal right ideals of the weak
/Vring R and the ring S respectively. Then AE2 = Σe$ φ ΣfόS =
ΣβiAE2 φ ΣfjAE2. e%AE2 and f3-AE2 are easily seen to be minimal
right ideals of Ai72. As before (see the proof of Lemma 6.6) AE2

is seen to be right Artinian. Similarly AEX will be right Artinian;
hence A is right Artinian.

The following corollary is immediate from the above theorem if
one recalls that a semisimple ring is right Artinian if and only if
it is left Artinian (see [6]).

COROLLARY 6.9. Let R be a strongly semisimple weak ΓN-ring.
Then R is strongly right Artinian if and only if R is strongly left
Artinian.

7. Strongly simple /brings* In this section we characterize
completely the strongly simple strongly right Artinian weak ΓV-rings.

PROPOSITION 7.1. If A is simple then R is strongly simple.

Proof. It suffices to observe that for a nonzero proper ideal
of R(Γ), AIA(AΓtA) is a proper ideal of A containing I(Γt).
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THEOREM 7.2. Let R be a weak ΓN-ring. Then R is strongly
simple strongly right Artinian if and only if A is simple and right
Artinian.

Proof. Let R be strongly simple and strongly right Artinian.
Then R is also strongly semisimple, so that A is right Artinian (by
Theorem 6.8). If / be a nonzero ideal of A then I Π R{I Π Γ) is an
ideal of R{Γ). Strong simplicity of R implies that IΠ R = 0 or R
and that IΠ Γ = 0 or Γ. If I n R = 0 and IΠ Γ = 0, then by
Proposition 5.4 (i) and (iii) 1=0, a contradiction. If however If]R=R,
then Γ = ΓRΓ = Γ(If] R)Γ £ J so that If]Γ = Γ. Therefore / a
j? 0 Γ. Since / is an ideal of A, I^ΓR = S and I^RΓ = L.
Therefore I^LφRφΓφS = Ao. By Lemma 6.7, / = Ao= A. Hence
A is also simple. The converse is immediate from Proposition 7.1
and Theorem 6.8.

THEOREM 7.3. Let R be a strongly simple strongly right Artinian
weak ΓN~ring. Then there exists a division ring D and positive
integers m, n such that R = Mn, m(D) and Γ ^ Mm,n(D) with the weak
ΓN-ring multiplications being the ordinary matrix multiplications
(see §1, Example l(b)).

Proof. By Theorem 7.2, A is simple and right Artinian; hence
A is isomorphic to a matrix ring of the form Mk)k(D), for some
division ring D (see [6]). Without loss of generality we can assume
that the idempotent Ex in A has the following matrix representation
with respect to the above identification of A with Mk>k(D).

0... \

m,n 0.

m, n being integers with m + n = k. The element E2 = Id — E1 will
consequently have the representation

0m,n

By appealing to Proposition 5.2 we have the following further identi-
fications of the components of A with subsets of MkΛ(D).

R = E.Add - E,) =
.0.

0.._\ /0.
I MUD)

0.../ \0m,%

0.

0n,n\Mn,m(D)

0
m,n 0.
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Γ =
o...

0.

j
*-m

MM,n(D)

\
y in

,m /

o.

o...

The conclusions of the theorem clearly follow from the above
representations of R and Γ.

REMARK 7.4. Under the hypothesis of the above theorem we
can also identify the left operator ring OS of R with Mn,n{D), a
complete matrix ring, and the right operator ring 05 with the complete
matrix ring Mm,m(D) (as in the above theorem, using Proposition 5.6,
Corollary 3.5 and Lemma 6.7).

REMARK 7.5. A ternary ring T in the sense of Lister (see [8])
is also a weak /Vring with Γ — T (see Remark 3.6). An ideal of
T is defined as a two-sided ideal which is also medial. However in
the case of a weak ΓN-ring the notion of a medial ideal deoes not
exist. As such, a ternary ring T which is simple as a weak /Vring
is also simple as a ternary ring. One can easily show by example
(see [8]) that a simple ternary ring need not be simple as a weak
/Vring.

REMARK 7.6. Recalling that a Hestenes ternary algebra is also
a semisimple weak /Vring (see Remark 4.9) we note that the main
Theorem 6.6 of [5] has a bearing to our Theorem 7.3.

Professor J. Luh has kindly communicated to us a weaker form
of the following result:

If R is strongly semisimple then R is strongly right Artinian
if and only if R is right and left Artinian. One way (only if part)
follows from Corollary 6.9. The other part can be deduced from
Nobusawa's structure theorems (see [15]) using Theorem 2.14. Pro-
fessor Luh's proof for the first part of the particular case is different
from ours.

REFERENCES

1. W. E. Barnes, On the Γ-rings of Nobusawa, Pacific J. Math., 18 (1966), 411-422.
2. W. E. Coppage and J. Luh, Radicals of Γ-rings, J. Math. Soc. Japan, 23 (1971),
40-52.
3. M. Gray, A radical Approach to Algebra, Addison-Wesley, 1970.
4. I. N. Herstein, Non-commutative rings, Carus Math, monograph No. 15 (1969).
5. M. R. Hestenes, On a ternary algebra, Scripta Mathematica, Volume XXIX, No.
3-4, 253-272 (1973).



STRUCTURE OF Γ-RINGS 559

6. I. Kaplansky, Fields and Rings, Univ. of Chicago Press, 1972.
7. S. Lang, Algebra, Addison-Wesley, 1965.
8. W. G. Lister, Ternary rings, Trans. Amer. Math. Soc, 154 (1971), 37-55.
9. J. Luh, On primitive Γ-rings with minimal one-sided ideals, Osaka J. Math., 5
(1968), 165-173.
10. , On the theory of simple Γ-rings, Michigan Math. J., 16 (1969), 65-75.
11. K. Meyberg, Lectures on algebras and triple systems, The University of Virginia,
Charlottesville, 1972.
12. N. H. McCoy, Ring Theory, Macmillan, 1966.
13. K. McCrimmon, A characterization of the radical of a Jordan algebra, J. Algebra,
18 (1971), 103-111.
14. H. C. Myung, A characterization of Jacobson radical in ternary algebra, Proc.
Amer. Math. Soc, 38 (1973), 228-234.
15. N. Nobusawa, On a generalization of ring theory, Osaka J. Math., 1 (1964), 81-89.
16. R. A. Stephenson, Jacobson structure theory for Hestenes' ternary rings, Trans.
Amer. Math. Soc, 177 (1973), 91-98.

Received November 26, 1975.

BIRLA INSTITUTE OF TECHNOLOGY AND SCIENCE

PILANI 333031 (RAJASTHAN) INDIA

AND

NEHRU COLLEGE

FARRUKHABAD (U.P.) INDIA





PACIFIC JOURNAL OF MATHEMATICS

EDITORS
RICHARD A R E N S (Managing Editor)

University of California
Los Angeles, CA 90024

CHARLES W. CURTIS

University of Oregon
Eugene, OR 97403

C. C. MOORE

University of California
Berkeley, CA 94720

J . DUGUNDJI

Department of Mathematics
University of Southern California
Los Angeles, CA 90007

R. FINN and J. MILGRAM

Stanford University
Stanford, CA 94305

E. F. BECKENBAOH

ASSOCIATE EDITORS
B. H. NEUMANN F. WOLF K. YOSHIDA

SUPPORTING INSTITUTIONS
UNIVERSITY OF BRITISH COLUMBIA
CALIFORNIA INSTITUTE OF TECHNOLOGY
UNIVERSITY OF CALIFORNIA
MONTANA STATE UNIVERSITY
UNIVERSITY OF NEVADA, RENO
NEW MEXICO STATE UNIVERSITY
OREGON STATE UNIVERSITY
UNIVERSITY OF OREGON

UNIVERSITY OF SOUTHERN CALIFORNIA
STANFORD UNIVERSITY
UNIVERSITY OF HAWAII
UNIVERSITY OF TOKYO
UNIVERSITY OF UTAH
WASHINGTON STATE UNIVERSITY
UNIVERSITY OF WASHINGTON

The Supporting Institutions listed above contribute to the cost of publication of this Journal,
but they are not owners or publishers and have no responsibility for its content or policies.

Mathematical papers intended for publication in the Pacific Journal of Mathematics should
be in typed form or offset-reproduced, (not dittoed), double spaced with large margins. Please
do not use built up fractions in the text of the manuscript. However, you may use them in the
displayed equations. Underline Greek letters in red, German in green, and script in blue. The
first paragraph or two must be capable of being used separately as a synopsis of the entire paper.
Items of the bibliography should not be cited there unless absolutely necessary, in which case
they must be identified by author and journal, rather than by item number. Manuscripts, in
triplicate, may be sent to any one of the editors. Please classify according to the scheme of Math.
Reviews, Index to Vol. 39. All other communications should be addressed to the managing editor,
or Elaine Barth, University of California, Los Angeles, California, 90024.

50 reprints to each author are provided free for each article, only if page charges have been
substantially paid. Additional copies may be obtained at cost in multiples of 50.

The Pacific Journal of Mathematics is issued monthly as of January 1966. Regular sub-
scription rate: $72.00 a year (6 Vols., 12 issues). Special rate: $36.00 a year to individual
members of supporting institutions.

Subscriptions, orders for numbers issued in the last three calendar years, and changes of address
should be sent to Pacific Journal of Mathematics, P.O. Box 969, Carmel Valley, CA 93924, U.S.A.
Older back numbers obtainable from Kraus Periodicals Co., Route 100, Millwood, NY 10546.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.).

8-8, 3-chome, Takadanobaba, Shinjuku-ku, Tokyo 160, Japan.

Copyright © 1978 by Pacific Journal of Mathematics
Manufactured and first issued in Japan



Pacific Journal of Mathematics
Vol. 80, No. 2 October, 1979

K. Adachi, On the multiplicative Cousin problems for N p(D) . . . . . . . . . . . . . 297
Howard Banilower, Isomorphisms and simultaneous extensions in C(S) . . . . 305
B. R. Bhonsle and R. A. Prabhu, An inversion formula for a distributional

finite-Hankel-Laplace transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313
Douglas S. Bridges, Connectivity properties of metric spaces . . . . . . . . . . . . . . 325
John Patton Burgess, A selection theorem for group actions . . . . . . . . . . . . . . . 333
Carl Claudius Cowen, Commutants and the operator equations

AX = λX A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337
Thomas Curtis Craven, Characterizing reduced Witt rings. II . . . . . . . . . . . . . . 341
J. Csima, Embedding partial idempotent d-ary quasigroups . . . . . . . . . . . . . . . 351
Sheldon Davis, A cushioning-type weak covering property . . . . . . . . . . . . . . . . 359
Micheal Neal Dyer, Nonminimal roots in homotopy trees . . . . . . . . . . . . . . . . . 371
John Erik Fornaess, Plurisubharmonic defining functions . . . . . . . . . . . . . . . . . 381
John Fuelberth and James J. Kuzmanovich, On the structure of finitely

generated splitting rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389
Irving Leonard Glicksberg, Boundary continuity of some holomorphic

functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425
Frank Harary and Robert William Robinson, Generalized Ramsey theory.

IX. Isomorphic factorizations. IV. Isomorphic Ramsey numbers . . . . . . . 435
Frank Harary and Allen John Carl Schwenk, The spectral approach to

determining the number of walks in a graph . . . . . . . . . . . . . . . . . . . . . . . . . 443
David Kent Harrison, Double coset and orbit spaces . . . . . . . . . . . . . . . . . . . . . 451
Shiro Ishikawa, Common fixed points and iteration of commuting

nonexpansive mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 493
Philip G. Laird, On characterizations of exponential polynomials . . . . . . . . . . 503
Y. C. Lee, A Witt’s theorem for unimodular lattices . . . . . . . . . . . . . . . . . . . . . . . 509
Teck Cheong Lim, On common fixed point sets of commutative

mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 517
R. S. Pathak, On the Meijer transform of generalized functions . . . . . . . . . . . . 523
T. S. Ravisankar and U. S. Shukla, Structure of 0-rings . . . . . . . . . . . . . . . . . . . 537
Olaf von Grudzinski, Examples of solvable and nonsolvable convolution

equations in K′p, p ≥ 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
Roy Westwick, Irreducible lengths of trivectors of rank seven and eight . . . . 575

Pacific
JournalofM

athem
atics

1979
Vol.80,N

o.2

http://dx.doi.org/10.2140/pjm.1979.80.297
http://dx.doi.org/10.2140/pjm.1979.80.305
http://dx.doi.org/10.2140/pjm.1979.80.313
http://dx.doi.org/10.2140/pjm.1979.80.313
http://dx.doi.org/10.2140/pjm.1979.80.325
http://dx.doi.org/10.2140/pjm.1979.80.333
http://dx.doi.org/10.2140/pjm.1979.80.337
http://dx.doi.org/10.2140/pjm.1979.80.337
http://dx.doi.org/10.2140/pjm.1979.80.341
http://dx.doi.org/10.2140/pjm.1979.80.351
http://dx.doi.org/10.2140/pjm.1979.80.359
http://dx.doi.org/10.2140/pjm.1979.80.371
http://dx.doi.org/10.2140/pjm.1979.80.381
http://dx.doi.org/10.2140/pjm.1979.80.389
http://dx.doi.org/10.2140/pjm.1979.80.389
http://dx.doi.org/10.2140/pjm.1979.80.425
http://dx.doi.org/10.2140/pjm.1979.80.425
http://dx.doi.org/10.2140/pjm.1979.80.435
http://dx.doi.org/10.2140/pjm.1979.80.435
http://dx.doi.org/10.2140/pjm.1979.80.443
http://dx.doi.org/10.2140/pjm.1979.80.443
http://dx.doi.org/10.2140/pjm.1979.80.451
http://dx.doi.org/10.2140/pjm.1979.80.493
http://dx.doi.org/10.2140/pjm.1979.80.493
http://dx.doi.org/10.2140/pjm.1979.80.503
http://dx.doi.org/10.2140/pjm.1979.80.509
http://dx.doi.org/10.2140/pjm.1979.80.517
http://dx.doi.org/10.2140/pjm.1979.80.517
http://dx.doi.org/10.2140/pjm.1979.80.523
http://dx.doi.org/10.2140/pjm.1979.80.561
http://dx.doi.org/10.2140/pjm.1979.80.561
http://dx.doi.org/10.2140/pjm.1979.80.575

	
	
	

